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Abstract. Object detection techniques are a major part of computer vision
research, with large-scale applications in industrial, scientific and other scenarios.
Technologies such as face detection, medical image detection, autonomous driv-
ing, and traffic detection have played a significant role in people’s lives. With the
rapid development of deep learning, many application areas, such as image classi-
fication, text classification, machine translation, etc., have achieved breakthrough
success in combination with deep learning. R-CNN brings object detection into
the era of deep learning, and its advantage compared with traditional methods is
that the former requires personnel to extract features manually, while the latter
uses deep learning to extract features automatically, which greatly improves effi-
ciency, simplifies operation, and opens a newera of object detection research. First,
this paper provides an overview of deep learning-based object detection back-
bone networks, reviews and analyzes milestone object detection algorithms, com-
pares commonly used datasets, summarizes applications, and finally concludes
the paper.
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1 Introduction

The key task of object detection is to correctly identify objects (e.g., humans, animals,
vehicles, and logo text) in a picture and to determine the location of the object [1]. By
means of a rectangular edge box, to locate the detected object and to distinguish between
classes of objects. Object detection has an important role in industrial scenes, scientific
research, etc. And similarly, other tasks such as classification, segmentation, motion
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estimation, and scene understanding are also fundamental problems in computer vision
[2].

Most traditional object detection algorithms are constructed based on artificially
constructed features [3], similar to the Viola-Jones detector [4], Histogram of Oriented
Gradients (HOG) [5] etc. The structure of these early traditional algorithms is generally
divided into three steps: informative region selection, feature extraction and classification
[6], suchmodels have obvious drawbacks and shortcomings, such as not fast convergence
and poor migration ability on new datasets.

The development of deep learning [7–10] and storage technology [11, 12] has pro-
moted the breakthrough of target detection. DCNN has excellent feature extraction and
data migration capabilities, and its emergence has changed the field of object detection.
The DCNN network AlexNet [13] was introduced in 2012, which has since opened the
era of deep learning research boom.

In this paper, deep learning-based object detection techniques are reviewed and
sorted out, and the main part will be organized as described below. In Sect. 2, the main
deep convolutional neural network models are reviewed, and their architectures and
performances are concisely described. Section 3 summarizes important object detection
algorithms from the past to the present, and their structures are carefully analyzed and
compared. Section 4 reviews the commonly used datasets and evaluation criteria in object
detection. Section 5 summarizes the main current application. Section 6 concludes the
paper.

2 Backbone Network for Object Detection

The rise of deep learning [14–16], big data [17, 18], computer capability [19–21], and
cloud computing [22, 23], has also led to the development of object detection. In the
object detection task, we usually use convolutional neural networks to extract features
from images for subsequent recognition and localization of objects, which is a very
important part of the object detection field. In the following, we will focus on reviewing
landmark networks in deep learning.

2.1 AlexNet

AlexNet is one of the seminal works in the field of deep learning, which opened a new
era of modern deep learning. The earliest convolutional neural network was LeNet [24],
which perfectly solved the handwritten digit recognition task and achieved an aver-
age accuracy of 98% on the MNIST dataset. Alexet uses a deeper and wider network
compared to LeNet, consisting of five convolutional layers, three maximum pooling
layers, and three fully connected layers. Each convolution layer uses multiple channels
to enhance information processing capability. The activation function between the inter-
mediate layers is performed by relu to speed up the model convergence, while a new
regularization technique dropout is used on the first two fully connected layers in order
to cope with the overfitting problem. The last fully connected layer is passed through
softmax, which produces a vector of size 1000 to represent the distribution of categories.
AlexNet achieved the best result on the ImageNet LSVRC-2010 dataset at that time, with
an accuracy rate of 62.5% and 83% on top-1 and top-5 classifications (Fig. 1).
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Fig. 1. Schematic diagram of AlexNet structure.

2.2 VGG

VGG has deeper layers and more parameters than AlexNet. VGG uses a convolutional
kernel of 3× 3 with a step size of 1 to get more information and details about the object
from the picture, and uses the ReLu Layer after each convolutional layer. The dominant
structures are VGG16 and VGG19, the former consisting of 13 convolutional layers and
3 fully connected layers, and the latter consisting of 16 convolutional layers and 3 fully
connected layers [25]. Combining multi-crop and dense evaluation, using scale jittering
to resize the images, we achieved second place in the classification task of the ILSVRC-
2014 challenge with an error rate of 7.3% and won first place in the localization task.
VGG proved at that time that a deeper and wider network would lead to higher accuracy.

2.3 GoogLeNet

Since the start of the deep learning boom, convolutional networks have moved in a
deeper and broader direction with more parameters. But larger models also require
higher computational costs and are more likely to cause overfitting of data, so how to
achievehigh accuracywith lower computational costs is the core goal ofGoogLeNet [26].
Inception block is an important concept in GoogLeNet. The structure of the Inception
model consists of four parallel pathswith different sizes of convolutional kernels (5× 5, 3
× 3, 1× 1) to extract information simultaneously, 1× 1 convolutional kernel can change
the dimension and reduce the parameters while achieving the purpose of deepening the
network and interacting with information across channels [27]. GoogLeNet won the
ILSVRC-2014 challenge, outperforming other networks of the same period with an
error rate of 6% in the classification task [28].

2.4 Resnet

The deeper layerswill cause gradient disappearance, gradient explosion, and degradation
problems will occur, and 56 layers will not even perform as well as 26 layers. Resnet
introduced Batch Normalization [29] to solve the gradient disappearance and gradient
explosion, and proposed residual to solve the degradation problem. The residual module
notates the mapping stacked by convolutional layers as H(x), and the first input of these
layers is noted as x. By way of a shortcut connection, we can choose to skip some layers.
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Rather than expect stacked layers to approximate H(x), we explicitly let these layers
approximate a residual function F(x) := H(x) − x [30]. The advantage of this is that at
least it does not make the parameters worse, it is able to train deeper models, effectively
solving the degradation problem, and the depth of the model can even reach more than
1000 layers. Resnet won first place in all kinds of tasks in the ILSVRC 2015 competition
[30]. Some subsequent networks, similar to Densenet [31], and ShuffLeNet [32], were
also inspired by the ideas in Resnet and were born.

3 The Architectures of Object Detection

Object detection is not limited to the identification of a particular object, but requires
the detection and localization of many objects within an image. Traditional object detec-
tion algorithms usually require manual efforts to extract features, which has inherent
drawbacks such as poor performance on new datasets and inefficient operation. DCNNs
employ deep convolutional networks to automatically extract object features, greatly
improving efficiency and speed. In the following, we review the important algorithms
and models based on DCNN in the field of object detection (Table 1).

Table 1. Comparison of mainstream algorithms for target detection.

Methods Backbone Highlights Year

R-CNN AlexNet The first application of deep neural
networks to object detection

2014

Fast R-CNN VGG16 Put the whole image and its bounding
boxes into the neural network

2015

Faster R-CNN VGG16 Use the neural network to generate
proposals to improve efficiency

2016

Yolo GoogLeNet(Modified) A neural network is used to complete
the work of bounding box generation
and feature extraction

2015

SSD VGG-16 The accuracy is guaranteed while the
speed is guaranteed

2016

3.1 Two Stage

R-CNN. R-CNN [33] is the first model that successfully applies deep learning to object
detection, and the module is designed as described below. 2000 region proposals are
obtained by Selective search, fixing all region proposals to the same size, then applying
Alext to each region proposal for feature extraction and outputting a vector of 4096 sizes,
and finally classifying them by a trained SVM to remove the candidate bounding boxes
with IOU values larger than a threshold by NMS. Finally, a trained regression model is
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used to predict the correction of its bounding box by training four parameters, centroid,
height and width.

R-CNN obtained the best results in the then VOC2007, VOC2010 and other object
detection challenge competitions. However, R-CNN has to perform feature extraction
for all 2000 region proposals, and there are many crossovers between the region pro-
posals and redundant feature extraction operations, resulting in slow speed, large space
occupation, and the need to train AlexNet, SVM and regressor individually.

Fast R-CNN. In response to a series of problems with R-CNN, Fast R-CNN was born
in 2015. Fast R-CNN uses VGG16 as the Backbone of the network, which not only
makes a breakthrough in speed but also improves the accuracy rate than before.

The specific operation is region selection first (this step is consistent with R-CNN),
unlike R-CNN which puts each region proposal for feature extraction, Fast R-CNN
extracts features by putting the whole image and the region proposals on the image into
VGG16 at once. The Rol pooling layer [34] is used for selecting the region of interest
and feeding the resulting feature vectors into two fully connected layers. One of which
is responsible for discriminating the category and one is responsible for locating the
anchor box to the correct position. The Fast RCNN uses multi-task loss jointly train
classification and bounding-box regression so that two tasks share convolution features.

Faster R-CNN. Although Fast R-CNNhas been effective, traditionalmethods of gener-
ating candidate bounding boxes such as selective search still have the problem of taking
a long time. Faster R-CNN generates detection boxes directly using RPN [35] based
on Fast R-CNN (RPN is a fully connected neural network), which further improves the
running speed. This is done as follows: (1) generating a large number of anchors (2)
RPN determines whether all the anchors contain objects, but not their categories, and
(3) adjusting the positions of the anchors to get more reasonable proposals. The ROI
pooling layer is used to adjust the vectors to a uniform size, and then output to the fully
connected layer. The Faster R-CNNN is different from the Compared with previous R-
CNN series, the region selection task also uses a deep learning approach, which greatly
improves the operational efficiency.

3.2 One Stage

Yolo. Traditional two-stage models need two steps to generate a bounding-box and
predict object types. In contrast, Yolo is an end-to-end model in which the predicted
bounding boxes and object classes are obtained by only one network.

Yolo’s Backbone framework is inspired by the GoogLeNet model [36] and consists
of 24 convolutional layers, and 2 fully connected layers, but instead of using Inception
blocks, a 1 × 1 convolution is used behind a 3 × 3 convolution. The full connected
layer vector in Yolo is Reshaped into a three-dimensional tensor with a size of 7 × 7 ×
30 [36], which is responsible for predicting the object if its center falls in a cell. 7 × 7
represents the division of the image into 7× 7 cells, and 30 represents the generation of
two bounding boxes per cell, each predicting five values (c, x, y, w, h), and 20 categories.

Yolo is inferior to Faster R-CNN in terms of accuracy, but faster than Faster R-CNN.
The Yolo positioning accuracy is not enough, multiple targets are close together, the
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target is too small, and the detection effect is not good. J. Redmon et al. subsequently
proposed yolov2 [37], yolov3 [38] (Fig. 2).

Fig. 2. Schematic diagram of Yolo structure.

SSD. In order to ensure the speed and accuracy at the same time, Liu W et al. proposed
SSD, which is the same as the popular detection model nowadays, SSD combines the
whole detection process into a single deep neural network, combining the advantages
of Faster R-CNN and Yolo, and its speed is faster than the one stage model of the same
period, yolo v1 is faster and has higher accuracy, 59 FPS withMAP 74.3% on VOC2007
test, vs Faster R-CNN 7 FPS with MAP 73.2% or YOLO 45 FPS with MAP 63.4% [39].

The Backbone of SSD is VGG16, which uses a base network to extract features,
generating multiple anchor frames at each pixel on a feature map at different scales,
predicting bounding boxes and categories for each anchor frame. The convolution layer
halves the height and width of the input image to arrive at fitting small objects with the
bottom layer and large objects with the top layer.

4 Datasets and Evaluation Criteria

4.1 Datasets

Datasets are an important part of the object detection task to train parameters and evaluate
models. This subsection will systematically review the classic datasets that have made
outstanding contributions and advanced research in the field of object detection.

The creation of the VOC (2005–2012) challenge made an important contribution to
the development of the computer vision field. Themost commonly used ones are VOC07
and VOC12, which have been extended to 20 classes of objects compared to VOC05.
The training set size of VOC07 [40] has been increased to 5k and has more than 12k
labeled objects. In contrast, the training set size of VOC12 reached 11k and had 16k
labeled objects [41].

The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) (2010–2017)
[42], which hadmade irreplaceable contributions to the development of image classifica-
tion, target detection and other fields. The ImageNet dataset, created under the auspices
of Stanford professor Feifei Li, contains over 14million tagged images, and 1000 classes
of objects, including over 500k images for the target detection class and 200 classes.
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MS-COCO is the most challenging dataset at present, with a huge scale and a high
status in the industry, mainly used for object detection, instance segmentation and other
scenarios.MS-COCO has fewer categories than ImageNet, but more instances per cate-
gory, with more than 2.5 million tags in 320,000 images, containing 91 common object
categories, 82 of which have more than 5,000 tagged instances [43].

Open images is a dataset built by Google that launched its first version in 2016 and
includes about 6,000 categories and over 9 million images. In 2018, Google launched
Open Images V4, which contains 15.4 million border boxes for 600 categories on 1.9
million images [44].

4.2 Evaluation Criteria

Evaluation criteria are used to measure how good the network is on the dataset. There
are many different kinds of evaluation criteria in the object detection task, such as recall,
accuracy, mean average precision (MAP), FPS, etc. The following is an analysis of the
evaluation criteria in object detection data.

Intersection over union (IOU) is the ratio of intersection and union of predicted
and true bounding-box. If the IOU is greater than the threshold value, the prediction
is considered as True Positive(TP), and if the IOU is less than the threshold value,
the prediction is considered as False Positive(FP). If the object in the bounding box is
not detected by the model, it is recorded as False Negative (FN). Precision measures
the percentage of correct predictions while recall measures the correct predictions with
respect to the ground truth 2.

Precision = TP/(TP + FP)#(1) (1)

Recall = TP/(TP + FN )#(2) (2)

Based on the above equation, Average Precision is calculated for each class sepa-
rately. Average Precision of all classes is averaged to obtain mean Average Precision
(mAP) and MAP is used to compare the performance between detectors.

5 Applications

5.1 Face Detection

Face detection has been an important application scenario in the field of object detection,
where the task goal is to find out the face in the image and determine its location, and the
traditional face detection is mainly done by manually extracting the face features and
then using a sliding window to match out the face in the image, where the representative
algorithm is VJ detector [4]. Object detection has achieved great success since it entered
the era of deep learning, and face detection algorithms are inextricably linked with
general-purpose object detection algorithms such as the RCNN family. A cascaded CNN
containing multiple cascaded DCNN classifiers was proposed [45], which improves the
speed of face detection and solves the problems caused by illumination and angle in
some realistic applications. To improve the problem of multi-pose and face occlusion
recognition, [46] was proposed subsequently.
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5.2 Text Detection

Text is one of the most important information carriers in human society and is a neces-
sary part of people’s lives. Text detection in images has important applications in many
aspects, such as intelligent traffic, recognizing road signs and slogans. Used for informa-
tion extraction, automatic recognition of text in natural scenes can save a lot of resources
and protect customer privacy.

In the early days, text detection was usually extracted manually, but in the era of
deep learning, features are usually extracted automatically using neural networks. This
has greatly improved efficiency and simplified the workflow.

Mainstream text detection is divided into two ways, one is to first detect the text
with generic object detection and then identify the text content, including image pre-
processing, feature representation, sequencemodeling (or character segmentation recog-
nition), and prediction. Among the representative algorithms are [47] and others. And
one is the end-to-end recognition approach, in which text detection and text recognition
were previously divided into two separate problems, while end-to-end systems unite
them into one, and recently, building real-time and efficient end-to-end systems has
become a new trend in the community [48].

6 Conclusions

This paper reviewed the evolution of object detection, focusing on the contribution of
deep learning-based object detection to the industry and research development, as well as
comparing its advantages andwhere it has advanced compared to traditional approaches.
The architecture of landmark backbone networks for target detection, such as AlexNet,
VGG, GoogleNet, and ResNet was analyzed. Deep learning-based target detection algo-
rithms such as R-CNN, Fast R-CNN, and Faster R-CNNwere summarized and reviewed,
and their differences from traditional object detection algorithms are analyzed and their
characteristics were compared. The architectures of One Stage algorithms YOLO and
SSD were concisely outlined, and their advantages and disadvantages were compared
with Two Stage algorithms, and their operational effects were illustrated. Four major
datasets in the field of object detection were introduced and the evaluation criteria of the
models were parsed. Finally, a summary of the classic applications in target detection.
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