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Preface

This volume contains the papers presented at SmartCom 2022: the Seventh International
Conference on Smart Computing and Communication held during November 18–20,
2022, in New York City, USA.

There were 312 submissions. Each submission was reviewed by at least three
reviewers, and on average 3.5 Program Committee members. The committee decided to
accept 64 regular papers. Thanks to the hardwork of the program chairs for the strict peer
review process and the quality responsibility they took on. Without this, the proceedings
would not have been possible. Thanks to the general chairs for their time and efforts to
organize this hybrid conference with great success.

Recent booming developments in Web-based technologies and mobile applications
have facilitated a dramatic growth in the implementation of new techniques, such as cloud
computing, edge computing, big data, pervasive computing, Internet of Things, security
and privacy, blockchain, Web 3.0, and social cyber-physical systems. Enabling a smart
life has become a popular research topic with an urgent demand. Therefore, SmartCom
2022 focused on both smart computing and communications fields and aimed to collect
recent academic work to improve the research and practical application in the field.

The scope of SmartCom 2022 was broad, from smart data to smart communications,
from smart cloud computing to smart security. The conference gathered high-quality
research/industrial papers related to smart computing and communications and aimed at
proposing a reference guideline for further research. SmartCom 2022 was held in New
York City and its conference proceedings publisher is Springer.

SmartCom 2022 continued in the series of successful academic get togethers,
following SmartCom 2021 (virtual), SmartCom 2020 (Paris, France), SmartCom 2019
(Birmingham, UK), SmartCom 2018 (Tokyo, Japan), SmartCom 2017 (Shenzhen,
China) and SmartCom 2016 (Shenzhen, China).

We would like to thank the conference sponsors: Springer, North America Chinese
Talents Association, and Longxiang High Tech Group Inc.

November 2022 Meikang Qiu
Zhihui Lu

Cheng Zhang
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Design and Implementation of Deep
Learning Real-Time Streaming Video Data

Processing System

Qiming Zhao, Jing Wu(B), Xiang Wu, Jie Fan, Linhao Wang, and Fengling Wu

College of Computer Science, Wuhan University of Science and Technology,
Wuhan, China

{kenlig,jacobevans,wujingecs}@wust.edu.cn

Abstract. With the arrival of big data era and the rapid development
of artificial intelligence, deep learning has made breakthroughs in many
fields. However, although it has been widely used in many fields, there
are still many challenges in itself, such as the slow reference speed of neu-
ral networks. In stream processing scenarios that integrate deep learning
algorithms, data is often massive and generated with high-speed, requir-
ing the system to respond in seconds or even milliseconds. If the response
speed is too slow, the actual application requirements may not be met,
and the user experience cannot be guaranteed. How to use stream pro-
cessing technology to improve the speed and throughput of such systems
has become an urgent problem to be solved. This paper used the popular
real-time stream processing framework Flink to implement a complete
data stream processing program, and integrated three algorithms of face
detection, facial key points detection and face mosaic into the processing
logic. Setting the operator parallelism realized parallel processing of video
data, which improved the system throughput. The user can choose which
algorithm to perform on the video, and can also choose the parallelism
according to the performance of the machine. The system implemented
the Flink framework to process video in parallel, achieved the effect of
improving processing efficiency, and completely implemented the front-
end interface and back-end program.

Keywords: Flink · Big data · Deep learning · Image processing

1 Introduction

With the advent of the era of big data [1,2] and the rapid development of
computer hardware [3,4] and network infrastructure [5–7], deep learning [8,9]
has made breakthroughs in many fields. Deep learning has made great achieve-
ments in human-computer communication, computer vision, natural language
processing, autonomous driving, etc. For example, it can be applied to image

This work was supported by Hubei Innovation and Entrepreneurship Training Program
for University Students under Grant NO. S202210488057.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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synthesis and image classification by Generative Adversarial Networks (GAN)
[10]; autonomous driving by integrating target detection and target tracking into
vehicles, etc. However, despite having been widely used in several fields, deep
learning is still challenged by various aspects, such as the speed of neural network
inference.

The inference speed of neural networks is very important, especially in stream
processing scenarios. In such scenarios, there are usually huge amounts of data
generated at a very high speed [14]. This data is imported into the stream pro-
cessing system and requires the system to respond in a very short time in order
to ensure the availability of the system and the user experience. However, a large
amount of computation [11–13] is usually involved in neural networks. And, when
the neural network model is larger and the model is more complex, the amount
of computation is greater and its performance requirements on the machine are
higher [15]. Therefore, in practical applications, we have to use stream processing
techniques to improve the processing speed and throughput of such systems.

The application of stream processing techniques is carried out through the
stream processing framework. We can choose Apache Hadoop, Apache Spark, or
Apache Flink. Apache Flink framework is suitable for batch and stream data pro-
cessing and has the advantages of low latency, high throughput, fault tolerance,
while being faster than Apache Hadoop. By comparison, we choose the Apache
Flink framework [16]. Flink is a distributed processing engine for streaming and
batch data with high throughput, low latency, and high performance. Flink uses
parallel and streaming computing and is very efficient in processing datasets.

This paper was organized as the follows. Section 2 introduces background
and related work. Section 3 introduces the system design. Section 4 introduces
the system experiments. Finally, in Sect. 5, we discuss our conclusions.

2 Related Work

Several related studies exist in the world for this topic. In terms of big data
processing, Cecilia Calavaro used Apache Flink to process market data in real
time and improved the performance of big data processing by parallel process-
ing [17]. Baolin Xu developed an information intelligence system using Apache
Flink, using Flink streaming technology as the processing center, Kafka as the
message queue, and MySQL as the storage system, which greatly improves the
processing efficiency of big data real-time streaming data [18]. A large amount of
data may cause data competition and reduce processing efficiency when parallel
processing is performed, and the resource competition problem associated with
automatic resource control mechanisms can be solved by Flink and processing
across distributed clusters [19].

Of course, Flink and deep learning are also closely connected. Tae Wook
Ha process multivariate data streams through Apache Flink, train an LSTM
encoder-decoder model to reconstruct multivariate input sequences, and develop
a detection algorithm that can use the reconstruction error between the input
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and reconstructed sequences [20]. Yuansheng Dong building a deep learning-
based intrusion detection system for implemented networks using Flink with
an accuracy of 94.32% [21]. Not only that, Flink can also be used with GPU
arithmetic, memory management of Flink, and Flink clusters to form a set
of distributed neural net-work frameworks that can be flexible to build their
desired network architecture [22]. In deep learning, we can introduce hardware
to improve efficiency [23]. We can also use Flink in this case.

Currently, deep learning requires extremely large training and prediction
sets [24]. After the model is trained, data processing of the prediction set is
a tricky challenge [25]. When the size of the prediction set is large, the model
has limited speed to process the prediction set, and a performance bottleneck
arises. Flink can handle big data and improve the performance of big data pro-
cessing by parallel processing. Flink can also be combined with deep learning to
form a flexible network architecture. So, we can build Flink with deep learning
and big data processing in one system, which can improve the speed of process-
ing results in that system. Not only that, it can also improve the quality of the
data processed by deep learning.

3 System Design

3.1 Overall System Design

The system mainly contains four modules: video upload module, video processing
module, result generation module, video download module, and provides a user-
friendly Web interface (see Fig. 1).

Fig. 1. System function module diagram
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– Video upload module. Users can upload videos in the web interface, select the
processing to be performed on the video, the parallelism of the processing,
and also preview the video.

– Video processing module. The server side processes the video accordingly
according to the user’s choice, including face detection, key point detection,
face mosaic.

– Result generation module. The server stitches the frames in order according
to the result frames to generate the result video, and at the same time will
calculate the number of frames of the video, the events processed, the frame
rate processed, and return the result to the front-end.

– Video download module. Users can download video results to local.

3.2 Video Processing Module

The video processing module is the core part of the system design in this paper.
The basic process of Flink framework is to read the data source by Source oper-
ator, to operate Transform operator on the data source, and to output the data
to the external connector by Sink operator.

Source Operator Reads the Data Source. The Source operator defines
the source of Flink data streams. In Flink, there are two types of data streams:
unbounded data streams, and bounded data streams (see Fig. 2). Unbounded
data flow means that there is a beginning of defined flow and no end of defined
flow, which will generate data endlessly. Bounded data flow means that there is
both the beginning and the end of a defined flow. The processing of bounded
data streams is also called batch processing. The video data in this paper is a
bounded data stream.

Fig. 2. Bounded and unbounded data stream

Flink framework does not provide an interface to read video data sources,
so we designed the Source operator to read the data. In this paper, the data
is video. Source arithmetic improves the speed of data reading compared to
traditional video data reading using streams, and it can split the video source
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into video frames to be provided to the arithmetic afterwards. Source arithmetic
provides two functions: generating the data source and defining the operations
to be performed when the data source stops. Of course, the Source operator
is tightly integrated with the Flink framework and uses the interface provided
by the Flink framework to send the processed data, i.e. video frames, to the
Transform operator.

TransformOperator forVideoFrames. The Transform operator refers to the
operation that needs to be performed on each element of the data source. Flink
provides predefined operators, but these operators cannot perform the operations
we need. In this article, we implement the Transform operator on top of Flink’s
own filter, window, and keyBy operators, and the Transform operator can accept
data passed by the Source operator. The Transform operator combines the filter,
window, and keyBy operators to filter and aggregate the data to form a window
data stream, and partition the data according to a certain attribute, and the data
with the same attribute value will be partitioned into the same Data with the same
attribute will be partitioned into the same partition.

For face detection and keypoint detection, we can propose our own face detec-
tion and keypoint detection solutions based on the OpenIMAJ software library.
In this paper, we propose a more efficient solution. We call the OpenIMAJ soft-
ware library with one object corresponding to each keypoint detected. When the
detection is finished, we draw the detection result on the original video frame
with all objects. The face part is drawn as a rectangle and each key point is
drawn as a dot, both of them are distinguished by different colors set by the col
parameter (see Fig. 3).

Fig. 3. Face recognition and key point detection algorithm flow chart

For the face mosaic function, this paper customizes the algorithm to imple-
ment. The mosaic area is the rectangle corresponding to the face area, and the
size of the mosaic block is set to 40. The algorithm first calculates the number of
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mosaics drawn on the x-axis and y-axis, then iterates through each block in the
area and draws the mosaic in turn, and finally returns the finished result to the
Transform operator. The mosaic is drawn by taking the color of the center point
of each block and then applying the color to the entire block. The flowchart of
the algorithm is shown (see Fig. 4).

Fig. 4. Mosaic algorithm flow chart

In addition, the parallelism of the Map operator needs to be set according
to the parallelism degree selected by the user. In Flink, multiple levels of paral-
lelism can be set. The higher level of parallelism will override the lower level of
parallelism. Higher parallelism means more threads are opened, and the program
will be executed more efficiently.

Sink Operator Output Results. When the Transform operator has finished
processing the data, we are using the Sink operator to output the result to a
specified external connector for further processing or output. In this paper, each
processed frame is saved as an image, so a custom Sink operator is needed. We
do the custom image saving for the Sink operator, which can also connect to file
systems, message queues, Redis or relational databases such as MySQL.

After processing the video, the program will calculate the number of video
frames, processing time, and processing frame rate. In this paper, we combine the
processing frame rate and processing time. We make the Flink program process
the whole stream and return the processing time and the number of video frames
at the same time. The processing frame rate (Frame Per Second, FPS), which is
the ratio of frames to processing time. In this way, we can count all the data.

4 System Experiments

4.1 Experimental Setup

The software development environment includes the compiler, development
framework, programming environment, interface debugging tools used in devel-
opment. The hardware development environment mainly refers to the hardware
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parameters configuration of the computer. We have conducted experiments using
the environment as in Table 1 and obtained the expected results.

Table 1. Software and hardware development environment.

Category Details

Compiler IntelliJ IDEA, visual studio code
Framework Spring boot, Apache Flink, Vue, OpenIMAJ
Environment JDK 11, Nodejs 16.15.0
APITool APIFox
System Windows 11
CPU Intel R©CoreTMi5-11320H @ 3.20 GHz
Memory size 16 GB
GPU Intel R©Iris R©Xe Graphics

4.2 Experimental Result

To visualize Flink’s processing of streaming data, we will set the Global Parallel-
ism and Transform Parallelism for raw data. Global parallelism and Transform
parallelism are the things that can be set in the Flink framework.

First, we set the global parallelism to 1 and the Transform parallelism to 2.
Then we can see the physical execution of the Flink program (see Fig. 5). It can
be seen that the data of the whole program is divided into two data streams, and
the results of the two data streams are processed in parallel, which improves the
running efficiency of the program. Not only that, the data stream is split into
two and finally merged. The merging of multiple data streams can significantly
improve efficiency when processing in parallel.

Fig. 5. Physical execution diagram when transform is 2

In the actual program run, we set the Transform parallelism of the program
to 8 and show the task IDs being processed and the frame IDs being processed
(see Fig. 6). It can be seen that the parallel tasks are called at different times,
while each task processes one frame, and each task corresponds to one frame ID.
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Fig. 6. Physical execution diagram when transform is 8

Table 2. Processing time and frame rate with parallelism table.

Parallelism Processing time Processing frame rate

2 34s 4
4 23s 6
6 15s 10

Fig. 7. Processing time and frame rate with parallelism

4.3 Parallelism Results for Processing Speed

In order to compare the effect of different operator parallelism on the video pro-
cessing speed, a 5 s video (153 frames) is selected and the parallelism is set to 2, 4
and 6 for face recognition only, and the processing time and processing frame rate
are compared. Table 2 gives a result of all data. Also, Fig. 7 shows the changes
of the time and frame rate. As can be seen from the table, with the increase
of parallelism, the processing time is gradually shortened and the processing
frame rate is gradually increased, which basically achieves the requirement of
increasing the system processing speed.
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5 Conclusion

This paper showed our design of a parallel video processing system used to
solve the problem of slow inference speed of deep learning algorithms by using
Flink framework and several operators. We set the global parallelism degree and
the Transform operator parallelism degree, so that the system completed the
parallel processing of offline video data. Also, we compared the effect of different
parallelism degrees on the processing speed and improved the system throughput.
Finally, after running our system on the testing platform and adjusting the
parallelism degree, our system performed even better.

In the future, for this topic, we can consider other deep learning algorithms
and how to further improve the throughput of the system. Specifically, we can do
further research and improvements. In this paper, we only improve the through-
put of the system by setting the parallelism of the Flink operator. In a real
application scenario, the real-time stream processing system is deployed to a
cluster. The next step of the study focuses on how to build a cluster for a dis-
tributed processing system to further improve the throughput of the system. In
the meantime, we will test the performance of the program at higher frame rates
and higher parallelism, including the performance of the cluster, and consider
deploying it to a real application. Also, we will work on demonstrating the time
complexity of parallel processing algorithms.
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Abstract. Information systems record the current states and the access
records in logs, so logs become the data basis for detecting anomalies
of system security. To realize log anomaly detection, frameworks based
on text, sequence, and graph are applied. However, the existing frame-
works could not extract the complex associations in logs, which leads to
low accuracy. To meet the requirements of the hyperautomation frame-
work for log analysis, this paper proposes GenGLAD, a generated graph
based log anomaly detection framework. The generated graph is used to
express the log associations, and the node embedding of the generated
graph is obtained based on random walk and word2vec. Finally, we use
clustering to realize unsupervised anomaly detection. Experiments verify
the detection effect of GenGLAD. Compared with the existing detection
frameworks, GenGLAD achieves the highest accuracy and improves the
comprehensive detection effect.

Keywords: Log anomaly detection · Graph learning ·
Hyperautomation

1 Introduction

Information technology [14,31] and computer capability [30,36,37] promoted
the machine learning [11,34,39] and intelligent development [26,27] of various
industries. Many enterprises and institutions rely on open environments to carry
out business. To deal with the automatic and diversified network attacks [24,28,
35] in open environments, a series of network security devices and systems are
deployed on the network boundary to ensure the security of the business system
within the boundary. The security system [6,8,15] prompts the administrator
for network attacks, SQL injection, and other abnormal or malicious behaviors
in the network environment through access logs and accompanying alarm labels.

With the proposal of the hyperautomation framework [2], automatic analysis
of logs has become a major demand in the industry. However, traditional log
analysis frameworks rely on manual analysis. Through simple statistics of the
log content, the key information such as the source IP or source user and the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 11–22, 2023.
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attack duration in the log is extracted, and the authenticity of each logline
is determined by combining the prior knowledge such as the sensitivity of the
source IP.

These frameworks face a series of problems in real-world scenes, including
1) the volume of logs is huge [5,29,46]. There are many kinds of logs in the
existing system, but most kinds of log files contain a large number of lines [43],
which exceeds the capacity limit of manual analysis; 2) Most of the logs are
low-level and useless [22], which are not triggered by real malicious behaviors.
Malicious behaviors [32,33] are hidden in a large number of messy logs and
invalid alarms, resulting in great security vulnerabilities [7,9]. Therefore, how to
detect anomaly logs that represent malicious behaviors is the key to maintaining
network security.

To meet the need for hyperautomation, a series of representation learning
technologies based on machine learning or deep learning, such as TCN [1] and
LSTM [17], have been proposed and applied to the detection of various logs
[3,41] or optimization for security systems [38]. On this basis, the detection
methods based on graph models such as log2vec [18] are proposed. The com-
plex associations in original logs are characterized by the graph structure. After
obtaining appropriate representations of loglines or network entities, the detec-
tion of anomaly logs could be realized through a relatively simple classification
method.

Therefore, we propose GenGLAD, a log anomaly detection framework based
on the generated graph. We use the generated graph model to characterize the
original log associations, optimizing the existing generated graph construction
method. The initial attribute of the generated graph node is determined by
setting the key features of the log, and the detection of anomaly logs is realized
based on clustering. Through experiments on public simulation datasets, the
availability and high accuracy of GenGLAD are proved.

The main contributions of this paper are as follows:

– The construction method of the generated graph is optimized, and the number
of edges is reduced. as a result, the speed of model training is improved.

– GenGLAD, a novel generated graph based anomaly detection framework for
logs is proposed, which can effectively detect the anomaly logs out of a large
number of logs.

– The detection effect of GenGLAD exceeds that of the popularly used methods.

The rest of this paper is organized as follows: Sects. 2 introduce the related
work. Section 3 describes the framework of GenGLAD, while Sect. 4 shows the
experiments. Finally, Sect. 5 summarizes the work and discusses future work.
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2 Related Works

Our research belongs to the field of log anomaly detection. The existing meth-
ods could be divided into three categories: text-based methods, sequence-based
methods, and graph-based methods.

2.1 Text Based Methods

Logs are semi-structured text data. Therefore, researchers have realized the
anomaly detection of logs by migrating methods in Natural Language Processing
(NLP), word embedding, and other fields. The most typical idea of the text-
based methods is to analyze the keywords contained in the log and the related
word frequency of the recorded access behaviors [12], considering the significantly
different text features as anomalies. However, such methods could only directly
use text features, lacking the ability to characterize the high-level features and
deep associations contained in logs, so the detection accuracy is not as high as
that of other kinds of methods.

2.2 Sequence Based Methods

Logs are real-time records of systems, so it is naturally a kind of time-series data.
Deeplog [3] regards the normal logs as a sequence with a certain pattern, and
learns the normal log sequence based on LSTM, to analyze the abnormal pos-
sibility when a new logline is recorded. On this basis, the technology migration
of the GRU classifier and full connection layer further improves the detection
index [42].

Transformer framework, which shows unparalleled sequence learning abil-
ity has also been applied in the field of log detection [44], and realizes feasible
log detection. In addition, the generative adversarial network is also directly
applied to the log detection scenario [4,13], and the method migration of atten-
tion mechanism realizes the effective detection of anomalies in logs. However,
sequence based methods could only analyze the associations between loglines
from the perspective of time series, and could not extract and analyze the com-
plex associations between days, resulting in a decrease in accuracy.

2.3 Graph Based Methods

Thanks to the representation ability of graph structure, graph based frame-
works are used to model original logs. Graph anomaly detection algorithms are
migrated into the field of log anomaly detection. Log2vec [18] defines the node
construction rules and edge link rules of the log generation graph, detecting
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anomalies with high accuracy through the direct definition of log associations.
The use of a heterogeneous graph further improves the graph embedding effect
of the algorithm.

On the other hand, the provenance graph based methods derived from net-
work attack detection are also migrated into the field of log anomaly detec-
tion [10]. This kind of method constructs a provenance graph that completely
describes the behaviors of each IP or user, and analyzes the behaviors based on
the critical paths in the graph. The graph based methods could extract the com-
plex association between logs, and effectively improve the accuracy of existing
detection methods. However, existing graph construction methods would lead
to an excessive number of nodes and edges. The accuracy of the relevant graph
anomaly detection methods also needs to be further improved.

3 GenGLAD: Detection Framework

GenGLAD includes two main steps, as shown in Fig. 1. The first step is to
construct a generated graph based on raw logs, and the second step is to detect
anomaly nodes based on the generated graph, to detect the anomaly logs.

Fig. 1. The framework of GenGLAD. There are two main steps: 1) Construct the
generated graph based on original logs; 2) Perform node anomaly detection, including
node sequences calculation by random walk, embedding vectors calculated by word2vec,
and unsupervised anomaly detection based on clustering.



GenGLAD: A Generated Graph Based Log Anomaly Detection Framework 15

3.1 Generated Grapg Construction

We use each node in the graph to represent a logline. Therefore, the edges
between nodes represent the association between loglines. Through the construc-
tion method, we characterize the associations between logs on the graph.

Nodes. Each node corresponds to a logline raw logs, so if a node is detected
as an anomaly node, its corresponding logline is an anomaly log. Based on this
node definition, we can assign the attributes and label to each node.

The attributes of each node are the string of the corresponding logline, that
is, the feathers of the access behavior recorded in the log. The most important
attributes include 1) Source entity of the behavior, such as an IP address or user;
2) Destination entity of the behavior; 3) Type of the behavior; 4) Time when
the behavior occurred.

The labels include normal and abnormal. GenGLAD is an unsupervised
detection framework, so the initial tags are set to normal.

Edges. In anomaly detection scenarios, if behavior is more closely related to a
known anomaly behavior, it is more likely to be abnormal [40]. Therefore, the
edges in the graph should express the associations between loglines corresponding
to the nodes. The existing method defines 10 connection rules between nodes to
achieve this [18].

However, the existing rules are relatively complex and are not suitable for
the single log style in real-world scenes. Most anomaly behaviors in real-world
scenes represent potential attacks, so the destination is the core parameter. In
addition, anomaly behaviors usually show concentration in time dimension [25].

Therefore, we improve the connection rules so that they could be applied to
the anomaly detection tasks of most kinds of logs.

The connection rules we define are as follows. To make the expression more
concise, the key information of the log line corresponding to a node is called the
information of the node, such as time and source entity.

– Rule1: Connections within one day. Within the same day, all nodes are con-
nected in chronological order, and nodes with the same source entity or action
type are connected.

– Rule2: Connections between days. Daily node sequences are connected in
chronological order, and sequences with at least one same source entity or
action type are connected.

– Rule3: Connections based on destination. Nodes with the same destination
entity are connected.
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The simplified rules strengthen the portability of the method, and reduce the
number of edges in the generated graph. Thereby reducing the time consumption
of model training.

3.2 Node Anomaly Detection

Labels of unknown nodes could be obtained through the node anomaly detection
framework on the generated graph, to infer the anomaly logs existing in the
original data. We use the random walk algorithm on the graph to obtain the
node sequence [45], and migrate the word2vec algorithm from the NLP domain
to realize graph embedding [19,20]. Finally, we can obtain the abnormal node
set by clustering the embedding vectors.

Random Walk. Most of the existing random walk methods [45] could be
applied to heterogeneous graphs, heterogeneous information networks, and
knowledge graphs. The generated graph is a static isomorphic graph, so the tran-
sition probability of random walk needs to be adjusted. Specifically, we adjust
the transfer probability to:

P (t|v) =
{ 1

N (v) , (t, v) ∈ E

0, otherwise
(1)

where N(v) denotes specific neighbor nodes of node v.
It is proven that the random walk sequence generated by focusing on only

one kind of association could achieve the best effect in generating graph anomaly
detection, the best practice walk sequence length is also provided [18].

Embedding Based on Word2vec. The word2vec algorithm, which is
migrated into the graph learning field, is a coding method that embeds nodes
into vectors and makes the embedding vectors obtained by nodes with similar
attributes as close as possible [21]. It aims to maximize the probability of the
neighbors conditioned on a node. For node nv, in node list nv−c, . . . , nv+c, The
objective function to be maximized is:

V∑
v=1

logP (nv−c, . . . , nv+c|nv) (2)

We regard logging as independent and identically distributed events, so the
probability in formula 2 could be converted into the product of a series of prob-
abilities. In addition, softmax function is used to define function P . Therefore,
the objective function could be calculated as:

e
V T
nv

V ′
nv+j∑V

i=1 e
V T
nv

V ′
ni

(3)
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where Vni
represents the input vector of node ni, and V ′

ni
represents the output

vector of node ni. In the process of i increasing from 1 to V , formula 3 calculates
the embedding results of all nodes.

Anomaly Detection Method. Graph embedding based on random walk and
word2vec makes the distribution of embedding vectors easy to distinguish. There-
fore, the unsupervised clustering method could be used to detect anomaly nodes.
Based on the satisfactory embedding results, we adopt a simple distance based
clustering method. Specifically, we add all nodes to the initial set N0, and let
sets N1, N2, . . . be empty. Then, check whether each node meets condition 4 and
condition 5.

∀n1 ∈ Ni,∀n2 ∈ N − Ni, dis(n1, n2) ≥ d0 (4)

∀n1 ∈ Ni,∃n2 ∈ Ni s.t. dis(n1, n2) ≤ d0 (5)

where N represents the set of all nodes, dis() is the distance between embedding
vectors of two nodes, and d0 is a distance threshold. If a node does not meet
the requirements of the conditions, move the node to an existing or new set to
make it meet the requirements. Condition 4 makes the distance between nodes in
different clusters relatively far, and condition 5 makes nodes in the same cluster
have close embedding vectors so that the nodes in each cluster would have the
same label.

4 Experiments and Results

4.1 Experimental Setup

Datasets. To verify the detection effect of GenGLAD, we use CERT [16],
an open synthetic dataset for testing. CERT contains many different log files,
describing more than 100 million behaviors of 4000 users. It covers the logs of
device interaction, e-mail, file system, and so on. It covers the logs of device
interaction, e-mail, file system, and other aspects. We select the device login and
logout logs in version r4.2 to simulate the logs with insufficient data and features
in real-world scenes. Specifically, we selected device interaction logs, recording
the users’ login actions on PCs for a span of 45 days. The main fields include
device ID, user ID, action type, and time.
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Baselines. We adopted three representative log anomaly detection methods as
baselines: one-class Support Vector Machine (SVM), Gaussian Mixture Model
(GMM), and Deeplog.

– SVM [23]. SVM trains a non-probabilistic binary linear classifier, which
represents the logs as points in the space, and obtains the classification plane
through the training process. Then SVM maps a new log to the same space
and predicts its label based on which side of the classification plane it falls
on.

– GMM [47]. GMM is one of the most widely used statistical methods. It uses
maximum likelihood estimation to estimate the mean and variance of Gaus-
sian distribution. Several Gaussian distributions are combined to represent
the feature vectors and find out the anomalies.

– Deeplog [3]. Deeplog regards the logs as a sequence, calculates the type of
each log through an analysis algorithm, and determines whether the newly
generated log is an anomaly log based on a sequence learning framework, such
as LSTM.

Parameters Selection. We use 40,000 device interaction logs, containing 1,154
anomaly ones. In the process of random walk, we choose a walk length of 60 and
only focus on the edges generated by the same rule in each walking path. During
node embedding, the dimension is set as 100 and the window length is 10. We
set the threshold based on the average distance in the process of clustering.

Metrics. We use common metrics in the field of anomaly detection to measure
the detection effect, including: accuracy = TP+TN

TP+TN+FP+FN , recall = TP
TP+FN ,

precision = TP
TP+FP . And F1 score for comprehensive evaluation.

F1 = 2 · recall · precision
recall + precision

(6)

where TP represents true positive, FP represents false positive, TN represents
true negative, and FN represents false negative. We also use the Receiver Oper-
ating Characteristic (ROC) curve and Area Under the Curve (AUC) to evaluate
the detection effect of GenGLAD. The closer the AUC value is to 1, the better
the detection effect is.

4.2 Results

Figure 2 shows the ROC curve of GenGLAD.
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Fig. 2. ROC curve of the detection result of GenGLAD with AUC 0.948.

It is shown that the AUC value exceeds 0.948, indicating that GenGLAD has
obtained effective detection results. However, in the anomaly detection scenario,
the sample proportion of datasets is not balanced, and the detection effect could
not be comprehensively evaluated only by the ROC curve. Therefore, it is nec-
essary to compare various metrics in detail. Table 1 shows the detection results
of GenGLAD and baselines on the CERT dataset.

Table 1. Detection results

Framework Accuracy Recall Precision F1

GenGLAD 0.9273 0.6646 0.7973 0.7249

SVM 0.6032 0.4474 0.8095 0.5763

GMM 0.5780 0.4168 0.1109 0.1752

Deeplog 0.9039 0.6310 0.6742 0.6519

It is shown that GenGLAD obtains the highest F1 score, which indicates
that it has the best comprehensive detection effect. GenGLAD is superior to
all baselines in accuracy and recall. However, for precision, SVM has better
performance. This might be due to the more strict classification of SVM as a
linear classifier, which makes it get a low false positive rate with low accuracy.
As shown in Table 1, the accuracy of GMM is the lowest among all methods.

It is also shown that both GenGLAD and Deeplog have achieved relatively
high accuracy, which means that deep learning helps to improve the effect of log
anomaly detection. Among the baseline methods, GMM could only predict the
distribution of normal logs, and SVM could only provide a linear classification
surface, so these two methods could not achieve high detection accuracy. On
the other hand, Deeplog regards logs as time series data, which could capture
the correlation in the time dimension. In contrast, GenGLAD captures more
correlations between logs, so it achieves the highest accuracy rate, although this
results in higher time complexity.
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5 Conclusion

In this paper, we proposed GenGLAD, a novel framework for log anomaly
detection. To realize the automatic analysis and detection of logs, we first con-
structed a graph based on logs, then performed a random walk on the gen-
erated graph, using word2vec to obtain the node embedding vector, and finally
detected anomaly logs based on clustering. We realized the automatic processing
of logs and made GenGLAD could be integrated into a hyperautomation sys-
tem. Through experiments, we proved that the detection effect of GenGLAD is
better than the popularly used frameworks. The accuracy reached 0.927, and the
AUC value was 0.948. Compared with Deeplog which is widely used, GenGLAD
achieved an improvement of about 11% in F1 score. In further research, we plan
to adjust relevant parameters to further improve the detection effect. In addi-
tion, we consider using deep neural network based methods like GCN to embed
nodes in an attempt to obtain better embedding vectors, so that the clustering
results could accurately reflect the distribution of anomaly nodes.

Acknowledgements. This work was supported by State Grid Zhoushan Electric
Power Supply Company of Zhejiang Power Corporation under grant No. B311ZS220002
(Research on hyperautomation for information comprehensive inspection).
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Abstract. This paper proposes a blockchain-based digital-currency model based
on certificates, and uses stablecoins as an example to illustrate the model. A sta-
blecoin is anchored on a fiat currency, and often backed by 100%fiat such as USD.
Unlike traditional cryptocurrency models, the blockchain system using this model
does not store the assets directly, but instead store the certificates of these assets.
People can trade digital certificates like trading digital currencies, but the value of
these certificates in stored in custodian banks. The transaction process is slightly
different from cryptocurrency transactions. The advantage of trading certificates
is that the loss of these digital certificate does not mean the loss of value. If a
private key is lost, a client can recover her assets from the custodian bank with a
replacement certificate. Due to this nature, using this model, the center of digital
economy remains at banks, rather than the blockchain network, as suggested by
Digital-Currency Areas (DCA).

Keywords: Blockchains · Digital certificate · Stablecoin · Digital currency

1 Introduction

Digital currency receives significant attention recently with a flood of cryptocurrencies,
stablecoins, CBDC (Central Bank Digital Currency) projects in the last 8 years. While
these are all digital currencies, but they differ significantly from working mechanisms,
economic models, and financial market implications [1].

However, all these models store the value in the underlying blockchain systems, and
owners hold only the private keys of these on-chain digital assets. An owner never stores
the digital value in her digital wallet, only the private key of the on-chain assets. This is
inconsistent with the current financial market practices where owners either hold cash
in their own wallets, or deposit money in a bank and the bank returns a passbook. If the
passbook is lost, the owner can still recover the money by asking the bank to re-issue
the passbook. In other words, the passbook is merely a certificate rather than actual
value. But in cryptocurrencies, the value is stored on the blockchain, but the value can
be accessed only by the right private key. The loss of private key means the loss of value.
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This paper proposes a new digital-currency model where the value is still stored in
a custodian bank, rather than stored in the blockchain network. Instead, the certificate
(or the passbook) is stored in the blockchain network, and the owner holds the private
key of the certificate. In this way, if the owner loses the private key, the owner can
request the bank to re-issue the digital certificate to recover the value. Another important
consideration is that current digital currencies follow two main designs: the token-based
model 1 and the account-based model. The new model can fit with both models.

The contributions of this paper as follows:

• Propose a new digital-currency model with transaction processes, recovery protocols,
and settlement processes (Sect. 3); This paper uses stablecoin as an example to illus-
trate the model. But the model can be used for other kinds of digital currencies such
as CBDC or digital assets.

• Analyze various digital-currency models and provide detailed comparisons (Sect. 4).

This paper is organized in as follows: Sect. 2 discusses the token model and the
account models as they are related to our proposed model; Sect. 3 uses a stablecoin to
illustrate the new model including various protocols; Sect. 4 compares various digital
currency models; Sect. 5 concludes this paper.

2 Two Different Payment Systems

In 2009, a seminal paper by Kahn and Roberds 3 presents two different payment models:
"account-based" and “store-of-value" systems. In their description, the dichotomy boils
down to the type of verification each system requires: authentication is at the heart
of the account system, and anti-counterfeiting protection is at the heart of the store
of value system. This suggests that authentication is an essential difference between
account-based payment systems and store-of-value payment systems.

The token-based model has strong anonymity, much like passing banknotes from
one person to another. Ownership changes with actual possession. And banknotes are
the instruments, one can irreversibly pass control of value to another person, both parties
do not need to prove their identities and creditability, nor to any third party. Therefore,
under the token-based model, users have a higher degree of freedom and better privacy,
but compliance and supervision are the issues.

2.1 Bitcoin System

Bitcoin system is often viewed as the first and pure token-based system, but it still fits
well with the definition of an account-based system. One can treat a Bitcoin address
is an account [4] and its private key is the proof of identity required to transact the
account. Every time a user wants to spend Bitcoin, that user verifies their identity using
a private key, and importantly, the user must follow the protocol provided by the Bitcoin
system to verify their established identity. The Bitcoin system uses a UTXO [5] model
with transaction records only and without traditional account information, thus Bitcoin’s
blockchain is called “half ledger model”, and a Bitcoin account is used only once.
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Likewise, Bitcoin fits well with the token-based system. When someone wants to
spend Bitcoin, the protocol verifies its validity by tracking its history. The current trans-
action history is used to verify the validity of the "object" being transferred, and it is valid
only if it has not been used. The balance in a certain "account" is not represented by a
number, but consists of all the UTXOs related to the current "account" in the blockchain
network. When the balance in an address needs to be calculated, all relevant blocks in
the entire network need to be traversed. Therefore, if the system has only transaction
records and no account information, it takes effort to trace these transactions.

2.2 Ethereum System

Ethereum [7], has a native cryptocurrency, Ether (ETH), used to pay for all transactions
processed by the network. However, Ether is not an ERC-20 token6; rather it was an
intrinsic part of the blockchain platform before any ERC-20 token existed. The primary
function of Ethereum is electronic record keeping.

In Ethereum, the accounts and associated balances on any ERC-20 ledgers are dis-
tributed across the network of participating nodes, so the only place where ERC-20
tokens exist is on this network. While the software used to control user balances for
these tokens is called a digital wallet, such wallets do not contain anything in units of
value. Instead, wallets hold private keys, allowing their holders to authorize transactions
on the blockchain platform in a similar way to putting a signature on a check. While
tokens can be viewed or controlled by wallet software as long as they "exist", it exists
only in a replicated database maintained by the computing nodes of the blockchain
platform and in the form of account balances, not digital objects in the wallet software
itself.

The Ethereum system is a full ledger model [8], where one address corresponds to
one account with a balance. When querying the account balance, there is no need to
perform the complicated computation on UTXO, and read the balance information in
that address.

2.3 Regulation Concerns

For regulators, the token-based model is not conducive for compliance as tracing trans-
actions among individuals. Under the account-based model, the STRISA system [9] can
be used to supervise the personal wallet of the personal account, which can effectively
prevent the risk of criminals using digital currency for money laundering.

In terms of clearing and settlement, a token-based system often has instantaneous
settlement, i.e., transactions and settlement are done together as a single step. This is
possible only if the digital currency can be treated as cash. In 2000 US Treasury Depart-
ment Office of Comptroller of Currency (OCC) states that instantaneous settlement is
a game changer in the financial market, and this is one of reasons that OCC pushes for
stablecoin projects in the US [10]. But the PFMI (Principles of Financial Market Infras-
tructure) [11], a financial system design guide developed after 2008 the world financial
crisis, states that these two processes should be separated, this reduces financial risks
associated with trading particularly related to money laundering.
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3 Digital-Certificate Model

3.1 Participants and Overall Process

Most stablecoin projects require equal amount of fiat currency deposited into a custodian
bank to ensure that the stablecoin can be considered as cash. In traditional case, the value
is now placed in the blockchain network, but in our case, a digital certificate is stored in
the network, and its value is kept in the custodian bank.

A client uses the digital certificate to complete transactions; the stablecoin issuer
obtains the transaction results from the blockchain consensus protocols, generates a new
digital certificate, completes the transfer of the stablecoin ownership, and completes the
transaction. This model has three types of players, namely:

1) Stablecoin (or another digital asset) issuer;
2) Virtual Asset Service Providers (VASPs), i.e., those entities that involve in digital

currencies or digital assets on behalf of clients, and;
3) Clients.

A client may be an enterprise or an individual, and the issuer has been authorized
to issue digital certificates. The holder obtains the corresponding digital certificate to
indicate ownership. All stablecoin transactions are completed through verification, gen-
eration and validation of the digital certificates on the blockchain. The blockchain also
maintains a list of valid and invalid certificates. The specific issues related to the issuance,
circulation and retrieval of stablecoins are as follows:

1) The stablecoin issuer maintains a stablecoin list with the currency type, value, cer-
tificate ID, and ownership including time of ownership. Each time a stablecoin is
issued, the corresponding value is recorded so that it can be retrieved in case of a
private key is lost. Every stablecoin transaction is also recorded.

2) The first step of a transaction verifies the digital certificate is true including owner-
ship, and the amount stated in the certificate. Once the transaction is to be completed,
the original certificate is invalidated as it has been used, and generate a new digital
certificate for the recipient to represent the new ownership.

3) When the stablecoin is lost and recovered, the client submits a recovery application.
The blockchain first verifies that the client is indeed of the certificate and the certifi-
cate is true. Once these are proven, the blockchain puts the certificate ID in the list
of invalid certificates, and notifies the issuer to review and confirm the accuracy of
the stablecoin ownership, and generate a new digital certificate and returns it to the
client.

4) A VASP provides local supports for clients including buying, selling digital certifi-
cates. A VASP does this by connecting to the blockchain maintained by the issuer. If
a transaction is done within the same VASP, the VASP may process this transaction
locally.

3.2 Digital Certificate Data Structure

The stablecoin issuer is authorized to issue stablecoin digital certificates, and the issuer
maintains an issuance list, which is shown in Table 1. The list of information can be used
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by VASP during transactions, helps in recovering the value if the private key is lost. The
VASP uses the VASP ID as the financial institution identification code to apply to the
issuer to exchange a certain amount of fiat currency for a certain amount of stablecoins.
The stablecoin issuer verifies the application and issues the corresponding number of
digital certificates to the VASP.

Table 1. VASP Digital Certificate Data Structures

Data type Description

Certificate ID The certificate unique identifier

VASP ID The identification code of the financial institution

Currency value The value of the currency represented

Currency type The type represents the currency represented, such as USD

Blockchain ID The ID of the blockchain to which it belongs

Previous owner ID The ID of the source of the digital certificate is used to record the
previous owner of the stablecoin

Timestamp The date on which ownership of the stablecoin was acquired

Valid bits The identification of whether the digital certificate is valid

Extended bits 1 indicates that the digital certificate is followed by a linked stablecoin
certificate belonging to the same owner, 0 indicates that this is the
owner’s last said digital certificate

The next certificate ID The field exists when the extension bit is 1, and does not exist when
the extension bit is 0

Enterprises or individuals obtain stablecoins from VASPs, and the ownership of sta-
blecoins is transferred. After receiving applications, a VASP generates digital certificates
with different identities according to different roles, such as enterprise or personal digital
certificate. The data structure of those are similar and thus omitted.

3.3 Stablecoin Transfer Process

The process of transferring stablecoin is as follows:

1) The client initiates a stablecoin transfer application, and this may include digital
certificate information, timestamps, involved blockchain ID, transfer target ID.

2) The blockchain system receives the stablecoin transfer application, reviews the enter-
prise/personal digital certificate in the application, determines whether the digital
certificate ID is in the invalid list, whether the digital certificate is valid, and records
the amount and transfer of the stablecoin in the digital certificate. Address, after the
audit results and transaction records are agreed, record them on the blockchain, and
notify the VASP to check the transaction results and audit results;
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3) The VASP checks whether the transaction results for compliance, and approves the
generation of new digital certificates. At the same time, the nodes on the blockchain
invalidate the sender’s old digital certificates, including:

➀ Put the digital certificate ID into the list of invalid certificates;
➁ Set the valid position of the digital certificate to 0.

4) The blockchain generates a new digital certificate, sends a stablecoin ownership
transfer response to the client, and submits an ownership modification application
to the stablecoin issuer. All relevant information will be recorded including new
certificate ID, timestamp, blockchain ID.

5) The issuer receives the application for stablecoin transfer, and the blockchain ensures
the validity of the transfer amount through the digital certificate of the VASP in the
application for modification of stablecoin ownership, and at the same time agrees to
the modification of stablecoin ownership. The node consensus on the update result
is uploaded to the chain, and a successful response to the stablecoin transfer is
generated.

6) The node informs the VASP that the transaction is successful, and the VASP receives
a successful response to the modification of the stablecoin ownership and notifies
the client side.

Figure 1 illustrates this process.

Fig. 1. Stablecoin transfer process

3.4 Stablecoin Recovering Process

The process of recovering the accidentally lost stablecoin digital certificate is as follows:

1) The enterprise/individual submits a digital certificate loss application to a VASP,
finds the backup of the certificate ID in the wallet, and then generates a stable-
coin certificate loss application. The data structure of the stablecoin certificate loss
application includes business/personal ID, and Certificate ID.
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2) After submitting the application for the loss of the stablecoin certificate, a two-step
process is performed. The first step is to invalidate the original certificate, and the
second step is to issue a new valid digital certificate. The processing of the original
certificate invalidation includes:

➀ The VASP takes out the certificate ID from the application for lost digital certifi-
cate and asks the issuer to inquire whether the owner ID under the corresponding
stablecoin is the enterprise/personal ID in the application. If so, the issuer agrees to
grant the user to apply for a new digital ID the permission of the certificate;
➁ The blockchain obtains the processing result of the stablecoin issuer, and
immediately puts the original digital certificate ID into the list of invalid certificates;
➂ Return the successful result of invalidation processing to the client;
➃ The client initiates a new-certificate generation request with relevant information
such as IDs of involved parties.

3) The VASP issues new and valid certificates, including:

➀ The VASP receives a valid digital certificate generation request and confirms that
a new digital certificate license can be obtained.
➁ The VASP broadcasts on the blockchain to notify the node to generate a new
digital certificate;
➂ The node on the blockchain records the new digital certificate generated this time
as a transaction under the same user, and records the transaction result on the chain;
➃ Return the newly generated digital certificate to the client.

Figure 2 illustrates the process.

Fig. 2. Stablecoin recovery process

3.5 Digital Certificates for Transactions

VASP uses the VASP ID as the financial institution identification code to apply to the
issuer to exchange a certain amount of legal currency for the same amount of stablecoins.
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The stablecoin issuer verifies the application and issues a correspondingnumber of digital
certificates to the VASP.

There are two situations in this certificate transaction, namely A→B and A→A. A
→B is to transfer stablecoins fromA to B. A→A is to apply for a new digital certificate
after A loses the certificate. During the generation of a new digital certificate, if other
customers obtain the old digital certificate, they will not be able to pass the verification
process and will not be able to perform any transactions.

In the digital certificatemodel, there is a one-to-one correspondence between reserves
and digital certificates. In fact, it is digital certificates that are traded on the blockchain.
If there is an accident in the transaction, e.g., several nodes collapse at the same time, the
issuer’s system can facilitate this situation. The issuance record generates a new digital
certificate, and the problem of stablecoin loss or invalidation will not occur.

3.6 Clearing and Settlement

In terms of settlement, whether the token is based on a token or an account-based system,
the settlement can be achieved in one step. As the transaction can be settled immediately,
the transaction can be completed quickly.

In the digital certificate model, settlement is divided into two steps: The first step is
performed in the blockchain system, and the second step is completed in the custodian
bank, and the second settlement is the final settlement. As all transactions are settled in
banks, banks remain the center of financial market.

After settlement, the custodian may need to perform clearing possibly need to col-
laborate other custodian banks. These custodian banks may participate the blockchain
associated with the issuer, or they may create and participate their own blockchain
network to perform clearing.

Therefore, the digital certificate model needs to use the blockchain system to record
all these transactions. The clearing and settlement under the digital certificate model has
the following two characteristics:

1) Digital certificates require post-trade settlement. Because the funds actually exist in
the custodian bank, the settlement needs to be completed there.

2) Rollback mechanism for digital currency transactions. Due to the separation of
transactions and settlement, a transaction not settled need to be rolled back. This
can be done by positing a “Cancel” trade to the blockchain system with indicating
the concerned transaction is an incomplete transaction.

3.7 Comparison

The following table lists the differences between four models: token digital currency
(such as Bitcoin), account digital currency, token digital certificate and account digital
certificate (Table 2).
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Table 2. Different digital-currency models

Asset Asset private key Ledger Features

Token digital
currency

On the digital
currency
network

Token (private
key) exists in the
wallet

Token can only be
used once in an
account

Losing the private
key, the assets on
the network
become orphans

Account digital
currency

On the digital
currency
network

ID card
identification
account to
identify asset
owners by
account

Accounts with
full account
books and
complete history

Loss of ID card
(such as biometric
ID card) loss of
assets

Token digital
certificate

Real Assets in
Custody Bank;
Digital
Certificates Left
on Network

The digital
certificate exists
in the wallet

Accounts where
digital certificates
can only be used
once

If the digital
certificate is lost,
the actual assets
are still there.
After the review,
the lost handover
will be
invalidated, and
then the digital
certificate will be
re-sent; the assets
in the custodial
bank will be
taken out through
the compliance
process

Account digital
certificate

Real Assets in
Custody Bank;
Digital
Certificates Left
on Network

Digital certificate
transactions
require digital
certificates and
ID cards

There is a full
digital voucher
ledger. Ledger
with complete
digital certificate
history;
Custodian bank
maintains full
account book and
complete history
of fiat currency

4 Transactions at Exchanges

Section 3 discusses various aspects of the digital-certificatemodel including transactions
at the blockchain network. However, most of the cryptocurrency trading now happen in
exchanges, and the transaction process at these exchanges are different from the on-chain
transaction processes. Table 3 compares trading at the blockchains and exchanges.
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Table 3. Different trading methods

Trading on the blockchain Trading at exchanges

Bitcoin Recognize token but not others,
a token is verified by the Bitcoin
network. If it passes, one can
trade, the old token is no longer
valid, and a new token is
generated. Any Bitcoin assets
still exist on the network, and the
new token is stored in the wallet

Exchanges collect tokens, trade
them themselves, and hand
them back to customers after the
last transaction on the Bitcoin
network

Ethereum Identify wallet accounts,
transfers between wallets are
verified by the Ethereum
network, and if they pass, they
can be traded. The balance of
the transfer-outside decreased,
and the balance of the transfer-in
side increased

The exchange collects tokens,
trades them several times
between internal accounts, and
finally returns them to the
customer after a single
transaction on the Ethereum
network

Token digital currency Wallet accounts are registered,
and transfers between wallets
are verified by the digital
currency network. If they pass,
transactions can be made. The
balance of the transfer-outside
decreased, and the balance of
the transfer-in side increased

Tokens are collected by the
exchange, exchanged several
times between internal
accounts, and finally returned to
the customer after a single
transaction on the digital
currency network

Account digital currency With an ID card linked to an
account, transactions need to be
verified by a third party. The
balance of the transfer-outside
decreased, and the balance of
the transfer-in side increased

Exchanges collect identity
information, make a number of
trades between internal
accounts, and periodically
package the total results up the
chain

Token digital certificate Identify the wallet account, the
transfer between wallets is
verified by the digital voucher
network, if passed, you can trade

The exchange collects the notes
or identity information, makes
sure they haven’t been reported
missing, makes a number of
transactions between internal
accounts, makes one transaction
on the digital currency network,
and continues to settle with the
bank, which then sends the
information to the customer

(continued)
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Table 3. (continued)

Trading on the blockchain Trading at exchanges

Account digital certificate With an ID card linked to an
account, transactions need to be
verified by a third party. The
balance of the transfer-outside
decreased, and the balance of
the transfer-in side increased

5 Conclusion

This paper presents a new digital-currency model based on digital certificates. Key
advantages of this model is that assets are stored in custodian banks, and the loss of
private key or tokens will not lose the asset value. This model fits better with current
physical assets, e.g., real estate. As long as the real estate is still around, the value is not
lost even if the corresponding private key is lost.

Another unique feature is related to regulation. Previously, all digital currency sys-
tems store value at the blockchain network, and it is necessary tomanage and control each
network individually.However,with the digital certificatemodel, the regulators can focus
on custodian banks because ultimately, all transactions must be settled (and potentially
also cleared) at these custodian banks. Thus, regulators can establish a firm foundation
for regulation at the custodian banks while allowing financial technology innovations.
This is not possible with traditional digital-currency models such as Bitcoin, Ethereum,
and numerous other systems. In this way, this paper proposes a new system for regulating
all the future digital currencies as long as they use the digital-certificate model.
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Abstract. Analog meter is still widely used due to their mechanical
stability and electromagnetic impedance. Relying on humans to read
mechanical meters in some industrial scenarios is time-consuming or dan-
gerous, it is difficult for current meter reading robots to operate quickly
and maintain high accuracy in edge computing devices. Computer vision-
based meter reading systems can solve such dilemmas. We designed an
SSD network-based meter image acquisition system that can run in real
time in an NVIDIA Jetson NX development board. Moreover, the model
can quickly classify meter types and locate meter coordinates in the pres-
ence of light changes, complex backgrounds, and camera angle deflection.
Tested on NVIDIA Jetson NX using TensorRT acceleration, the inference
speed and accuracy reached 9.238 FPS and 53.95 mAP, respectively.

Keywords: Analog meter · SSD Network · Computer vision ·
NVIDIA Jetson NX · NVIDIA TensorRT

1 Introduction

1.1 Background and Motivation

In recent years, with the development of computer [1–3] and cloud systems [4–
6], the drive for automated monitoring and analysis is causing fully operational
existing equipment to become obsolete, consuming significant economic and envi-
ronmental costs due to the rapid development of industrial Internet of Things
(IoT) [7–9] and big data technologies [9–11]. Digital instrumentation has replaced
analog instrumentation in many scenarios. However, digital meters cannot be
used in flammable, explosive, electromagnetic interference, high temperature,
high pressure environments, etc. Due to the good mechanical stability and anti-
electromagnetic interference performance of the analog pointer instrument, it is
still widely used in petroleum, electric power, chemical, and other industries.
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The traditional manual method of collecting pointer-type meter readings [12–
14] is not only inefficient and with low precision, but also labor-intensive. In
addition, it is not real-time. In some extreme environments, e.g., radiation, high
temperature, and high voltage, the stability of digital meters are poor and the
manual reading of pointer meters is very inconvenient. Thus, it would be benefi-
cial to have these analog systems connected to modern digital systems through
an artificial intelligence-based meter reading system [15–17].

1.2 Prior Work and Limitations

The automatic reading system of computer vision can be roughly divided into
three stages: identification and positioning, rotation correcting, and reading, in
which most practices of the reading stage are calculated following the deflection
angle of the pointer. For the first stages, various recognition and correction algo-
rithms have been proposed for the problems of tilt, rotation, occlusion, distortion,
and uneven illumination of the meter images collected in the field. However, the
current algorithms generally fail to balance robustness, training cost, compen-
sation correction, and reading accuracy. These methods fall into two main cate-
gories, one using traditional computer vision-based methods, such as hypergraph
convolution [18–21], structural patterns [22–24], and self-attention [25–28]. The
other using deep vision methods, such as dual channel [29–32], self-supervised
graph [33–35], and hyperbolic hypergraph [36–39].

We consider the meter reading system with practical value meter reading
system performance is mainly reflected in the following four aspects:

(1) Accuracy. Accuracy is mainly reflected in the key point positioning algo-
rithm and reading algorithm design of the meter reading system, the meter
reading system must be able to truly reflect the current system data, reflect-
ing the real system situation. Previous researchers have done numerous stud-
ies on traditional vision-based meter reading systems, but a mass of engi-
neering practice has proven that traditional vision cannot overcome environ-
mental interference to achieve good accuracy in real application scenarios,
and even with the use of image enhancement algorithms [40,41], e.g., Detec-
tion of meter pointers and scales in complex backgrounds. Compared with
the very low robustness of traditional machine vision in real application sce-
narios, the deep vision applied to meter readings can effectively separate the
meter from its natural environment.

(2) Real-Time. Factory meter location is relatively scattered, and the meter
data is real-time changes, meter reading system as part of the overall project,
if not real-time data reading and feedback, can not accurately reflect the
overall project system situation, and can not be timely in the stress state for
early warning. Traditional method-based methods are typically used to run
more quickly, but traditional object detection and segmentation algorithms
are less accurate and robust, susceptible to illumination and background
clutter.
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(3) Stability. Stability is reflected in both hardware design and software design.
Hardware stability is mainly reflected in the ability to work stably in some
extreme environments and can work stably for a long time under unattended
conditions. Software stability is reflected in the visual recognition algorithm
can adapt to various interference factors in the natural environment, to
locate the key points of the instrument in a stable and accurate manner.

(4) Compatibility. Instrument types and specifications are diverse, if not com-
patible with a variety of instrument types, the system is difficult to pop-
ularize in practical applications. The table reading system using instance
segmentation [38] has better generalization capability because of its larger
parameter space, but its annotated dataset consumes more time [27,42] and
is much more computationally expensive than the keypoint detection-based
approach.

1.3 Our Contribution

To improve the training speed and inference accuracy of our analog meter read-
ing system, We have designed a meter detection and localization system, which
is based on a lightweight Single-Shot MultiBox Detector (SSD) [42], This system
can pick keyframes for the gauge reading system in complex real-world environ-
ments and crop the dial area from the background according to bbox coordinates.
Moreover, our system can run in real-time on edge computing devices, tested on
NVIDIA Jetson NX using tensorRT [43] acceleration, the inference speed and
accuracy reached 9.238 FPS and 53.95 mAP, respectively. And it maintains high
accuracy even under light intensity change and angle deflection, etc.

1.4 Organization

This paper is organized as follows. Section 2 describes in detail the key technolo-
gies involved, Sect. 3 introduces our experimental environment and analyzes our
experimental results, and finally in Sect. 4 we summarize our design and look
forward to future research directions.

2 Main Methods

2.1 SSD-Based Meter Positioning

Compared with other single-stage object detection algorithms, the SSD model
is used to classify and locate the meter. The SSD uses the VGG16 model as
the backbone network, removes the Dropout layer and FC8 layer in the VGG16
model, and supplements the four convolutional layers with FC6 and FC7 as con-
volutional layers. The image or video is preprocessed to 300 × 300 × 3 images
before being passed into the SSD network, the feature images of different levels
are synthesized, the category and confidence of the default bounding box are
calculated, and the target detection results are obtained by nonmaximal sup-
pression. The image with <90% confidence was then selected as non-keyframe
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by the test result, and the high-definition picture was cropped before preprocess-
ing following the bounding box coordinate scale to obtain a high-definition dial
plate border image. Moreover, the unit and maximum scale values of the meter
are obtained using the recognized meter type. The objective function used by
the SSD network model is:

L(x, c, l, g) =
1
N

(Lconf (x, c) + αLloc(x, l, g)) (1)

N is the number of target boxes; c is the index of the target class; x is an indicator
function indicating whether the default bounding box matches the true bounding
box; l and g indicate the prediction bounding box and the true bounding box,
respectively; the positioning loss Lloc the loss between l and g is calculated using
a smooth L1 function; the confidence loss Lconf calculated by Softmax; and the
α is a weight parameter. The specific definition of the Lloc and confidence loss
Lconf is:

Lloc(x, l, g) =
N∑

i∈Pos

∑

m∈loci

xk
ij smoothL1 (lmi − ĝmi ) (2)

Lconf (x, c) = −
N∑

i∈Pos

xp
ij log (ĉpi ) −

∑

i∈Ne.g.

xp
ij log

(
ĉ0i

)
, ĉpi =

exp (cpi )∑
p exp (cpi )

(3)

thereinto:

ĝcxj =

(
gcxj − dcxj

)

dwi
, ĝcyj =

(
gcyj − dcyj

)

dhi
, ĝwj = log

(
gwj
dwi

)
, ĝhj = log

(
ghj
dhi

)

dcxj , dcyj , dwi , and dhi contain the location information of the target; m repre-
sents the number of feature maps; and Pos,loc, and Neg represents the positive,
negative, and bounding box coordinate position sets, respectively.

2.2 NVIDIA TensorRT

Even though the number of CUDA cores is the main constraint on the speed
of model inference, a lot of time is also wasted on CUDA core startup and
read/write operations for each layer of the input/output tensor, which results in
memory bandwidth bottlenecks and wasted GPU resources. NVIDIA TensorRT
makes a significant reduction in the number of layers by merging horizontally
or vertically between layers, so that kernel launches and memory reads and
writes can be reduced to some extent. Most deep learning frameworks use full
32-bit precision (FP32) for the tensor in the network when training neural net-
works. Once the network model is completed in training, it is entirely possible to
reduce the data accuracy appropriately, for instance to FP16 or INT8 accuracy,
during the deployment of inference as back propagation is not required. Lower
data precision will result in lower memory usage and latency, and fewer model
parameters.
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INT8 has only 256 different values and using INT8 to represent FP32 pre-
cision values will definitely lose information and cause model accuracy degra-
dation. TensorRT will provide a fully automated calibration process based on
relatively entropic (also known as Kullback-Leibler Divergence, KLD) calculation
that will reduce FP32 precision data to INT8 precision with the best matching
performance, minimizing the performance loss of the model the KLD scatter is
formulated as:

DKL(P‖Q) =
n∑

i=1

Pi log
(

Pi

Qi

)
(4)

The calculated KLDs are different for different network models when performing
the conversion from FP32 to INT8. This requires a calibration dataset to pick
the optimized activation value thresholds.

3 Experiment

3.1 Experimental Environment and Dataset

We conduct our experiments on a GPU Server equipped with NVIDIA 3090
GPU, 32 GB memory, and Intel I5-9400F Processor. The proposed model is
implemented based on the PyTorch 1.8.0 and Python 3.8. In terms of model set-
tings, the gradient descent algorithm for SSD model training, this paper selects
the adaptive moment estimation algorithm (Adam), and the batch size is set
to 16. The learning rate is multistep, the initial learning rate is 0.001, and the
gamma value is set to 0.9.

The model was trained using a dataset consisting of 6 gauges, where the
gauges Pressure-2.5bar, Pressure-1.5bar, Pressure-4.5bar, and Pressure-3bar
from the video dataset provided by [27] were relabeled using the CVAT tool
to obtain the dataset in coco format. These three meters have a small shooting
camera deflection angle, the pointer deflection angle cannot contain the minimum
scale to the maximum scale, and no overexposure and underexposure states. It
is worth mentioning that the number of samples per class in our dataset is not
balanced due to the fact that not all were taken by ourselves. There are 130
images for each of the three gauge types from [27], while our own collection of
1450 images of each of the three gauges (Oxygen-2.5bar, Nitrogen-2.5bar, and
Propane-2.5bar) contains a variety of natural light and angular deflection sce-
narios. Total of 4745 images split into the training, validation, and test sets with
a ratio of 80%, 20%, and 20%, respectively. The percentage of each class of our
validation set is shown in Fig. 1.

3.2 Model Performance

We accelerated the whole training process by freezing the vgg16 network, the
model was able to converge quickly and steadily, even with our small data sample.
This illustrates that we only need a small amount of dataset to get the required
model by transfer learning when we need to add a new instrument type to
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Fig. 1. Validation dataset composition Fig. 2. mAP for each type of meter

the model. The accuracy of the three types of gauges collected from [27] is
significantly lower due to the impact of unbalanced data distribution, as shown
in Fig. 2. To further verify our point, we calculated the recall of various classes
of meters, as shown in Fig. 3, where the sparsity of the positive samples leads
to a lower recall for the rare three classes of meters with the same accuracy in
explicit detail.

Fig. 3. Recall for each type of meter

We further deployed the model into NVIDIA Jetson NX to test the inference
speed of the model in edge devices as well as the accuracy loss. The inference
speed of the model stays above 9.238 FPS, which meets the demand of real-time
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detection, and the accuracy loss can be almost neglected by the acceleration
optimization of the model through TensorRT.

3.3 Hyperparameter Sensitivity

Since our model is trained on an unbalanced dataset, because the 3 types of
gauges are from the previous study so the samples are small, while we collected
more samples of the 3 types of gauge types ourselves. [44] presents the theory
shows that the SGD momentum is essentially a confounder in long-tailed classifi-
cation. We believe it is necessary to perform erosion experiments on momentum,
and we believe that the learning rate (lr) also directly affects the effect of momen-
tum on the gradient descent process. Moreover, the computational complexity
is high for deep neural network, one should consider the balance between model
performance and the computation cost. We only selected two hyperparameters,
learning rate and momentum decay coefficient, as the adjustment objects.

Fig. 4. The effect of learning rate on
model convergence

Fig. 5. The effect of momentum on
model convergence

First, we fixed momentum to 0.9 to test the effect of learning rate on the
model training process, as shown in Fig. 4. The model converges fastest when
learning rate takes the value of 0.0005 and we observe in the tensorboard that
they have almost the same test loss. We further fixed the learning rate at 0.0005
to test the effect of momentum on the convergence effect of the model. As shown
in Fig. 5, the model converges fastest when momentum takes the value of 0.9, the
loss value swings slightly as it approaches 50 epochs. Experimental results show
that our method has stable and fast convergence performance on unbalanced
datasets.
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4 Conclusions

We proposed a meter monitoring system based on SSD network to address the
problem of slow speed and low accuracy of automatic meter reading systems
on edge devices in the current industrial environment. Based on the NVIDIA
TensorRT acceleration engine, the system is realized to run in real-time on the
NVIDIA Jetson NX edge computing device, and the inference speed is preserved
above 9.238 FPS. The average accuracy reaches 53.95 mAP in an unbalanced
dataset.

5 Outlook

We realize that the collection of industrial meter datasets is a major hindrance
to the development of visual meter reading systems, as these data are often trade
secrets to companies. In our subsequent research, we will continue to delve into
how to better utilize the unbalanced meter datasets distributed across plants,
improve the performance of classification neural networks on non-independent
homogeneously distributed datasets, and utilize methods such as federation
learning to improve data utilization and protect data privacy in factories.
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27. Lauridsen, J.S., Graasmé, J.A.G., et al.: Reading circular analogue gauges using
digital image processing. In: 14th Conference Visigrapp, pp. 373–382 (2019)

28. Li, Z., Zhou, Y., Sheng, Q., Chen, K., Huang, J.: A high-robust automatic reading
algorithm of pointer meters based on text detection. Sensors 20(20), 5946 (2020)



44 C. Yang et al.

29. Xuang, W., Shi, X., Jiang, Y., Gong, J.: A high-precision automatic pointer meter
reading system in low-light environment. Sensors 21(14), 4891 (2021)

30. Dumberger, S., Edlinger, R., Froschauer, R.: Autonomous real-time gauge reading
in an industrial environment. In: 2020 25th IEEE International Conference on
Emerging Technologies and Factory Automation (ETFA), vol. 1, pp. 1281–1284.
IEEE (2020)

31. Huang, J., Wang, J., Tan, Y., Dongrui, W., Cao, Yu.: An automatic analog instru-
ment reading system using computer vision and inspection robot. IEEE Trans.
Instrum. Measure. 69(9), 6322–6335 (2020)

32. Salomon, G., Laroca, R., Menotti, D.: Deep learning for image-based automatic
dial meter reading: Dataset and baselines. In: 2020 International Joint Conference
on Neural Networks (IJCNN), pp. 1–8. IEEE (2020)

33. Alexeev, A., Kukharev, G., et al.: A highly efficient neural network solution for
automated detection of pointer meters with different analog scales operating in
different conditions. Mathematics 8(7), 1104 (2020)

34. Liu, Y., Liu, J., Ke, Y.: A detection and recognition system of pointer meters in
substations based on computer vision. Measurement 152, 107333 (2020)

35. Cai, W., Ma, B., Zhang, L., Han, Y.: A pointer meter recognition method based
on virtual sample generation technology. Measurement 163, 107962 (2020)

36. Lin, Y., Zhong, Q., Sun, H.: A pointer type instrument intelligent reading system
design based on convolutional neural networks. Front. Phys. 8, 618917 (2020)

37. Zhuo, H.-B., Bai, F.-Z., Xu, Y.-X.: Machine vision detection of pointer features in
images of analog meter displays. Metrol. Measur. Syst. 27, 589–599 (2020)

38. Zuo, L., He, P., Zhang, C., Zhang, Z.: A robust approach to reading recognition
of pointer meters based on improved mask-RCNN. Neurocomputing 388, 90–101
(2020)

39. Howells, B., Charles, J., Cipolla, R.: Real-time analogue gauge transcription on
mobile phone. In: Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pp. 2369–2377 (2021)

40. Liang, W., Long, J., Li, K.-C., Xu, J., Ma, N., Lei, X.: A fast defogging image
recognition algorithm based on bilateral hybrid filtering. ACM Trans. Multimed.
Comput. Commun. Applications (TOMM) 17(2), 1–16 (2021)

41. Xiao, W., Tang, Z., Yang, C., Liang, W., Hsieh, M.-Y.: ASM-VoFDehaze: a real-
time defogging method of zinc froth image. Connection Science 34(1), 709–731
(2022)

42. Liu, W., et al.: SSD: single shot multibox detector. In: Leibe, B., Matas, J., Sebe,
N., Welling, M. (eds.) ECCV 2016. LNCS, vol. 9905, pp. 21–37. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-46448-0 2

43. NVIDIA. Nvidia Tensorrt. https://developer.nvidia.com/tensorrt. Accessed 10
July 2022

44. Tang, K., Huang, J., Zhang, H.: Long-tailed classification by keeping the good and
removing the bad momentum causal effect. Adv. Neural Inf. Process. Syst. 33,
1513–1524 (2020)

https://doi.org/10.1007/978-3-319-46448-0_2
https://developer.nvidia.com/tensorrt


Research on Cross-Domain Heterogeneous
Information Interaction System in Complex

Environment Based on Blockchain Technology

BaoQuan Ma1(B), YeJian Cheng1,2, Ni Zhang1, Peng Wang1, XuHua Lei1,2,
XiaoYong Huai1, JiaXin Li1, ShuJuan Jia1, and ChunXia Wang1

1 National Computer System Engineering Research Institute of China, Beijing 102200, China
15501210877@163.com

2 School of Computer Science and Technology, Xidian University, Xi’an 710071, China

Abstract. In the field of information interaction, when a project involves a large
amount of cross-domain heterogeneous information, it is difficult to transmit and
update the required information in a timely, accurate, reliable and safe manner in
such a complex environment, therebymaintaining synchronization. The decentral-
ization and immutability of blockchain technology provide new ideas for solving
this problem. Therefore, this paper takes this as a starting point and proposes a
cross-domain heterogeneous information exchange system based on blockchain,
which calls smart contracts to realize data transmission and other functions. This
paper states the design idea of the system, introduces the system software frame-
work and network topology in detail, shows the flow chart of the system operation,
and conducts simple software testing and verification. Finally, this work is sum-
marized, and the development direction of future work is prospected, hoping to
provide inspiration for the solution of such problems.

Keywords: Blockchain · Smart Contract · Heterogeneous · Information
Interaction

1 Introduction

In recent years, with the rapid development of information technology, blockchain tech-
nology has been widely used in information interaction control scenarios and cross-
domain collaboration due to its unique characteristics such as distributed multi-party
accounting, data immutability, and data traceability [1]. For interactive control, the
current business scenarios that require multi-organization collaboration (such as user
management, task management, data analysis, etc.) are mostly processed based on the
systems, processes, and file systems built by each organization [2]. The system has poor
openness, and there is a lack of a secure and credible resource sharing, distribution
and display mechanism, and it is difficult to integrate domain information. In addition,
the system has various security levels, and it is necessary to dynamically grant fine-
grained permissions to each participant [3]. Large amounts of data are processed during
transmission and security requirements are required. In the case of high performance,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 45–54, 2023.
https://doi.org/10.1007/978-3-031-28124-2_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28124-2_5&domain=pdf
https://doi.org/10.1007/978-3-031-28124-2_5


46 B. Ma et al.

there are also strict requirements for real-time performance, which constitutes a complex
environment with obvious characteristics.

In order to complete unified collaborative scheduling in complex environments,
ensure that all parties reach a consensus on the content andorder of information exchange,
and ensure a reliable and immutable record of proven operation history, this paper takes a
task-oriented cross-domain collaboration system as an example [4]and proposes a trusted
data exchange and logic execution system between cross-domain heterogeneous systems
based on blockchain technology. Committed to helping agencies achieve multi-agency
mission collaboration on the basis of minimizing system modifications [5].

In view of the above situation, this paper takes task-oriented interactive control
business as an example, and uses blockchain technology to achieve four goals among
multiple cross-domain heterogeneous systems [6]:

First, based on the mapping between the blockchain user system and cross-domain
application users, it realizes user permission control, user access management, and
consensus mechanism joint execution.

The second is to build a trusted data exchange system between cross-domain
applications based on the characteristics of blockchain data that cannot be tampered
with.

The third is to build a credible cross-domain logic execution mechanism, coordinate
multi-party process flow, and intelligently execute multi-party agreements based on
blockchain-based smart contracts, consensus algorithms [7], and remote call protocol
data transmission functions.

The fourth is to realize the interaction of data flow, task flow and message flow
between cross-domain applications on the basis of the above three points.

The structure of the paper is as follows: Sect. 2 describes the BlockchainArchitecture
Design for Task Management Business; Sect. 3 describes the Software Design; Sect. 4
summarizes work.

2 Blockchain Architecture Design for Task Management Business

The overall framework designed in this paper is of cross-domain heterogeneous system
information exchange software with layered encapsulation, bottom-up abstraction and
top-level application-oriented. The entire information interaction software is divided
into four layers from bottom to top, namely the task collaboration blockchain Fabric [5],
the basic support layer, the smart contract layer and the application layer composed of
functional modules corresponding to smart contracts. At the same time, strict authority
control is implemented on the entire framework to enhance the overall security of the
system. The overall framework is shown in Fig. 1. The proposedmethod implementation
is based on a permissioned blockchain and the Hyperledger Fabric blockchain platform
(HLF; www.hyperledger.org) [8].

2.1 Task Collaboration Blockchain Fabric Layer

The core part of this paper uses blockchain to achieve cross-domain heterogeneous infor-
mation interaction. Fabric integrates three parts: data layer, network layer, and consensus

http://www.hyperledger.org
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Fig. 1. System Framework

layer. The data layer of blockchain uses a chain structure to connect heterogeneous data
blocks from different sources. In this paper, we define the corresponding data structure
for tasks, message, etc. The data propagated on the chain is encrypted with a hash func-
tion, both of sender node and receiving node use asymmetric encryption at the same time
to maintain data security; At the network layer, reflected in the P2P network architec-
ture, the sender notifies the receiver to receive data through broadcast, and the receiver
verifies the received data; The consensus layer is core of security and stability of the
blockchain, the receiver determines whether the new module established by the sender
can be accepted through a consensus algorithm. If the returned received information
meets the specified standards, a consensus is reached, and the receiver adds the new
module to its own library. The consensus mechanism is used to jointly maintain the
stability of the blockchain.

2.2 Basic Support Layer

The basic support layer is the foundation that supports the entire software framework.
It is divided into six modules: user service, data service, task service, operation service,
contract service, and message services.

User Service. User information is stored in a separate database, and functions such as
user registration and cancellation can be performed. Users can log in to a successfully
registered account to use related functions.

Data Service. During the operation of the system, a large amount of initial data, pro-
cess data and result data will be generated. Heterogeneous data from different systems,
departments and even network domains need to be stored and processed in a timely,
complete and secure manner. Data transmission and processing have high requirements
on the reliability of network transmission. The data service combined with blockchain
technology can avoid this problem well.

Task Service. With the help of the blockchain network, the task distribution can be
notified in real time, and participants can also use it as a receiver to receive tasks in
time. The distribution and execution of tasks, the allocation of appropriate resources and
other necessary requirements for each task, each participant, etc., relies on the support
of blockchain smart contract technology. All participants advance tasks in accordance
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with smart contracts, avoid wasting resources, and maintain system operation jointly
efficiently.

Operation Service. Operation service is the technical support and maintenance ser-
vice provided for the healthy and stable operation of target application systems, oper-
ating environments, and business functions. It uses information technology methods
and means which are combined with the actual needs of users. The functions it pro-
vided includes basic environment maintenance, software operation service, and security
operation service, operation management service and other functions.

Contract Service. Contract service is the technical support for the normal and effective
operation of smart contracts. It supports a variety of smart contracts defined on the
blockchain to make promises in a digital form, and stipulates the rights and obligations
of each participant. Operations on the blockchain need to invoke the relevant smart
contracts and operate according to the contract content, which solves the problem of
mutual trust between the participants and make all participants jointly maintains the
operation of the system.

Message Service. Message services provide the underlying logic to update the message
system in real time.Message services need to process a large amount of information, such
as regional weather information, equipment resource information, task execution infor-
mation, etc. A variety of information can be transmitted across domain to achieve real-
time updates, providing the required data sources for data analysis, intelligent operation,
etc.

2.3 Smart Contract Layer

There are six major contracts in the smart contract layer, which correspond to the six
major sectors provided by the basic support layer. The smart contract mechanism is
the core key technology of blockchain technology, and the interaction standards on the
chain are unified through this mechanism. By accessing the smart contract, the data is
classified by different purpose modules, and the connection between the upper and lower
layers is completed relatively quickly. It is the link between the layers and provides data
and other support for the application layer.

2.4 Application Layer

The application layer is the software functions that are finally provided to users, such as
User Management, Data Analysis, Task Management, Intelligence Operation, Contract
Invoke, andMessage Interaction. The sixmodules are independent of each other, coupled
with each other, and support each other. Task management is the most commonly used
and the most important function. Nodes can accept tasks. They can also formulate tasks
and submit them to the blockchain through the analysis of initial message and the current
needs of the department, coordinate task allocation, and promote tasks. The Message
Interaction function allows users to grasp the latest developments in real time and realize
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real-time message updates within or across domains. The data analysis function can
quickly and deeply analyze the latest intelligence, dig out more useful information, and
allow users to proceed more rationally. Based on the existing operation and maintenance
data, the intelligent operation system can analyze and summarize the rules from the data
based on the existing operation data, and provide solutions, improve the operation and
efficiency, and solve the problems that the traditional operation system cannot solve.

2.5 Rights Management

Fabric proposes the concept of Member Service Provider (MSP), which abstractly rep-
resents an authentication entity. MSP can be used to verify the authority of identity cer-
tificates for different resources. Specifically, users who join the systemwill get the initial
minimum permission by default after the registration review. The relevant personnel of
authority management can open the corresponding authority for specific registered users
according to their computing power, network, equipment platform and other resources’
access restrictions, as well as their actual levels. The permissions that users have are not
fixed. The blockchain records various resource authorization operations in cross domain
collaboration as a trusted authorization record to ensure the authenticity and reliability
of authorization operations, and it serves as a trusted basis for restructuring information
relationships. Managers have the right to adjust the permissions of relevant personnel
according to changes in the situation, and increase or close the corresponding permis-
sions. The strict implementation of authority management ensures the security of data
and makes the system run smoothly and efficiently.

3 Software Design

3.1 Network Topology Design

Fig. 2. Network topology design diagram of cross-domain heterogeneous information interaction
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In the case of large-scale project tasks involving data processing and participants
from different organizations, the environment is complex and changeable, which brings
great difficulties to the execution of the task. The equipment systems used by each par-
ticipant are heterogeneous and not unified, such as servers, desktop computers, portable
computers, and mobile phones and other terminals (see Fig. 2), all of which are con-
nected in their own network domains. Compared with devices in other network domains,
it processes data in a cross-domain heterogeneous system. Therefore, we use blockchain
technology to build distributed network structures in complex environments and connect
them to P2P [9]. All transactions between them take place in the blockchain. Through
the access to the blockchain and the scheduling of smart contracts, the policy of mutual
data access by all parties is achieved.

3.2 Cross-Domain Information Interaction Process

Fig. 3. Flow chart of peer-to-peer task information Interaction

At the system logic execution layer, the systemmainly uses the blockchain to invoke
smart contracts to achieve cross-domain logical trusted execution [10] (Fig. 3). First,
each smart contract will be released in the entire blockchain, and the publisher, time,
version, HASH and other certificates are stored on the chain, and then called by the
smart contract through the system server.

In the cross-domain execution stage, the smart contract will write the cross-domain
call protocol data into the blockchain, and after the cross-domain application obtains the
cross-domain call protocol data from the blockchain, the entire cross-domain execution is
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completed according to the contract initiator program [11].Andwrite the execution status
to the blockchain according to the cross-domain call contract. Finally, the system server
will further invoke the smart contract according to the execution result obtained from the
blockchain until the execution of the smart contract is completed. In the meantime, the
system will provide an interface so that each participant can directly invoke the smart
contract [12].

This paper designs a proof-of-concept model for decentralized data, focusing on
smart contracts and query components, and provides a functional overview of the task
system. The process is as follows:

• The task sender node obtains the latest message, analyzes the message, and then
formulates tasks.

• Store detailed task information including data structures, user identities, etc. The task
information is stored in the Distributed File Storage System (DFS).

• When task information is successfully stored in DFS, the file storage framework
returns a storage identifier (HASH).

• The sender node must store the task metadata including the storage identifier and
contract type into the blockchain and broadcast it to all other nodes.

• The consensus nodes use the PBFT consensus algorithm to check the block informa-
tion, execute the smart contract and compare the results. It will not pass until they
confirm that the transaction is the latest and the signature information is consistent.
Other nodes can then query the blockchain after that.

• The receiver node verifies the received task and checks it against the information
received by the DFS and blockchain.

• The receiver node obtains the task details through the storage identifier and DFS
verification

• The receiver node completes the task and returns the latest message information of
the blockchain.

3.3 Case Study

To describe the specific business processes within the framework of the HLF platform,
many concepts are used, mainly assets, participants, transactions and events. In our
case, the most important assets are data files in distributed storage, and their attributes
are traceability metadata [13]. Based on the development status and best practices of
international open data traceability, we have extracted the provenance metadata in rel-
evant standards and specifications for project tasks. Participants are members of a task
collaboration. They can own assets and make transaction requests, that is, when the
assets (equipment, personnel, etc.) required by organization 1 are insufficient, they can
make transaction requests to organization 2 to meet the resources required to complete
the task by trading assets. Transactions are the mechanism for participants to interact
with assets. All transactions take place in the blockchain. When all nodes reach a con-
sensus and generate results, transactions cannot be tampered with. Every operation with
data contains at least two types of transactions: one for client requests and one for server
responses. Event messages can be sent by transaction processors to notify the changes of
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external software components in the blockchain. Applications can subscribe to receive
event messages via HLF’s API.

The task leader can publish specific task information through the interface, including
task ID, task title, invited participants, etc. (see Fig. 4). The middle module is the task
information interaction module, which will update the execution of the task and obtain
other information which is collected or stored by the application system and called
real-time intelligence information, in real time. The commander conducts data analysis
according to all the data in the module through the data analysis function, and formulates
new tasks and releases them to the participants. The nodes participating in the task can
view the specific task information through the individual user’s task list, and can also
update the information in real time to the task information interaction module for all
nodes to view. The task description template data structure is displayed (see Fig. 5).

Fig. 4. Task execution interface diagram

3.4 Performance Analysis

In the traditional information interaction system, resource discovery, information interac-
tion, etc. all need to followmulti-level processes. In thisway, processes are solidified, and
failure at any level in the middle may cause overall process failure, causing task interrup-
tion. Compared with the traditional way, the delay is longer and fragile. Table 1 lists the
qualitative comparison between the performance of traditional hierarchical interaction
and the performance of cross domain heterogeneous information interaction in a complex
blockchain based environment in the case of task management-oriented business.
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Fig. 5. Description of a task data struct in JSON format

Table 1. Qualitative comparison of information interaction system performance

Parameter Traditional information
interaction system

Cross domain heterogeneous
information interaction system
based on blockchain

Number of data forwarding More Less

Number of instructions
forwarding

More Less

Access control mode Control circulation scope Password technology
authorization

Data request steps More Less

Emergency response speed Slow Fast

Single point decision speed More Less

Data storage space Small Large

Network traffic Small Large

For the performance of the cross domain heterogeneous information interactionmode
of the blockchain, this paper makes a preliminary illustrate as follows.

Task instructions are recorded in the form of transactions as reliable regulatory
records and objective basis. The tasks in the information interaction system are strictly
standardized and distributed, and the feedback information of each task completed is
also realized in the form of transaction. Under the scale of 1000 nodes, assuming that
each node issues 30 instructions to each unit under its jurisdiction within 1 min, the TPS
required to be provided by the blockchain system is 30/5 * 1000 * 2 = 1000 TPS. At
present, the consensus mechanism blockchain system such as PBFT can fully meet such
TPS speed requirements.

4 Summary

Aiming at the need to complete unified collaborative scheduling in complex environ-
ments, to ensure that all parties reach a consensus on the content and order of information
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exchange, and to ensure reliable and immutable recording of proven operation history,
this paper proposes a task-oriented trusted data exchange and logic execution architec-
ture between cross-domain heterogeneous systems based on blockchain technology and
the system architecture design and system networking scheme are analyzed. We have
shown some preliminary work, including data structure design, business interface and
Proof-of-Concept Demonstration. In the future, by using emerging technologies, such
as edge computing, virtual private network and other embedded blockchain platforms,
the security guarantees of data security and business supervision in various application
scenarios can be enhanced.
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Abstract. In a traditional blockchain system, the consensus protocol and the
transaction management are coupled, i.e., transactions are performed during the
consensus process. When the consensus protocol completes its process, the trans-
action is considered as completed. Such an integrated approach challenges the
system scalability and regulatory issues. And is not in line with the regulatory
principles such as PFMI (Principles of Financial Market Infrastructures). This
paper proposed a new decoupling mechanism that separates consensus protocols
from transaction management, and further separate transactions from settlement
with regulation compliance. Based on the new scheme, this paper proposed a new
block-building protocol for blockchain systems. This protocol allows consensus
steps, transactionmanagement, settlement, and regulation compliance can be done
concurrently.

Keywords: Blockchain · Consensus mechanism · Consensus and transaction
decoupling · Regulation · Block building method

1 Introduction

Blockchain technology has been developed for more than ten years with numerous
designs such as Bitcoin, Ethereum, Hyperledger, and Diem. With recent attention on
digital assets and Web3, blockchain systems have received significant attention as they
can be applied to digital currencies as well as digital assets. Not only support one-to-one
digital currency transfers, but also complex data asset transactions using smart contracts.
Therefore, a new generation of blockchains needs to not only make transactions, but also
ensure that transactions are trusted, secure, and regulated.

Traditional blockchain systems such as Bitcoin, Ethereum, andHyperledger has cou-
pled with transaction management with the consensus protocols. Some drawbacks, such
as the lack of decoupling between consensus and transaction, low efficiency, and inability
to be regulated. Now blockchain is becoming a kind of financial system infrastructure,
these are the problems that must be solved [10].
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This paper is organized in as follows: Sect. 2 discusses the reasons and disadvantages
of the coupling between consensus and transaction; Sect. 3 introduces the avalanche
phenomenon caused by the coupling of consensus and transaction; Sect. 4 introduces
the principle of decoupling between consensus and transaction in Diem, and analyzes
the regulatory problems that still cannot be solved in Diem; Sect. 5 introduces how
the new blockchain architecture represented by the ChainNet decouple consensus and
transaction, and how to solve the regulatory problems in Diem; Sect. 6 proposed a new
block building method of blockchain based on consensus and transaction decoupling;
Sect. 7 shows the experimental result; Sect. 8 concludes this paper.

2 Coupling Consensus and Transaction Management

In a traditional blockchain system, if a transaction has failed during the consensus pro-
cess, the entire block will be considered failed. Coupling the consensus protocol and
transaction management incurs two problems:

Inefficiency: Any problem in a single transaction will cause the current round of the
consensus process to fail including all the transactions within the same block. This will
significantly slow down the system operation.

Without Independent Settlement and Compliance Verification: As the consensus
protocol operates in real time, thus any regulation compliance mechanisms must be
completed at the same pace. Furthermore, in most of these systems, transactions are
settled when the consensus protocol completes. But this is not in line with the PFMI [1]
where “settlement bank” is mentioned many times [5], meaning that another entity will
be responsible for the settlement, providing independent transaction verification [9].

As blockchain has become an important infrastructure in financial markets,
blockchain system not only execute trades, but also need to regulate these transactions.

3 Avalanche Phenomenon

If the consensus protocol and transaction management are coupled, the system has a
chance to incur an avalanche phenomenon causing the entire system to break down. We
discovered this phenomenon in our laboratory. It fails mainly for two reasons:

First, data on participating nodes are inconsistent with each other. As nodes have
different data, the consensus protocol cannot reach an agreement. Second, data in
blockchain nodes are consistent, but a specific transaction within the block is not proper.

During our seven years of laboratory experimentation, we have not identified and
documented a single case for the first case. i.e., data in different nodes are inconsistent.
One reasonmaybewe useCBFT (Concurrent Byzantine Fault Tolerance), and temporary
data inconsistency are automatically handled, but we have observed the second case
several times. We found that this phenomenon can happen with only failures of few
transactions:
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1) A single transaction fails in a block during the consensus protocol;
2) All the transactions within the same block are now considered as failed;
3) All the failed transactions need to put back into the transaction pool, but the

transaction pool already has many transactions waiting;
4) Due to the large number of waiting transactions, the system will increase the block

size to accommodate these transactions hoping to reduce the backlog;
5) Unfortunately, the consensus on the next block also failed, and all transactions in

this new block had to go through the consensus protocol again;
6) As a result, the number of transactions waiting to go through the consensus process

increased, and the block size continues to increase at the same time;
7) After few rounds, the system is jammed with data in their databases and caches. The

blockchain system will enter an avalanche scenario and the whole system will stop.

The larger the block (the larger the number of transactions in it) is, the higher prob-
ability for this block to fail. Assume each transaction will fail with 0.01% probability,
i.e., one failure in 10K transactions. If a block has over 5K transactions, the block has
a 50% chance of failing. In our experiments, we encountered a block with 10K trans-
actions or more. The faster the system performs, the higher probability that the system
will encounter the avalanche phenomenon. The reason is simple, if a blockchain system
can process 20K transactions per second, the likelihood of block failure is close to 1.
Thus, a fast-processing system will have a higher probability encountering an avalanche
event.

4 Decoupling Mechanisms in Diem

Diem [6] is a blockchain system proposed by Meta (Formerly Facebook) in June 2019.
Diem aspires to build a decentralized blockchain and has multiple versions with signifi-
cant improvement during these years. Diem proposed an innovative scheme to decouple
consensus protocols and transaction management, Diem uses multiple Merkel trees to
maintain accounts, transactions, and events separately.

4.1 Diem’s Data Structure

The data in the Diem blockchain are stored in Merkel trees, thus any data changes are
detected based on the hash value of the root node. Figure 1 shows the overall structure
of the Diem blockchain. Unlike other blockchain systems that treat a blockchain as a
collection of transaction blocks, Diem system has three Merkel trees:

First Tree for Storing Ledger History: This tree stores ledger history, where each leaf
node is the ledger history generated during the consensus process. In each ledger history,
three attributes are recorded.

1) The hash value of the Merkel root node of the ledger state;
2) All the transactions included in this block, and
3) The Merkel tree composed of events.
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Second Tree for Storing Account Information: In this tree, account information is
recorded, and the hash value is obtained and recorded in the Merkel tree, so as to prevent
the data in the account from being tampered.

Third Tree for Storing Event Information: For each transaction execution, an event
will be generated, and the event information is tracked by the Event Merkel tree.

Fig. 1. Diem blockchain structure

4.2 Operation Processes in Diem

TheDiem system has three separateMerkel trees, each is responsible for tracking its own
data, its operation process is different from traditional blockchain systems. Thus, if some
transactions within a block fails to complete, due to various reasons such as insufficient
funds or lack of gas, the whole block will still go through the consensus protocol,
with majority of transactions recorded as “Completed”, and those failed transactions
recorded “Failed”. Regardless if there is any transaction failed in a block, the block will
go through the consensus protocol. Thus, it is not possible for an avalanche event to
happen, as no failed transaction can cause a block to fail in the consensus protocol. A
consensus protocol will fail only if nodes within a blockchain contain different data, but
this rarely happen in practice.

The Diem system also puts transactions in sequence to ensure that transactions will
get the right results, regardless of the actual order of transaction execution. The consensus
process needs only to ensure that the above three data are consistent, so that the consensus
can be passed without guaranteeing that the transaction will be completed successfully.

4.3 Discussions

Diem’s approach is similar but different from the ABC/TBC (Account Blockchain
/Trading Blockchain) structure [12], ABC is responsible for maintaining account activi-
tiesand information, andTBCfor tradingandstoring trading information.ButDiemkeeps
both account and trading information within the same system.
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Diem has gone through significant changes from 2019 to 2022, and one of principal
changes is to meet regulation requirements. In the second whitepaper published in 2020
[6], Diem mentioned that they will use an embedded compliance mechanism to ensure
that transactions are regular, i.e., proper KYC and nomoney laundering. However, Diem
has not released their compliance mechanisms other than mentioning VASPs (Virtual
Assert Service Providers) need to comply with various regulations including domestic
and international regulations.

5 New Decoupling Scheme

This section proposes a new blockchain architecture that 1) decouples consensus pro-
tocols and transaction management [11]; 2) decouples transactions and settlement; 3)
performs compliance verification during the entire process; 4) decouples transaction
information and account information.

5.1 Transaction Process with Multiple Rounds of Consensus

Figure 2 illustrates the transaction process with three consensus processes.

Pre-trading. This step identifies the involved parties for a given transaction. When a
transaction is verified by KYC, it will go through the first round of consensus protocol.
If a transaction fails the KYC examination, it will be rejected without execution.

Trading. The transaction will go through the execution, and at the same time, the
second round of regulation compliance process will be carried out. If a transaction fails
to complete or has been found to be irregular, it will be recorded as “Failed” in the
blockchain; if a transition has passed both tests, it will be recorded as “Traded”.

Settlement. In the third stage, those transactions that are completed will go through the
settlement process. At the same time, each transaction will go through another round of
regulation compliance checking. This may be the last chance for regulators to enforce
any compliance before transactions are settled in banks, financial institutions, or VASP.
Once a transaction is settled, it will be difficult to reverse the trade [4].

Fig. 2. Mechanisms consistent with PFMI principles

Each round of the consensus process can use various Byzantine fault tolerance
protocols [8].
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5.2 Characteristics of New Scheme

The new scheme has following key properties:

Separation of Transaction and Settlement: This scheme explicitly separates trading
from settlement, thus providing compliance processes more time to complete their ver-
ification [4]. The time between the second stage and third stage can be hours (such as 2
h as suggested by Bank of England), or days, or seconds.

Consensus Process will Fail Only if Data are Inconsistent: Like the Diem system,
any consensus protocol will fail only if data in various system are inconsistent. Transac-
tion failure, settlement failures, regulation failures will not cause the consensus process
to interrupt.

Continuously Regulation Monitoring with Adaptive Scheduling: At each stage,
transactions are monitored for compliance. The time between the 2nd stage and 3rd

stage can be dynamically adjusted. For suspicious trades, the system can adjust the
time to allow more compliance verification. For example, FATF has reported that some
money laundering events have taken more than 200 paths and thus it took a long time
for regulators to identify the laundering path.

Linking to BigData Analytics: While blockchain systems are often with limited capa-
bilities and databases, but the new scheme can be connected to a separate bigData plat-
form with sophisticated machine learning capabilities so that even recent fraud cases
can be learned and incorporated into the database.

Can be Adjusted for Similar Processes: The overall process can be divided into four
stages: pre-transaction, transaction, settlement, clearing [3]. This scheme can be adjusted
with four rounds of consensus processes. In practices, we have seen a process with 7 to
8 stages, or even 20 stages for credit card transactions.

Can Work with Multiple Blockchain Systems: The scheme can work with single
blockchain systems, or multiple blockchain systems [2]. For example, each stage can
have its own blockchain systems, or they can share a single blockchain system. The issue
with a single blockchain system serving all the stages is that the single system may be
jammed due to heavy loads. As a trading blockchain (TBC) has a different scaling mech-
anism than an account blockchain (ABC), we suggest using at least two independent
blockchain systems, one for keeping track of trading, one for tracking account [7].

6 New Block-Creation Process

This block-creation process has to sub-processes:
First, block-building process. This sub-process puts transactions into blocks by using

a dependency graph and go through the consensus protocol.
Second, transaction-verification process. This sub-process evaluates if a transaction

within an accepted block (done by the block-consensus process) can be completed.
These two sub-processes can be carried out concurrently without interfering with

each other. They can be placed in different processors for execution if necessary. Another
important feature of this process the use if dependency graph.
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6.1 Block-Building Process

If a transaction wants to proceed through the consensus process, it must first be
incorporated into a block. Our block-building process has the following steps:

1) Each node puts the received transactions into the transaction pool. If necessary, a
transaction can be broken up into multiple sub-transactions and the sub-transactions
can be put into the transaction pool. The following is a discussion of intra-pool
transactions, either the original trade or the decomposed sub-trade;

2) Establish a dependency graph for the transactions in the transaction pool;
3) The dependency graph is decomposed, and the transaction is sorted according to the

dependency graph, and then blocks are built;
4) The block-building node broadcasts the block-building result to all nodes. Other

nodes, upon receiving the block, verify that the transaction information in the block
is correct (without verifying whether the transaction is complete). If yes, a vote
will be cast based on the verification result, and the vote will be sent to the other
nodes. There are different consensus protocols that can be used here, including the
Byzantine Fault Tolerance protocol or other consensus protocols;

5) After receiving the voting results of other nodes, each node makes statistics and
decides whether to accept the voting block through consensus analysis;

6) If accepted, the block is accepted by the blockchain system and this information is
put into the blockchain;

7) If not, the block is rejected, and all transactions in the block remain in the transaction
pool until the next block-building opportunity;

8) In all the intermediate processes, once a transaction is put into the pool, it stays in
the pool, and ultimately a “Transaction verification process” decides when to leave.

Figure 3 shows the block-building process. This includes the whole process from the
transaction being placed into the transaction pool, to the block eventually being added
to the blockchain.

Fig. 3. Flowchart of block-building process

The first step puts transactions into the pool, each node does the same operation, and
develops a dependency graph on the transactions in the pool. Where an edge in the graph
represents a transaction, the node in the graph represents the user of the transaction, the
direction represents the point from the transaction initiator to the transaction payee,
and the edge attribute represents the transaction amount. The transaction dependency
diagram is a directed graph.

In the process of establishing the transaction dependency graph, the degree of each
node in the dependency graph is computed, and the new dependency graph is obtained
by segmentation from the original dependency graph.
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After the block is built, the participating node will sign and encrypt the block and
broadcast it to all the voting nodes. After receiving the block, other nodes verify the
transaction information in the block. The transaction information verified is only to check
whether the information is correct, and it does not verify the transaction is completed.
If all the transaction information is correct, vote yes, otherwise vote no, and send the
result to other nodes.

After receiving the voting results of other nodes, each node uses the public key of
the corresponding node to verify the signature. If the number of “agree” nodes exceeds
the number of “disagree” nodes, the block is accepted. Once passed, all transactions in
this block can be processed by the transaction verification process. If this block does not
pass, this block will be rejected.

6.2 Transaction Verification Process

The transaction verification process includes the following steps:

1) When a block is accepted, each transaction in the block is subject to transaction
verification. The verification checks whether the funds are real, sufficient, and
legitimate;

2) If a transaction passes the verification process, the transaction is described as
completed and removed from the pool;

3) If a transaction in the block fails the verification, check to see if the transaction may
be completed later.

4) If the transaction has the potential to be completed in the future, the transaction will
remain in the transaction pool, waiting the opportunity for the next block building;

5) If the transaction is deemed unlikely to succeed, the transaction is marked as a failure
and is removed from the pool with notification notice to its sponsor.

Figure 4 shows the transaction verification process. A transaction in the pool means
it has a chance to complete. If the transaction succeeds, it is recorded on the successful
transaction record. If it fails, the originator is notified and the failure is recorded in the
Failed Transaction database.

Fig. 4. Flow chart of transaction verification process
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6.3 Concurrent Processes

As the consensus protocol and transaction management are now decoupled, these two
processes can be carried out concurrently. Figure 5 shows transactions flows in the
transaction pool. The transaction pool is divided into two parts. New transactions will
first be put into the left side of the transaction pool. Block-building process will choose
transactions from left side and put them into right side. Then transaction verification
process checks the transactions in the right side. If the transaction is completed, it will
be removed from the transaction pool. If the transaction cannot be completed this time,
it will be put back to left side. Otherwise, the transaction will be marked as a failure and
be removed from the pool. Multiple Transaction Verification processes can be carried
out at the same time.

Fig. 5. Concurrent Processing with the Transaction Pool

Potentially, multiple Block Building processes can be active at the same time, e.g.,
they can work in a pipeline manner, or each can work on different groups of transactions
with no dependency among the groups. Theoretically, this is possible, but in practice, it is
difficult to implement such as lots of computation will be needed before any concurrent
Block Building processes can be activated.

7 Experimental Verification

The experimental environment is shown in Fig. 6:

Fig. 6. Test Environment

The blockchain system under test consensus from trading. At the same time, we use
a high-performance blockchain database as the underlying database. The client sends
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200,000 transaction commands to the blockchain system, and the data are stored in the
blockchain system after encryption, signature verification, and consensus. The actual
test time is 7656 ms, and the transaction speed is 26,123 transactions/second. The test
results are shown in Fig. 7.

Fig. 7. The test results

8 Conclusion

One issue with traditional blockchain systems is that consensus protocol and transac-
tion management is done in an integrated manner. According to David Parnas in his
1972 seminal paper [11], each module should perform one function only, a module that
handles two or more functions will be difficult to maintain. Thus integrating consensus
protocols with transaction management make the system hard to maintain and scale.
In 2016, we proposed to classify blockchain systems into TBCs and ABCs, and each
process only one specific function to reduce system complexity, improve system per-
formance and scalability. The Diem system came with a different design that separate
consensus protocol from transaction management. This paper proposed another mecha-
nism to separate consensus protocol from transaction management, and further separate
transaction from settlement, with a new block-creation process with two concurrent sub-
processes. Another advantage is that compliance processes can be carried throughout
the entire process with bigData and machine learning capabilities, and each step of our
process can be carried in different processors if necessary to improve performance.

We have developed the system and the test results are shown in Sect. 7. The test
results are verified by 3rd party independent T&E organization with a CNAS seal.
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Abstract. The existing blockchain consensus protocol has reached the level of
availability in replicas in small-scale scenarios. However, if the blockchain sys-
tem is composed of hundreds or even thousands of replicas, the throughput and
delay will significantly decrease as the number of replicas increases, which makes
it difficult to apply it in large-scale scenarios. This paper proposes an Adaptive
Byzantine Fault-Tolerant (AdBFT) consensus protocol, which introduces the opti-
mistic response assumption and proposes an adaptive approach to reach consensus
with a latency of 2� in steady state, while providing the advantage of tolerating
up to half of Byzantine failures, which can ensure security in a weaker synchro-
nizationmodel. Under the optimistic response condition, O(�) latency is achieved
when the leader is honest and more than three-quarters of the replicas respond,
and up to 1/3 of the Byzantine failures can be tolerated under synchronization.

Keywords: Blockchain · Byzantine Fault Tolerance · Synchronous Network ·
Optimistic Response · Parallel Pre-Built Block

1 Introduction

Blockchain is a distributed ledger system [1–3], in which each replica (usually called a
node) contains a statemachine [4–6], whose statemust be consistent with that of all other
nodes, and no node needs to know or trust other nodes in the system [7–9]. In order to
reach a consensus, the consensus mechanism of each blockchain must be able to ensure
the verification process of the current blockchain, help determine that the replica should
create the next state (i.e., the next block), assist in verifying the next state, and ensure
that all nodes agree to the next state. Blockchain is a distributed system. The immutable
transaction history is stored in the distributed data structure on the peer-to-peer network.
The nodes in each network contain replica of all data [10] and are organized into a block
structure [11–14].

The Practical Byzantine Fault Tolerance (PBFT) [15] protocol forms the basis of
most BFT consensus mechanisms, such as Tendermint [16], Streamlet [17] and HotStuff

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 66–75, 2023.
https://doi.org/10.1007/978-3-031-28124-2_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28124-2_7&domain=pdf
https://doi.org/10.1007/978-3-031-28124-2_7


Adaptive Byzantine Fault-Tolerant Consensus Protocol 67

[18]. The PBFT protocol builds on the Paxos [19] protocol and extends its crash failure to
Byzantine fault tolerance to defend against adversarial participants who may arbitrarily
deviate from the protocol. The PBFT protocol has Byzantine fault tolerance, which
can ensure the correctness of the system when the number of evil nodes is less than
one third. However, PBFT protocol has performance and availability problems. PBFT
generates O (n2) message complexity, which limits the scalability and performance of
the consensus mechanism. Secondly, PBFT protocol utilizes a stable leader and changes
it only when the leader is suspected to be Byzantine. Triggering leader change requires
a slow, expensive, and error prone protocol, which is called the view change protocol.
The complexity of secondary messaging prevents PBFT from building applications on a
large scale [20]. In addition, if the failed client uses inconsistent verifiers in the request
[21], client interaction may cause frequent changes to the system view without making
progress.

In this paper, we study Byzantine Fault Tolerance (BFT) state machine replica-
tion under partial synchronization, and propose an Adaptive Byzantine Fault Tolerance
(AdBFT) mechanism. This protocol is based on the leader’s BFT protocol, reaching a
consensus in a stable state with a delay of 2� (� represents the maximum network
transmission delay), and at the same time, it can tolerate up to half Byzantine faults,
which can ensure the security of the weak synchronization model.

Under the optimistic response condition, when the leader is honest and more than
three-quarters of the replica respond, the O(δ) delay (δ represents the actual network
transmission delay) is realized, and the Byzantine failure can be tolerated up to 1/3
under weak synchronization. In addition, the AdBFT protocol adopts the method of
parallel pre-building blocks to realize parallel transaction processing, and adopts the
identity-based distributed key generation threshold signature scheme to aggregate the
signatures ofmulti-consensus nodes into one signature, thus reducing the communication
complexity between nodes.

The main contributions of this paper are as follows:

(1) We propose an adaptive Byzantine fault-tolerant consensus protocol that achieves
consensus with a latency of 2� in steady state, while being able to have the advan-
tage of tolerating up to half of Byzantine failures, which ensures security in aweaker
synchronization model. Under the optimistic response condition, O(δ) latency is
achieved when the leader is honest and more than three-fourths of the replicas
respond, and up to 1/3 of Byzantine failures can be tolerated under synchronization.

(2) We put forward a parallel pre-built block method. The traditional blockchain block
building method is to wait until the previous block is completed before building a
new block. In this paper, we use a parallel block building method and the consensus
leader node performs the block building operation before proposing. The leader
node proposes the pre-built block, broadcasts it to other consensus nodes in the
network for verification, and forms a new block after verification, thus greatly
improving the efficiency of building the block.

(3) We analyze theoretically the security of AdBFT protocol and demonstrate that
this protocol can maintain the security of weak synchronization while achieving
optimistic responses.
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In this paper, the sections are organized as follows: Sect. 2 introduces the relevant
theoretical background, Sect. 3 presents the protocol design of AdBFT consensus proto-
col, Sect. 4 elaborates the theoretical analysis ofAdBFT security, and Sect. 5 summarizes
the work of this paper and the prospects for future work.

2 Background

The Byzantine fault tolerance problem was proposed by Lamport, Shostak and Peases
et al. [24] and put forward the solution to this problem. However, the solution implicitly
assumes the use of synchronous networks,whichmeans thatmessages between nodes are
delivered within a fixed known time range. Compared with the asynchronous network,
the message of this scheme can be delayed or even reordered at will, which is impossible
to be used in the actual asynchronous network. The practical Byzantine fault tolerance
was later proposed by Castro and Liskov [15], making it possible to reduce the time
complexity toO(n2). In each PBFT consensus round (called view), the network is divided
into two types of nodes (primary and backup), and blocks are added to the blockchain
if more than one-third of the nodes reply using the same hash value. In each view, one
node is the master node and the other nodes are the replicas nodes.

The Zyzzyva algorithm is a BFT protocol proposed by Kotla in 2007 [23] that intro-
duces Speculation techniques to Byzantine protocols to reduce the cost of BFT replica-
tion systems. The Zyzzyva algorithm assumes that the server is in a normal state the vast
majority of the time, so instead of executing every request after reaching consistency, it
only needs to reach consistency after an error occurs. If there is inconsistency, the client
discards the result and sends it back to the server to trigger the view replacement proto-
col to switch the master node. This may temporarily lead to system inconsistency, but
does not affect the execution of non-Byzantine client requests. The Zyzzyva algorithm
may improve system performance without toomany Byzantine replica, but its consensus
efficiency will be affected if more Byzantine replica are involved.

TheConcurrent Byzantine Fault Tolerance (CBFT) consensus algorithm is proposed
by Wei-Tek Tsai [25–27], which uses a four-communication BFT algorithm containing
four stages: block determination, pre-prepare, prepare and commit, using parallel block
building approach. It also uses a reputationmechanism to identify Byzantine fault nodes.

HotStuff is a base BFT-like protocol proposed byVMware Research [22] for a partial
synchronization model, where the most important implementation is optimistic respon-
siveness while maintaining linear constraints on the complexity of the communication
within each view. Once the network communication becomes synchronized, HotStuff
enables the right leader to drive the protocol to consensus at the rate of the actual network
delay, which is a property of responsiveness. And this network latency has a commu-
nication complexity that is linear in the number of replicas. In HotStuff, the leader of
each view proposes a block, decides on a block after three consecutive blocks have been
authenticated, and each view contains two rounds of communication. By adding another
phase for each view, the leader replacement protocol is greatly simplified in exchange for
the cost of reduced latency. However, the effectiveness of Hotstuff still requires imple-
menting a protocol to ensure that the views are synchronized, i.e., that all replicas end
up spending enough time in the same view with the correct leader. At the same time
Hotstuff uses streamlined job execution in parallel to further improve throughput.
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Sync HotStuff is a leader-based synchronous BFT solution, proposed by Abraham
et al. [28]. Sync HotStuff has an optimistic responsiveness, for example, when less than
a quarter of the replicas are not responding, it will move forward at network speed. By
combining a number of practical solutions for partially synchronized BFT protocols,
Sync HotStuff can tolerate up to half of Byzantine replicas without lock-step execution
in steady state, it can handle weaker and more realistic synchronization models, and it
was prototyped and proven to provide practical performance.

The HoneyBadgerBFT protocol, proposed by Miller et al. [29], is the first practi-
cal asynchronous BFT protocol that guarantees activity without making any temporal
assumptions. The HoneyBadgerBFT uses gated public key encryption to prevent tar-
geted censorship attacks and uses Asynchronous Common Subset (ACS) subcomponent
for suboptional instantiation, andReliable Broadcast (RBC)modulewith censoring code
for transmitting each node’s proposal to all other nodes.

The Dumbo protocol, proposed by Guo et al. [30, 31], is an asynchronous BFT
protocol that asymptotically improves the runtime by providing two atomic broadcast
protocols. It provides two atomic broadcast protocols, called Dumbo1 [30] and Dumbo2
[31]. Both protocols are based on the work of HoneyBadger BFT (as the first practical
asynchronous atomic broadcast protocol), with some improvements on HoneyBadger
BFT. The asynchronous public subset protocol of Dumbo1 runs only a small k (inde-
pendent of n) instances of the Asynchronous Binary Agreement (ABA) protocol, while
Dumbo2’s further reduces it to a constant.

3 Adaptive Byzantine Fault-Tolerant Consensus Protocol

This section introduces the AdBFT protocol, which is based on a partially synchronous
communication model, including the steady state AdBFT protocol and the optimistic
state AdBFT protocol. This system is assumed to be partially synchronized, and this
paper assumes that the adversary is able to delay the message for an arbitrary time,
with an upper bound on the delay time of �. The actual message delay in the network
is denoted by δ. After the Global Stability Time (GST), all messages between honest
replica will arrive within � time. If the network environment satisfies the optimistic
condition, blocks can be committed with a higher guarantee, i.e., full-speed network
commit, and consensus can be reached with a delay of 2� after the optimistic response
is not satisfied, with the advantage of being able to tolerate up to half of Byzantine
failures, which ensures security in the weaker synchronization model.

3.1 Steady State AdBFT Protocol

In the steady state, the AdBFT protocol includes the Prepare phase, Commit phase, and
Vote phase, and the process is shown in Fig. 1, and each phase is described in detail in
this paper below.

Prepare phase: the leader node L proposes a block Bk: = (bk,H(Bk−1)) by broad-
casting 〈PREPARE, Bk, v, Cv (Bk−1)〉L, which proposal contains the view v arbitra-
tion certificate Cv of its predecessor block Bk−1, where the first view certificate (using
⊥ denotes) is completed at system initialization time. If any replica receives a block
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containing a suspicious transaction, the replica is said to detect a possible Byzantine
fault-tolerant failure of the leader.

Commit phase: each replica r, after receiving the above prepare phase message m,
validates the transactions in block Bk, verifies whether block Bk is extended from Bk−1,
and compares all the transactions in the block with the transactions in its own transaction
buffer pool, if there is no problem with the validation then Bk is an acceptable proposal,
otherwise it is considered that block Bk is unacceptable.When each replica r votes on the
acceptance of block Bk, responding to the leader L by sending 〈COMMIT σ i

c, Bk, v〉r.
The leader L starts a timer indicating the submission timer and, within a delay time of
�, when leader L receives n-f proposals for the current block Bk votes, partial signatures
are aggregated into a signature σc, and σc ← Aggregation({σ 1

c , σ 2
c , ..., σ

n−f
c }), , Aggre-

gation() is the aggregated signature function, and then the leader L sends 〈COMMIT,
σc, Bk,v〉L L to the other replicas.

Vote phase: the replica r validates the received messages 〈COMMIT, σv, Bk, v,
Cv(Bk−1)〉L for validation, and once replica r votes for Bk, replica r starts a timer indi-
cating the commit timer, and if replica r remains in view-v after� time (i.e., if r does not
detect a leading modal blur or view change within� time), it commits the vote, responds
to leader L by sending 〈VOTE, σ i

v, Bk,v,Cv(Bk−1)〉r, andwhen leader L receives n-f votes
for the current block Bk proposal, aggregates the partial signatures into one signature
σv, compute σv ← Aggregation({σ 1

v , σ 2
v , ..., σ

n−f
v }), Aggregation() is the aggregated

signature function, and then the leader sends 〈REPLY, σv, Bk,v,Cv(Bk−1)〉L to its client.

Fig. 1. Steady-state AdBFT protocol

The timer does not affect critical progress path commits, and the replica votes and
starts the timer for subsequent heights without waiting to commit the previous height.
In fact, replica r may have many previous heights with its commit timer still running.
The view change protocol maintains security and ensures active status across views,
with leader L proposing a block every 2� times, with one � for its proposal to reach
other replicas and one � for the other replicas’ vote to reach. If the leader is a Byzantine
fault malicious node, i.e., sends a block proposal containing a tampered transaction or
a replacement new view message proposal, it serves as a proof of Byzantine behavior
and affects the reputation of the node. Once a replica r exits view v, it stops voting in
that view and aborts all submitted timers for that view. The replica r then waits � time,
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selects a block with the highest authentication, locks it, reports the lock to L′, and then
enters the new view. The � wait before locking ensures that each honest replica knows
all blocks committed by all honest replicas in previous views before sending their lock
status to the new leader, which maintains the security of all committed blocks for all
honest replicas.

3.2 Optimistic State AdBFT Protocol

Under the optimistic response condition, the AdBFT protocol includes the Prepare phase
and Commit phase, and the process is shown in Fig. 2, and each phase is described in
detail in this paper below.

Prepare phase: the leader node L proposes a block Bk: = (bk, H (Bk−1)) by broad-
casting 〈PREPARE, Bk, v, Cv (Bk−1)〉L, which proposal contains the view v arbitra-
tion certificate Cv of its predecessor block Bk−1, where the first view certificate (using
⊥ denotes) is completed at system initialization time. If any replica receives a block
containing a suspicious transaction, the replica is said to detect a possible Byzantine
fault-tolerant failure of the leader.

Commit phase: each replica r, after receiving the above PREPARE message m, vali-
dates the transactions in block Bk, verifies whether block Bk is extended from Bk−1, and
compares all the transactions in the block with the transactions in its own transaction
buffer pool, if the validation is OK then Bk is an acceptable proposal, otherwise it is
considered that block Bk is unacceptable. When each replica r votes on the acceptance
of block Bk, respond to the leader L by sending 〈COMMIT σ i

c, Bk, v, Cv (Bk−1)〉r. The
leader L launches a timer indicating the submission timer, and within a delay time of δ,
when the leader L receives 3n/4 votes for the current block Bk proposal, the partial sig-
natures are aggregated into a signature σc, and σc ← Aggregation({σ 1

c , σ 2
c , ..., σ

n−f
c }), „

Aggregation() is the aggregated signature function, and then the leader L sends 〈REPLY,
σv, Bk, v, Cv (Bk−1)〉L to its client.

Fig. 2. Optimistic-state AdBFT protocol

Under the optimistic response condition, an O(δ) delay (δ denotes the actual network
transmission delay) is achieved when the leader L is honest and, receives responses
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from more than three-quarters of the replicas, and to guarantee tolerance of up to 1/3
of Byzantine failures, the replica’s � cycle after voting ensures two conditions: (1)
each honest replica receives Cv (Bk) before going to the next view, and (2) no honest
replica vote for a Byzantine fault block. To ensure condition (1), this paper requires that
replicas start their timers C (Bvk) (included in the next proposal) from 3n/4 replicas after
receiving. One of the replicas must be honest and prompted when the timer is started, so
that all prompted replicas receive C (Bvk) in time. For condition (2), this paper requires
all replicas to submit only after � time when no Byzantine faulted blocks are received.

3.3 View Change Protocol

The view change protocol maintains security and ensures active state across views,
whenever a view fails due to a suspicious leader Byzantine failure or lack of progress,
the replica uses the view change protocol to move to the next synchronized view of the
leader. The two conditions for view replacement, i) network latency failure ii) suspicious
Byzantine failure, defend against DDoS attacks and Byzantine fault tolerance failures,
respectively.

Fig. 3. Steady-state AdBFT protocol

The view replacement process is shown in Fig. 3 and is divided into four phases:
replacement view proposal phase, replacement view preparation phase, replacement
view voting phase, and replacement view confirmation phase.

(1) Replacement view proposal phase
During the consensus process when two conditions for view replacement are

satisfied, i) network delay failure ii)Byzantine failure suspicion, the replica node can
initiate a view replacement proposal and the replica node broadcasts<ViewChange,
v, HighestQCBlock>r message to other nodes.

(2) Replacement view preparation phase
Other replica nodes verify the message at the stage of receiving the replacement

view proposal, and the verification passesmutual broadcast of the replacement view
<ViewChange, v, HighestQCBlock>r message.
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(3) Replacement view voting phase
Other replica nodes validate the message at the stage of receiving the replace-

ment view proposal, verify by broadcasting the replacement view voting 〈NewView,
v+1, Cv′(Bk

′) 〉r message to each other, replica wait for� time, and the replacement
view proposal node collects the voting message.

(4) Replacement view acknowledgement phase

The replacement view proposal node receives n-f voting messages, synthesizes the
view replacement certificate, selects a highest authenticated block, locks it, reports the
lock to L′, and then enters the new view. The �-wait before locking ensures that each
honest replica secures all blocks submitted by all honest replicas in the previous views
before sending their lock status to the new leader. Each replica node starts a new round
of consensus based on the received 〈NewView, v + 1, Cv′(Bk

′)〉L message.

4 Security Analysis

Due to the reputation mechanism and view replacement mechanism, Byzantine failure
nodes must also submit the proposed block Bk within 2� time to avoid view changes
and reputation being affected. However, due to the reputation mechanism and view
replacement, view changes are also eventually triggered and there will be an honest
leader. Once the leader node is an honest node, no view change will occur and all honest
replicawill keep submitting newblocks.At the beginning of a newview, the honest leader
node will aggregate the latest PrepareQC certificates of the n-f replicas, according to the
assumption that all honest nodes’ replicas are located in the same view, so the leader
node will pick the highest PrepareQC certificate as the highest highQC certificate, based
on the synchronization assumption that all honest nodes’ views are in a synchronized
state, and since all replicas are located in the same view, so there exists bounded time
Tf, so that all replicas complete the Prepare, Commit and Vote phases within Tf time.

The leader node may enter view v later than others and need to wait 2� time before
it can propose. Other nodes need another � to receive the proposal. 2� waiting ensures
that the honest leader receives locked blocks from all honest replica until that view starts.
Thus, the block it proposes will extend the locked blocks of all honest replica and get
votes from all honest replica. After that, an honest leader is able to propose a block every
2� times, one � for its proposed block to reach all honest replica and another � for
the arrival of votes from all honest replica. Thus, an honest leader is able to vote for all
other honest replica of the proposal in 2� time. Moreover, an honest leader does not
have Byzantine failures. Therefore, no honest replica blames the honest leader, and all
honest replica nodes are constantly submitting new blocks.

Suppose there exist two conflicting blocks Bk and Bk
′ with different commits at

height k. Assume that Bk is a direct commit in view v and Bk
′ is a direct commit in view

v′. If v < v′, then Bk
′ is extended over Bk and there will be no conflict, and similarly

if v > v′, then Bk′ is extended over Bk and there will be no conflict, and if v = v′,
an honest replica node will not submit two conflicting blocks at the same time, so no
two honest replica nodes submit different blocks at the same height. Assume that in the
optimistic response state, there exist conflicting blocks Bk and Bk

′, at this time block
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Bk has been voted to support the PrepareQC certificate, at this time the size of the voting
support replica group R1 is R1 ≥ 3/4n + 1, and block Bk

′ has been voted to support the
PrepareQC certificate, at this time the size of the voting support replica group R2 is R2
≥ 3/4n + 1, there exists at least one honest replica replica j such that j ∈ R1 ∩R2, which
contradicts the fact that an honest replica will only vote once at each stage in each view.
Therefore, the assumptions in this paper are not valid. Thus, in the optimistic response
state, the honest replica node will not submit two conflicting blocks at the same time.

5 Conclusion and Future Works

This paper proposed an adaptive Byzantine fault-tolerant consensus protocol AdBFT, a
protocol that can maintain high throughput and scalability at hundreds of scale replica
node consensus. The AdBFT protocol achieved consensus with a 2� delay in steady
state, while being able to have the advantage of tolerating up to 1/2 Byzantine failures
to ensure security in a weaker synchronization model. The AdBFT protocol can tolerate
up to 1/3 Byzantine failures under synchronization by achieving O(�) latency under
optimistic response conditions when the leader is honest and more than three-fourths
of the replicas responded. In future work, we will perform formal verification of the
AdBFT protocol and establish a general and scalable event logic-based framework for
verifying the implementation of the AdBFT protocol using the Coq theorem provers.

Acknowledgment. This researchwas funded by the ChineseMinistry of Science and Technology
(Grant No. 2018YFB1402700).
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Abstract. This paper proposes a blockchain-based multi-level corpo-
rate digital wallet that meets financial regulatory requirements, including
compliance with the Travel Rules, and identification of suspicious finan-
cial transactions. Unlike personal digital wallets, a corporate wallet is
actually a large financial management system with internal blockchains,
databases, and governing rules. Every transaction that the user operates
on the wallet client will first be sent to the wallet server system. The
wallet server will first check the compliance of the transaction, and then
verify that the transaction meets the Travel Rules. At the same time, the
digital wallet also checks if the transaction may be a financial fraud. In
the Web3 era, many transactions will be performed using digital wallets,
rather than bank accounts, a corporate wallet will play a significant role
in the new digital world.

Keywords: Corporate wallet · Multi-level · Governance

1 Introduction

Blcockchain systems have received significant attention recently, especially as
digital currency is one of the most important applications [1,2]. As of November
2021, the total market value of cryptocurrencies has exceeded 3 trillion, surpass-
ing the size of the entire UK economy; at the same time, the total market value of
Ethereum has also surpassed the market value of Chinese Internet giant Tencent
[3]. It is estimated that in the near future, almost all economic activities such as
clothing, food, housing and transportation, institutional transactions will rely
on blockchains and digital currency.

However, traditional cryptocurrencies emphasize on privacy, people often do
not reveal their identifies during the process. But this is against the financial reg-
ulations where the IDs of involved parties need to be known [4]. FATF (Financial
Action Task Force) proposed Travel Rules to regulate cryptocurrency transac-
tion, and the Travel Rules require involved parties to reveal their identifies.
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Recently, US has further tightened the regulations concerning digital currency
transactions, and many institutions start requiring enforcement of Travel Rules
to digital wallets. At the same time, many financial institutions are exploring
replacing accounts by digital wallets, and this will significant changes in the
financial infrastructure systems [5].

This paper proposes a multi-level corporate digital wallet that can be used
by a corporation to manage their digital assets including all kinds of digital
currencies. Unlike personal digital wallets, a corporate wallet is a large financial
management system with internal blockchains, databases, and governing rules.

2 Digital Wallets

A cryptocurrency transaction does not actually transfer any digital currency, but
binds the ownership of a digital currency to the recipient’s wallet address [6,7].
At present, many blockchain wallet products or design solutions have emerged,
and their primary objective is to protect the security of private keys [8,9].

However, as more people and institutions use digital currencies, it is necessary
to develop complex digital wallets to support corporate operations. As digital
assets include digital real estate, digital futures, and digital stocks, and many
of these assets are not personal assets, but institutional or corporate assets.
Institution need to comply with their own rules, as well as regulation rules. An
institution can have a few people to several million people [10] and the types of
institutions are diverse, and can be government agencies, financial institutions,
e-commerce companies, schools, courts, catering companies, travel companies
and other types of corporations [11–13]. This means that current digital wallets
need to be drastically expanded to better serve various institutions [11,14].

In traditional cryptocurrencies, values are stored on the blockchains. If the
private key is lost, the value is considered as lost as it is no longer accessible.
These orphan coins are unclaimed and unusable. The user’s private key only
means that they have the right to access and use the value [16].

We have proposed a new scheme to store value. The value is stored not on
the blockchain system, but instead, in custodial banks. The blockchain system
stores the certificate of the value, not like a passbook from a bank. A passbook
represents values are kept in banks, but it is not the actual value. If a digital
currency uses this model, even if the private key is lost, the value can be restored
as no value is ever lost.

3 Multi-level Digital Wallets

As shown in the Fig. 1, each corporate wallet has one internal blockchain system,
and an external blockchain system can be shared among multiple institutions. If
an institution is small, it can use the external blockchain system to store its data,
except all the data stored will be encrypted for security and privacy. In Fig. 1,
accounting firm, tax agencies, auding firms, KYC units, AML organizations may
participate in the external blockchain systems.
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The difference between the corporate wallet and traditional wallet is that the
asset management is divided into multiple levels, each level plays a certain role,
and any use of a digital asset may require multiple levels of users cooperate with
each other. For example, a large corporation has multiple departments, each
department has multiple groups. In this case, the corporation has a large wallet,
each department has a medium wallet, and each group has a small wallet. From
the wallet point of view, a large wallet contains multiple medium wallet, and
each medium wallet has multiple small wallets.

As shown in the Fig. 2, a large wallet controls the transfer assets in the
medium wallets, and each medium wallet similarly also control transfer of funds
among small wallets. In real life, the company’s department may create new
departments, abolish existing departments, merging several departments into
one department, as well as other re-organization. Some corporations may have
many levels, and not all branches will have the same heights. Thus, a corporate
wallet may change its structure from time to time as the company changes its
structure.

Fig. 1. Corporate wallet

4 Travel-Rule Interface Module

A corporate wallet is divided into two parts: wallet clients and wallet servers.
A wallet client is responsible for keeping the user’s private key, and the wal-
let server is responsible for supervising transactions, identifying suspicious-
transactions and on-chain transactions. A wallet server is located between the
wallet client and the blockchain system. Every transaction must go through
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Fig. 2. Multi-level corporate wallet architecture

the wallet server system. After compliance verification, the transaction will be
recorded in the blockchain system. The wallet server has five main modules:
KYC module, Transaction Verification module, Travel-Rules Interface module,
Suspicious-Transaction Identification module, and on-chain module.

The client and the server can have mutually agreed restrictions. For example,
within a day, the client can only initiate 4 transactions, each with a maximum
of 100 RMB, while the server can only initiate or accept at most one transaction
related to this special client. The ledger data in the blockchain system can have
various structure options:

1) There is only one ledger in the entire wallet, and all transactions go through
this ledger, which can store different digital assets or digital asset certificates,
such as digital RMB, or digital real estate certificates;

2) The server has a large ledger, while the client has its own (small) ledger, and
the large ledger in the server also maintains all client small ledgers. The client
needs to maintain ledger consistency with the server, such as using Byzantine
Generals Protocol PBFT or CBFT or other consensus mechanisms.

In the first scheme, the entire wallet has only one ledger, which mainly supports
the ”full server control scheme”, while in the second scheme, both the server and
the client have ledger schemes, which mainly support the ”client-side indepen-
dent scheme” and ” Client Partially Autonomous Scheme”. Although the first
scheme can also support ”client-side autonomous scheme” and ”clientside partial
autonomy scheme”, the process is more complicated.
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4.1 Multi-party Smart Contracts

This is a new smart-contract model where different parties involved supply their
own smart contracts for execution. For example, a buyer supplies its smart con-
tracts to ensure the lowest price and the items trade is valid and legal, a seller
supplies its smart contracts to ensure the fund provided by the buyer is real
and legal, a regulator supplies its own smart contracts to ensure the transaction
process meets the regulatory requirements, and the identifies of both buyers and
sellers have been verified. All these smart contracts will be placed in the same
smart-contract engine to be executed concurrently. A transaction will be con-
sidered as completed only all these smart contracts completed their execution
successfully.

4.2 Transaction-Verification Module

The transaction verification module is to verify each transaction according to the
level of the account. Whether the verification is passed depends not only on the
current transaction itself, but also on some past transaction records. There are
various rules for verification, such as the upper limit of the single-day transfer
limit, the upper limit of the number of transfers per day, the upper limit of the
annual transfer limit, and the upper limit of the number of annual transfers.
Only after the requirements are met, the next step will be performed.

4.3 Travel-Rules Interface Module

This module is designed to comply with the Travel Rules requirements proposed
by the FATF. Involved parties of a transaction need to show their identities. This
module has a set of Procedures with three main steps: verification of transaction
initiator identity, verification of transaction recipient identity, and verification of
transaction information. The module needs to interface with external systems if
the involved parties are not from the same corporation, and may need to interact
with STRISA system to assist in identity verification.

4.4 Suspicious-Transaction Identification Module

This module detects if a transaction is a suspicious-transaction in real time. It has
three steps: identification of suspicious transaction subjects (can be an entity or
individual), outliers, and suspicious-transaction paths. Once a transaction is per-
formed, subjects that participated in the transaction is linked in a graph model.
A clustering algorithm is used to cluster various subjects, and those highly con-
nected subjects will be linked together. Once a network of clusters is formed,
those inter-cluster transactions will show those subjects that may have irregular
transactions. Once identified, the system uses an improved CURE clustering to
identify outliers. Once identified, the subjects involved in those outlier transac-
tions are listed as high-risk subjects. Once the high-risk subjects are identified,
the system searches all other subjects that traded with the suspicious subjects,
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and these may become high-risk subjects. Once high-risks are identified, their
transaction paths are cross examined to identify money laundering paths. After
thorough examination, the high-risk subjects may be cleared and removed from
the high-risk list, or they may be reported for further investigation.

The system will import a lit of high-risk subjects from regulators, and they
will be placed before the corporate wallet start operation so that it will not
have a cold start. Whenever a transaction arrives, the system determines if the
subjects involved in the transaction are on the list of high-risk subjects, if yes,
the new transaction is suspicious and may be terminated in real time. The list of
high-risk subjects will be continuously updated as the corporate wallet operates.
Furthermore, new algorithms may be added into the wallet as they are available.

5 Method Implementation

5.1 Regulation Rules Implementation

Each transaction consists of multiple steps: First, construct a weighted undi-
rected graph based on each account and its previous transactions. The nodes
in the graph represent accounts, and the edges represent transactions between
two accounts. The weight of the edges depends on the transaction amount and
frequency. The final weight value is calculated as follows:

w = ln(total ∗ fred) (1)

If the cumulative transaction amount between the two subjects (or accounts)
is small, it indicates that the relationship between these two is weak; and when
the cumulative transaction amount is large and the frequency is high, it indicates
that these two are closely related. and there is greater credibility that they belong
to the same community. The weight will be a positive number.

The relationship between various subjects (and/or accounts) is saved in the
subject database. The outlier database stores outliers information. Clustering
algorithm can identify outliers in the system. in the database. This paper use an
improved CURE clustering algorithms to identify outliers. In general, an otlier
may be considered as noise, but often outliers in transaction may mean irregular
transactions. Each subject will have connections with other subjects and this
can be modeled a weighted graph, the weight of the link is calculated as follows:

L = −ln(w/wmax), (2)

where 0 < w/wmax ≤ 1. Thus, if wmax is inverse proportional to L, when wmax

is small, L is large.
Once the graph is computed, one can identify risks subjects in the database by

using shortest path algorithms such as Dijkstra’s algorithm. After determining
the shortest path, calculate whether the shortest path exceeds the threshold k
(the threshold is between 0 and 1). If the threshold is exceeded, the subjects
will be added to the high-risk list. As shown in Figure Fig. 3, the suspicious-
transaction identification module has two steps, an initialization phase and a
determination phase.



82 W.-T. Tsai et al.

Fig. 3. Suspicious-transaction identification module

5.2 Multi-Level Wallet Architecture

A multi-level wallet includes the following parts: 1) corporate private keys, 2)
virtual accounts, 3) threshold key generation, and 4) signature verification.

The corporate private key is the private key that controls the digital assets
of the corporation. Each unit within the corporation has a virtual account with
its own balance. Each corporation controls all its subordinate departments, each
department controls each of its subordinate groups, and each group controls
each of its subordinate employees. Using this structure, each unit, regardless of
its level, has the corresponding virtual account with spending limit and balance.
The spending limit is the amount the unit is allow to spend without consulting
with its superior unit, and the balance is the amount that is available to spend.
For example, a unit can have a balance of $300K and spending limit of $50K.
If the unit wishes to spend $60K, its needs to consult with the superior unit for
approval even though it has over $300K to spend.
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Figure 4 shows an example, where a unit α controls 5 subordinate units A,
B, C, D, E. All these units have their own virtual account with balance and
spending limit. Furthermore, α also may change the rules and regulation of each
subordinate account, e.g., by adding new funds into A’s virtual accounts, or by
removing funds from B’s virtual account. In this way, the CEO of the corporation
can have a transparent and real-time of funds within the corporation.

Fig. 4. Hierarchical Model

6 Conclusion

This paper proposes a blockchain-based multi-level corporate digital wallet. Each
digital wallet can be used in a variety of organizations including enterprises,
schools, and government agencies. Each wallet contains multiple virtual accounts
(can be considered as sub-wallets) with its own governance rules and regulations.
Each corporation can design and deploy different rules and regulations to meet
its needs. Each wallet also has automated compliance mechanisms to assist reg-
ulators as well as management to manage various transactions.

In May 2022, JP Morgan discussed the possibility of completely eliminating
bank accounts and replacing them with digital wallets instead. While this possi-
bility may take years to take place, but the importance of digital wallets in the
Web3 era cannot be underestimated.

Acknowledgments. The research was funded by National Key Research and Devel-
opment Program of China (No. 2018YFB1402700).
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Abstract. Traditional blockchain systems the consensus protocol and
transaction management is performed together. In other words, the com-
pletion of the consensus protocol means the completion of a transaction.
Furthermore, the transaction is considered as settled. This scheme is not
compatible with modern financial transaction rules where transaction
is distinct from settlement, and thorough regulation compliance should
be performed to ensure that no money laundering. This paper proposes
using five Merkle trees to maintain data in a blockchain system to sepa-
rate consensus protocol from transaction management.

Keywords: Consensus protocol · Transaction management · Merkle
trees

1 Introduction

Traditional blockchain systems use single Merkle trees to maintain their state
information, and the consensus protocol not only manages data consistency,
but also performs transaction management. Thus, when the consensus protocol
for a block is completed, the corresponding transactions within the block are
also completed. Furthermore, these transactions are also settled at the same
time [1]. This kind of one-step completion process is convenient but inconsistent
with modern financial market practices, for example, this is against the PFMI
(Principles of Financial Market Infrastructure). According to PFMI, transaction
processes are separated from settlement processes.

One of the main issues is that if a transaction is a fraud, but it cannot be
detected immediately, involved parties may lose money, and the money cannot
be recovered. Thus, in traditional financial market, a transaction is settled later,
giving regulation mechanisms more time to complete analysis.

In addition to the risk of money laundering, the reliability is another major
issue. If the number of transactions per second is large, the probability of block
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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failure will be high. This is due to traditional blockchain design where all the
transactions within a block will be considered as completed or failure together.
For example, if a block has 5000 transactions, even if only one of them cannot be
completed, the rest of 4999 transactions are also considered failed. All of them
need to go through the consensus protocol again. Assuming each transaction will
fail with a small probability of 0.01%, a block of 10K transactions will fail with
63% of probability respectively. That means a lot of blocks will fail during the
consensus process. This problem becomes more acute with increasing block size,
bu a large block size often means better performance.

Another major issue is that as governments such as US government start
enforcing various regulations on digital assets and digital currencies (such as sta-
blecoins), these regulation mechanisms need to be integrated into the blockchain
design.

One way to address this problem is to reduce the number of transactions in a
block, e.g., limit the block size to only hundreds of transaction only. In this case,
the probability of the block to fail in a consensus protocol will remain small
(less than 0.1% with a transaction failure rate of 0.01%). However, this may
not be the optimal way. For example, Federal Reserve and MIT have released a
Project Hamilton CBDC (Central Bank Digital Currency) report in Feb. 2022,
but no blockchain system is used in this project. One reason cited is that they
did not find a blockchain system with sufficient performance to meet the CBDC
requirements.

Thus, currently one faces a dilemma here: if one wants high-performance
blockchain systems, the reliability can be an issue; but if one chooses reliability
as the primary objective, the performance can be an issue. But this is the issue
of the traditional blockchain design, and this can be addressed by decoupling
existing functionalities in the blockchain, and allocating these functionalities to
different sub-systems to handle. In this way,

– One can address performance and reliability at the same time;
– One can separate the consensus protocol from transaction management;
– One can separate transaction management from transaction settlement;
– One can integrate regulation mechanisms into the blockchain architecture.

To do these, this paper proposes using five Merkle trees to manage blockchain
data:

– Consensus Event Merkle Tree (CEMT);
– Transaction Event Merkle Tree (TEMT)
– Temporary Settlement Merkle Tree (TSMT);
– AML (anti-money laundering) Data Merkle Tree (ADMT);
– Bank Settlement Merkle Tree (BSMT).

This paper also proposes a new state temporary settlement or pre-settlement
into the blockchain process. This is the state between trade completion and
final settlement. In this state, a trade is considered temporarily settled, with
all the data recorded in various blockchain systems, but the trade is not finally
settled [2].
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This new design has significant implication to financial market operations
including scalability, reliability, and regulation, blockchain design, blockchain
architecture, and blockchain networks.

The Facebook (now renamed as Meta) Diem project uses three Merkle trees
to store 1) ledger, 2) account; 3) event information. It also released a settlement
system FastPay, the system does not use a blockchain, but uses protocols com-
monly used in blockchain systems [3,5–7]. This paper proposes five Merkle trees
storing different data.

2 Five Merkle Trees

The five trees are maintained independently by sub-systems, but reference each
other including:

– The CEMT is related to the TEMT: the transaction data in the TEMT must
be found in the CEMT;

– The TEMT is related the TSMT as only successful transactions in the TEMT
can be temporarily settled and stored in the TSMT;

– The TEMT (and TSMT) is related the BSMT as the transaction settled in a
bank must have been successfully gone through the consensus protocol (and
the temporary settlement process) [8];

– The TEMT (and TSMT) is related the ADMT as a transaction that needs to
perform AML analysis must have gone through the consensus protocol (and
the temporary settlement process);

– Once a transaction is accepted by the AML process, the bank system reads
data from the TSMT, and settle these transactions in banks, possibly with
multiple banks with inter-bank transaction processing, and settlement data
will be stored in the BSMT.

2.1 Consensus Event Merkle Tree (CEMT)

The CEMT is maintained by the consensus protocol, and records the results of
the consensus protocol. It has nothing to do with transactions stored in the block
that goes through the consensus protocol. The consensus protocol is responsible
to make sure all the participating nodes have consistent data, and nothing else. It
does not care if any transactions within the block can be successfully completed
or not.

The CEMT includes the consensus event IDs, timestamps, voting results, IDs
of participation node and the leader node, and the first associated consensus IDs
[9]; Consensus event labeling includes blockchain IDs, the associated consensus
IDs includes the consensus IDs of pre-transaction, in-transaction, pre-settlement,
AML, and settlement; Where the data block unique identifier is the unique IDs
of this transaction data that requires consensus; and consensus status includes
consensus result (success or failure); All consensus events over time were stored
into the CEMT.
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2.2 Transaction Event Merkle Tree (TEMT)

The TEMT is maintained by the transaction manager of the blockchain system.
It records all the transactions that gone through the consensus protocol. Once a
block of transaction has been accepted by the consensus protocol, the transac-
tions within the block can now be verified if they can be completed. Regardless
if a transaction can complete its process, its resulting data will be stored in the
TEMT with relevant information such as the consensus IDs, transaction IDs,
participating subjects, timestamps. All successful transactions will be handled
by the TSMT, and all failed transaction will be reported back to the sender, but
all the transaction data are stored in the TEMT.

2.3 Temporary Settlement Merkle Tree (TSMT)

The TSMT is maintained by the temporary settlement system, and this is a new
sub-system that manages only successful transactions. It records the transaction
and settlement information. The TSMT reads the successful transactions in the
TEMT for settlement. The TSMT can settle accounts in real time if necessary
[3]. For example, if all the funds and items to be traded are cleared before the
transaction, a completed transaction can be considered as settled too in futures
markets [10].

2.4 AML Data Merkle Tree (ADMT)

The ADMT is maintained by the AML analysis system, and it reads the data
from the TSMT for AML analysis. The AML data includes: AML event IDs,
timestamps, related money laundering transaction collection, related account
collection, related pre-settlement IDs, related transaction IDs and related con-
sensus IDs. The associated consensus IDs includes the consensus IDs of pre-
transaction, during transaction, pre-settlement and settlement; Each period of
temporary money laundering information constitutes an AML event [11].

2.5 Bank Settlement Merkle Tree (BSMT)

The BSMT is maintained by another sub-system that responsible for settling
accounts in banks or financial institutions. Sometimes, banks or financial insti-
tutions may take days (or hours) to settle balances in accounts, and mod-
ern payment systems can settle balance in seconds. But regardless the time
needed to settle balance, the BSMT records the event that banks finally settle
the balance in the right accounts. The data structure of the bank settlement
event includes: settlement event IDs, timestamps, pre-settlement balance, post-
settlement balance, associated money laundering transaction collection, associ-
ated banks including inter-bank accounts, relevant pre-settlement IDs, relevant
transaction identity, and relevant consensus IDs, where the relevant consensus
IDs includes pre-transaction, in-transaction, pre-settlement, settlement consen-
sus IDs [12]. The banking system data may also include inter-bank transactions,
and these can be carried out concurrently [13].
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3 Method Implementation

With availability of Merkle trees operated by independent sub-systems, the
blockchain systems now have enough capabilities to support a variety of trading
methods, including real-time trading with delayed settlement, real-time trading
with instantons settlement, trading with separate settlement and clearing pro-
cesses. These can be realized by using a subset of five Merkle trees, or by adding
new Merkle trees to support additional processes, such as clearing.

3.1 Separating Consensus Protocol from Transaction Management

The CEMT consists of several parts shown in Table 1, including consensus event
IDs, timestamps, consensus participation node and leader node, and first asso-
ciated consensus IDs; blockchain identity card, associated consensus IDs such as
pre-transaction, transaction, pre-settlement, AML, settlement; where the unique
identifier is the unique IDs of this transaction data requiring consensus, including
consensus success and consensus failure.

Table 1. Consensus event structure

Consensus event marking (blockchain IDs card, etc.)

Timestamp
Consensus participating nodes, leading nodes
Associated consensus IDs (such as pre-transaction,
mid-transaction, pre-settlement, anti-money laundering, and
settlement consensus identifiers)

Based on the five Merkle-tree structure [14], the consensus mechanism is
responsible for the data consistency between each blockchain node only, the
rest of functionalities are allocated to other sub-systems to handle. Due to this
decoupling, the consensus mechanism can simultaneously support multiple trans-
actions mechanisms, temporary settlement mechanisms, AML mechanisms, and
settlement mechanisms. For example, a trading system can have one consen-
sus protocol, but six AML sub-systems, each AML sub-system is supplied by
independent regulatory agencies including international, national, and local reg-
ulatory agencies. All these AML sub-systems can be active running on top of a
bigData platforms at the same time. Potentially, some transactions can be set-
tled instantaneously, while some must have delayed settlement, but the choice
is made in real time based on the specific transactions at hand. In the case of
instantaneous settlement, the TSMT will be automatically updated to reflect
this situation [15,16].
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3.2 Separating Transaction Management from Temporary
Settlement

The TEMT is maintained by the transaction sub-system. The transaction sub-
system can use bigData platform to process all consensus successful data blocks
concurrently to determine each transaction can be completed. The transaction
event structure is shown in Table 2, including transaction event labeling, trans-
action data processing start time, transaction data processing settlement time,
successful transaction collection, failed transaction collection, failure reason and
association consensus IDs, such as pre-transaction, transaction, pre-settlement,
AML and settlement consensus IDs [19].

Table 2. Transaction event structure

Transaction event flag

Transaction data processing start time
Transaction data processing settlement time
Collection of successful transactions set of failed transactions Reason
for failure
Associated consensus IDs (such as pre-transaction, mid-transaction,
pre-settlement, anti-money laundering, and settlement consensus
identifiers)

The structure of the TSMT is shown in Table 3 including: temporary settle-
ment event ID, account unique identifier, related party transaction collection,
balance before settlement, post-settlement balance, timestamps, related party
transaction ID, and related party transaction consensus ID. The associated con-
sensus ID, such as the pre-transaction, transaction, pre-settlement, AML and
settlement.

The TSMT stores those transactions that can be settled but still subject to
the AML analysis before final settlement. While the AML analysis is being done,
those transaction data will be kept in the blockchain to ensure that no data will
be tampered with. This feature enhances the reliability and reputation of the
trading system. As multiple AML sub-systems may be operating at the same
time, the system needs to wait until all the AML sub-systems provide green
light before proceeding to final settlement.

3.3 Separation of Temporary Settlement from AML Mechanisms

The ADMT is maintained by the AML analysis systems, and it reads the data
in the temporary settlement Merkle tree for AML analysis. Various AML algo-
rithms can be used. The AML data structure is shown in Table 4, including AML
events, timestamps, related money-laundering transactions, related accounts,
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Table 3. Temporary settlement event

Consensus event marking (blockchain IDs card, etc.)

Temporarily settle the event IDs Account unique identifier
Collection of related party transactions
Balance before settlement Balance after settlement Timestamp
Related Party Transaction IDs
Associated consensus IDs (e.g., pre-transaction, pre-settlement,
anti-money laundering, settlement consensus identifiers)

related pre-settlement IDs, related transaction IDs and related consensus pro-
tocol identity, such as the consensus IDs of pre-transaction, transaction, pre-
settlement and settlement. The information of temporary money-laundering con-
stitutes an AML event, and multiple AML events constitute an ADMT.

Table 4. Anti-money laundering event structure

Transaction event flag

Settlement event IDs Timestamp
Balance before settlement Balance after settlement
Associated collection of money laundering transactions
A collection of linked bank accounts, including cross-line
The relevant pre-settlement IDs Correlation transaction IDs
Relevant consensus IDs (e.g. pre-transaction, in-transaction,
pre-settlement, settlement consensus identifiers)

3.4 Various Analysis can be Performed

Figure 1 shows the dependency diagram of the five trees. With these five trees,
numerous analysis can be performed including:

– Integrity Analysis: One can perform integrity analysis by checking com-
pleteness of relevant data, e.g., each temporary settlement event requires a
corresponding transaction event;

– Consistency Analysis: One can use five trees to make sure that data in
three trees are consistent with each otehr as these trees contain redundant
data. For example, a settlement event can only correspond to one transaction
event, not tw transaction events;

– Transaction-Ordering Analysis: One can verify the execution order of
various transactions, e.g., temporary settlement events must occur before the
final settlement;
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– AML analysis: Multiple parties can perform different set of AML analysis
using different algorithms and systems, and they can run on platforms out-
side of the blockchain systems. This can support real-time monitoring and
enforcement;

– Timing Analysis: One can determine the time needed to complete various
step during the transaction-settlement process.

Fig. 1. Inter-Dependency among Merkle Trees

Most of these analysis can be performed concurrently in different sub-systems
for optimal performance. The system can be equipped with one blockchain sys-
tems or multiple blockchain systems. They can be done on demand, periodically,
or both.

The five-trees structures can support many different blockchain-based trans-
action processes, including large international cross-border payments, multina-
tional financial institutions, multiple blockchain systems, multiple AML enforce-
ment agencies, and complex transaction mechanisms. For example, JPMorgan
bank’s digital currency system that includes 20 large banks, 400 financial institu-
tions, and spread over 78 countries. This large digital currency platform requires
a large number of transactions, audit, AML, settlement mechanisms, and numer-
ous cooperating processes.

4 Conclusion

This paper addresses the problems of potential money laundering and reliability
in the blockchain system by proposing a complete process from consensus pro-
tocol to transaction management to settlement in banks with five Merkle trees.
This scheme separates transaction management from consensus protocol, trans-
action from temporary settlement, temporary settlement from final settlement.
With this structure, a blockchain system will be easier to manage and scale.

Acknowledgments. The research was funded by National Key Research and Devel-
opment Program of China (No. 2018YFB1402700).
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Abstract. Unlike highly purposeful search, a recommender system
tends to uncover the user’s potential interests and is a personalized
information filtering system. Recently, the performance of hypergraph
neural networks in classification tasks has attracted much attention.
Compared with traditional recommender systems, hypergraph neural
network-based recommender systems have better mining higher-order
associations, accurate modeling of multivariate relationships, handling of
multimodal and heterogeneous data, and clustering advantages. This fact
drives the development of recommendation algorithms based on hyper-
graph neural networks. To this end, we 1) define generic links of rec-
ommender systems, and systematically analyze the challenges of hyper-
graph neural network-based recommender systems in different research
directions. 2) present some new perspectives on existing weaknesses and
future developments.

Keywords: Collaborative Filtering Algorithms · Graph Neural
Networks · Hypergraph Neural Networks · Recommender Systems ·
Social Recommendation

1 Introduction

1.1 Introduction to Recommender Systems

With the rapid development of the IoT [1,2], storage technology [3], deep learning
technology [4–6] and etc., the amount of data has also increased exponentially [7–
9]. However, each person’s life and upbringing are extremely different, so everyone

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. Schematic diagram of recommender system structure

has different preferences and tastes. To handle massive information [10–12] and
meet the various individual needs of users, the recommender system was born.

So far, the general framework of the recommender system has been relatively
stable, and its full chain is generally divided into three stages: recall, pre-ranking,
and ranking. Sometimes, to maximize the efficiency of the page, it also goes
through re-ranking to reasonably distribute the flow, and these three stages are
described below.

Recall. Recall uses a small number of features and a simple model to quickly
filter out some of the data from a large amount of data for use in the subsequent
sorting stage. That is, recall can reduce the scale of millions or hundreds of mil-
lions of items to thousands of candidates, which greatly reduces the computing
time in the subsequent sorting stage. The size of the input data in this phase is
so large that the model in this phase is usually designed to be simpler, consid-
ering the computational speed of the recall phase. In addition to improving the
computational speed of the subsequent sorting stage that uses complex models,
adding the recall stage can make up for the lack of mainly considering a single
target in the sorting stage.

Pre-ranking. Pre-ranking is located between recall and ranking. In most cases,
the structure of the pre-ranking model is similar to that of the ranking or recall
model, so pre-ranking is not a necessary part of the recommender system. Pre-
ranking has a very strict time requirement, usually, a few hundred data are
selected from a candidate set of several thousand data in a very short time and
sent to the ranking model for calculation. Generally speaking, pre-ranking does
not consider whether it matches user characteristics, as long as the quality of
the content is good, it will be ranked first.

Ranking. In the ranking stage, the candidate set has only a few hundred data.
Therefore, more sophisticated models and finer strategies can be used than pre-
ranking, and the most accurate predictions can be output. The models used
in the ranking stage combine a large number of user features and are used to
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calculate the interest level of a particular user in certain content, thus enabling
accurate personalized ranking of items (Fig. 1).

The main development stages of recommender systems are expert systems,
neural network-based recommender systems, graph neural network-based rec-
ommender systems, and the recently emerged hypergraph neural network-based
recommender systems.

Fig. 2. History of Recommender System Development

Recommender systems started from the GroupLens research group at the
University of Minnesota in 1994, which introduced the GroupLens system [13].
This article first proposed the idea of collaborative filtering algorithm to com-
plete the recommendation task, which is also the User-based CF [14] widely stud-
ied by scholars later. Subsequently, Item-based CF [15], MF-based CF [16], and
other collaborative filtering algorithms have been proposed one after another.
Meanwhile, other non- collaborative filtering recommendation algorithms, such
as PLOY2 [17], and FM [18] are also being developed. The above approaches
belong to the expert system stage. Although the models at this stage are more
interpretable, they face great challenges in dealing with complex user relation-
ships and data as well as data sparsity problems. Therefore, neural network-based
models are proposed.

The input of Deep Crossing [19] is a set of individual features, which can
be dense or sparse, so it can better solve the data sparsity problem faced by
expert systems. Meanwhile, Deep Crossing uses Multi-Layer Perceptron (MLP)
to extend the capacity to better handle complex user relationships and data.
Similarly, PNN networks [20] and DeepFM [21] are also combined with MLP.
These approaches, however, are clumsy in modeling multi-hop information and
difficult to encode higher-order information of the data to capture complex user
preferences implicit in sequential behaviors. The high-order connectivity and
other properties of graph neural networks can be a good solution to these prob-
lems, so recommender systems based on graph neural networks are proposed
(Fig. 2).
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1.2 Introduction to Hypergraph Neural Networks

Graph Neural Networks, a deep learning method based on graph structures [22,
23], is essentially a method for processing graph-structured data with the help
of neural networks. In this section, we first introduce these two different graph
structures, then explain the difference between hypergraph neural networks and
graph neural networks, and finally summarize the current status of hypergraph
neural networks. In mathematics, a graph consists of an infinite nonempty set
of vertices (V ) and the set of edges between the vertices (E), which can be
expressed as G = (V,E). Generally, graphs can be classified into two kinds.

Simple Graphs. A graph in which only two vertices can be connected by one
edge is called a simple graph.

Hypergraph. A graph where an edge can connect multiple vertices is called a
hypergraph.

Hypergraph neural networks are fundamentally graph neural networks that
use hypergraph structures. Unlike traditional simple graphs, hypergraphs can
be used to construct data structures whose data correlations are more complex
than the pairwise relationship and more suitable for practical applications.

The hypergraph concept was first proposed by Zhou et al. [24] in 2006, but
the computational complexity and high storage cost of hypergraphs at that stage
prevented them from being widely used. With the development of deep learning,
several studies combined GNN methods with hypergraphs to enhance repre-
sentation learning. HGNN [25] was the first spectral model that used hyper-
graph convolution operations to process complex data, and hypergraph neural
network models have grown rapidly since then. Bai et al. [26] introduced hyper-
graph attention to hypergraph convolutional networks to increase their capacity;
Vijaikumar et al. [27] proposed HyperTenet in 2021 to add the next item to a
user-generated list in a personalized manner; Jo et al. [28] proposed a hyper
clustering and hyper drop approach overcome the limitations of the node-based
pooling approach of existing graph neural network methods. The combination
of a hypergraph and deep learning techniques solves the technical problems that
existing graph neural network methods are difficult to directly model higher-
order complex associations and the low learning efficiency of the models and
promotes the development of deep learning techniques.

1.3 Advantages of Hypergraph Neural Network Applied
to Recommender System

With the development of social media, recommender systems have gradually
shifted from individual to group modeling. Group preferences are a mixture of
various preferences of individuals, so group-oriented recommender systems need
to consider the correlation among group members when modeling. Most of the
previous approaches mainly focus on pairwise connections between individuals
within a group and often ignore the complex higher-order interactions between
groups, i.e., the influence of user interactions inside and outside the group.
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While the hypergraph structure has a stronger ability to portray and mine
nonlinear higher-order associations between data samples compared to the gen-
eral graph structure [25] and can model multivariate relationships more accu-
rately [29] and is more flexible in dealing with multimodal and heterogeneous
data [30]. It is also more advantageous in the clustering process [31]. Therefore,
compared with ordinary graph neural networks, hypergraph neural networks can
better solve many problems in recommender systems in practical applications
(Fig. 3).

Fig. 3. Schematic diagram of the application of hypergraph neural network in recom-
mender system

In the remainder of this paper, the structure is organized as follows: Sect. 2
mentions the model development of recommender systems; Sect. 3 describes the
main research directions of hypergraph neural networks in recommender systems.
Next, we discuss the challenges to be faced by hypergraph neural networks for
recommender systems and provide an outlook on future work in Sect. 4. Finally,
in Sect. 5, we conclude our work.

2 The Development of Recommender System Models

2.1 Traditional Model

Traditional recommendation algorithms mainly refer to collaborative filtering.
Among them, Item-based CF [15] uses users’ historical behaviors to make real-
time recommendations to users, which is more convincing to users than User-
based CF [14]. MF [16] is used to solve the problems such as the weak ability
of the collaborative filtering algorithm to deal with sparse matrices and the
difficulty of maintaining the similarity matrix. But the traditional MF algorithm,
the reusability is not good. After that, the researchers proposed the FM [18],
which is essentially an LR and cross-term feature combination.

And then, with the development of deep learning techniques, more and more
recommendation models based on neural networks or graph neural networks have
been proposed, such as neural network-based Deep Crossing [19], Wide&Deep
[32] etc., graph neural network-based Fi-GNN [33], L0-SIGN [34] etc.
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2.2 Hypergraph Neural Network Model

Although existing graph neural network-based recommendation models have
achieved great success in various recommendation tasks, there are still prob-
lems that need to be solved.

Most graph neural network-based recommendation models are supervised
learning. In the real recommendation scenario, the user-commodity interactions
are usually sparse and unbalanced, and the inevitable wrong clicks between users
and commodities, etc., make the supervised signals noisy. All of these will lead to
the difficulty of recommendation models learning high-quality representations.

Some recent studies, such as DHCF [35], proposed a jump hypergraph con-
volution method to support explicit and efficient embedding propagation of
higher-order correlations; MHCN [36] leverages the higher-order user relations to
enhance social recommendation. These models alleviate the problem of sparse
user-item interaction data in recommender systems by encoding higher-order
relationships in the recommender system.

Xia et al. [37] found that when the number of iterations of the graph neu-
ral network increases, the problem of over-smoothing the graph representation
occurs. To this end, they proposed a new recommendation model, HCCF, which
combines global hypergraph structure learning with local co-relational encoders,
while designing a hypergraph comparison learning method to solve the problem
of over-smoothing of graph representation (Table 1).

Table 1. Representative models for each developmental stage.

Stage Model Venue Year

Expert System POLY2 [17] JMLR 2010

FM [18] ICDM 2010

Neural Network Model Deep&Cross [19] KDD 2016

Wide&Deep [32] DLRS 2016

Graph Neural Network Model Fi-GNN [33] CIKM 2019

L0-SIGN [34] AAAI 2021

S-MBRec [38] IJCAI 2022

Hypergraph Neural Network Model DHCF [35] KDD 2020

MHCN [36] WWW 2021

HCCF [37] SIGIR 2022

DH-HGCN [39] SIGIR 2022

MBHT [40] KDD 2022

H2SeqRec [41] CIKM 2021
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3 The Main Research Directions of Hypergraph Neural
Networks in Recommender Systems

This section details several major research directions of hypergraph neural net-
works in recommender systems, including social recommendation, sequential
recommendation, bundled recommendation, and session-based recommendation,
and illustrates what challenges these research directions to have, and the corre-
sponding solutions.

3.1 Social Recommendation

In the past decade or so, the development of social media has dramatically
changed people’s lifestyles and thinking habits. A study [42] confirmed that
people tend to connect with people who have similar preferences. At the same
time, people’s behavior is influenced by their friends. Inspired by these studies,
social connections are often integrated into recommender systems to alleviate
the data sparsity problem.

Hypergraphs give a way to model complex higher-order relationships between
users. For example, MHCN [36] generates better social recommendation results
by aggregating multiple user embeddings learned through multiple channels to
obtain an integrated user representation. And the recently proposed DH-HGCN
[39], advocates modeling dual homogeneity in social relationships and item con-
nections to obtain higher-order correlations between users and items.

The privacy issues of online social networks have become a matter of great
concern for many people [43], too. Hypergraphs can help address privacy issues.
zhang et al. [44], modeled online social networks as hypergraphs and proposed
a KFR scheme to address the problem of relationship privacy leakage in social
recommendations.

3.2 Sequence Recommendation

In sequential recommendation scenarios, it needs to model user preferences over
time through item sequences.

Although it is effective to use graph neural networks as a backbone model
to capture item dependencies in sequential recommendation scenarios, existing
approaches have been focused on sequential representations of items with a single
interaction type and are therefore limited to capturing the dynamic heteroge-
neous structure of relationships between users and items [40].

Hypergraphs are a natural way to model higher-order relationships between
users and items, and MBHT [40] incorporates global multi-behavioral depen-
dencies into a hypergraph neural network architecture to capture both short-
term and long-term cross-type behavioral dependencies; H2SeqRec [41] addresses
most of the existing general sparsity problem of sequence recommendations based
on graphs and the lack of utilization of hidden hypergraphs among users.
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3.3 Bundle Recommendation

Bundled recommendation aim to recommend a bundle of items to users so that
they are consumed as a whole. It not only improves the user experience, but also
increases sales.

A bundle consists of multiple items, if users are to be satisfied with most of
the items in the bundle, the interaction between the user and the bundle will be
more sparse. Chen et al. [45] proposed a multitasking framework for modeling
user bundle interaction and user-item interaction simultaneously to alleviate the
sparsity of user bundle interaction. However, this approach is difficult to balance
the weight between primary and secondary tasks.

A recent study proposed a hypergraph framework, UHBR [46], for bundle
recommendation, which unifies multiple relationships among users, bundles, and
items into a hypergraph, which better solves the above problem.

3.4 Session-Based Recommendation

Session-based recommendation (SBR) focuses on the next prediction at a point
in time. The main difference between Sequence Based Recommendation (SR) and
Session Based Recommendation is the anonymity and the length of the sequence,
i.e., in the SBR scenario, we do not know long-term information about the user,
so the length of the sequence in SBR is shorter than the length of the sequence
in SR.

In existing neural network-based recommendation methods, the session-based
data are usually modeled as one-way sequences, and thus these data may be time-
dependent. In contrast, in graph neural network-based recommendation meth-
ods, the session-based data are generally modeled as directed subgraphs and item
transitions are treated as pairwise relationships, which can slightly alleviate the
temporal dependence among consecutive items. However, in practical applica-
tion scenarios, item transitions are co-triggered by clicks on previous items, and
there are many-to-many and higher-order relationships between items. Hyper-
graphs are the best choice to describe such relationships. Xia et al. [47] then
used hypergraphs to model the higher-order relationships in session items for
capturing the higher-order correlations prevalent between items.

4 Challenges and Future Prospects

Although the application of hypergraph neural networks to recommender sys-
tems can be a good way to improve the performance of recommender systems,
there are various challenges. We will list a few challenges and give an outlook
on the future.

Hypergraph Construction Problem. The first step of applying hypergraph
neural networks to recommender systems is obviously to construct a suitable
hypergraph according to the actual situation, and the quality of the hypergraph
directly affects the quality of relationship modeling. However, the construction
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of hypergraphs requires consideration of higher order relationships in the data
than the construction of simple graphs. And the computational complexity of
existing recommendation algorithms based on hypergraph neural networks is
large, especially when updating the hypergraph structure, which exacerbates
the computational complexity and makes it difficult to scale to large-scale data.
Therefore, building a hypergraph that can handle the task well is not a minor
challenge.

Model Collaboration Problem. A good recommender system is composed
of multiple models, which requires efficient collaboration between the various
modules of the system, so that users have a better subjective perception of
the recommendation results. In addition, due to the complex data link of the
recommender system, the recommendation results should be interpretable and
diagnosable to facilitate system optimization.

Cold Start Problem. In a new domain, neither new users nor new items have
relevant behavioral information, which is a common cold start problem in recom-
mender systems. And the cross-domain recommendation is an effective approach
to alleviate the cold-start [48] and data sparsity problems [49]. By discerning the
relationship between items in several different domains, a recommender system
can use the user’s preferences in a known domain to recommend items to the
user in a new domain. At this stage, hypergraph neural networks have been less
studied in the cross-domain recommendation. We believe that the structure of
hypergraphs can model and integrate information from different domains well,
and the potential of hypergraph neural networks in this research direction is yet
to be developed.

Noise Problem. In practical applications, noise and malicious attacks can have
a relatively large impact on the recommendation results, and it is a challenge to
ensure the quality of the training data. The self-supervised learning approach is
proven to alleviate the noise problem, and the self-supervised hypergraph neural
network learning approach may become a future research direction.

5 Conclusion

In recent years, hypergraph neural network models have been rapidly devel-
oped in the research field of recommender systems. In this paper, we summa-
rized and analyzed the development history and the latest progress based on the
existing literature. Traditional recommender systems often have problems such
as data sparsity and noise, which can be well mitigated by using hypergraph
neural network methods with high-order association mining capabilities. This
paper analyzed the advantages of hypergraph neural network methods applied
in recommender systems and summarizes the challenges, methods, and future
directions in different research areas. Of course, the application of hypergraph
neural networks to recommender systems is a new area of research that started
in recent years, and there are still many open directions waiting to be explored.
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Abstract. Equipment health assessment is a fundamental task in pre-
dictive equipment maintenance practice, which aims to predict the health
of equipment based on information about the equipment and its oper-
ation, thus avoiding unexpected equipment failures. In the current con-
text, equipment health assessment based on sequential deep learning
methods is becoming more and more popular, however, such methods
ignore the inter-device correlations, leading to their lack of readiness for
health assessment of a large number of devices. To address this prob-
lem, this paper proposes a node-embedding-based device health assess-
ment method, which creatively introduces a graph model for device
health assessment and effectively improves the performance of health
assessment. Firstly, this paper proposes a way to define equipment asso-
ciation graphs. Secondly, we introduce the node embedding technique
to extract graph information. Finally, an equipment health assessment
method based on the equipment association graph is proposed. Experi-
ments show that the proposed method outperforms the existing prevail-
ing methods.

Keywords: Health Assessment · Node Embedding · Association
Graph

1 Introduction

With the improvement of information equipment automation [15,29] and inte-
gration [28,33,34] technology, the classic equipment asset management method
can no longer satisfy the requirements of current equipment management. A
large number of basic information data [?,?,?] and operation status data [?,?,?]
derived from routers, switches [22,27,32] and professional production equipment
are beyond the analysis capability of traditional expert experience, and there is
an urgent need for intelligent analysis methods [24,26] to migrate and apply.

Most of the existing equipment health assessment methods are based on
the Reliability-Centered Maintenance (RCM) concept, which describes histori-
cal failure data through quantitative modeling, combined with expert evalua-
tion to determine the life and reliability of equipment, so as to make preventive
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 107–119, 2023.
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maintenance decisions to reduce potential downtime losses [1,35,36,45]. Among
these approaches, traditional methods are generally based on statistic definition
and regression analysis techniques, among which the relative healthiness model
and its improvement models are typical [2,5,21,23]. However, such methods are
unable to effectively extract high-level features from the data, and their classifi-
cation or prediction capabilities are insufficient, resulting in poor health assess-
ment accuracy and limited guidance for maintenance of equipment in production
environments. The development of machine learning technology has introduced
new ways of approaching equipment health assessment. The machine learning-
based methods improve the evaluation accuracy to a certain extent [3,38,44,46],
but it also relies on the introduction of expert knowledge and has insufficient
migration capability for different application scenarios and different device states
[6,19,39,43]. In recent years, deep learning-based methods have also been applied
[4,13,18]. Some methods use sequential models to predict the future health of
equipment [17,20,42] , however, these methods are only applicable to a single
device and consume a large amount of computational resources, making it dif-
ficult to land applications in real scenarios with a large number of equipment
[7,41,47].

To address these problems, this paper aims to provide a graph structure
that can characterize the association between equipment operation information
and equipment, and propose a method for equipment health assessment based
on equipment association graphs, so that equipment health assessment can be
free from the reliance on expert knowledge. Specifically, this paper first pro-
poses the definition of a device association graph model and defines the node
features in the device association graph by feature extraction; subsequently, the
graph features are extracted based on the node embedding method; finally, the
labels of unknown labeled nodes are predicted based on the perceptron and the
information of known labeled nodes.

The main contributions of this paper can be summarized as follows:

1. This paper proposes a new equipment association graph definition and con-
struction method. The traditional method tends to focus on the historical
operation data [8,11,16] of a single equipment, and the analysis of the associ-
ation between equipment is limited to the similarity of weights in the regres-
sion equation brought by the association of basic information such as the same
manufacturer, without obtaining the influence of the association such as the
physical location of the equipment. In contrast, the proposed equipment asso-
ciation graph can effectively characterize the complex associations between
equipment and can more accurately reflect the effect of the influencing factors
on equipment health, thus obtaining more accurate health values.

2. In this paper, we introduce node embedding based on random walk and
Word2Vec into the field of equipment health assessment, which brings a new
perspective to the research and development of this field. Compared with the
existing methods based on statistics and machine learning, the node embed-
ding method reduces the dimensionality of the feature vector, which reduces
the complexity for the subsequent calculation; on the other hand, the vector
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value of a device after embedding is influenced by the devices with which it
has a strong association, which can extract higher-level features and achieve
a more accurate health assessment.

3. This method is based on the graph structure for equipment health assess-
ment, and is able to predict the health of all unknown devices through a
single uniform node embedding, which solves the shortcomings of existing
deep learning-based equipment health assessment methods that focus on sin-
gle device health prediction.

4. We define the equipment characteristics through the most intuitive basic
information and operation information of the equipment, and get rid of the
dependence of the existing method on expert knowledge. For different types of
equipment, the method can operate properly without the exclusive character-
istics defined by expert knowledge, and accurately achieve equipment health
assessment, reducing the threshold of personnel and data completeness for
applying the method.

2 Related Work

There are many studies on equipment health assessment models, including tra-
ditional statistical models, machine learning models, and deep learning models.
Most approaches are based on RCM concept and assess equipment health cen-
tered around remaining useful life.

2.1 Statistical Models

Earlier approaches modeled equipment health assessment based on expert knowl-
edge defining statistics under application scenarios, by such as equipment oper-
ation indicators, equipment temperature, relevant product technical indicators,
etc.; and then implemented statistical techniques such as multiple regression and
entropy correction to calculate the weights of the statistics, and finally used the
obtained relative health model to predict the health of equipment.

For example, statistical methods including hypothesis testing [21], extreme
value theory [5] and maximum-likelihood estimation [2,23] are widely used in
the field of equipment health assessment [37,40]. However, such methods rely
on manual feature construction and have difficulty in obtaining complex fusion
features, which leads to a strong dependence on feature construction for their
accuracy, further affecting their accuracy and usability.

2.2 Machine Learning Models

Existing machine learning-based methods are also based on expert knowledge to
define key equipment features, such as basic equipment information, operating
indicators, etc., followed by feature modeling using machine learning algorithms
such as XGBoost [14] and clustering [40], and training with large amounts of
data [9,10,31] to obtain a good classification or prediction model.
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Besides, other commonly used machine learning methods include support
vector machines [3,46], Gaussian regression [38,44], the gamma process [43],
least squares regression [6], hidden Markov model [19], and the Wiener processes
[1,39]. Compared with statistical-based methods, this type of method improves
the model’s ability to fit the data, thus enhancing the evaluation accuracy, but it
still relies on expert knowledge and feature selection, and its automatic feature
extraction capability still needs further improvement.

2.3 Deep Learning Models

Deep learning techniques are also applied in this field, but limited by the amount
of data [12,25,30] and the number of labels required for deep learning mod-
els, the migration of related technologies is still at a preliminary stage, and
some researchers have used sequential models to predict the future health of
a single device [4,13,18], but the related accuracy rate needs to be improved
[17,20,42,47]. For example, [20] proposes a competition learning-based method
for predicting long-term machine health status and [42] combines multiple sensor
signals and Long Short-Term Memory (LSTM) models for modeling. In addi-
tion, there are also many approaches based on combining GAN models with
sequence models to obtain better performance [17,47]. In addition, other net-
work structures, such as Convolutional Neural Networks (CNN), are gradually
applied to equipment health assessment [7,41]. For example, [7] combines CNN
and LSTM to improve the accuracy of equipment remaining useful life estima-
tion. However, as an important part of deep learning, deep graph models have
been rarely applied in device health assessment. In particular, the graph node
embedding-based approach has not yet been migrated to the field. This makes
existing methods applicable only to a single device, ignoring practical application
scenarios with a large number of devices.

3 Method

The health assessment method proposed in this paper is divided into two stages.
First, a graph structure is defined to characterize the association between equip-
ment operation information and equipment in order to free the health assessment
method from the reliance on expert knowledge, and node features in the equip-
ment association graph are defined by feature extraction. Second, the equipment
association graph is embedded based on the node embedding method and the
health level of the equipment to be evaluated is assessed. In this section, we first
define and explain the concepts and graph structure related to equipment associ-
ation graphs, then we explain how equipment association graphs are constructed,
and finally we discuss the methods for equipment health assessment based on
equipment association graphs. The complete flow of the proposed method is
shown in Fig. 1.
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Fig. 1. Flow chart of the proposed method

3.1 Definition of Concepts

Equipment Information. Equipment information includes basic equipment
information, equipment usage information and other information for specific
equipment types. Among them, the basic information of equipment includes
manufacturer, factory time, equipment type, etc.; equipment usage information
includes physical location of equipment, average daily working time, average
daily failure times, average daily temperature, etc.; other information for spe-
cific equipment type refers to the working information based on equipment type,
for example, network switch includes average daily forwarding volume, average
daily fan speed, etc. Based on specific scenarios and equipment, equipment infor-
mation can be added without upper limit, thus forming a more complete device
characteristic.

Equipment Association. Equipment association refers to the association
between equipment information. If a piece of information of two equipment is
the same, it is considered that there is an association between two equipment.
In the actual production environment, the stronger the association, the more
similar the health of the equipment. For example, equipment of the same batch,
or equipment running at the same temperature.

3.2 Definition of Equipment Association Graph

To effectively describe the information of equipment and the association between
the equipment, a equipment association graph needs to be constructed. As a
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class of graph structures, a equipment association graph can be represented as
G =< V,E >, where V denotes the set of nodes and E denotes the set of edges.
Therefore, the definition of a equipment association graph is the definition of its
edges and nodes.

Node. The proposed equipment association graph defines that each node char-
acterizes a piece of equipment and the attributes of the node are the feature
vectors composed of information about that equipment, where continuous val-
ues are normalized to the [0, 1] interval by the following equation and discrete
values are treated as one-hot encodes. The normalized processing equation is as
Eq. (1).

yi =
xi − min(x)

max(x) − min(x)
(1)

where yi denotes to the normalized result of feature i, xi denotes to the value
of this device on feature i, and max(x) and min(x) denote to the maximum and
minimum values of all devices on feature i.

Subsequently, the labels of the nodes are used as the health of the equipment.
Since the health of the training set data is known, the values are directly assigned
to the corresponding nodes as labels.

Edge. Each edge in the proposed equipment association graph links two nodes,
and the edges have no direction but have a weight. The construction of edges
follows the following flow.

1. Let the weight of the edge between any two nodes be 0.
2. For any two nodes, information about their corresponding equipment is exam-

ined. For each identical field in the equipment information, the weight of the
edge between these two nodes is increased by 1.

3. Generate edges between nodes with ownership greater than 0.

Algorithm 1. Equipment Association Graph Construction
Input: Node Set V {vi}n

i=1 where n denotes the size of nodes. Equipment information
Set I = {Ii}n

i=1 where Ii denotes the equipment information of nodes vi. Size T of
equipment information Ii.
Output: Equipment Association Graph G = (V,E).

1: for vi ∈ V, vj ∈ V do
2: Eij = 0
3: for t ∈ 0, · · · , T do
4: if Iti = Itj then
5: Eij ← Eij + 1

6: G = (V,E)
7: return G
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Specifically, to generate the equipment association graph, we first process the
raw data and, for each equipment, generate its equipment information vector as
equipment characteristics; subsequently, we construct nodes for each equipment,
add the equipment characteristics vector as attributes, or as labels if the health
degree is known; finally, we calculate the weights between the nodes two by two
and generate edges with corresponding weights greater than 0. The equipment
association graph construction algorithm is summarized as Algorithm 1.

3.3 Equipment Health Assessment Based on Node Embedding

To perform equipment health assessment based on the equipment associa-
tion graph, we first a) perform a random walk on the graph to obtain node
sequences based on the equipment association graph; subsequently b) compute
node embedding vectors based on the node sequences using the Woed2Vec algo-
rithm; and finally c) predict node labels for all labeled locations based on a
three-layer perceptron with the node embedding vectors and known labels as
inputs.

First, most of the existing random walk methods can be applied to struc-
tures such as heterogeneous graphs and heterogeneous information networks.
Equipment association graphs are a static class of homogeneous graphs, so the
transfer probability of random walk needs to be adjusted. Specifically, we adjust
the probability of being currently at node v, which will be transferred to node t
in the next step, as Eqs. (2) and (3).

P (t | v) =

{
weight(t,v)

Nw(v) , (t, v) ∈ E

0, otherwise
(2)

Nw(v) =
∑
ti

weight (ti, v) (3)

where weight(t, v) denotes the weight of the edge between node t and node v,
Nw(v) denotes the sum of weights of edges between node v and all neighboring
nodes. We select the number of nodes in the path obtained by the random walk
to be 10.

Second, the Word2vec algorithm is an encoding approach and we adapt it to
a graph node embedding algorithm that embeds nodes into vectors and makes
the embedding vectors obtained by nodes with similar attributes as close as
possible.

For any node v in nv−c, ..., nv+c of the paths obtained by random walks in
the previous step, the objective function to be maximized by word2vec is

v∑
v=1

log P (nv−c, . . . , nv−1, nv+1, . . . , nv+c) (4)
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The probability in the Eq. (4) can be transformed into a product of a series of
probabilities, and the final objective function can be transformed into

e
V �
nv

V ′
nv+j∑V

i=1 eV
T
nv

V ′
nv

(5)

where Vni
denotes the input vector of node ni (i.e., its attributes), V ′

ni
denotes

the output vector of node ni (i.e., its embedding vector), and V denotes the
number of all nodes. During the calculation of i growth to V , the above equation
calculates the embedding vector of all the nodes.

Finally, we use the embedding vectors of the nodes corresponding to all equip-
ment with known health as the input to the three-layer perceptron, and their
health values are used as the labels to be fitted to train the perceptron model.
After the training is completed the embedding vectors of the nodes with unknown
labels are fed into the perceptron model and the obtained output is the predicted
health of the corresponding nodes, i.e., the corresponding equipment.

Each layer in the three-layer perceptron is a fully connected layer, and each
neuron obeys the following formula.

output = f(net − θ) (6)

net =
∑

zi · vi (7)

where zi denotes the output value of the ith neuron in the previous layer, vi is
the weight of the ith neuron linking this neuron in the previous layer. θ is the
deviation value of this neuron, which we set to θ. f(x) is the activation function,
and we set the activation function which is the sigmoid function.

4 Experiments

4.1 Dataset

The dataset is the equipment information and equipment association information
of servers, disk arrays, network routers, network switches, firewalls, IPS, IDS,
WAF, etc. from an enterprise in operation in China, and the comprehensive
evaluation is carried out based on the relevant information.

We use equipment information as equipment characteristics and equipment
association information as the basis for constructing equipment association dia-
grams, and experts are invited to evaluate the health of the equipment in the
dataset in terms of years in operation, failure conditions, and product support
periods, and use the health as the dataset label.

We finally constructed a dataset consisting of 1952 devices, which were ran-
domly divided into training, validation, and test sets in the ratio of 8:1:1. Sub-
sequently, all the data are used to construct an equipment association graph
according to their relationships as input data for the proposed equipment health
assessment method. Besides equipment information, we construct features such
as years in operation, defect level, cumulative failures, percentage of failures in
the most recent year, business system data loss, average trouble-free operation
time, product support period, and repeated maintenance.
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4.2 Evaluation

We compare our approach with the mainstream machine learning and deep learn-
ing methods. All methods use raw numerical features for normalization and cate-
gory features for one-hot encoding as input features. We not only use RMSE and
MAE as indicators of health assessment error, but also discretize health judg-
ments into healthy and unhealthy (with a cut-off of whether health is greater
than 0.5) to compare the accuracy of health trend assessment.

Among them, RMSE can be expressed as:

RMSE(X,h) =

√√√√ 1
m

m∑
i=1

(h(xi) − yi)2 (8)

where X denotes the test dataset, m denotes the test dataset size, h denotes
the health assessment model, h(xi) denotes the result of the ith test data pre-
dicted by the model, and yi denotes the label of the ith test data. MAE can be
expressed as:

MAE(X,h) =
1
m

m∑
i=1

|h(xi) − yi| . (9)

The experimental results are shown in the Table 1.As shown in the table, the
proposed method has reduced 6.1% and 2.2% in RMSE and MAE of health
prediction and improved 2.3% in accuracy compared to recent deep learning
methods [7]. The results show that the proposed method can effectively improve
the performance of equipment health assessment and is closer to the expert
assessment results than previous methods.

Table 1. Experimental results of comparison with prevailing methods (%)

Method RMSE MAE Accuracy

SVM 42.3 33.2 78.0

XGBoost 34.8 25.1 85.2

CNN 35.6 27.9 81.8

LSTM 30.9 23.7 86.7

CNN+LSTM [7] 28.4 21.0 88.3

Proposed method 22.3 18.8 90.6

4.3 Ablation

To verify the validity of the proposed method, we compared the experimental
results of the proposed method with the results of the equipment health assess-
ment without node embedding.

The experimental results are displayed in Table 2, and it can be seen that the
proposed method is effective in enhancing the final assessment results. Since the
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same model is used for training in both methods, the results namely show that
the proposed method can effectively improve the feature representation without
over-relying on expert knowledge.

Table 2. Experimental results of comparison with the methods without node embed-
ding (%)

Method RMSE MAE Accuracy

Proposed method 22.3 18.8 90.6

without node embedding 38.5 26.6 80.2

4.4 Hyperparameters and Model Selection

As mentioned earlier, we divided a portion of the training data as the validation
set. In the training, we use MSE loss as the loss function, and compare the loss on
the validation set for models trained with different combinations of hyperparam-
eters to select the model parameters. Specifically, we select stochastic gradient
descent as the optimizer, the number of walking steps from 1, 2, 3, 4, 5, the
learning rate and weight decay from 0.0001, 0.0005, 0.001, 0.005, 0.01,0.05, 0.1,
0.5, and the number of epochs from 100, 150, 200, 250. The final parameters are
shown in Table 3.

Table 3. Selected hyperparameter value

Hyperparameter Value

Walking Steps 4

Learning Rate 0.005

Weight Decay 0.001

Epochs 200

5 Conclusion

In this paper, we propose a node-embedding based equipment health assessment
method that introduces a graph model in the equipment health assessment task,
which significantly reduces the RMSE and MAE of equipment health assessment
and improves the task accuracy. Compared with previous methods, although the
proposed method has been decoupled from expert knowledge to a large extent, it
still requires a certain amount of expert annotation. In the next stage, combining
the method with semi-supervised and unsupervised methods to further reduce
the reliance on expert annotation may help to reduce the cost of the equipment
health assessment to further enhance its application value.
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(Research on hyperautomation for information comprehensive inspection).



Equipment Health Assessment 117

References

1. An, D., Kim, N.H., Choi, J.H.: Practical options for selecting data-driven or
physics-based prognostics algorithms with reviews. Reliab. Eng. Sys. Saf. 133,
223–236 (2015)

2. Awate, S.P.: Adaptive, nonparametric Markov models and information-theoretic
methods for image restoration and segmentation. Ph.D. thesis, School of Comput-
ing, University of Utah (2006)

3. Benkedjouh, T., Medjaher, K., Zerhouni, N., Rechak, S.: Health assessment and
life prediction of cutting tools based on support vector regression. J. Intell. Manuf.
26(2), 213–223 (2015)

4. Chen, C., Liu, Y., Sun, X., Di Cairano-Gilfedder, C., Titmus, S.: An integrated
deep learning-based approach for automobile maintenance prediction with gis data.
Reliab. Eng. Syst. Saf. 216, 107919 (2021)

5. Clifton, D.A., Clifton, L.A., Bannister, P.R., Tarassenko, L.: Automated novelty
detection in industrial systems. In: Advances of Computational Intelligence in
Industrial Systems, pp. 269–296. Springer, Berlin (2008). https://doi.org/10.1007/
978-3-540-78297-1 13

6. Coppe, A., Haftka, R.T., Kim, N.H.: Uncertainty Identification of Damage Growth
Parameters Using Nonlinear Regression. AIAA J. 49(12), 2818–2821 (2011).
https://doi.org/10.2514/1.J051268

7. Fu, H., Liu, Y.: A deep learning-based approach for electrical equipment remaining
useful life prediction. Auton. Intell. Syst. 2(1), 1–12 (2022)

8. Gai, K., Qiu, M., Elnagdy, S.: A novel secure big data cyber incident analyt-
ics framework for cloud-based cybersecurity insurance. In: IEEE BigDataSecurity
Conference (2016)

9. Gai, K., Qiu, M., Liu, M., Xiong, Z.: In-memory big data analytics under space
constraints using dynamic programming. Fut. Gen. Comput. Syst. 83, 219–227
(2018). https://doi.org/10.1016/j.future.2017.12.033

10. Gai, K., Zhang, Y., Qiu, M., Thuraisingham, B.: Blockchain-enabled service opti-
mizations in supply chain digital twin. IEEE Trans. Serv. Comput , Early Access
1–12 (2022). https://doi.org/10.1109/TSC.2022.3192166

11. Gai, K., et al.: Electronic health record error prevention approach using ontology
in big data. In: IEEE 17th HPCC (2015)

12. Gao, X., Qiu, M.: Energy-based learning for preventing backdoor attack. In:
Memmi, G., Yang, B., Kong, L., Zhang, T., Qiu, M. (eds.) Knowledge Science,
Engineering and Management: 15th International Conference, KSEM 2022, Singa-
pore, August 6–8, 2022, Proceedings, Part III, pp. 706–721. Springer International
Publishing, Cham (2022). https://doi.org/10.1007/978-3-031-10989-8 56

13. Hashemian, H.M.: State-of-the-art predictive maintenance techniques. IEEE Trans.
Instrum. Meas. 60(1), 226–236 (2011). https://doi.org/10.1109/TIM.2010.2047662

14. Jia, Z., Xiao, Z., Shi, Y.: Remaining useful life prediction of equipment based on
xgboost. In: The 5th International Conference on Computer Science and Applica-
tion Engineering. pp. 1–6 (2021)

15. Li, J., Ming, Z., Qiu, M., Quan, G., Qin, Xiao, C.: Tianzhou: Resource allocation
robustness in multi-core embedded systems with inaccurate information. J. Syst.
Archi. 57(9), 840–849 (2011). https://doi.org/10.1016/j.sysarc.2011.03.005

16. Li, Y., Gai, K., Ming, Z., Zhao, H., Qiu, M.: Intercrossed access controls for secure
financial services on multimedia big data in cloud systems. ACM Trans. Multim.
Comput. Commun. Appl. 12(4s), 1–18 (2016). https://doi.org/10.1145/2978575

https://doi.org/10.1007/978-3-540-78297-1_13
https://doi.org/10.1007/978-3-540-78297-1_13
https://doi.org/10.2514/1.J051268
https://doi.org/10.1016/j.future.2017.12.033
https://doi.org/10.1109/TSC.2022.3192166
https://doi.org/10.1007/978-3-031-10989-8_56
https://doi.org/10.1109/TIM.2010.2047662
https://doi.org/10.1016/j.sysarc.2011.03.005
https://doi.org/10.1145/2978575


118 J. Li et al.

17. Liu, C., Tang, D., Zhu, H., Nie, Q.: A novel predictive maintenance method based
on deep adversarial learning in the intelligent manufacturing system. IEEE Access
9, 49557–49575 (2021). https://doi.org/10.1109/ACCESS.2021.3069256

18. Liu, J., Pan, C., Lei, F., Hu, D., Zuo, H.: Fault prediction of bearings based on
LSTM and statistical process analysis. Reliab Eng. Syst. Saf. 214, 107646 (2021)

19. Liu, Q., Dong, M., Peng, Y.: A novel method for online health prognosis of equip-
ment based on hidden semi-markov model using sequential monte carlo methods.
Mech. Syst. Signal Process. 32, 331–348 (2012)

20. Malhi, A., Yan, R., Gao, R.X.: Prognosis of defect propagation based on recurrent
neural networks. IEEE Trans. Instrum. Meas. 60(3), 703–711 (2011)

21. Markou, M., Singh, S.: Novelty detection: a review-part 1: statistical approaches.
Signal Process. 83(12), 2481–2497 (2003)

22. Niu, J., Gao, Y., et al.: Selecting proper wireless network interfaces for user expe-
rience enhancement with guaranteed probability. J. Paralell. Distrib. Comput.
72(12), 1565–1575 (2012)

23. Pecht, M.: Prognostics and health management of electronics. In: Encyclopedia of
Structural Health Monitoring. Wiley (2009)

24. Qiu, H., Dong, T., et al.: Adversarial attacks against network intrusion detection
in IoT systems. IEEE IoT J. 8(13), 10327–10335 (2020)

25. Qiu, H., Kapusta, K., et al.: All-or-nothing data protection for ubiquitous commu-
nication: challenges and perspectives. Inf. Sci. 502, 434–445 (2019)

26. Qiu, H., Zheng, Q., et al.: Topological graph convolutional network-based urban
traffic flow and density prediction. IEEE Trans. Intell. Transp. Syst. 22, 4560–4569
(2020)

27. Qiu, M., Chen, Z., et al.: Energy-aware data allocation with hybrid memory for
mobile cloud systems. IEEE Sys. J. 11(2), 813–822 (2014)

28. Qiu, M., Jia, Z., et al.: Voltage assignment with guaranteed probability satisfying
timing constraint for real-time multiproceesor DSP. J. of Signal Proc, Syst. 46,
55–73 ((2007)

29. Qiu, M., Li, H., Sha, E.: Heterogeneous real-time embedded software optimization
considering hardware platform. In: ACM Symposium on Applied Computing, pp.
1637–1641 (2009)

30. Qiu, M., Qiu, H.: Review on image processing based adversarial example defenses
in computer vision. In: IEEE 6th International Conference on BigDataSecurity,
pp. 94–99 (2020)

31. Qiu, M., Qiu, H., et al.: Secure data sharing through untrusted clouds with
blockchain-enabled key management. In: 3rd SmartBlock Conference on Smart
BlockChain (SmartBlock), pp. 11–16 (2020)

32. Qiu, M., Xue, C., Shao, Z., et al.: Efficient algorithm of energy minimization for
heterogeneous wireless sensor network. In: 2021 IEEE 19th International Confer-
ence on Embedded and Ubiquitous Computing (EUC), pp. 25–34 (2006)

33. Qiu, M., Xue, C., et al.: Energy minimization with soft real-time and DVS for
uniprocessor and multiprocessor embedded systems. In: IEEE Design, Automation
Exhibition Conference, pp. 1–6 (2007)

34. Qiu, M., Yang, L., Shao, Z., Sha, E.: Dynamic and leakage energy minimization
with soft real-time loop scheduling and voltage assignment. IEEE Trans. Very
Large Scale Inetegr. 18(3), 501–504 (2009)

35. Qiu, M., et al.: RNA nanotechnology for computer design and in vivo computation.
Philos. Trans. R.Soc. A: Math., Phy. Eng. Sci. 371(2000), 20120310 (2013)

https://doi.org/10.1109/ACCESS.2021.3069256


Equipment Health Assessment 119

36. Qiu, M., Xue, C., Shao, Z., Sha, E.H.M.: Energy minimization with soft real-time
and DVS for uniprocessor and multiprocessor embedded systems. In: 2007 Design,
Automation & Test in Europe Conference & Exhibition, pp. 1–6. IEEE (2007)

37. Roberts, S.J.: Novelty detection using extreme value statistics. IEE Proc. Vis.
Image Signal Process. 146(3), 124–129 (1999)

38. Seeger, M.: Gaussian processes for machine learning. Int. J. Neural Syst. 14(02),
69–106 (2004)

39. Si, X.S., Wang, W., Hu, C.H., Chen, M.Y., Zhou, D.H.: A wiener-process-based
degradation model with a recursive filter algorithm for remaining useful life esti-
mation. Mech. Syst. Signal Process. 35(1–2), 219–237 (2013)

40. Sutharssan, T., Stoyanov, S., Bailey, C., Yin, C.: Prognostic and health manage-
ment for engineering systems: a review of the data-driven approach and algorithms.
J. Eng. 2015(7), 215–222 (2015)

41. Wang, B., Lei, Y., Li, N., Yan, T.: Deep separable convolutional network for
remaining useful life prediction of machinery. Mech. Syst. Signal Process. 134,
106330 (2019)

42. Wang, D., Liu, K., Zhang, X.: A generic indirect deep learning approach for multi-
sensor degradation modeling. IEEE Trans. Autom. Sci. Eng. 19, 1924–1940 (2021)

43. Wang, X., Balakrishnan, N., Guo, B., Jiang, P.: Residual life estimation based
on bivariate non-stationary gamma degradation process. J. Stat. Comput. Simul.
85(2), 405–421 (2015)

44. Wilson, A., Adams, R.: Gaussian process kernels for pattern discovery and extrap-
olation. In: International Conference on Machine Learning. pp. 1067–1075. PMLR
(2013)

45. Wu, G., Zhang, H., Qiu, M., Ming, Z., Li, J., Qin, X.: A decentralized approach
for mining event correlations in distributed system monitoring. J. Parallel Distrib
Compu. 73(3), 330–340 (2013)

46. Yan, J., Liu, Y., Han, S., Qiu, M.: Wind power grouping forecasts and its uncer-
tainty analysis using optimized relevance vector machine. Renew Sustain Energy
Rev. 27, 613–621 (2013)

47. Zhang, L., Lin, J., Liu, B., Zhang, Z., Yan, X., Wei, M.: A review on deep learn-
ing applications in prognostics and health management. IEEE Access 7, 162415–
162438 (2019)



Improvement of ERP Cost Accounting System
with Big Data

Jie Wan1(B) and Yiren Qi2

1 Shanghai Publishing and Printing College, Shanghai 200093, China
wj20202@sppc.edu.cn

2 School of International and Public Affairs, Columbia University, New York, USA
yq2337@Columbia.edu

Abstract. With the rapid development of computer technology, ERP system
arises at the right time as an advanced cost management tool. ERP is mainly
implemented in enterprises with the purpose of optimizing resource allocation and
giving full play to its functions. ERP system is an enterprise resource planning
systemwith strategic management thought, which tries to reduce the consumption
of resources. Cost management is an important part of enterprise management.
ERP system provides a tool for the cost management of enterprises. It greatly
enhances the comprehensive management ability of enterprises. This paper dis-
cusses the improvement of ERP system to enterprise cost.We proposes to combine
enterprise cost management theory with big data, use digital technology to adjust
the strategic cost plan of enterprises, and improve the cost accounting system of
ERP+MES+ SCADA industry finance deep integration. We build lean produc-
tion management and control platform of cost information sharing and use digital
technology to deeply integrate performance evaluation index.

Keywords: Big data · Cost accounting · ERP system · Improvement · Innovation

1 Introduction

ERP (Enterprise Resource Planning) is established on the basis of information technol-
ogy, using the advanced management ideas of modern enterprises, to provide enterprises
with decision-making, planning, control and management performance evaluation of an
all-round, systematic management platform. It integrates the functions of all aspects of
enterprise management, including sales, production, finance, quality management, etc.
It is an enterprise management information system centered on financial management.
ERP is an advanced enterprise management mode in the world today. Its main purpose
is to balance and optimize the comprehensive management of human, financial, material
and other comprehensive data owned by the enterprise, so that the enterprise can exert
sufficient ability in an all-round way in the fierce market competition and obtain better
economic benefits.

With the rapid development of computer network technology, especially the rapid
arrival of Internet + and big data era. Enterprise cost management is more and more

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 120–130, 2023.
https://doi.org/10.1007/978-3-031-28124-2_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28124-2_12&domain=pdf
https://doi.org/10.1007/978-3-031-28124-2_12


Improvement of ERP Cost Accounting System with Big Data 121

considered as a complex and huge system project. In order to meet the requirements of
the times, enterprises begin to use computer technology for cost management. ERP cost
accounting system is a good choice, it can help enterprises to realize the cost data is
linkage, real-time update. Business personnel and managers of functional departments
can grasp the real-time cost information at any time, which is conducive to scientific
decision-making, timely and reasonable allocation of resources, and strengthening the
control of product cost.

This paper first analyzes the development and current situation of ERP software
products. Then it constructs the enterprise cost accounting system based on ERP envi-
ronment improvement. We analyze the realization of cost accounting module and put
forward the innovation path of cost management in enterprises with big data.

The paper structure is as the following. Section 2 gives the definitions. Section 3
builds the ERP system. Various novel approaches have been proposed in Sect. 4. Final,
Sect. 5 concludes the paper.

2 Definition

2.1 Online Public Opinion

Management
through finance

Department
management

Marketing man-
agement

System
management

Storage and 
transportation 
management

Purchasing man-
agement

Fig. 1. The composition of ERP software

ERP is amodern enterprise management ideology andmethod developed in the early
1990s, which is based on MRP II, market and customer demand-oriented, with the goal
of optimizing the allocation of internal and external resources, eliminating all ineffective
labor and resources in the production and operation process, achieving organic integra-
tion of information flow, logistics and capital flow, and improving customer satisfaction,
with planning and control as the main line. It is a modern enterprise management con-
cept and method with network and information technology as the platform, integrating
finance, logistics, production and other functions.

Due to the different design ideas and styles of ERP manufacturers, the modular
structure of their ERP products also varies greatly. However, as far as the functions of
ERP software are concerned, there is still a great deal of similarity in its modules, which
are mainly composed of several parts as shown in Fig. 1.
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2.2 Development and Current Status of ERP Software Products

ERP software is developing very rapidly, and the global ERP market revenue is growing
at an alarming rate. In the face of the huge market, some companies have joined the
ERP development and development team, and hundreds of companies specializing in
the development, sales and consulting of MRP, MRP II and ERP products have emerged
in the world [1]. In recent years, in order of ERP software and services revenue, the top
companies include SAP, Oracle, J.D. Edwards, People soft, Ba an, SSA companies [2,
9].

ERP system has experienced five stages of development, namely, inventory manage-
ment, material plan management, manufacturing resource planning and management,
enterprise resource planning management, the collectivization of the remote control, is
to make full use of the Internet, big data and cloud technology and a series of technology
to realize the large-scale, industry, business and regional remote integration controls, It
is the integrated control of multiple single and independent ERP “units”. After several
rounds of management innovation, ERP system becomes easy to learn, easy to use, low
cost, driving the development of the whole industrial chain, has become a sharp tool in
enterprise business management.

3 New Enterprise Cost Accounting System

3.1 Cost Management Function Architecture

In this paper, we propose a new cost management model for ERP, which consists of the
following three main modules, as shown in Fig. 2 below [10].

Architecture 

risk management
and control system

MES Job Cost 

Management 

ERP strategic cost 

decisions 

Fig. 2. Cost management model of ERP

First, strategic cost decision system. According to the strategic planning of the enter-
prise, the rules of strategic cost management are formulated, and the cost drivers are
analyzed according to the external environment and internal resources of the enterprise,
including production scope, production scale, production technology, utilization of pro-
duction capacity, efficiency of plant layout, and supplier and customer relationships.
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Describe the enterprise value chain and determine the optimal target cost for the enter-
prise based on the value chain, which is given to the bottom execution system. It receives
the cost reports from the bottom layer and adjusts the enterprise value chain to reduce
the non-value-added links in the value chain [7].

Second, the operation cost management center: it is the core of the whole cost
control system, which consist of the operation cost control and management module,
auditing system and data collection module in the production management system, and
the operation cost. There are several modules in the management center:

Job Decomposition Center. It is realized in the job cost control and management
module to distinguish the job centers and complete the job distinction of the whole
production andoperation process on the basis of job centers, and construct the costmotive
base in each job center, and finally form the complete job chain and the corresponding
motive base.

Cost Control Center. Realized in the operation cost control and management mod-
ule, adopting the principle of comprehensiveness, target management and the principle
of combining debt and rights, the cost of production and operation is controlled compre-
hensively, including the formula design before production, process flow arrangement,
etc.

Job Cost Planning. Implemented in the job cost control and management module,
the cost is apportioned to the whole job chain inmonetary terms based on the job center’s
cost driver library, and the cost of the corresponding job in the corresponding job chain
is specified in advance to form the standard cost. Corresponding to the job costing [8],
the strategic costs are decomposed and the target costs are implemented. The data for
this part is provided by the data collection module.

Job Costing. It is an important part of the auditing system, which collects and pro-
cesses the actual costs collected according to the job costing method, and forms the cost
report of actual costs.

Job Cost Analysis. It is implemented in the job cost control andmanagement module,
which analyzes the costing results and forms a cost report for decisionmaking, including
the consumption difference between the actual cost and the target cost, and the value-
added of the jobs in the job chain. This information is provided to the ERP layer and is
important information for decision making.

Third, riskmanagement and control system. The internal control will be related to the
ERP system, and the risk management and control will be implemented in real combat.
Supply and marketing linkage, according to the single lock material, prevent material
price fluctuations brought by the income risk, quotation is more scientific and rea-
sonable, make quotation risk controllable. Scheme selection can set various quotation.
Enterprise business contract closed loop management and evaluation: establish busi-
ness credit assessment and credit management system, establish contract gross margin
forecast and control early warning, alteration, cancellation of on-line examination and
approval system, debt collection early warning, tracking, automatic reminders, penalty
system, the sales price linkage purchase order quick response system, The operational
risk can be visible and controllable, so as to ensure the profit of the enterprise, realize
the closed-loop supervision of the whole process of the contract, and finally ensure the
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profit of the enterprise. The multi-dimensional data analysis and decision-making basis
can be provided for enterprise managers.

3.2 Implementation of the Cost Accounting Module

Cost accounting is divided into two main accounting items: accounting for funds occu-
pied by work in progress and raw material cost summary. The former reflects the funds
occupied by the products in process, while the latter reflects the various costs of the
finished products. The cost accounting statistics query is the core of the module, the
interface uses a variety of query methods, while taking into account the user is accus-
tomed to the use of EXCEL, in the query results provide a filtering function [10], and the
program provides the query results into the EXCEL function, which greatly facilitates
the user to further processing of the query results.

4 Innovation Path of ERP Cost Management

4.1 Use Digital Technology for Strategic Cost Planning of Enterprises

Strategic cost planning is an improvement and upgrade on the basis of the traditional cost
planning concept. It takes the long-term development of the enterprise as the starting
point anduses the strategic concept to carry out the cost planning for the enterprise.Due to
the large number of products, complex production processes, unconcentrated distribution
of workshops and factories, and high uncertainty factors of external environment and
policies, it is difficult for the management of enterprises to make use of complex cost
data elements for planning. In the context of digital economy, enterprises can use digital
technology to adjust and upgrade the strategic cost planning, so as to make the cost
planning more accurate [11].

Strategic positioning

The actual implementation of 

the previous period's cost 

Quantitative indicators for cost 

Cost planning

Cloud computing: real-

time data storage and 

computing power 

s pport

Internet of Things: 

automatic data 

collection, AD hoc 

net ork

PRA,AI …..

Technical support 

Data collection

Data analysis

Data measurement

Data generation

Fig. 3. Strategic cost planning process of enterprise under digital technology

As shown in Fig. 3,first of all, from the perspective of the enterprise value chain,
manufacturing companies rely on big data, AI technology to build the Internet of things,
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in the heart of the information network to obtain higher quality of external and internal
data resources, including external information industry development data, competitive
enterprise information and policy support, the internal information including its own
resources, technical ability and the development scale, Grasp the internal and external
environment of enterprises in an all-round way, generate effective decision-making data
information, that is, make clear the strategy of enterprises. On the platform of enterprise
digital system, the integration process of cost data collection, cleaning and analysis of
enterprises can be implemented. The massive cost data resources provide intelligent and
networked decision-making for enterprises to define strategic positioning. Secondly,
enterprises can integrate blockchain, cloud computing, AI recognition and other new
generation of digital technologies, in-depth analysis of the actual implementation of
the previous period of cost planning, provide cost prediction analysis and real-time
visualization tools for enterprise cost planning, and build a cost data-driven planning
and decision model. Thirdly, it calculates the quantitative indicators of cost planning
reduction for enterprises formany times,mainly startingwith the indicators of production
expense, manufacturing expense, unit product cost and sub-product cost to upgrade the
whole business process of cost planning for manufacturing enterprises [12, 13]. Finally,
information technologies such as cognitive technology, RPA, visualization and cloud
technology can also strengthen the ability of cost resource allocation of enterprises,
enhance the decision support ability of cost planning of enterprises on the whole, and
generate more effective and scientific strategic cost planning.

4.2 Improve the Cost Accounting System of ERP +MES + SCADA

At present, enterprise ERP system has completed many functions such as procurement,
sales and production integration, and in the process of cost accounting„ because of the
large number of manufacturers products order product variety is more, from the cost
of production line element quality is not entirely accurate, at the end of production
inventory is difficult to achieve [11, 14, 15].

In the context of digital economy, a cost accounting system integrating MES (manu-
facturing execution system) and SCADA (data acquisition and Monitoring system) can
be built on the basis of enterprise ERP system. Cost data elements can be integrated
through digital technology, and accurate accounting of cost data across account sets,
modules and accounting periods can be unified. The complex business logic of cost
accounting is integrated into the information platform to improve the cost accounting
efficiency of enterprises.

As shown in Fig. 4, firstly, multi-dimensional basic data are obtained by relying on
the IMS, OA office system, EPMS and other general systems of enterprises. Second, in
the center of the DBMS, HDFS data acquisition based on enterprise labor costs, raw
materials, manufacturing cost and other cost data, through the butt end of MES and ERP
data, the standard cost of the enterprise and the product production order smallest unit
step down to each worker, combination of MES and SCADA digital technology to grab
themost accurate cost factors, Realize real-time data acquisition of the whole production
process from rawmaterials to finished products, and directly control the equipment layer;
Thirdly, digital technology is used to adjust the multi-caliber cost-related data, extract,
clean and load the cost data elements, and load them into the data mart of ERP +MES
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+ SCADA. The support center of ODS and OLAP is used to realize the difference
analysis between the actual cost and the standard cost, dig out the abnormality of the
cost data deeply, and get more quantitative data analysis. Finally, according to the cost
accounting situation of enterprises to form data reports of different dimensions, such as
cost information table, cost budget information table [16], etc.
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transportation cost, workshop machine material 
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ERP

MES

SCAD

System 
Basic system
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Data analysis

Data report

Fig. 4. ERP +MES + SCADA industry finance integration cost accounting system

4.3 Build a Lean Production Management and Control Platform

The core concept of lean production in enterprise cost control is to make use of system
process reengineering, organizational structure upgrade and business standardization,
so as to realize the enterprise system’s response to external dynamic changes in the first
time, so as to fully pursue production zero pause, product zero inventory and machine
zero failure on the basis of ensuring product quality. At present, enterprise cost control
typically involve multiple functions of system, such as ERP, CRM, inventory manage-
ment systems, etc., but these do not match the data interface function system, the system
is not each other, between enterprise inventory of rawmaterials, productsmarket demand
and production conditions to real-time matching, the enterprise cost control information
lag problem. In the era of digital economy, data has become the production factor. There-
fore, it is an inevitable choice for enterprises to build a lean production management and
control platform based on digital technology to share cost information and improve the
processing efficiency of cost management and control.

As can be seen from Fig. 5, the platform is divided into front-end data collection,
central control data analysis and background technical support. Among them, the front
key acquisition enterprises in purchasing, production, inventory and sales link of cost
data, the enterprise the actual cost of, space complex flow of digital collection, intelligent
decision support costs data optimization, reducing artificial intervention, safeguard data
elements in the cost management value maximization. Control on cost accounting and
cost control links, using ERP + MES + SCADA fetching production line real-time
cost data elements, using the digital technology such as AI, cloud computing, Internet
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of things on the whole value chain of the enterprise cost of massive amounts of data
for self-diagnosis and big data mining, unified cost under centralized data statistics
and analysis, to generate real-time cost report, So that the enterprise management to
check the cost difference, capacity difference, improve production efficiency [17, 18].
In the background, the intelligent and networked digital technology of cost information
accounting and control is embedded to integrate the cost information, provide the actual
basis for performance evaluation, realize visual and intelligent financial display, and
provide strategic support for enterprise decision makers to make the next year’s cost
planning.
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deci-

sion 

Fig. 5. Schematic diagram of lean production management and control platform

Through the lean production management and control platform of cost information
sharing, multiple basic systems of the enterprise are integrated to effectively connect
the functions of bidding and inquiry, order purchase, contract approval, fund payment,
etc., and realize the intelligent verification and accounting of supplier invoices by the
cost system. The cost information of various departments such as shared projects, con-
tracts, suppliers and other basic information can also be centralized to solve the prob-
lem of “island” and information barrier of some departments’ cost information, realize
cross-system, cross-department and cross-level interconnection, and give full play to the
advantages of cost data sharing.

4.4 Use Digital Techniques to Deeply Integrate Performance Indicator

Relying ondigital technologies such as Internet ofThings platform, IThardware facilities
and data management architecture, enterprises can build a more effective performance
evaluation system, and use digital technology and data elements to deeply integrate
financial indicators and non-financial indicators of performance evaluation.

This is shown in Fig. 6, first of all, in the responsibility center management mode, the
responsibility center can be divided into income center, investment center and cost center,
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etc., the responsibility center of cost information in different categories is remote trans-
mission to the composed of block chain, cloud computing and other digital infrastructure
network, depends on the digital technology to realize standardization of performance
evaluation of action and result evaluation standard. Of course, performance evaluation
indicators such as controllable cost, sales revenue, pre-tax profit, return on investment
and other financial data rely on digital technology, which can be obtained anytime and
anywhere.
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Fig. 6. Performance evaluation index combination diagram

It is due to the emphasis on the management of cost data elements in the digital
economy era that the efficiency of enterprises is greatly improved and the goal of profit
maximization is promoted. Secondly, the non-financial performance evaluation system is
based on the balanced scorecard, and also includes financial dimension, internal process
dimension, customer dimension, learning and growth dimension. In the context of digital
economy, data + computing power + algorithms drive the mining of massive non-
financial data, and the volume of non-financial data elements acquired by deep learning
and AI technology supports the extension of the four dimensions. It is necessary to make
full use of digital technology to promote the deep integration of financial performance
evaluation system and non-financial performance evaluation system, so that enterprises
can build a closed-loop evaluation system that is consistent with the product value chain,
so as to achieve the purpose of motivating employee cost behavior and promoting human
capital creativity.

For modern enterprises, with the great advance in computer hardware [20–22] and
network techniques [23–25], big data [26–28] and machine learning [29, 30] have
become the major factors in the competition between enterprises. Modern information
technology [31, 32] and enterprise financial management highly integrated, improve the
efficiency and quality of financial accounting. Enterprise financial accounting [33, 34],
as an indispensable department in the process of enterprise development, must keep up
with the trend of the era of big data and apply information technology to enterprise
financial accounting to improve enterprise management level.
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5 Conclusion

This paper analyzed the influence ofmodern information technology on enterprise finan-
cial accounting and put forward correspondingmeasures. Constructive suggestions were
put forward that manufacturing enterprise cost management based on the background of
digital economy. In order to promote themodern information technology to the enterprise
financial accounting positive impact, we do the fol1owings: 1) use digital technology
to adjust the strategic cost planning of manufacturing enterprises, 2) improve the cost
accounting system with deep integration of ERP+MES+ SCADA industry finance, 3)
build a lean production management and control platformwith cost information sharing,
4) use digital technology to deeply integrate performance evaluation indicators.
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Abstract. With the emergence of more and more “AI + Field + HPC”
applications, it is urgent to solve the problem of scheduling and manage-
ment of High-Performance Computing (HPC) resources, as well as the
fast and efficient “cloud service” of HPC applications. This engineering
problem is particularly critical because it affects the progress of scientific
research, the development period of the research platform, and the learn-
ing cost of scientists. To solve the problem, a set of reusable life cycle pro-
cesses for HPC resources are designed. Based on the life cycle, we propose
an open service interface based on HPC, which reduces the startup time
under multiple refreshes and abnormal retries by using the mode of con-
tention lock. The active interruption of users is a typical scenario in the
startup phase. Furthermore, a read-write strategy with an overlay based
on Singularity is implemented to save storage space and improve running
speed. In order to evaluate the serviceability and performance of the pro-
posed interface, we deploy the service on the Venus platform and make a
startup comparison experiment. In addition, the reduction of storage for
100 users is also tested. The experimental results show that under the HPC
environment with SLURM, the proposed open-service interface can effec-
tively shorten 46% startup time of applications and services and reduce
25% storage at least for each user of the Venus platform.

Keywords: Open service · HPC · Cloud · Container · Singularity ·
Cloud application

1 Introduction

With the combination of various research fields and High-Performance Com-
puting (HPC) and networks [1,2], more and more “AI + Field + HPC” appli-
cations are emerging. The rapidly changing application scenario puts forward
new requirements for HPC platforms [3]. Many HPC platforms and applications
provide services to various users in a cloud-like operation [4]. In the field of
materials, MatCloud, as a first principle molecular dynamics computing plat-
form, provides materials computing cloud services for researchers [5]. In the field
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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of life sciences, latchBio offers a series of bio information reasoning cloud services,
including alphafold2 [6]. Furthermore, the Rainbird platform releases cloud ser-
vices that automate decision-making and run deep learning tasks in a workflow
manner [7].

The “cloud service” of the scheduling and management of HPC resources can
enable users to operate HPC-based platforms and applications in a more familiar
way and with a better experience, especially for some scientists in the field who are
not familiar with the HPC command line [8]. Currently, most HPC centers use job
scheduling tools such as SLURMand PBS [9]. However, the repetitive development
work for each platform and application makes the entire development cycle lengthy
and inconsistent, and users have high learning costs [10]. More importantly, cloud
services are all based on docker containers. Singularity, as the primary container
technology of major HPC centers, of which the related scheduling, and manage-
ment tools are not as mature as Docker’s ecology [11].

To optimize various problems in the cloud service process of the HPC cen-
ter based on the SLURM job scheduling system, we propose an Open Service
Interface for HPC Environment based on SLURM, which has three main contri-
butions:

– Reasonable service life cycle design: which can quickly convert the SLURM-
based HPC scheduling service into a container service that can be called by
Web applications.

– Efficient and reusable service startup technology and read-only & writable
strategy for overlay storage.

– A set of universal open interfaces, including unified standard open interface
design, distribution, release, forwarding, etc. The WEB code can be embedded
without invasion through loose coupling and pluggable mode.

This paper’s second section mainly introduces the relevant work and technol-
ogy. The third section presents the overall architecture of the system and the life
cycle of the open service interface. The fourth section describes the key technical
points to improve startup efficiency. The fifth section compares development and
startup efficiency and summarizes the advantages of the open service interface.

2 Related Work

With the rapid demand for computing power [12–14] in most research fields,
HPC has inexorably penetrated scientific research [15]. Cloud service [16–18] of
computing power platforms and applications is an essential technical support for
future scientific development. Rafael et al. used HPC-based cloud technology for
virtual screening in drug discovery [19]. Wu et al. proposed an optimization algo-
rithm to greatly reduce the time consumption of the computing life cycle [20].
Li et al. studied an HPC cloud architecture to reduce the complexity of HPC
workflow in the containerization phase to provide more scalability, and user con-
venience for HPC resources [21]. Sawa et al. have developed a platform named
LincoSim, which enables users to analyze virtual cupping [22] automatically.
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Baidu’s PaddlePaddle AI platform from the Internet field uses cloud services
to open up core capabilities such as computing resources to users on demand,
including CPU, GPU, and memory [23]. In order to improve the parallel effi-
ciency of computing tasks, Qiu et al. tried to speed up the computation through
the underlying hardware by RNA nanotechnology [4]. In this paper, consider-
ing HPC resources’ scalability, management efficiency, and ease of use, we have
developed a class of open service interfaces for various HPC platforms.

3 System Architecture

3.1 Overall Process

In this paper, the open service interface is built on the HPC cluster with SLURM
as the scheduling system, which can quickly enable the entire HPC cluster to have
cloud service capabilities. With administrator privileges, software, applications
and computing resources deployed in HPC environment can be quickly released
to users through port forwarding and scheduling tools, as shown in Fig. 1.

Fig. 1. The process of user access

This set of open service interfaces has been deployed on the Venus AI plat-
form and officially launched for use. As shown in Fig. 2: the whole architecture
design adopts hierarchical and modular modes to ensure system scalability. From
the perspective of hierarchical division, the lowest layer is infrastructure, includ-
ing proprietary server clusters and HPC clusters. The scheduling layer uses a
SLURM job scheduling system and V-Slurm customized plug-ins. The middle
layer realizes the Singularity container solution of separating reading and writing
through various tools and technologies at the operating system level. The service
layer provides various interfaces that are decoupled from each other, forming a
set of open service interfaces that are systematic and complete, accelerating the
development process of cloud services based on HPC. The main content of this
paper is mainly reflected in the blue part of the container solution and the yellow
part of the interface services.

The container scheme is implemented based on Singularity with a high affin-
ity for HPC. We use Ubuntu and CentOS images to build a Singularity funda-
mental image repository. Any of which can be used as a read-only system image
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Fig. 2. The architecture of the main technology.

for users. On the one hand, since each image is read-only and all users share the
same basic image, the waste of memory and hard disk storage is significantly
reduced. On the other hand, the read-only file system based on SquashFS, com-
bined with overlayFS, provides read-and-write operations for user applications
and data, improving the reliability of embedded Linux file systems. We build a
writable layer through the Ext3 incremental image and the user’s home direc-
tory. The Ext3 incremental image is mounted as a file system when the container
runs to save all the user’s changes in the container. In contrast, the user’s home
directory maps the user’s user directory in the KVM through shared storage and
prevents the. bashrc file from serving as a bridge between the user’s file transfer
and the recovery environment. It is worth mentioning that by modifying the
start script. sh and 99-base.in. syntax Scripts such as sh can customize different
startup environments, such as initializing Conda, running the Jupyter service,
and loading the current path configuration. The interface layer uses Python’s
Flask framework to build four modules as APIs: resource management, interface
management, container management, and back-end services.

3.2 Lifecycle

For the transformation of applications or HPC resources into available cloud
services, a life cycle diagram is roughly formed as shown in Fig. 3.

Fig. 3. The lifecycle of application service
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The user triggers the startup action through the WEB browser, and the task
will allocate resources according to the user’s startup conditions (memory size,
number of GPUs, etc.). If the resources are insufficient, enter the queue to wait.
Otherwise, directly apply to the corresponding node in the cluster. When the
node is successfully allocated, V-Slurm initializes the network card and system
environment for the current node, and the node’s IP is obtained. In order to
obtain the available ports of the currently available springboard machine, it is
necessary to retrieve the memory database with the bitmap structure. With
the above parameter preparation, the container startup process begins. Most
parameters are directly used through the Singularity startup command, and
a small number of application parameters are passed in through environment
variables. After the container is started, The startup script of an application
or service will be automatically triggered under Singularity. Subsequently, the
services related to port forwarding are started, and the complete chain port
tunnel using HTTP and SSH protocols is opened. So far, the service startup
process is completed.

The resource recycling process is relatively simple: The port forwarding pro-
cess is recalled one by one. Before stopping the application service, it checks
whether the service checkout has been saved from overlay. If it is saved success-
fully, continue the following operations: container stop, port database recycle,
node resource release, etc. All physical and virtual resources occupied by users
are restored. Due to incremental images, the user can directly restore the existing
environment at the next boot.

4 Efficient Startup Technology

4.1 Serial Process with Multiuser Both-Lock

Serial Process with Multiuser Both lock mainly solves the problem of repeated
startup and startup efficiency under multiple user requests. An application queu-
ing or network card initialization timeout is a common problem caused by exces-
sive resource load. In this case, certain stages in the life cycle can be reused to
save time. In other words, a unique entity is generated for each user. Each user
will increase their resource lock in a specific time window (currently 120 s) when
the same function is called multiple times. Only the first call is actually executed,
and subsequent operations can only obtain results from the cache. In order to
complete this process, two essential conditions are required.

– Basic condition 1: Each user entity consists of a key or nameid identifier
representing a unique instance. In the port, container, and tunnel objects, the
jobId and other attributes ensure uniqueness and calculate md5 to generate
a static, encrypted string. The nameid is the only user ID. One nameid can
correspond to multiple instances, but only the latest instance is allowed to
be retained during the inspection process. The job is identified by its name
because the job number exists only after the job is successfully created. The
uniqueness of the job can also be guaranteed when the lock is acquired first
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and then created. (If created from outside the controlled system, there will
be multiple jobs with the same name because the SLURM system allows jobs
to have duplicate names).

– Basic condition 2: The instance status can be queried in real-time according
to the entity ID, and reliable status maintenance and retrieval service need
to be built. To speed up retrieval time and reduce the time cost of deploying
open interfaces. Bitmap based on memory database is used as the state service
storage database. Each operation on entity and identifier are written to log
records and memory database. At regular intervals, heartbeat detection is
used to update the status of various entities for unfinished jobs.

The following Fig. 4 mainly shows the detailed Serial Process with Multiuser
Both-lock. It uses a single instance process that provides fine-grained locks for
single write and multiple read to solve the problem of multi-thread resource
competition and reduce the difficulty of API development. All R requests perform
the same operation. In the T-all window, only R2 executes, and the rest will be
cached. After the T-all window, there will be other requests to acquire the lock
again. However, since the entity still exists, the “create the entity” operation will
be skipped to avoid resource waste and improve resource utilization efficiency.
When applying for a job, if the job startup process is not finished and the API is
called again (equivalent to refreshing the web page), a new resource application
process will be started again. The original resources will not be released (or the
resources can only be released after a long period through complex monitoring
indicators). In the current mode, only one entity can be started for a period
to avoid resource waste; To ensure the idempotence of functions and ease of
programming, the write operations of the five entities shown in the figure below
are idempotent within the lock adequate time, and repeated operations will not
change the state of the entity. Call the upper layer applications of these APIs as
long as they are called on demand without paying attention to the problem of
repeated calls.

Fig. 4. The startup procedure of Multiuser Both-lock
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Generally, this method makes every API call a simple request and response
mode, which can be called many times until a long operation is completed. For
example, the job takes a long time to start. When a request calls the API, the
API starts to execute. Due to the long execution time, the front-end call ends
before the execution process ends. The execution result can be obtained at the
next call.

4.2 Scalable Overlay Storage

The Read-only&Writable Strategy for scalable overlay storage effectively ensures
the container startup phase’s efficiency in considering factors such as environ-
ment recovery and user-defined space. As shown in the Fig. 5 below, the basic
image includes the Conda package, system software, and user software. The
entire file system or a single directory is compressed using SquashFS, stored in
a KVM disk file, and saved as a base image Sif file. Each user selects different
project codes and code-dependent environments when starting the environment.
The working directory is mounted through a shared folder, and the user directory
goes directly to the container to form the root directory.

Fig. 5. The design of scalable overlay storage

An ordinary user can mount multiple read-only image files and one writable
image file. The final startup command is as follows:

s i n g u l a r i t y exec \
−−Nv Mount Nvida smi Driver
−−Home home Running or development d i r e c t o r y \
−−Bind task working d i r e c t o r y \
−−Overlay read−only image 1 Appl i ca t ion over lay \
−−Overlay read−only mirror 2 Common Dataset \
−−Overlay wr i t ab l e image ( opt iona l , temporary f i l e )\
−−env PORT & UUID.

5 Evaluation

Experimental Environment. The open service interface is deployed on the
AI special HPC cluster. The host environment includes CentOS 7.6, 380 Nvidia
P100 GPUs, and Intel Snapdragon CPUs. Each host is configured with 256 GB
memory, and 50T shared storage by default.
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5.1 Experiments A

In this paper, experiments A are designed to evaluate the time saved by using the
serial process with Multiuser Both-lock technology. In order to verify the accu-
rate time reduced by the technology, four groups of comparative experiments are
designed. The first group of experiments ran the service startup interface process
without external intervention. The second group of experiments was interrupted
once in the startup phase and requested again when the lock technology was not
used. In the third group of experiments, when using the lock technology, it was
interrupted once in the startup phase and requested again. In the fourth group
of experiments, when using the lock technology, the system interrupts once and
requests again in the startup and forwarding phases, respectively. The statistics
of reasoning results are shown in Table 1.

Table 1. Results of time consuming in different group

Strategy Startup Phase Forwarding phase Time (Seconds)

Origin – – 81.7

Origin interrupted – 126.2

Origin interrupted interrupted 159.1

Lock - - 81.9

Lock interrupted - 83.2

Lock interrupted interrupted 85.5

Experimental Result. The first, second, and third groups of experiments show
that the use of the lock contention strategy can significantly reduce the startup
time of users under repeated refreshes and exceptional failure retries, which is
a prevalent scenario in the process of user use. The third and fourth groups
of experiments confirmed that interrupting the interface at any stage has little
impact on the overall process and can quickly restore to the last state.

5.2 Experiments B

Experiments B are designed to evaluate the storage saved by using the read-only
& writable strategy for scalable overlay storage technology. To test the accurate
storage reduced by the technology, four groups of comparative experiments are
designed. Each group represents the storage usage of a specific configured image
with 100 users. In addition, the personal space of each user in this experiment
is allocated to 10 GB. The statistics of the results are shown in Table 2.
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Table 2. Results of 100 users’ storage test

Image Image
Size
(GB)

100
Users
with
Origin
(TB)

100
Users
with
Overlay
(TB)

Reduction
(%))

CenOS7.5 4.7 1.47 1.0050 31.7

CentOS7.6
with Pytorch

8.5 1.85 1.0088 45.5

Ubuntu20.04 3.6 1.36 1.0037 26.2

Ubuntu18.04
with
Tensorflow

7.2 1.72 1.0073 41.4

Experimental Result. The experiment assumes that there are 100 real users
using the platform. In this case, even if the Ubuntu empty image with the small-
est storage space is used, the overlay technology can reduce the total storage
capacity by 26.2%.

5.3 Application

Venus AI Platform. OpenVenus makes it possible to quickly build a platform
based on HPC and release the application and service capabilities. It has been
integrated and applied on the Venus AI Platform [24]. As of the date of issuance,
five applications are open to the public on Venus platform, the number of HPC
users is up to 120, the number of successfully running tasks is up to 1200, and
the total time of running GPU cards is 9000 h hours.

Application Service. We have integrated three application services through
this open service interface: JupyterLab, Code Server, and Baihai IDP. These
three services are currently open to all users on the platform and are highly
praised by most users. In the construction phase of the initial version of the
platform, it will take at least 1–2 months for a team of 10 people to integrate an
application service based on HPC and open it to users. With our interface, the
time in this phase is shortened to less than a week. Developers familiar with the
interface can even go online and release a cloud service or application based on
HPC in one day.

6 Conclusion

In order to improve the construction speed and universality of various cloud
platforms, cloud services, and cloud applications based on HPC, we proposed
an open service interface considering the scalability, management efficiency, and

http://data.aicnic.cn/
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ease of use of HPC resources. The complete life cycle design makes the whole
interface calling process flexible and easy to use and also solves the schedul-
ing problems such as automatic application and allocation. The Serial Process
with Multiuser Both lock technology improves the rapid release of application
and service capabilities and significantly improves the startup speed of applica-
tions. Read-only and Writable strategy combines various technologies to reduce
the occupation of hard disk space and solve the problem of reloading the user
environment. Finally, the open service interface follows the design idea of loose
coupling and pluggable in software engineering and is placed in the GitHub
repository and open source for any developer.
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Abstract. Yao’s Millionaires’ problem has led to the emergence of secure multi-
party computation. As an important tool for privacy protection in cryptography,
secure multi-party computation has attracted more and more scholars to study it.
The socialist millionaires’ problem is the basic module of the secure multiparty
computing protocol. Designing secure and efficient solutions for the socialist mil-
lionaires’ problemcan be effectively applied to the secret ballot, electronic auction,
and so on. Based on the vector encoding method, the Paillier encryption scheme,
and theGoldwasser-Micali encryption scheme, two efficient socialistmillionaires’
protocols are proposed and the protocols are analyzed. The correctness analysis,
security proof, performance analysis, and experimental simulation show that the
efficiency of the two protocols is superior to the existing schemes.

Keywords: Secure multi-party computation · Socialist millionaires’ problem ·
Vector encoding method · Encryption scheme · Experimental simulation

1 Introduction

Yao’s Millionaire Problem- was raised by Mr. Yao [1], a Turing Award winner in 1982.
This problem is described as follows: Alice and Bob are two millionaires, they want
to compare who is richer, but neither of them wants to disclose how much money they
have. This problem can be seen everywhere in real life. For example, Alice wants to
buy something from Bob at a price x, but Bob wants to sell it at a price y. They are not
willing to disclose their bottom price, so they want to keep it secret. In order to solve
these problems, Secure Multiparty Calculation is needed. In 1987, Goldreich proposed
an MPC protocol based on a cryptographic security model [2], which can compute
arbitrary functions. It is theoretically proved that all MPC protocols can be implemented
by usingGarbledCircuit. In 1998,Goldreich proposed the definition of security forMPC,
and it has more security [3]. In addition, scholars at home and abroad have proposed
theoretical definitions of MPC [4–6], applications [7–9], security proof methods [10–
12], and MPC protocols for some problems [13–15], which are of great significance
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for the development of cryptographic services [16–18] and efficiency [19, 20] in many
fields of society [21–23].

In Yao’s Millionaire Problem, two data comparison problems are studied, x ≥ y or
x < y. But in real life, many situations are to judge whether the data are equal, that is
x = y, which is the problem of socialist millionaires.

Some scholars have proposed solutions to the problem of socialist millionaires. In
the semi-honest model, Liu Wen [24] and others have proposed a protocol to solve the
problem of socialist millionaires by means of sliding windows and exchange encryption
functions. Boudot et al. [25] have proposed a protocol based on discrete logarithm
(DL), Diffie-Hellman (DH), and Decision Diffie-Hellman (DDH) hypothesis and zero-
knowledge proof Socialist Millionaire protocol, but the computational complexity is
high. Qin Jing et al. [26] proposed a new protocol for socialistic millionaires without
information leakage based on φ-hiding hypothesis and semantic security, which needs
the participation of a blank third party. The solution to Yao’s Millionaire Problem [1],
efficiency is exponential. If the data is comparatively large, the protocol is unrealistic.
Protocols in references [27] and [28] can only judge two data “>, ≤”. It is impossible
to judge whether the data are equal.

Although some socialist millionaire protocols have been proposed, there are also
some defects as described in the preceding paragraph. It is necessary to further study
more secure and efficient socialist millionaire Protocols. Therefore, this paper proposes
two socialist millionaire Protocols. The main contributions are as follows:

(1) Based on a special encoding method-vector encoding, the data to be compared is
transformed into a vector, and the problems of data comparison and judgment are
transformed into the problem of selecting vector elements.

(2) Based on the additive homomorphism of the Paillier encryption scheme, a socialist
millionaire protocol is proposed, which can compare the two data at one time. The
computational complexity of the protocol is 2(s + 2) lgN modular multiplications
(vector encoding dimension).

(3) Based on the difference or homomorphism of theGoldwasser-Micali (GM) encryp-
tion scheme, a social attention millionaire protocol is proposed. Its computational
complexity is 6s+4modularmultiplications,which further improves computational
efficiency.

Section 2 mainly introduces the relevant knowledge used in this paper, including
simulation example proof security, Paillier encryption scheme, GM encryption scheme
and vector coding method. Section 3 proposes two socialist millionaire protocols, and
analyses the correctness and security of the protocols. Examples are given. Section 4
analyses the performance of the protocol and simulates it experimentally. Section 5
summarizes the whole paper.
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2 Relevant Knowledge

2.1 Simulation Example Proof

The simulation example proposed by Goldreich [9] is widely used in security proof
of secure multi-party computation protocols. It can simulate the process of protocol
execution by protocol participants. Its proof principle is that each participant simulates
the protocol separately with its own input and output. The implementation process of
the protocol and any information he can get from the secure multi-party computation
protocol show that participants cannot getmore information from the actual securemulti-
party computation protocol than from the ideal secure multi-party computation protocol,
that is to say, the protocol is secure.

2.2 Paillier Encryption Scheme

Paillier’s encryption scheme is an encryption algorithm based on high order residual
class problem proposed by Paillier et al. [29]. in 1999. It has additive homomorphism.

Get ready: set up N = pq, p and q is two large prime numbers: λ(N ) = lcm(p − 1,
q−1);B = {x|xNμ mod N 2 = 1, μ ∈ {1, 2 · · · , λ}}; SN = {u < N 2|μ ≡ 1 mod N };
L(u) = u−1

N (∀u ∈ SN ); g ∈ B is public key; λ is private key.
Encryption: Select a randomnumber r < N , plaintextm < N , the encryption process

is c = E(m) = gmrN mod N 2.

Decryption: ciphertext c < N 2, decryption calculation asm = L(cλ mod N 2)

L(gλ mod N 2)
mod N .

Paillier encryp-
tion algorithm has additive homomorphism, that is E(m1) = gm1rN mod N 2, then
E(m1)E(m2) = gm1rN mod N 2 ·gm2rN mod N 2=gm1+m2rN mod N 2 ≡ E(m1+m2).

2.3 Goldwasser-Micali Encryption Scheme

Goldwasser-Micali encryption scheme (GM) was proposed by Goldwasser and Micali
in 1984 based on the difficulty of quadratic residue [30].

The scheme is described as follows:
Prepare: Set a security parameter k, select two k-bit prime numbers p and q, and

calculate n = pq. Select the quadratic non-residual t ∈ Z1
n of module n, where Z1

n is a
subset of Jacobi elements containing Z∗

n . The public key is (n, t) and the private key is
(p, q).

Encryption: plaintext m = m1m2 · · ·ms, mi ∈ {0, 1} in binary representation, public
key (n, t), random number r, encrypted message mi:

E(mi) = tmi r2i mod n =
{
tr2i mod n, mi = 1
r2i mod n, mi = 0

.

Decryption: Using the private key (p, q), the decryption process is as follows:

mi =
{
0 (

E(mi)
p ) = (

E(mi)
q ) = 1

1(E(mi)
p ) = (

E(mi)
q ) = −1

.
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Among them, ( ap ) is the Jacobian symbol is defined as follows:

(
a

p
) =

⎧⎪⎪⎨
⎪⎪⎩

1 P cannot divide a, P is the second residue of a ;

−1 P is not divisible by a, P is a quadratic non - residue of a ;

0 P can divide a.

GMencryption algorithm is bit-by-bit encryption. GM encryption algorithm can encrypt
messages with two opposing properties, such as 0 and 1, right and wrong, profit and
non-profit, complete and incomplete. In addition, the encryption algorithm is different
or homomorphic.

E(mi)E(mj) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

r2i r
2
j mod n mi = 0, mj = 0

tr2i r
2
j mod n mi = 0, mj = 1

t2r2i r
2
j mod n mi = 1, mj = 1

tr2i r
2
j mod n mi = 1, mj = 0

.

2.4 Vector Coding

Vector encoding has the following advantages in designing secure data comparison
protocols:

(1) Vector coding is simple and easy to implement.
(2) The comparative data can be converted into a vector, and the form of problem-

solving can be converted into the form of easy calculation.
(3) As long as the number of elements of the vector is limited, the amount of compu-

tation can be reduced. This section introduces a vector coding method, which can
encode a number k into a vector v: v = (v1, v2, · · · , vi, · · · , vn), where vi ={

α, 1 ≤ i < k
β, i ≥ k

, α �= β.

3 Efficient Protocol of Socialist Millionaires’ Problem

Based on the vector coding method, two socialist millionaire protocols are proposed in
this paper. One is vector encryption using the Paillier encryption scheme, the other is
vector encryption using the GM encryption scheme. By selecting the encrypted vector
elements, we can judge whether the two data are equal.

3.1 Protocol of Socialist Millionaires’ Problem Based on Paillier Algorithm

Alice has data x, Bob has data y. Alice encodes his data into vectorX by vector encoding,
and sendsE(X ) toBobusingPaillier encryption scheme to encrypt vectorX .Alice selects
the Y element from it, and uses Paillier additive homomorphism to encrypt the selected
y element to generate another ciphertext and send the ciphertext. Decrypt Alice. Alice
and tell Bob the result. The protocol is described as follows:
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Protocol 1: Secure Data Judgment Protocol Based on Paillier Encryption System.
Input: Alice’s input is x, Bob’s input is y, x, y ∈ U = {u1, · · · , us}.
Output: x = y, x �= y.
Step 1: Using Paillier encryption scheme, Alice generates public key (g, N ) and

private key λ and sends public key (g, N ) to Bob.
Step 2: Using vector coding method, Alice encodes data x into vector X , as

follows:X = (m1, · · · , mi, · · · , ms), Among them, mi =
{

α, ui �= x
β, ui = x

, α �= β.

Step 3: Alice chooses s random numbers r1, · · · rs and encrypts vectorX with Paillier
encryption scheme to get E(X ) = (E(m1, r1), · · · , E(ms, rs)), where E(mi, ri) =
gmi rNi mod N 2, (i = 1, · · · , s).

Step 4: Alice sends E(X ) to Bob.
Step 5: Bob selects a random number rb. He selects E(mi, ri) from E(X ) to make

i = y and calculates E(mi, ri)×E(0, rb) = gmyrNy mod N 2×g0rNb mod N 2 → E(μ).
Bob sends E(μ) to Alice.
Step 6: Alice decrypts D(E(μ)) and tells Bob the result P(x, y):
If μ = α, then x �= y; If μ = β, then x = y.
Correctness Analysis:

(1) (1)Alice decryption D(E(μ)) = μ, that is, u = my.Since my ∈ {m1, · · ·mx−1, mx,
mx+1, ..., ms} = {α, · · · , α, β, α, · · · , α}, if y = x,y �= x; if my = β, y = x.

(2) When Alice receives the data E(μ) transmitted by Bob, she does not know how to
calculate E(μ),because she does not know the random number rb, so E(my, ry) is
confidential, and y is confidential.

(3) When Bob knows the result E(my, ry), Bob doesn’t know which α is equal to my,
so Bob can’t know the value of x. When Bob knows x = y, it doesn’t mean that he
leaks the information of x, because it’s the same under the ideal secure multi-party
computation model.

3.2 Protocol on Socialist Millionaires’ Problem Based on GM Algorithm

Alice has data x, Bob has data y, Alice encodes x into vector X composed of 0–1 codes
by vector encodingmethod. Alice uses GM encryption scheme to encrypt X to get E(X ),
and sends E(X ) to Bob. Bob selects the y element, and returns it to Alice after encrypting
and decrypting Alice, then we can know whether x = y.

Protocol 2: Secure Data Judgment Protocol Based on GM XOR Homomorphism
Input: Alice’s input is x, Bob’s input is y, x, y ∈ U = {u1, · · · , us}.
Output: x = y, x �= y.
The protocol is basically the same as Protocol 1, but the difference lies in step 2.
Step 1: According to GM encryption scheme, Alice generates public key (n, t) and

private key (p, q), and chooses random number r1, · · · , rs.
Step 2: Using the vector coding scheme, Alice encodes x into a 0–1 vector X : (m1,

· · · , mi, · · ·ms). Among them, mi =
{
0, i �= x
1, i = x

.
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Step 3: Alice encrypts X with GM encryption scheme:E(X ) = (E(m1, ri), · · · ,
E(mi, ri), · · · , E(mL, rL)). Among them, E(mi, ri) =

{
tr2i mod n, mi = 1
r2i mod n, mi = 0

.

Step 4: Alice sends E(X ) to Bob;
Step 5: Bob selects the y element from E(X ). He selects a random number rb and

calculates it: E(my, ry) × E(0, rb) = E(my, ry) × r2b mod n → e′
y;

Step 6: Bob sends e′
y to Alice;

Step 7: Alice decryption e′
y:

If (
e′
y
p ) = (

e′
y
q ) = 1, thenD(e′

y) = 0, so x �= y; If (
e′
y
p ) = (

e′
y
q ) = −1, thenD(e′

y) = 1,
so x = y;

Step 8: Alice tells Bob the result P(x, y).
The Protocol is over.
Correctness Analysis:

(1) In the above protocol, step 5 is based on the difference or homomorphism of GM
encryption algorithm, that is to say:E(my, ry)×E(0, rb) = E(my, ry)×r2b mod n =
E(my ⊕ 0).

If my = 0, then D(E(my ⊕ 0)) = 0, so in the protocol x �= y. If my = 1, then
D(E(my ⊕ 0)) = 1, so in the protocol x = y.

(2) Because the GM encryption scheme is probabilistic, the same plaintext is encrypted
and the ciphertext is different. So Bob will not find its rule when he receives E(X ).

(3) Both Alice’s random number ri and Bob’s random number rb are confidential. They
don’t know each other’s random number, so Alice can’t calculate E(0, rb) and Bob
can’t calculate E(mi, ri).

(4) Bob chooses ciphertext E(my, ry) and encrypts E(my, ry), so Alice does not know
which ciphertext Bob chooses.

(5) p and q are private keys, Bob doesn’t know, so Bob can’t decrypt them.

Security Proof:
Theorem 3.2 Protocol 3.2 is secure under the semi-honest model.

Proof: We prove the security of the protocol by constructing simulators S1 and S2.

(1) According to P(x, y) and S1,y′ is selected to make P(x, y) = P(x, y′) and S1 use
(x, y′) to simulate the whole process of protocol. S1 encodes x into X = (m1, · · · ,
mi, · · ·ms) by vector coding method.

(2) Using GM encryption scheme, S1 chooses different random numbers to encrypt X ,
and obtains: E(X ) = (E(m1, ri), · · · , E(mi, ri), · · · , E(ms, rs)).

(3) S1 chooses a random number r′ and calculates it. E(my′ , ry′) × E(0, r′) = E(my′ ,

ry′) × r′2 mod n → ey′ .
(4) S1 decrypts D(ey′) and gets P(x, y′). In the Protocol, viewπ

1 (x, y) = {X , E(X ), e′
y,

P(x, y)}. Let {S1(x, P(x, y))} = {X , E(X ), ey′ , P(x, y′)}, because P(x, y) = P(x,

y′), ey′
c≡ e′

y, therefore, {(S1(x, f1(x, y)), P(x, y))}x, y c≡ {(viewπ
1 (x, y), outputπ2 (x,

y))}x, y.
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By using the same method, S2 can be constructed to obtain:

{(f1(x, y), S2(y, f2(x, y)))}x, y c≡ {(outputπ1 (x, y), viewπ
2 (x, y))}x, y.

The proof is complete.

4 Performance Analysis and Experimental Simulation

4.1 Computational Complexity Analysis

For the solution of Yao’sMillionaire Problem [1], its efficiency is exponential. If the data
is comparatively large, the protocol is unrealistic. In reference [27], Lin uses ElGamal.
The multiplication homomorphism of Al is used to judge x > y or x ≤ y, and its
computational overhead is (5b lgN + 4b − 6) times modular multiplication. For Blake
et al. [28]. Who proposed the protocol, only x > y or x ≤ y can be judged, and its
computational overhead is ((4b + 1) lgN + 6b) times modular multiplication.

LiuWen et al. [24] proposed a protocol to solve the problem of socialist millionaires.
The computational complexity of the protocol isO(log2N ). Boudot et al. l25]. Proposed
a socialist millionaire protocol, the complexity is O(N 2)-modular multiplication.

In protocol 3.1, Alice encodes her data as an s-dimensional vector. She calculates
s Paillier encryption and one Paillier decryption. Bob uses one Paillier encryption. The
computational cost of each Paillier encryption and decryption is 2 logN modular mul-
tiplication. Therefore, the total computational cost of protocol 3.1 is (2(s + 2) logN )

times modular multiplication. In protocol 3.2, we use GM encryption scheme to encrypt
vector X . The computational cost of GM encryption algorithm is three times modular
multiplication. Therefore, encryption vector X needs 3s times modular multiplication
and decryption e′

y needs 2 times modular multiplication. Therefore, the two protocols
need (6s+4) times modular multiplication at most. Table 1 compares the computational
complexity of each protocol.

Table 1. Computational complexity of data comparison protocols

Protocol Judgement result Modular multiplication

Yao[1]
L.T. [27]
B.K. [28]
Liu [24]
Boudot [25]
Protocol 3.1
Protocol 3.2

>,�
>,�
>,�
=
=
=
=

Exponential level
5b lgN + 4b − 6(4b + 1) lgN + 6b

O(log2 N )

O(N2)

2(s + 2) lgN
6s + 4

b: Bit Number of Input Information, N : Modules of Public Key Encryption Scheme, s: Vector
Coding Dimension.
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4.2 Communication Complexity Analysis

Communication complexity is another important index to measure the efficiency of
secure multi-party computation protocols, which is usually measured by the number
of rounds of interaction. Reference [24] needs O(r)-round interaction (where r is the
data bit value), and document [25] needs n-round communication, but protocol 3.1 and
protocol 3.2 only need one round of communication, which is more efficient.

4.3 Experimental Simulation

Experimental environment: Windows 10 (64-bit) operating system, Intel (R) Core (TM)
i5-6600 CPU @3.30 GHz processor, memory 8.00 GB, run on MyEclipse with Java
language.

The running time of protocol 3.1, 3.2 and references [24, 25] are compared by
simulation. The number of bits of input data is set to b = 1, 2, · · · , 20 respectively,
and each bit value of b is tested 2000 times, ignoring the preprocessing time in the
protocol, and the average execution time of the protocol is counted. Figure 1 compares
the execution time of the protocols.

Fig. 1. The Rule of the Implementation Time of the Socialist Millionaire Problem Protocol with
the Number of Input Bits.

From the experimental data, it can be seen that the execution time of protocol 3.1
varies slightly with the increase in the number of bits in the input data, and the execution
time of protocol 3.2 does not change much with the increase in the number of bits in the
input data. From the test results, the computational efficiency of protocol 3.1 is higher.

5 Conclusion

This paper has proposed two efficient solutions to the problem of socialist million-
aires based on vector coding. One was the socialist millionaire protocol using the
Paillier encryption algorithm, the other was the socialist millionaire protocol using
the Goldwasser-Micali encryption algorithm. The correctness and security of the two
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protocols were analyzed. It was proved that the efficiency of the two protocols was
high through performance analysis and experimental simulation. The protocol could be
applied in electronic auction, secret voting, electronic commerce, and other fields.
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Abstract. Occupancy information is useful for efficient energy manage-
ment in the building sector. The massive high-resolution electrical power
consumption data collected by smart meters in the advanced metering
infrastructure (AMI) network make it possible to infer buildings’ occu-
pancy status in a non-intrusive way. In this paper, we propose a deep
leaning model called ABODE-Net which employs a novel Parallel Atten-
tion (PA) block for building occupancy detection using smart meter data.
The PA block combines the temporal, variable, and channel attention
modules in a parallel way to signify important features for occupancy
detection. We adopt two smart meter datasets widely used for building
occupancy detection in our performance evaluation. A set of state-of-
the-art shallow machine learning and deep learning models are included
for performance comparison. The results show that ABODE-Net signifi-
cantly outperforms other models in all experimental cases, which proves
its validity as a solution for non-intrusive building occupancy detection.

Keywords: Building occupancy detection · Smart meter · Deep
learning · Machine learning · Attention

1 Introduction

Recently, efficient energy management of buildings has attracted a lot of atten-
tion because of the significant potential for energy reduction. Building occupancy
detection has many applications in this area such as improving the energy saving
of building appliances and providing demand-response services for smart grids.
The occupancy-based control of indoor Heating, Ventilation, and Air Condition-
ing (HVAC) systems and lighting in the buildings can lead up to 40% reduction
of the power consumption of the buildings and 76% reduction of the power used
for lighting, respectively [22]. Moreover, occupancy status information benefits
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demand-response services of smart grids by (i) determining users’ peak demand
periods [6], (ii) anticipating the willingness of deferring their consumption to off-
peak hours [2], and (iii) jointly optimizing the occupancy-based demand response
and the thermal comfort for occupants in microgrids [15].

Due to the wide deployment of Advanced Metering Infrastructures (AMI)
globally, the massive high-resolution electrical power consumption data make
non-intrusive building occupancy detection possible. With smart meters installed
in customers’ buildings, the building electricity usage data can be recorded and
transmitted distantly in real-time for occupancy detection which does not require
additional in-door sensors (e.g., environment measurement sensors or surveil-
lance cameras). By using smart meter data, a number of studies were conducted
that used data-driven machine learning models for building occupancy detection,
such as support vector machine (SVM) [4,14], hidden Markov model (HMM)
[14], k-nearest neighbors (kNN) [1,14], etc. Furthermore, a deep learning-based
method proposed recently in [6] sequentially stacks a convolutional neural net-
work (CNN) and a bidirectional long short-term memory network (BiLSTM) to
capture spatial and temporal patterns in the smart grid data, which outperforms
other state-of-the-art methods. However, all of the aforementioned studies use a
set of features manually extracted from the raw power consumption data. The
goal of this paper is to develop an end-to-end deep learning model to automati-
cally capture the discriminative information in the raw smart meter data to infer
the building occupancy status.

Building occupancy detection based on raw smart meter data can be con-
sidered a time series classification (TSC) problem. In recent years, there were a
considerable amount of studies that used deep learning to solve the challenging
TSC problem [11]. Specifically, CNN has demonstrated its powerful capability
to solve multivariate TSC problems in many areas [5,13,17,19]. Although recur-
rent neural networks (RNN), e.g. long short-term memory (LSTM), is good at
capturing the time dependency, the lack of the parallel training ability caused by
the recurrent calculation costs more computational power when scaling up. CNN
can better utilize GPU parallelism since it does not have the recurrent structure
like RNN. With the attention mechanism, the capability of a CNN-based model
on capturing temporal and spatial patterns can be enhanced while keeping its
advantage of parallel training.

In this paper, we propose an Attention-based Building Occupancy Detection
Deep Neural Network (ABODE-Net) which uses raw smart meter data as input.
ABODE-Net utilizes a Fully Convolutional Network (FCN) block and a new
Parallel-Attention (PA) block to learn both temporal and spacial patterns from
smart meter data. The FCN uses three CNN layers to extract features automat-
ically from power consumption readings and corresponding time information.
The PA block combines temporal attention (TA), variable attention (VA), and
Squeeze-and-Excitation (SE) modules to focus on important features by blend-
ing temporal, variable, and cross-channel information. The contributions of this
paper are summarized as follows: (1) we propose an attention-based deep learn-
ing model called ABODE-Net for building occupancy detection in an end-to-end
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manner using raw smart meter data and corresponding time information; (2)
we propose a novel lightweight PA block as a key component of ABODE-Net to
capture discriminative information for building occupancy detection; and (3) we
compare the performance of ABODE-Net with a set of state-of-the-art baseline
methods using two popular smart meter datasets and prove that ABODE-Net
is a viable solution for non-intrusive building occupancy detection using smart
meter data.

This paper is organized as follows. In Sect. 2, we define the building occu-
pancy detection problem. The proposed ABODE-Net for non-intrusive building
occupancy detection using smart meter data is described in Sect. 3. Section 4
presents the performance evaluation experiments and results. Finally, we con-
clude the paper in Sect. 5.

2 Problem Definition

The building occupancy detection problem targeted in this paper is to infer the
real-time occupancy status, y = {yi | i ∈ [1, N ]}, of a building from its historical
power consumption data, X = {Xi ∈ R

1×F×T | i ∈ [1, N ]}, where N , F and T
are the number of samples, the number of features in each time step, and the
number of time steps in the time window of a sample, respectively. Specifically,
we consider power consumption data and periodical time information as our
features. The occupancy status yi of a building corresponding to the sample
Xi collected from the building is either vacant or occupied. We seek to learn
a set of trainable parameters, W, of a deep neural network M which predicts
the building occupancy status ŷi for the sample Xi. The prediction model for
building occupancy detection can be written as:

ŷi = M(W,Xi) (1)

3 Proposed Method

The architecture of the proposed ABODE-Net is shown in Fig. 1. ABODE-Net
consists of three sequentially connected components: (i) an FCN block, (ii) a
PA block, and (iii) a classification block. The FCN block serves as the function
of automatic feature extraction. The PA block applies the attention mechanism
to focus on good features and suppress poor features extracted from the FCN
block. The classification block consists of a global pooling layer followed by a
fully connected layer to generate the predicted possibility of occupancy for a
given input. The symbols used in this section and their descriptions are listed in
Table 1.

3.1 FCN Block

FCN has been proven to be an efficient feature extractor for many TSC tasks
[9,12,13]. In ABODE-Net, however, we use a different set of hyperparameters
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Fig. 1. The architecture of ABODE-Net

Table 1. Symbols and their descriptions

Symbol Description Symbol Description

W Learnable weight parameters Softmax Softmax activation

FC Fully-connected layer δ ReLU activation

Conv2d Convolution with 2D kernel BN Batch normalization

Conv1x1 Conv2d with 1 × 1 kernel MLP Multilayer perceptron

GAP Global average pooling ⊕ Element-wise matrix addition

GMP Global max pooling ⊗ Batch matrix multiplication

Sigmoid Sigmoid activation � Element-wise multiplication

tanh tanh activation TRS Tensor transpose operation

tailored for the building occupancy detection problem. For TSC tasks, FCN
is usually constructed by using a large kernel size at the beginning to achieve
enough perception fields, but with a shorter network depth compared to VGG-
like networks [23] and no pooling layer between convolution layers. In ABODE-
Net, the FCN component consists of three sequentially connected basic blocks,
B1 to B3. Each basic block sequentially stacks a Conv2d layer, a BN layer, and
a ReLU activation function which can be written as:

hl = Bl(xl) = σ(BN(Conv2d(xl))), l ∈ {1, 2, 3} (2)

where Bl indicates the l-th basic block, xl and hl are the input and output of Bl,
respectively. Note that x1 ∈ R

1×F×T is the input of the network which consists
of the raw power consumption data and corresponding time information. The
hyperparameters of Conv2d layers in the three basic blocks are listed in Table 2.

3.2 PA Block

In the past decade, the attention mechanisms have played an increasingly impor-
tant role in different deep learning applications such as computer vision [7,10,26],
natural language processing (NLP) [18,20,24], and TSC [12,13,25]. An attention
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Table 2. Hyperparameters of Conv2d layers in three basic blocks of the FCN

Basic block # of filters Kernel size Padding Stride

B1 128 (8,8) (3,3) (4,4)

B2 256 (5,5) (2,2) (2,2)

B3 128 (3,3) (1,1) (1,1)

mechanism can dynamically weight important features and suppress trivial ones
based on the input. The general form of the attention mechanism, Attention(x),
can be written as:

Attention(x) = F (A(x), x) (3)

where A(x) generates attention weights based on the input x and F (A(x), x)
applies the attention weights A(x) on the corresponding input x to attend critical
regions.

A recent study classifies attention mechanisms into six categories: (i) channel
attention, (ii) spatial attention, (iii) temporal attention, (iv) branch channel,
(v) channel & spatial attention, and (vi) spatial & temporal attention [8]. On
the other hand, a mechanism combining channel attention, variable attention,
and temporal attention still remains unexplored in the TSC research area. We
propose a novel PA block in ABODE-Net as shown in Fig. 2 to combine the three
kinds of attention modules in a parallel way to signify important features.

The three attention modules in the PA block are the SE module, the VA
module, and the TA module which are for cross-channel attention, variable
attention, and temporal attention, respectively. Given an intermediate feature
map H ∈ R

C×F×T as input, PA parallelly infers a channel attention map
OCA ∈ R

C×F×T , a variable attention map OVA ∈ R
C×F×T , and a temporal

attention map OTA ∈ R
C×F×T . Once all attention maps are generated, they

are combined according to Eq. (4) to obtain the final attended feature map
MPA ∈ R

C×F×T .

MPA = (H ⊕ OTA ⊕ OVA) � OCA (4)

Channel Attention Module. To capture the cross-channel relationship, we
adopt the SE block [10] as the channel attention module. SE exploits the channel
dependencies by considering the channel-wise statistics from squeezed global
variable and temporal information. The squeeze operation Fsq(·) is defined by
GAP. The excitation operation Fex(·,W ) uses a simple gating mechanism with
a sigmoid activation, where W is the weights of a MLP. Finally, the output of
the block is re-scaled back via the scale operation Fscale. The SE module is
formulated as follows:



ABODE-Net: A Deep Learning Model for Building Occupancy Detection 157

Fig. 2. Illustration of the PA block

Hsq = Fsq(H) = GAP (H) (5)
Hex = Fex(Hsq,W ) = Sigmoid(MLP (Hsq)) (6)

= Sigmoid(W2δ(W1(GAP (Hsq)))) (7)
OCA = Fscale(Hex) (8)

where W1 ∈ R
C×C

r and W2 ∈ R
C
r ×C are the trainable weights of two FC layers,

Hsq ∈ R
C is the output of the squeeze operation, Hex ∈ R

C is the output of the
excitation operation, and OCA ∈ R

C×F×T is the output of the scale operation.
Same as [10], we set the reduction ratio r to 16.

Variable Attention Module. The variable attention module in the PA block
is implemented with the VA operation Fva(·). Given a local feature map H ∈
R

C×F×T , the VA module first applies three convolutional layers with 1×1 filters
(Conv1x1) on H to generate three feature maps Q, K, and V , respectively, where
{Q,K} ∈ R

C1×F×T and {V } ∈ R
C2×F×T . C1 and C2 are the number of channels,

which are less than C for dimension reduction. We set C1 to C/8 and C2 to C/2.
We transpose Q and K before the attention weights are generated, where the

transpose operation on tensor input swaps the axes of a given tensor. For the
feature map Q ∈ R

C1×F×T , we transpose it into Q′ ∈ R
T×F×C1 . We transpose

K ∈ R
C1×F×T into K ′ ∈ R

T×C1×F . Following this, we apply a tanh activation
function to Q′ and K ′ separately, where we get Q′′ and K ′′. For each time step
t ∈ T , we multiply Q′′

t by K ′′
t which results in a intermediate matrix St ∈ R

F×F .
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The softmax function is then applied to St in order to generate the variable
attention weight AVA ∈ R

T×F×F .
We then calculate the attended value DVA = AVA ⊗ V ′, where V ′ ∈ R

T×F×C2

is transposed from V ∈ R
C2×F×T and DVA ∈ R

T×F×C2 . In order to reverse
the attended feature map back to the same shape of H, we first transpose D
to D′ ∈ R

C2×F×T . Next, we apply an additional Conv1x1 layer to increase
the channels from C2 back to C. Finally, we use a trainable scalar σVA which
adjusts the efficacy of the attended values to output OVA. Therefore, Fva(·) can
be formulated as:

Q,K, V = Conv1x1C1(H), Conv1x1C1(H), Conv1x1C2(H) (9)
Q′ = TRSC1FT→TFC1(Q) (10)
K ′ = TRSC1FT→TC1F (K) (11)
V ′ = TRSC2FT→TFC2(V ) (12)

AVA = Softmax(tanh(Q′) ⊗ tanh(K ′)) (13)
DVA = AVA ⊗ V ′ (14)
OVA = σVA · Conv1x1C(TRSTFC2→C2FT (DVA)) (15)

where TRS is the transpose operation and its subscript indicates the axes of the
given tensor swapped. Conv1x1c is the convolutional layer with the 1 × 1 filter
and c output channels.

Temporal Attention Module. The temporal dependencies are captured via
the TA operation Fta(·). The TA module is similar to the VA module with some
differences in transposing Q,K, V feature maps. The resulting attention weight
of TA is ATA ∈ R

F×T×T while the attention weight for VA is AVA ∈ R
T×F×F .

Fta(·) is formulated as follows:

Q,K, V = Conv1x1C1(H), Conv1x1C1(H), Conv1x1C2(H) (16)
Q′ = TRSC1FT→FTC1(Q) (17)
K ′ = TRSC1FT→FC1T (K) (18)
V ′ = TRSC2FT→FTC2(V ) (19)

ATA = Softmax(tanh(Q′) ⊗ tanh(K ′)) (20)
DTA = ATA ⊗ V ′ (21)
OTA = σTA · Conv1x1C(TRSFTC2→C2FT (DTA)) (22)

3.3 Classification Block

Given the attended feature map MPA, we use a GMP layer followed by an FC
layer and a softmax function to predict the occupancy status. The classification
block can be formulated as:

hfc = SN(Wc(GMP(MPA)) + bc) (23)
ŷ = Softmax(hfc) (24)
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where Wc ∈ R
128×Nc and bc are the weight and bias of the FC layer, respectively.

The output of the FC layer is hfc ∈ R
Nc and ŷ ∈ R

Nc is the vector of predicted
probabilities, where Nc is the number of classes. The spectral normalization (SN)
is utilized to stabilize the FC layer, which is a normalization technique proposed
in [21] to stabilize the training of the discriminator in generative adversarial net-
works (GANs). Unlike input based regularizations, e.g. BN, SN does not depend
on the space of data distribution, instead it normalizes the weight matrices.

3.4 Model Training

The three trainable components of ABODE-Net are trained together. Since the
building occupancy detection task is a classification problem, we use the negative
log likelihood loss (NLLloss) shown in Eq. (25) for training:

NLLloss(y, ŷ) = −
Nc∑

i=1

yi ln ŷi (25)

where Nc is the number of classes, y is the one-hot encoding of the ground
truth label, and yi and ŷi are the actual and predicted probabilities of the label
being ith class, respectively. The predicted occupancy status is the class whose
predicted probability is the highest among all classes.

We use Adam with a learning rate of 1e–3 as the optimizer to learn all
trainable parameters of ABODE-Net. To prevent over-fitting, weight decay is
set to 5e–4. The max training epoch is 100. We use a scheduler with a learning
rate that decreases following the value of cosine function between the initial
learning rate and 0 with a warm-up period of 7 epochs.

4 Performance Evaluation and Results

4.1 Smart Meter Datasets

To evaluate the performance of ABODE-Net, two smart meter datasets widely
used for non-intrusive building occupancy detection, the Electricity Consump-
tion and Occupancy (ECO) dataset [3] and the Non-Intrusive Occupancy Mon-
itoring (NIOM) dataset [4], are adopted in our study. The ECO dataset was
collected from five houses in summer and winter. The NIOM dataset was col-
lected from two houses, Home-A in both spring and summer and Home-B only
in summer. We use the power consumption readings, i.e. the powerallphases of
the ECO dataset and the power usage trace of the NIOM dataset, and their
corresponding occupancy statuses for our experiments. The occupancy status
of the NIOM dataset is for two occupants. However, we consider a home to be
occupied when at least one occupant is at home. The sampling rates of the two
datasets are different. The ECO dataset has a sampling rate of one sample per
second, while the NIOM dataset has a lower sampling rate of one sample per
minute. Thus, we aggregate the samples of every 60s of the ECO dataset into
one sample via averaging.
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In addition to power consumption information, time information is also
important for occupancy detection because the life style of a household usu-
ally depends on the time of a day and the day of a week. We add time of the
day Ptime and day of the week Pday to model the temporal dependency and
life-style cycle. Ptime is the timestamp ranging from 0 to 1439 corresponding to
each minute between 00:00 to 23:59. Pday is the day of a week ranging from 0
to 6 corresponding to Monday to Sunday. For both datasets, the input features
of a sample are generated from a 60-min power consumption readings and their
corresponding time information, Ptime and Pday, resulting in a 3 × 60 feature
matrix. We add a dummy dimension to the feature matrix to form the input of
the FCN of shape 1×3×60. The label of an input is the majority class (occupied
or vacant) of samples in the 60-min segment.

4.2 Data Preparation

For a fair comparison, the datasets are quality-controlled with two criteria [6]:
(1) the data length should be more than 900 samples, and (2) the samples of
each class should be more than 10% of all samples. Based on the criteria, four
periods of the three houses in the ECO dataset and all periods of the two houses
in the NIOM dataset are qualified which are shown in Table 3. Each qualified
period of a house is used as a case for performance evaluation.

Table 3. Qualified cases of the two datasets

Case Household-period Occupied/Vacant Total # of samples

ECO-1 01-Summer 769/168 937

ECO-2 01-Winter 834/270 1104

ECO-3 02-Winter 769/311 1080

ECO-4 03-Summer 1038/330 1368

NIOM-1 HomeA-Spring 125/43 168

NIOM-2 HomeA-Summer 142/26 168

NIOM-3 HomeB-Summer 125/43 168

As shown in Table 3, all cases have significantly more occupied samples
than vacant samples which result in imbalanced datasets for performance eval-
uation. Therefore, we use the random oversampling method implemented by
Imbalanced-learn [16] to over-sample the minority vacant class. The ran-
dom oversampling method randomly select samples in the minority class with
replacement.

In an evaluation experiment, the data of each case are randomly divided
into training, validation, and test sets by a ratio of 3:1:1. The experiment is
repeated 10 times randomly by using different random seeds. We apply the min-
max normalization to scale each feature of the data into the range between zero
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to one. After the normalization, we oversample the minority class of the training
set with the validation and test sets untouched.

4.3 Baseline Models

We compare ABODE-Net with a collection of state-of-the-art shallow ML and
DL models which have been applied for building occupancy detection. All mod-
els are implemented using Python 3.8. The DL models and ABODE-Net are
implemented with the PyTorch framework. The included shallow ML models
are: kNN [1,14], GMM [14], and SVM [4,14], which are implemented with the
scikit-learn library. We use the grid search to find the best hyperparameters
of those models.

The DL models included in our experiments are CNN, LSTM, and CNN-
BiLSTM of [6]. We re-implement CNN-BiLSTM which uses the same features as
ABODE-Net. The CNN model has the same architecture as the CNN block of
CNN-BiLSTM. The LSTM model consists of two LSTM layers with 50 hidden
neurons and bias weights, and its classification block contains a dropout layer
with 40% dropping rate followed by spectral-normalized FC layer. We train
baseline DL models the same way as we train ABODE-Net which is discussed in
Sect. 3.4. Specifically, the hyperparameters of a deep model achieving the highest
F1 score on the validation phase are used for testing.

4.4 Performance Metrics

Two popular metrics, accuracy and F1 score, are used for evaluating the per-
formance of all models. By denoting the two occupancy statuses, occupied and
vacant, as positive and negative, respectively, the two performance metrics are
defined as:

Accuracy =
Tp + Tn

Tp + Tn + Fp + Fn
(26)

Precision =
Tp

Tp + Fp
(27)

Recall =
Tp

Tp + Tn
(28)

F1 = 2 · precision · recall

precision + recall
(29)

where Tp, Tn, Fp, and Fn are true positives, true negatives, false positives, and
false negatives, respectively.

4.5 Results

The performance evaluation results in term of averaging accuracy and F1 score
over 10 trials are shown in Tables 4 and 5 for the cases of the ECO and NIOM
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datasets, respectively. As shown in Table 4, ABODE-Net outperforms all baseline
models for every case of the ECO dataset, whose average accuracy and F1 score
over all cases are 0.8649 and 0.8198, respectively. It can be seen that the three
shallow ML models have significantly worse performance than DL models. This
shows that DL models have better capability of capturing time dependencies and
spatial patterns in time series data. Another reason is that these shallow ML
models are affected by the curse of dimensionality due to the high dimensional
data. Similar results can be observed in Table 5 for the NIOM dataset. ABODE-
Net achieves the best average accuracy and F1 score over all cases among all
models. It only has a slightly lower F1 score than LSTM for case 3. On the
other hand, LSTM has much worse performance than ABODE-Net in other two
cases. Overall, the performance evaluation results demonstrate that ABODE-Net
is more capable than the state-of-the-art baseline models in terms of utilizing
the temporal and spatial information in smart meter data to detect building
occupancy.

Table 4. Performance evaluation results for the ECO dataset

Case Metric
Model

ABODE-Net kNN GMM SVM CNN LSTM CNN BiLSTM

1
ACC 0.8585 0.7766 0.7133 0.7851 0.8426 0.8154 0.8324

F1 0.7832 0.7153 0.6483 0.7217 0.7562 0.7509 0.7621

2
ACC 0.8208 0.5900 0.7262 0.6701 0.8131 0.8190 0.7584

F1 0.7719 0.5553 0.7024 0.6414 0.7654 0.7650 0.5147

3
ACC 0.9218 0.8292 0.7588 0.8537 0.9194 0.9185 0.9111

F1 0.9050 0.8081 0.6287 0.8349 0.9004 0.9015 0.8672

4
ACC 0.8584 0.6818 0.6562 0.6569 0.8248 0.7482 0.8036

F1 0.8191 0.6497 0.6367 0.6362 0.7923 0.7181 0.7655

Average
ACC 0.8649 0.7194 0.7136 0.7415 0.8500 0.8253 0.8264

F1 0.8198 0.6821 0.6540 0.7085 0.8036 0.7839 0.7274

Table 5. Performance evaluation results for the NIOM dataset

Case Metric
Model

ABODE-Net kNN GMM SVM CNN LSTM CNN BiLSTM

1
ACC 0.9206 0.8500 0.8029 0.8529 0.8912 0.7529 0.9000

F1 0.9007 0.8248 0.6300 0.8207 0.8601 0.7202 0.8633

2
ACC 0.9000 0.8235 0.8824 0.8353 0.8706 0.7412 0.8294

F1 0.7730 0.7388 0.6267 0.7276 0.7513 0.6198 0.7269

3
ACC 0.9324 0.9029 0.8353 0.9294 0.9206 0.9324 0.9265

F1 0.9190 0.8878 0.7041 0.9162 0.9047 0.9194 0.9091

Average
ACC 0.9176 0.8588 0.8402 0.8725 0.8941 0.8088 0.8853

F1 0.8643 0.8171 0.6536 0.8215 0.8387 0.7531 0.8331
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5 Conclusion

In this paper, we propose an attention-based deep learning model called ABODE-
Net to infer the building occupancy status in an end-to-end manner by using the
raw smart meter data and corresponding time information. ABODE-Net con-
sists of a three-layer FCN block, a novel light-weight PA block, and a spectral-
normalized classification block. The proposed PA block captures discriminative
information for occupancy detection through a combination of temporal, vari-
able, and channel attentions. Two smart meter datasets widely used for building
occupancy detection are adopted for performance evaluation. The experimental
results demonstrate that ABODE-Net achieves significantly better performance
than the state-of-the-art baseline methods.
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Abstract. DNA is one of the most important information in every living thing.
TheDNAmatching experiment is helpful for the study of paternity testing, species
identification, gene mutation, suspect determination, and so on. How to study the
DNA matching in the case of privacy protection has become the inevitable prob-
lems in the research of information security. The Hamming distance can reflect the
similarity degree of two DNA sequences. The smaller the Hamming distance is,
themore similar the twoDNA sequences are. In this paper, theDNA sequencewith
l length is encoded with a 0–1 string with 3l length, and the protocol of confiden-
tially computing Hamming distance is designed, which calculated the matching
degree of two DNA under the premise of protecting DNA privacy. In addition, in
view of the criminal suspect DNA matching problem, we design a secure compu-
tation protocol against malicious adversaries using the zero-knowledge proof and
the cut-choose method to prevent or find malicious behaviors, which can resist
malicious attacks.

Keywords: DNA matching · Secure multiparty computation · Hamming
distance · Malicious model · Cut-choose method

1 Introduction

Currently, DNA sequence coding has been widely studied. In medicine, it is often nec-
essary to compare the similarity degree of DNA sequences to carry out the study of
paternity tests, species identification, gene mutation, and other medical issues [1, 2].
Hamming distance refers to the number of different characters in two strings X and Y
of the same length, which is denoted asHMD(X ,Y ). The Hamming distance can reflect
the similarity degree of two DNA sequences.

In real life, people usually don’t want to disclose their DNA sequences to each
other. Aiming at this problem, with the help of the secure multiparty computation,
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DNA information can be compared in secret. Secure Multi-Party Computation (MPC)
is first proposed by Yao in 1982, and then Goldreich, Cramer, and other scholars make
in-depth research on MPC, which has become a research hotspot, including wireless
sensor networks [3–5], datamining [6–8], secure computational geometry [9, 10], secure
scientific computing [11, 12], smart computing [13–15], etc. These researches promote
the development of MPC and solve many practical problems.

Reference [16] studies the Hamming distance calculation of DNA sequences for
privacy protection. Based on the reference, wemake improvements to shorten the coding
length of DNA sequence, and uses the elliptic curve cryptography (ECC) [17] to design a
MPC protocol under the semi-honest model [18], which greatly improves the computing
efficiency [19–21]. In view of the possible security issues [22–24], we design another
MPC protocol of DNA comparison under the malicious model [25], which can prevent
or detect malicious attacks, and analyzes the probability of successfully attacking by
malicious adversaries. The contributes are as follows:

(1) A new 0–1 coding rule of DNA sequence is proposed.
(2) This paper designs a MPC Hamming distance protocol under the semi-honest

model.
(3) Based on the zero-knowledge proof [26] and cut-choose method [25], a secure

judgment protocol of two DNAs’ equality under the malicious model is designed
to resist the possible malicious attacks.

2 The 0–1 Coding for the DNA Sequence

Let a DNA sequence with length l be D = d1, d2, · · · , dl ∈ {A,G,T ,C}, then the 0–1
codes of the corresponding DNA sequence is coded as D′ = d ′

1, d
′
2, · · · , d ′

3l ∈ {0, 1}.
The specific coding rule is: A → 111, G → 100, T → 010, C → 001. As shown in
Fig. 1.

Fig. 1. DNA sequence 0–1 coding rules

We use the exhaustive method to prove that the Hamming distance of two DNA
sequences after 0–1 coding is twice that of the original two DNA sequences. Table 1
shows the comparison of two Hamming distances in six cases:

3 The MPC Protocol for DNA Similarity Under the Semi-honest
Model

Assuming that Steven and Tom separately have a DNA sequence of length l, Steven
and Tom respectively encode their DNA sequences into the 0–1 codes, that is X =
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Table 1. Hamming distances for all unequal cases

DNA comparison Hamming distance of
DNA sequence

0–1 code comparison Hamming distance of
0–1 codes

A vs G 1 111 vs 100 2

A vs T 1 111 vs 010 2

A vs C 1 111 vs 001 2

G vs T 1 100 vs 010 2

G vs C 1 100 vs 001 2

T vs C 1 010 vs 001 2

(a1, a2, · · · , a3l) and Y = (b1, b2, · · · , b3l). Steven and Tom secretly calculate the
Hamming distance HMD(X ,Y ) of 0–1 codes, so that the Hamming distance of their
DNA sequence is HMD(X ,Y )/2.

Protocol 1. TheMPC protocol for the DNA similarity under the semi-honest model.
Input: Steven’s sequence X, Tom’s sequence Y.
Output: HMD(X ,Y ).
Preparation Stage: The generator of ECC is G. Steven chooses the private key k,

then calculates K = k · G to get the public key K , and sends the public key (K,G) to
Tom.

(1) Steven selects 3l random numbers ri (i = 1, 2, · · · 3l), and uses the random
number ri and the public key K to encrypt each element of the sequence X bit by bit to
obtain the encryption vector Er(X ) = (Er1(a1),Er2(a2), · · · ,Eri (a3l)). The encryption
process is as follows:

Eri (ai) =
{
G + ri · K
rr · K

ai = 1
ai = 0

Then he calculates the identifier Ci corresponding to each ciphertext Eri (ai), Ci = ri ·G.
Finally, Steven sends Tom Er(X ) and 3l identifiers Ci, namely (Er(X ),Ci).

(2) After Tom receives (Er(X ),Ci), he performs the following steps:
(2.1) At first, 3l random numbers si are selected, where i = 1, 2, · · · 3l, and each

element in the sequence Y is encrypted bit by bit by using si and Steven’s public key K
to obtain an encryption vector Es(Y ) = (Es1(b1),Es2(b2), · · · ,Esi (b3l)), as follows:

Esi (bi) =
{
G + si · K
sr · K

bi = 1
bi = 0

(2.2) Add the elements in the same position of the two encryption vectors Er(X ) and
Es(Y ) to get the encryption vector of length 3l, as follows:

Er(X ) + Es(Y ) = (Er1(a1) + Es1(b1),Er2(a2) + Es2(b2), · · · ,Eri (a3l) + Esi (b3l))

At the same time, the corresponding 3l C ′
i are calculated, that is C

′
i = Ci + si · G.
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(2.3) The secret permutation T in set {1, 2, · · · , 3l} is randomly selected, and the
substitution of Er(X ) + Es(Y ) and C ′

i is carried out to obtain T (Er(X ) + Es(Y )) and
T (C ′

i), where:

T (Er (X ) + Es(Y )) = (Er1 (aT (1)) + Es1 (bT (1)),Er2 (aT (2)) + Es2 (bT (2)), · · · ,Eri (aT (3l)) + Esi (bT (3l))),

T (C′
i ) = (C′

T (1),C
′
T (2), · · · ,C′

T (3l))

Then Tom sends T (Er(X ) + Es(Y )) and T (C ′
i) to Steven.

(3) After obtaining T (Er(X ) + Es(Y )) and T (C ′
i), Steven decrypts each element in

T (Er(X )+Es(Y )) successively by using the decryption character T (C ′
i) and his private

key k, and obtains:

T (X + Y ) = (aT (1) + bT (1), aT (2) + bT (2), · · · , aT (3l) + bT (3l))

Then, the value of HMD(X ,Y ) can be obtained by adding up the number of G
elements in T (X + Y ), which is denoted as Sum. Steven tells Tom the calculation result
Sum.

The protocol ends.

4 The MPC Protocol for DNA Similarity Under the Malicious
Model

What malicious acts cannot be prevented in the ideal model protocol [25]: (1) The
participants refuse to participate in the protocol; (2) Participants provide false inputs;
(3) Stop the protocol halfway.

We designed the malicious model protocol through finding malicious behaviors:

(1) It is possible that the party holding the private key tells the other party the wrong
result. The solution is that both parties have the public and private keys.

(2) When Steven or Tom encrypts their own data, they provide false ciphertexts. The
solution is to verify the correctness of the ciphertext by using the cut-choosemethod.

(3) In the last step of Protocol 1, Steven and Tom can send the wrong decrypted data
m′ to each other. The solution is to use the zero-knowledge proof.

4.1 The MPC Protocol for DNA Equality Under the Malicious Model

Suppose Steven and Tom each has a DNA sequence of length l. Steven and Tom encode
their DNA sequences to 0–1 codes, and get decimal numbers x and y, and then encode
x and y onto the elliptic curve to get two points M1 and M2. Steven and Tom secretly
compare two points under the malicious model to see if two DNA are equal.

Protocol 2. The MPC protocol of two DNA equality under the malicious model.
Input: Steven has M1, Tom has M2.
Output: Whether M1 is equal toM2.
Preparation Stage: Steven and Tom jointly select the generatorG of ECC, and they

respectively select their private keys k1 and k2 of ECC, and calculate the public keys
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K1 = k1 · G and K2 = k2 · G. Then they respectively select the random numbers s and
t, and calculate u = s · K1 and u = s · K1, and publish (K1,G, u) and (K2,G, v).

(1) Steven and Tom respectively selected m random numbers si and ti (i =
1, 2, · · · ,m), and calculated

(ci1s, c
i
2s) = ( si · M1 + K1, M1 + si · M1 + s · G )

(ci1t, c
i
2t) = ( ti · M2 + K2, M2 + ti · M2 + t · G )

Both parties publish (ci1s, c
i
2s), (ci1t, c

i
2t) .

(2) Using the idea of the cut-choose method, Steven choosesm/2 groups of (ci1t, c
i
2t)

from m group (ci1t, c
i
2t) and asks Tom to publish the corresponding ti · M2. Steven uses

Tom’s public keyK2 to verify (ti ·M2+K2 = ci1t). If the verification passes, the next step
is executed, otherwise the protocol is terminated. Tomverifies the same. Tom implements
the same process as Steven.

(3) They randomly select a (cj1t, c
j
2t) and (ci1s, c

i
2s) from the remaining (ci1t, c

i
2t) and

(ci1s, c
i
2s) respectively. Meanwhile, Steven secretly selects two random numbers a and

p1, while Tom secretly selects two random numbers b and p2.
Steven calculates
ct = a · (cj2t − cj1t −M1 +K2) = a · (M2 −M1)+ a · t ·G, P1 = p1 ·G, λt = p1 ·K2,
Tom calculates
cs = b · (cj2s − cj1s −M2 +K1) = b · (M1 −M2)+b · s ·G, P2 = p2 ·G, λs = p2 ·K1,
then Steven and Tom send ct + P1 and cs + P2 to each other.
(4) Steven calculates ωs = k1 · (cs + P2) and sends it to Tom, and Tom calculates

ωt = k2 · (ct + P1) and sends it to Steven.
(5) At this time, Steven and Tom send ct and cs to each other.
(6) Steven calculates ms = k1 · cs and sends it to Tom. Tom calculates mt = k2 · ct

and sends it to Steven.
(7) Steven uses the zero-knowledge proof to verify that the mt sent by (Steven) is

correct, that is, to prove that (Steven) indeed has the mt obtained by multiplying his
private key k2 with ct . The proof method is to verify whether (mt = ωt − λt) is valid.
Tom verifies the same. The proof method is to verify whether (ms = ωs − λs) is valid.
If either party does not pass, then the party who does not pass is malicious.

(8) If both parties pass, Tom can get k1 · b · (M1 −M2) by calculating ms − b · u, so
as to judge whetherM1 andM2 are equal, but he may still be cheated by Steven. (It will
be analyzed later that the probability of success of Steven’s cheating is close to zero.)
Steven calculates similarly.

The protocol ends.

4.2 Security Proof

(1) In the first two steps, after Tom publishes the encrypted data (ci1t, c
i
2t) and ti · M2,

Steven cannot deduce the value of M2 because he does not know the ti of ci1t =
ti · M2 + K2 and he does not know the t of ci2t = M2 + ti · M2 + t · G.
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(2) step (5), because Steven does not know the random number b selected by Tom in
cs = b · (M1 − M2) + b · s · G, so he could not calculate the data b · (M1 − M2) to
get the output results in advance.

(3) In Protocol 2, the only way for each party to cheat is to provide a false ciphertext in
step (1), the other party passes the cut-choose method verification, and the wrong
encrypted data is selected in step (3) so that both parties cannot reach the correct
conclusion. The probability of success is analyzed as follows:

Assuming that Steven wants to cheat, then the optimal choice is that only one group
of data (ci1s, c

i
2s) in m group is wrong, and then the probability of success of deception

is 1/m. If there are n groups that do not meet the requirements, where n < m/2, then

the probability of successful cheating is (
Cm/2
m−n

Cm/2
m

) × n
m/2 .If m is larger, the probability of

success will approach to zero.
Next, the ideal/real model paradigm [18] is used to prove the security of the protocol.

Theorem 1. Protocol 2 (denoted
∏
) is secure.

Proof. If
∏

is safe, it is necessary to convert the acceptable policy A = (A1,A2) pair
when

∏
is executed into the corresponding policy pair B = (B1,B2) in the ideal model

protocol and make the output of A1 and A2 in
∏

computationally indistinguishable from
the output of the ideal model protocol B1 and B2.

LEt’s Start with the First Case, A1 is Honest (that is, A2 is Dishonest). In this case,
B1 will execute the protocol according to the protocol (without causing termination of∏
), and output according to the protocol

∏
.We need to invokeA2, because the adversary

B2 in the ideal model does not know how A2 should make a decision in face of some
particular problems.

When A1 is honest and
∏

is executed, then
REAL�,Ā(M1,M2)

= {
F(M1,A2(M2)),A2((Ci

1s,C
i
2s),ms, S)

}
,

where i = 1, · · · ,m and S is the data generated by A2 in the zero-knowledge proof
process. If we can find the policy pair B = (B1,B2) under the ideal model, and their
outputs are computationally indistinguishable from theREAL∏

,A(M1,M2)
, it can be proved

the execution protocol
∏

is secure as follows.

(1) In the ideal model, B1 would send the real M1 to TTP. The message dishonest B2
sends to the TTP depends on its policy, and B2’s policy should be the same as A2’s
policy, so A2 needs to decide what message to send to the TTP. B2 sends M2 to
A2 and gets A2(M2) from A2. A2(M2) is the private data used by A2 in the actual
model. B2 sends A2(M2) to TTP and gets F(M1,A2(M2)) from TTP. (B1 will also
get F(M1,A2(M2)), because B2 can only get a result if B1 gets a result and the
protocol is not terminated).

(2) B2 gets F(M1,A2(M2)) from TTP and uses this result to try to get a
viewF

B2
(M1,A2(M2)) that should be computationally indistinguishable from the

view
∏
A2

(M1,A2(M2)) obtained by A2, and passes viewF
B2

(M1,A2(M2)) to A2 and
outputs the output of A2.
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• B2 randomly selectsM ′
1 tomakeF(M ′

1,A2(M2)) = F(M1,A2(M2)), andB2 uses
M ′

1 to simulate the protocol, uses M ′
1 to generate the corresponding (Ci′

1s,C
i′
2s)

and publishes it.
• B2 publishes the information which A2 requires A1 to publish in step (2) of the

protocol.
• B2 and A2 execute the rest of the protocol. B2 gets the corresponding m′

s and
proves to A2 that the private key used in m′

s calculation is correct with the
zero-knowledge proof.

(3) B2 calls A2 with ((Ci′
1s,C

i′
2s),m

′
s, S

′) and output A2((Ci′
1s,C

i′
2s),m

′
s, S

′) to get:

IDEALF,B(M1,M2) = {F(M1,A2(M2)),A2((C
i′
1s,C

i′
2s),m

′
s, S

′)}

For A2, in the elliptic curve encryption system, Ci
1s

c≡Ci′
1s, C

i
2s

c≡Ci′
2s, while the random

numbers S and S ′ in ms and m′
s are computations indistinguishable, so ms

c≡m′
s. In

addition, the zero-knowledge proof system guarantees S
c≡ S ′, then

{IDEALF,B(M1,M2)} c≡{REAL∏
,A(M1,M2)}

In the Second Case, A2 is Honest (A1 is Dishonest). In this case, only convert the
opponent A1 in the actual model to the opponent B1 in the ideal model. Due to space
limitations, it is similar to the above proof process, so the second case proof process is
omitted. Thus,

{REAL∏
,A(M1,M2)} c≡{IDEALF,B(M1,M2)}

To sumup, for any acceptable probabilistic polynomial time policy pairA = (A1,A2)

in the actual protocol, there will be an acceptable probabilistic polynomial time policy
pair B = (B1,B2) in the ideal model, satisfying

{IDEALF,B(M1,M2)} c≡{REAL∏
,A(M1,M2)}

Therefore, Protocol 2 is secure under the malicious model.

5 Performance Analysis and Comparison

Performance Comparison of Protocol 1: In this paper, a comparison ismade between
Protocol 1 and Reference [16], and the DNA sequence length is assumed to be l. In
Reference [16], the GM encryption algorithm is used with a computational complexity
of 16l modular exponential operations, and a communication complexity is 1 round. In
Protocol 1 of this paper, the ECC algorithm is adopted, the computational complexity is
15l multiplication operations, and the communication complexity is 1 round.
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Performance Comparison of Protocol 2: This paper compares Reference [25] with
Protocol 2, assuming that both parties encrypt m-group ciphertext. In Reference [25],
the Paillier encryption algorithm is used with a computational complexity of 5m + 12
modular exponential operations, and the communication complexity is 3 rounds. In
this paper, the ECC algorithm is adopted, the computational complexity is 2m + 14
multiplication operations, and the communication complexity is 3 rounds.

Through comparison, it can be seen that the efficiency of Protocol 1 is higher than
Reference [16], and that of Protocol 2 is higher than Reference [25], shown in Table 2.

Table 2. Performance comparison

Protocol Computational
complexity

Communication
complexity

Resist the malicious
attacks

Protocol 1 15l elliptic curve
multiplication

1 round ×

Reference [16] 16l modular exponential
operations

1 round ×

Protocol 2 2m + 14 elliptic curve
multiplication

3 rounds
√

Reference [25] 5m + 12 modular
exponential operations

3 rounds
√

*l: DNA sequence length; m: number of groups

Comparing Protocol 1 and Protocol 2, Protocol 2 under the malicious model uses the
zero-knowledge proof, the cut-choose method, so under the condition of the same input
and output Protocol 2’s computational complexity and communication complexity are
slightly higher than Protocol 1, but Protocol 2 can resist the malicious attacks.

Note: Because theMPCprotocols under themaliciousmodel require the use of the zero-
knowledge proof, and cut-choose method, so Protocol 2’s computational complexity and
communication complexity are slightly higher than Protocol 1, we can use the way of
pre-processing or service outsourcing to improve efficiency.

6 Conclusions

DNA matching plays an important role in practical scenarios such as paternity tests,
species identification, etc. In this paper, we design two MPC protocols based on ECC
for DNA matching securely. Protocol 1 is designed to calculate the DNA Hamming
distance protocol confidentially; Protocol 2 secretly compares DNA equivalence under
the malicious model. In this paper, the cut-choose method and zero-knowledge proof
method are used to construct the MPC protocol under the malicious model, which has
more practical value and provides a solution to the MPC of DNA matching problem.
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Abstract. At present, the research on human action recognition has
achieved remarkable results and is widely used in various industries.
Among them, human action recognition based on deep learning has devel-
oped rapidly. With sufficient labeled data, supervised learning methods
can achieve satisfactory recognition performance. However, the diversifi-
cation of motion types and the complexity of the video background make
the annotation of human motion videos a lot of labor costs. This severely
restricts the application of supervised human action recognition meth-
ods in practical scenarios. Since the zero-shot learning method can real-
ize the recognition of unseen action categories without relying on a large
amount of labeled data. In recent years, action recognition methods based
on zero-shot learning have received great attention from researchers. In
this paper, we propose an attention-based zero-shot action recognition
model ADZSAR. We design a novel attention-based mechanism feature
extraction method that introduces the current state-of-the-art semantic
embedding model (Word2Vec). Experiments show that this method per-
forms the best among similar zero-shot action recognition methods based
on spatio-temporal features.

Keywords: Deep learning · Zero-shot learning · Attention
mechanism · Semantic embedding

1 Introduction

With the rapid advance in computer hardware [1–3], system infrastructure [4–
6], and the popularization of 5G technology, the explosive growth of network
data [7–9] shows that human society has already entered the era of big data
[10–12]. Correctly understanding and analyzing video content has become an
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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important task in the field of computer vision [13,14]. In recent years, human
action recognition has achieved remarkable results and has been widely used in
various industries, such as video surveillance, smart home [15–17], autonomous
driving [18,19], and human-computer interaction [20,21].

Human action recognition processes and analyzes pre-segmented time series.
It analyzes people’s actions and behaviors and establishes the mapping rela-
tionship between video content and action categories, so that the computer can
correctly understand the video. The generalization performance of human action
recognition methods based on traditional features is weak. And it is difficult to
deal with the problems of illumination changes and occlusions in the process
of data collection [22,23]. With the vigorous development of deep learning and
the proposal of large-scale datasets, action recognition methods based on deep
learning have achieved great results [24]. The method is trained in an end-to-end
manner, with the network autonomously learning behavioral representations in
videos to complete the classification.

The deep learning method has good recognition performance due to the pow-
erful computing resources, the complexity of the neural network and the huge
data set. However, today’s era of explosive growth of video data, it is extremely
time-consuming and labor-intensive to finely label massive video data [25–27].
This severely restricts the scalability of deep learning-based action recognition
methods. Therefore, how to enable a machine learning system to effectively cap-
ture discriminative action visual features from a small number of samples or
action semantic descriptions has become a blueprint that many machine learn-
ing researchers are eager to achieve. This is also a research difficulty in video
action recognition.

The proposal of Zero-shot Learning (ZSL) provides a solution to the problem
of high cost caused by a large amount of labeled data in deep learning [28].
This has great research significance for the exploration of the generalization
ability of deep learning network models. There are many researches on zero-
shot learning in images, and certain results have been achieved. However, the
research on video has only emerged in recent years, and the research results are
still relatively few. Human action recognition based on zero-shot learning learns
never-before-seen video action categories by establishing a mapping relationship
between visual space and semantic space. Zero-shot learning can reduce the gap
between artificial intelligence and humans in action recognition, and is the only
way to develop general types. Zero-shot learning does not rely on a large amount
of labeled data in training, which greatly improves the generalization and transfer
capabilities of the model. It enables machines to also have the ability to reason,
and is an important step towards true artificial intelligence.

In this paper, we propose an attention-based zero-shot action recognition
model ADZSAR. This model proposes a novel feature extraction method based
on attention mechanism, which can adaptively extract salience information
in features for different kinds of actions to construct a non-redundant visual
space. This model introduces the current state-of-the-art semantic embedding
model (Word2Vec) to effectively extract semantic embedding information of class
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labels. First, we introduce the research status of action recognition technology,
as shown in Sect. 2. Second, we introduce ADZSAR, an action recognition model
based on zero-shot learning, as shown in Sect. 3. Then, we conduct experiments
and compare the experimental results, as shown in Sect. 4.

2 Related Work

Human action recognition technology can be divided into traditional feature-
based methods and deep learning-based methods. Among them, deep learning-
based methods are widely used, mainly including two-stream convolution-based
methods and three-dimensional convolution-based methods.

In terms of two-stream convolution based, Simonyan et al. [29] proposed a
new two-stream architecture including spatial convolutional flow and temporal
convolutional flow. However, this model has limitations in time acquisition. In
order to extract long-term dependencies, Wang et al. [30] proposed a method to
extract multi-dimensional convolutional feature maps using a two-stream con-
volutional network, and based on this, they proposed a Temporal Segmentation
Network (TSN) [31]. Diba et al. [32] proposed a new modeling and character-
ization method to extract motion information of the whole video. And embed
the extracted information into the traditional CNN. It can simultaneously cap-
ture the long-term structure between video frames and encode it into a compact
representation.

In terms of 3D convolution, Ji et al. [33] proposed a 3D convolution model to
extract temporal and spatial features and obtain continuous action information
between frames. On this basis, Tran et al. [34] proposed the C3D (Convolution
3D) network architecture, which is simple and effective. It uses a large number of
supervised data sets to train deep 3D convolutional networks. On this basis, Joao
et al. [35] proposed a three-dimensional convolutional I3D (Two-Stream Inflated
3D ConvNets) model, which is expanded from a 2D convolutional network and
adds optical flow to the input. The network will process based on RGB video
and optical flow separately to get the result of fusion of the two streams.

The concept of Zero-shot Learning (ZSL) was first proposed by Palatucci et
al. [28], which can use the attribute information of semantic labels to identify
new sample categories without training samples. Zero-shot learning is a branch
of Transfer Learning [36], which draws on the learning and reasoning ability of
humans to make computers also have the ability to transfer and reason. Zeynep
et al. [37] proposed to establish a mapping relationship between visual space and
semantic space. Through the mapping relationship between the two to find the
most appropriate relationship. Then attribute-based image classification is per-
formed. In 2015, Alata et al. [38] proposed a joint embedding space containing
attributes, textual and hierarchical relations, and learned the visual and seman-
tic mapping relations. Gan et al. [39] directly exploit the semantic relationship
between action classes and then perform label transfer learning. Wang et al. [40]
proposed a staged bidirectional latent embedding framework for the subsequent
two learning stages of zero-shot visual recognition. Wang et al. used the idea
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of joint embedding for the first time to study the multi-label zero-shot action
recognition problem. Gao et al. [41] proposed a two-stream graph convolutional
network (TS-GCN). Zhang et al. [42] proposed an end-to-end deep embedding
for zero-shot work. And they pointed out that the visual feature space works
better as the embedding space than the semantic space as the embedding space.

3 Model Design

In this section, we introduce the framework design of the model ADZSAR. The
overall frame diagram of ADZSAR is shown in Fig. 1, which mainly includes
embedding modules (semantic space and visual space) and related modules.
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Fig. 1. Zero-Shot Action Recognition Model ADZSAR.

3.1 Visual Embedding Module

The visual embedding module inputs the graph of each frame of video and the
corresponding optical flow graph into the C3D model and the TSN model, respec-
tively. Through training, the spatio-temporal features and optical flow features
based on can be obtained. The salience behavior information is further captured
by the fully connected layer, and the spatio-temporal feature embedding and
optical flow feature embedding of each video are generated after stacking in
temporal order. Then, these two features are fused to obtain visual embeddings.
An attention mechanism is added after obtaining the fused visual embedding.
Deep metric learning is performed to obtain more salient visual features, as
shown in Fig. 2.
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3.2 Semantic Encoding Module

The Skip-gram model is used in the ADZSAR model to obtain word vectors
for all labels. The model obtains the final semantic embedding representation
using two fully connected layer modules, as shown in Fig. 3. For action class
labels, the Skip-Gram model is used to generate semantic word vectors for action
class labels. Specifically, the Skip-gram model uses the input action class labels
to predict the words surrounding such labels, and its prediction probability is
P = (ωi|ωj), where j − l ≤ i ≤ j + l,i �= j and l is the window size. The larger
the l, the higher the accuracy. For a language model of a set of words ω1, ω2...ωj ,
the optimization objective is:

1
J

j=1∑

J

∑

−1≤t≤1,t�=0

logp (ωi+t|ωj) (1)
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Fig. 2. ADZSAR Model Vision Space.

After obtaining the semantic representation uy of the class label through the
word vector model, it is embedded into the joint embedding space. Embed it
into the joint embedding space. The specific operation is to learn through a
fully connected layer alignment, and then pass through an embedding layer to
generate a semantic embedding representation:

g(uc) = σ (φc · uc) (2)

where σ is the activation function ReLU and φc is all the parameters involved
in the semantic model.
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Fig. 3. ADZSAR Model Semantic Space.

3.3 Feature Extraction for Attention Mechanism

In the ADZSAR model, an attention mechanism is added after the visual embed-
ding obtained by the two-stream structure of the video embedding module.
Adding attention mechanism can learn to measure the importance of each seg-
ment. The structure diagram of the attention mechanism module is shown in
Fig. 4. The attention module consists of two fully connected layers (FC) and
Sigmoid. It can both participate in classification tasks and additionally assign
attention weights to each segment feature vector for sparse loss. Then, a feature
embedding vector is synthesized for classification.

Given a video Vi, where Sm
i represents the m-th segment in it. RGB-based fea-

tures are extracted by C3D denoted as xr g b
i = X (Vi;Sm

i ). Optical flow features
extracted with TSN are denoted as xf l ow

i = Y (Vi;Sm
i ). The visual embedding

xi is obtained by fusion, and the attention module assigns an attention weight
ai
m to each feature, indicating its saliency in the video. The model employs a

threshold-based adaptive selection strategy, where the attention threshold at
i is

set as:

at
i =

1
M

m=1∑

M

am
i (3)

If the attention weight of the video clip is greater than the threshold. Then focus
on detecting the corresponding segment. And filter out the video clips below the
threshold in the video. Finally, these features with large amount of information
are generated into visual embedding representations. The loss of the saliency
detection module is:

LA = Lc + α‖α‖1 (4)

where Lc is the binary cross-entropy loss between the prediction result and the
class label. α is a constant that balances the classification loss and regularization
loss of attention weights.

3.4 Related Modules

The related modules include a matching module and a depth metric module. The
matching module compares visual embeddings and semantic embeddings. Then,
the results of the comparison are fed back to the deep neural network and output
the relationship score. Finally, The depth metric module uses the Softmax layer
to map relational scores to a probability distribution on the sample class.
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The matching module takes as input the visual embedding V obtained from
the visual space (representing the embedding of the t-th video clip) and the
semantic embedding Y (representing the embedding of the y-th class label)
obtained from the semantic space. The match score is calculated according to
the formula [43]:

St y
i =

(
vt
i − uy

)
�

(
vt
i − uy

)
(5)

where � represents element-wise multiplication. i is the index of the video and
t is the index of the video segment.
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256

256
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Fig. 4. Attention module structure.

The deep metric module uses deep neural networks to perform deep metric
learning. Input the obtained matching scores into the deep neural network. In a
deep neural network, a fully connected layer (FC) is used to aggregate all query
video clips to generate the final relation score. Finally, the relation scores are fed
back to the Softmax layer to be mapped to the probability distribution of sample
classes. The overall model is trained end-to-end. Use binary cross-entropy loss
as the loss function across the batch:

Lc = − 1
N

N∑

i=0

(
TilogSj

i + (1 − Ti) log
(
1 − Sj

i

))
(6)

where N is the number of videos of unseen classes. Ti is the target relationship
score and Sj

i is the predicted relationship score.

4 Evaluation

In this section, the relevant experimental setup and experimental results are
analyzed and discussed. We verify the effectiveness of the proposed ADZSAR
model.
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4.1 Datasets and Experimental Settings

In zero-shot action recognition, we use the HMDB51 [44] and UCF101 [45]
datasets to evaluate the ADZSAR model. Using class-based data segmentation,
each dataset is equally divided into visible and invisible classes. Additionally, for
each class label in the HMDB51 and UCF101 datasets, we employ Word2Vec to
extract the semantic embedding representation of the class label. The Semantic
Embedding Autoencoder consists of 6 fully connected layers that take as input
the semantic embeddings of action labels and object names. On datasets HMDB51
and UCF101, we extract spatio-temporal features and optical flow features from
pre-trained C3D and TSN models for fusion, respectively. Then the salient visual
embedding representation is obtained through the attention mechanism. We use a
matching module to align visual and semantic embeddings. Then, it is input to the
depth metric module to get the match scores and final classification results of the
matches. In terms of hyperparameter settings, in order to speed up the training of
the model, we use the stochastic gradient descent method to optimize the network
parameters when performing pre-training feature extraction on both datasets. We
set the initial learning rate to 0.00001, the momentum to 0.9, and the decay step
size to 1000. The network was trained for 3000 episodes and evaluated every 30
episodes. The software configuration information for the experiment is shown in
Table 1.

Table 1. Software configuration

Software Name Description

Python3.6 Data preprocessing and algorithm framework building.

Pytorch Deep Learning Computing Platform

OpenCV Video Preprocessing Tools

Gensim Semantic encoder

Matplotlib Drawing tool

Fig. 5. The change curve of the objective function value as the Epochs changes.



Research on Action Recognition Based on Zero-shot Learning 183

4.2 Experimental Results and Analysis

We select five typical methods from previous zero-shot action recognition meth-
ods for comparison,as shown in Table 2. First, we compared the ADZSAR model
with the methods in Table 2 on the datasets HMDB51 and UCF101.

Table 2. Zero-Shot Action Recognition Methods

Method Introduction

ZSECOC [40] CVPR 2017.

ESZSL [46] ICML 2015.

BiDiLEL [24] IJCV 2017.

GMM [47] IEEE 2018.

TARN [48] EMVC 2019.

Experimental results are shown in Table 3. All methods in the table have the
same zero-sample evaluation criteria. And they all use spatiotemporal features
as visual embedding representations and word vectors as semantic representa-
tions. From the comparative experimental data in Table 3, it can be seen that
the ADZSAR model has at least 2.1% improvement on the dataset HMDB51
compared to the current best method. There is at least a 2.2% improvement on
the dataset UCF101. There are good recognition results on both datasets.

Table 3. Comparative experimental results on HMDB51 and UCF101 datasets.

Model Accuracy on HMDB51.(%) Accuracy on UCF101.(%)

ZSECOC 16.5 ± 3.9 13.7 ± 0.5

ESZSL 18.5 ± 2.0 15.0 ± 1.3

BiDiLEL 18.6 ± 0.7 18.9 ± 0.4

GMM 19.3 ± 2.1 17.3 ± 1.1

TARN 19.5 ± 4.2 19.0 ± 2.3

ADZSAR 21.8 ± 1.6 21.2 ± 1.2

In order to achieve the final result, the ADZSAR model optimizes the model
parameters through the iteration of the objective function. Take the dataset
HMDB51 as an example. The specific method is to randomly select a Split in
the data set to record the convergence of the model. Figure 5 shows the change
curve of the Loss value of the objective function with different iteration cycles.
From Fig. 5, it can be seen that the model reaches a state of convergence around
Epoch 25920.
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Finally, we performed ablation experiments on the ADZSAR model to
analyze the role of each module. From the overall structure, the ADZSAR
model mainly includes visual space, semantic space and related modules. When
extracting visual features, a new feature extraction method based on atten-
tion mechanism is mainly used. On dataset HMDB51, videos are prepro-
cessed with OpenCV. The experimental results of different methods in extract-
ing visual features are given respectively. They are: C3D, TSN, C3D+TSN,
C3D+TSN+Attention. From the experimental results in Table 4, it can be seen
that the feature extraction method based on the attention mechanism adopted
by the ADZSAR model in this paper has a certain improvement in the effect of
action recognition.

Table 4. Ablation Experiments—Classification results on the HMDB51 dataset.

Model Accuracy on HMDB51.(%)

C3D 19.0 ± 2.3

TSN 17.3 ± 1.1

C3D+TSN 20.2 ± 0.8

C3D+TSN+Attention(ADZSAR model) 21.8 ± 1.6

5 Conclusion

In this paper, we proposed an attention-based zero-shot action recognition model
ADZSAR. First, the model proposes a novel attention-based feature extraction
method, which can adaptively extract salience information in features for dif-
ferent kinds of actions to construct a non-redundant visual space. Second, a
current state-of-the-art semantic embedding model (Word2Vec) is introduced to
effectively extract the semantic embedding information of class labels. Exten-
sive experiments showed that our method can outperform existing methods in
zero-shot action recognition methods based on spatio-temporal features.
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Abstract. IoT data collected in a physical space have intrinsic values,
such as the spatial and temporal correlation of people’s activities. As such
spatio-temporal data inevitably includes private information like trajec-
tory and waypoints, privacy exposure becomes a serious problem. Local
Differential Privacy (LDP) has been gaining attention as a privacy pro-
tection procedure on a device collecting spatio-temporal data. However,
LDP cannot retain spatial and temporal properties which are essential
for cyber-physical systems. The is because LDP makes each data indis-
tinguishable and inevitably removes spatial and temporal properties as
well. In this paper, we propose a method enabling LDP to keep spa-
tial and temporal properties on privacy protection process. Our method
dynamically changes the strength of privacy protection (called privacy
budget) for each of device groups who has resemble spatial and temporal
behavior. This makes data of each device in a group indistinguishable
within the group but a set of data made by a group distinguishable
between groups in terms of spatial and temporal domains. As the whole
data merged in a data store will consists of modified data with wide vari-
ety of privacy budgets, we arrange every privacy budgets so that merged
data keeps particular strength of privacy protection. We call this process
as Dynamic Private Spatial Decomposition (DPSD). The experimental
results show that our LDP preserves the data utility while maintaining
the privacy protection of the entire client because of DPSD.

Keywords: Local Differential Privacy · Private Spatial
Decomposition · Spatio-Temporal Data · Geospatial Clustering · Edge
Computing · Database Security

1 Introduction

Spatio-temporal data collected by mobile devices has intrinsic value for driv-
ing society. People’s trajectory and waypoints are one of the important spatio-
temporal data because the spatial and temporal correlation of such data could
be useful for urban planning, epidemiology, etc. However, such spatio-temporal
data could also bring serious privacy exposure. It allows others to identify the
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home, workplace, or other sensitive activities of a particular person. That is why
we needs privacy protection maintaining spatial and temporal correlation even
after the process of privacy protection.

As privacy protection in data collection, Local Differential Privacy (LDP) [14]
is regarded as one of the promising technologies. Specially, LDP adds numerical
noise to each value of data so as to make data indistinguishable. The amount of
noise is determined based on the degree of the statistical distribution of original
data and a specified strength of privacy protection (called privacy budget). For
example, if many data are very similar values, the amount of noise will be a little
to satisfy the privacy budget because the differentiation of data is very difficult
in the first place. If many data are very distributed (or the amount of data is a
little), a much amount of noise satisfying the privacy budget is chosen to make
data differentiation difficult. Each device adds noise to a value of data at col-
lecting it and only sends the processed data to a data store. The combination of
such privacy-protection processing and on-device mechanism significantly pre-
vents both the exposure of original (non-processed) data outside a device and
identification of private information from processed data. However, LDP is fun-
damentally unable to maintain spatial and temporal properties in data after
adding noise because the noise itself conceals these properties. Furthermore, it
is also difficult to keep adding appropriate noise for satisfying a certain privacy
budget because the trend of data changes time by time depending on people’s
movements.

To protect privacy while preserving both the spatial and temporal properties
in waypoints and trajectory, Cormode et al. [7] have proposed Private Spatial
Decomposition (PSD). PSD divides data into several pieces having spatial and
temporal similarities and chooses/adds noise to each piece, This gives distin-
guishability of data between that with different amount of noises, and keeping
spatial and temporal properties. All original data must be aggregated into a
single data store like a cloud server, for computing the amount of noise for pri-
vacy protection by PSD, and the client itself cannot perform privacy protection
processing on the device.

In this study, we propose a novel privacy-protection scheme applying LDP to
spatio-temporal data while keeping spatial/temporal properties. We assign pri-
vacy budgets to spatially and temporally similar groups of clients. The scheme
preserves spatial and temporal correlations by making data within groups indis-
tinguishable but leaving features between groups. Then, the method requires a
mechanism to ensure that data processed with different privacy budgets satisfy
an arbitrary privacy protection strength for the aggregated data as a whole.
Although data must be aggregated for proper grouping to satisfy an arbitrary
privacy protection strength, aggregation in the data store is not as reliable from
the client as in the case of PSD.

We therefore utilize a Local Edge Server (LES) to prevent the original data
from being aggregated into a data store, and let the processing to satisfy arbi-
trary privacy budgets while maintaining spatial/temporal features. LES arranges
adaptively changing privacy budget in the managing area and also contributes
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to avoiding that the data concentrates on a single data store. We define this
process of changing the privacy budget according to the spatio-temporal corre-
lation dynamic of all clients as Dynamic Private Spatial Decomposition (DPSD).
To preserve the spatial/temporal correlation (intrinsic value) of the data, DPSD
makes clusters including clients having similar characteristics and chooses/added
noise to each separately. We execute DPSD in a certain interval to follow the
changes in the statistical distribution of clients. Through this process, we can
minimize the loss of intrinsic values as a whole data while protecting privacy.
In this scheme, dividing clients into too many clusters can lead to excessive
privacy protection and loss of intrinsic information in the data. The privacy
protection method to de-identify depends on the number of clients. If the local
edge server detects small clusters and sets the protection level, it increases the
noise amount across clients and removes intrinsic information inside data. To
address this problem, we exploratively vary the parameters of waypoints, tra-
jectory, and time interval to detect clusters and design an optimal scheme to
control protection levels based on spatio-temporal correlations for each dataset.
The contributions of this work are as follows:

– Design algorithms to allocate the privacy protection strength for the preser-
vation of temporal and spatial properties.

– Dynamic noise addition based on similarity of waypoints and trajectory (total
amount of noise is the same, thereby privacy protection strength is constant).

– Clustering independent of transportation method (walking or driving speed)
by tuning parameters.

The structure of this paper is as follows: First, we give the related work about
existing protection for spatio-temporal data in Sect. 2. In Sect. 3, we define prob-
lem between spatio-temporal data and LDP. In Sect. 4, we describe the content
of our proposals to address the existing problems. In Sect. 5, we explain the
contents of experiments to evaluate balancing privacy protection and preserving
intrinsic values in data and a discussion of the results. Finally, in Sect. 6, we
summarize this study and refer to future work.

2 Related Work

2.1 Anonymization for Trajectories

Never Walk Alone (NWA) [3] is a proposal for trajectory anonymization to
preserve spatio-temporal properties. NWA generalizes similar trajectories to non-
identical ones so that satisfy (k, δ)-anonymity. This generalization ensures that
adversaries cannot identify trajectories from each other with a probability 1/k.
To preserve the correlation of trajectories, Abul et al. [4] proposed to Wait
for Me (W4M) as an extension of NWA. In addition to the location distance,
W4M also considers the timestamp distance for anonymization, thus protecting
privacy in terms of both waypoints and trajectory. However, clustering in NWA
and W4M is based on the already collected trajectories. This approach cannot
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continue to anonymize trajectories where the data volume increases spatially and
temporally over time. Moreover, anonymization that satisfies privacy metrics
such as k-anonymity requires assumptions about the background knowledge of
the adversary. If there is an unassumed adversary, they can identify the client
and expose its privacy. In spatio-temporal data cases, it is hard for data stores to
make assumptions about the adversary’s knowledge. In other words, data stores
must choose methods to protect client’s privacy under any conditions.

2.2 DP/LDP for Trajectories

As anonymization without assuming the adversary’s knowledge, Differential Pri-
vacy (DP) is typical privacy protection. As trajectory protection using DP, Cor-
mode et al. [7] proposed Private Spatial Decomposition (PSD) to spatially and
temporally control the protection level to preserve the properties of waypoints
and trajectories. PSD optimally adjusts the privacy budget ε which is the protec-
tion level in DP depending on the distribution of spatio-temporal data. PSD can
optimally control the protection level by adopting small ε for sensitive regions
and large ε for relatively safe regions. This privacy protection guarantees client
de-identification while preserving spatio-temporal information. LDP not only
does not require any knowledge assumption by the adversary but also does not
require the client to trust the data store. Therefore, there are higher expectations
for LDP than for DP.

PSD can only be applied after data collection because PSD controls the pro-
tection level ε according to the distribution of spatio-temporal data. In LDP,
clients sanitize data on their devices before data collection. Clients cannot know
each other’s waypoints and trajectories and cannot adjust the protection level
appropriately. If clients accidentally set an excessively small privacy budget ε,
privacy protection deprives the intrinsic information of trajectories. On the con-
trary, inadequate protection levels (large ε) lead to the leakage of sensitive infor-
mation. For clients to preserve the intrinsic information of trajectories over LDP,
they should continue to control the protection level while grasping the properties
of location and trajectory.

3 Problem Statement

In this section, we explain the waypoints and trajectory correlations that should
be preserved and the problems in applying LDP to spatio-temporal data.

3.1 Spatial and Temporal Properties Necessary for LBS

There is a spatio-temporal query for both waypoints and trajectories, and the
data store must return meaningful results for both queries. Here we describe
in detail the characteristics of waypoints and trajectories that are necessary for
keeping spatio-temporal correlations.
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In pattern mining of waypoints, by applying various clustering methods to
the spatio-temporal data consisting of latitude, longitude, and timestamp, we
can extract the degree of visitation by area and the Point of Interest (POI),
which represents the location that the user visited with interest [19]. In the real
world, it is mainly useful for understanding congestion caused by events, and
for understanding the clusters of COVID-19 [6,16]. Since the data store wants
to extract the locations where the client stayed, it is important to preserve the
density of waypoints, the occurrence points, and the shapes of clusters. On the
other hand, waypoints clustering also causes privacy exposure because waypoints
clustering identify clients who do not belong to a cluster.

Pattern mining of trajectories is performed by applying a clustering method
to trajectories generated through moving a geographical space [11,19]. The tra-
jectory is a network structure consisting of a series of nodes connected in the
order of their timestamps and is represented by a set of spatio-temporal loca-
tions. Trajectory pattern mining can be used to predict road congestion based
mainly on similar routes and to analyze the propagation routes of user-health
conditions and infectious diseases caused by movement. Therefore, clients must
correctly preserve the continuity and temporal correlation of the trajectories.
However, an adversary can infer home address, workplace, and even health sta-
tus from the trajectory and threaten privacy if the client’s trajectory exposed.

As summary, applying LDP to spatio-temporal data requires the preservation
of spatial correlations and temporal correlations. By perturbing the data while
preserving the intrinsic information, we can achieve to protect privacy while
suppressing the utility loss in spatio-temporal data.

3.2 LDP Adaptation Mismatch to Spatio-Temporal Data

Unfortunately, LDP is clumsy to apply to spatio-temporal data. As described
in Sect. 3.1, the client must protect privacy while preserving the density of way-
points, trajectory continuity, and temporal correlation because queries in spatio-
temporal data are issued for both waypoints and trajectories. Due to this, clients
should dynamically and voluntarily set protection strengths to preserve the den-
sity of waypoints, trajectory continuity, and temporal correlation. However, since
the clients do not know each other’s spatial and temporal distances, they cannot
set protection strength appropriately. To preserve useful waypoints and trajec-
tories while protecting privacy under all conditions in spatio-temporal data, we
have to design a novel method that optimally controls the strength of protection
so that clients can grasp and preserve the properties of each other’s locations
and trajectories.

4 Proposed Scheme

To design a novel scheme enabling LDP to address problems described in Sect. 3,
we propose how to grasp spatio-temporal correlation on client’s device and
how to dynamically control the protection strength based on these features.
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Fig. 1. The overview of our proposal. This figure show the flow of allocating privacy
budget ε based on spatial/Temporal correlation.

In order to apply LDP in spatio-temporal data, there are two essential functions
for the design. (1) To preserve intrinsic information in spatio-temporal data, we
need clustering and indexing clients based on spatial and temporal correlation.
Since the client cannot trust other clients or data stores, clients have to commu-
nicate with trusted third-party and let them cluster their data. For this reason,
we first propose a method of clustering and indexing by a trustworthy local edge
server (LES). Clients basically cannot trust third parties, but they use services
provided by a telecommunication company. Then, it can be said that clients trust
the telecommunication companies. Since Telecommunication companies such as
Deutsche Telekom AG in Germany and KDDI Corporation in Japan collect
spatio-temporal data [2,9], the use of LES like the proposed method is practi-
cally feasible. (2) To protect privacy based on spatio-temporal correlation, we
also demand a scheme enabling LDP for clients to control protection strengths
dynamically. Dynamically controlling the protection strength cluster-by-cluster
let the clients remain useful waypoints and trajectory information while protect-
ing their privacy under any conditions. However, if the LES detects small-scale
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clusters, clients struggle with matching the protection strength between different
clusters, which will cause protecting errors. Thereby, we also propose DPSD and
detection parameter tuning to prevent small-scale cluster detection.

As an algorithm for satisfying the requirements of (1) and (2), we design
DPSD to control the protection strength based on the spatio-temporal correla-
tion. Following parallel composition theorem [8,13] in DP/LDP and PSD, this
research defines direct sum decomposition of the privacy budget as decompo-
sition. Figure 1 is the overview of our method. First, the data store sets the
initial privacy budget, and send it to LES. LES decomposes the clients into clus-
ters based on physical distance and allocate the privacy budget for each cluster
dynamically. Even if data protected by different ε are merged, DP/LDP can
protect the privacy only by the sum of ε because the composition theorem work.
Since the decomposition is accurately performed based on spatial and temporal
correlations, the sum of each budget by the composition theorem satisfies the
initial privacy budget. Each client perturbs the data according to the privacy
budget received for each cluster. The detailed processing is described line by line
in Sects. 4.1 and 4.2, respectively.

4.1 Computing Spatio-Temporal Clusters

For computing spatio-temporal correlations to satisfy (1) in Sect. 4, we need a
trusted third party who shares spatio-temporal data in real-time and computes
correlations of waypoints and trajectories. Although computing correlations are
necessary to grasp each other’s spatio-temporal distance, no client trusts data
stores over LDP (See Sect. 2.2). In our proposal, the client lets LES detect a
cluster of their waypoints and trajectories. We assume that the LES is a third
party that the client can trust, such as a server owned by the device manufacturer
or the device’s communication carrier. Since the original spatio-temporal data
is not communicated between clients, there is no need to worry about privacy
exposure, and clients can securely grasp the spatial and temporal distance of
each other.

An overview of the proposed algorithm is given in Algorithm 1. In the setup
phase of Algorithm 1, data store S is responsible for setting the parameters
required for DPSD and deciding which clients will participate in PSD. In line 2,
S set the initial privacy budget ε according to the strength of protection that
S wants to set. In line 3, C selects the trustworthy LES L that decomposes
the privacy budget and clients that receive the decomposed privacy budget. In
lines 5–7, L computes spatial and temporal correlations between each client. In
practice, DPSD computes cluster by DBSCAN [10] and QuickBundle [12], and
calculate the number of clusters. By using DBSCAN and QuickBundle, which
are unsupervised learning that do not require specifying the number of clusters in
advance, we can detect multiple clusters based on the similarity of waypoints and
trajectories. When the LES computes spatio-temporal correlations of waypoints
and trajectories, there are three parameters exist: the first parameter defines the
correlation between waypoints, the second one defines the correlation between
trajectory and the last one defines the computation interval.
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Algorithm 1. Dynamic Private Spatial Decomposition (DPSD)
1: (1) Setup Phase.
2: S sets privacy budget ε(ε > 0) and sends ε to C.
3: C picks trustworthy LES L.
4: (2) Clustering and Decomposing Phase.
5: for i ∈ [d] do
6: L compute spatial correlation set ai ← DBSCAN(di), temporal correlation set

si ← QuickBundle(di)
7: L compute all cluster count Ni ← max([ai], [si]).
8: for j ∈ [Ni] do

9: L create indexes m
(j)
idx ← a

(j)
i ∩ s

(j)
i on device.

10: L create indexes a
(j)
idx, s

(j)
idx ← a

(j)
i \ s

(j)
i , a

(j)
i \ s

(j)
i on device.

11: L create indexes o
(j)
idx, ← d

(j)
i \ (s

(j)
i ∪ a

(j)
i ) on device.

12: end for
13: L decompose budget

∑
ε = εadj + εsim + εmlt + εother

14: if a
(j)
idx ≤ m

(j)
idx then

15: L dispersively decompose ε
(j)
mlt ← εmlt/[m

(j)
idx]

16: else
17: L dispersively decompose ε

(j)
adj ← εadj/[a

(j)
idx]

18: end if
19: L send εadj, εsim, εmlt, εother to C.
20: end for
21: (3) Perturbation Phase.
22: for i ∈ n do
23: ci set θ unif. in [0, 2π)
24: ci draw p unif. in [0, 1)
25: ci set r ← C−1

εi (p) = − 1
εi

(W−1(
p−1
εi

) + 1)

26: ci pertubate d′
i ← di + (rcos(θ), rsin(θ))

27: ci send LDP-processed data d′ to S
28: end for

Depending on these parameters, the result of the spatio-temporal correla-
tion will change. Let Θwypt and Θtraj be the parameters that determine how
many waypoints and trajectories are included in the cluster to control the pri-
vacy budget, respectively. This parameter Θwypt and Θtraj are very important:
if the clients are correlated in waypoints and trajectory, protecting them with
a small privacy budget that does not deteriorate the data utility. On the con-
trary, if they assign a large privacy budget to areas where the clients are isolated
and distributed, inadequate protection exposes client’s privacy. In addition, as
time passes, the strength of the assigned privacy budget becomes insufficient.
By recalculating according to this discrepancy, optimal privacy protection can
always be provided to the terminal. The ideal time interval Θtmsp is expected to
vary depending on the type of terminal movement (walking, bicycling, driving,
flying, etc.), we thereby need an analysis with varying time intervals as a param-
eter. For these reasons, we exploratively search the parameters with grid-search
[15] and analyze which thresholds are best correlated spatially and temporally
to control the protection strength.
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4.2 Decomposition of Privacy Budget

If clients set extremely small ε or ignore privacy (clients set ε = ∞), the data
store does not confirm how much the privacy budget is. Instead of clients that
cannot properly set, a trustworthy LES allocates the privacy budget. If there
are numerous small-scale clusters, it is hard to match the privacy budget of all
clusters. To prevent LES from detecting small-scale clusters, we must satisfy
condition (2) and dynamically changes the privacy protection strength for each
temporally and spatially correlated cluster.

Depending on the computed clustering results, L creates the index set which
clusters each client belongs to decompose and allocate the privacy budget (lines
8–12). If waypoints and trajectories belong to more than one cluster, excessive
noise will be added. To handle it, we index the waypoints index set aidx, the
trajectory index set aidx, the mixture index set midx, and other index set oidx,
separately. Based on this index, L decomposes the privacy budget and shares it
with clients (lines 13–20). Specifically, L assigns privacy budgets based on the
ratio of the number of elements in each cluster to the total number of clients. In
the perturbation phase, all clients add noise to their data to satisfy the LDP. As
a privacy mechanism to satisfy LDP, we use the Planar Laplace Mechanism [5].
This mechanism guarantees indistinguishability between a waypoint d and a way-
point d′ contained in a circle of radius r centered on it. Given each waypoint as
input, we get the probability density distribution of the possible output points by
adding noise according to a planar laplace function. If the difference of the planar
laplace probability density distributions of the two waypoints is small, anyone
cannot identify and clients data satisfy DP/LDP (Geo-Indistinguishability [5]).
Each ci defines the angle and radius in lines 22–25 and adds noise in line 25–26
(If ci belongs to aidx, then ci add planar laplace noise with εadj). Finally, ci send
their perturbed data to S in line 27.

Moreover, the allocation of the privacy budget decomposed by PSD may
not be sufficient because clients are always on the move in physical spaces. To
re-allocate the privacy budget, we perform the DPSD again at a fixed time
interval Θtstp. We use Algorithm 1 to decompose and allocate the privacy budget
again, depending on the locality of the location and trajectory that have moved
over time. Over time, the strength of the decomposed and allocated privacy
budget becomes insufficient. By recalculating according to this discrepancy, we
can always provide clients with optimal privacy protection. Since the ideal time
interval is expected to vary depending on the client’s means of transportation
(e.g., walking, bicycling, driving, flying, etc.), we do not fix the time interval but
vary it as a parameter and analyze the appropriate value exploratory.

5 Experiment

In Sect. 4, we proposed a novel scheme that controls the protection strength so
that the client preserves the intrinsic information of waypoints and trajectories
by grasping the spatio-temporal correlation. The noise amount that our pro-
posal can reduce depends on the definition of the minimum waypoints in client’s



DPSD 197

Fig. 2. MSE vs. Each Spatio-Temporal Parameter

spatio-temporal correlation. To evaluate this effect, we analyze the parameters
used in computing spatio-temporal correlations and evaluate the average noise
amount when using the parameters obtained from the analysis in Sect. 5. As
the experimental environment, we perform all experiments with ASRockRack
3U8G+/C621E workstation, CPU is 40-core Intel Xeon Gold 6230 Processor
@ 2.10 GHz (2 threads, 27.5 MB Cache), 262 GB RAM, and the host OS is
Ubuntu 18.04 LTS. As datasets, we adapt Geolife GPS trajectory dataset [20],
and ECML/PKDD 15 taxi trip time prediction dataset [1].
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5.1 Parameter Analysis

In our proposal, we have parameters such as minimum waypoints Θwypt to define
spatial correlation, minimum waypoints Θtraj to define trajectory correlation,
and time interval Θtstp as a waiting time parameter before recalculation. If these
minimum waypoints are too large or too small, our method cannot correctly keep
the intrinsic information of waypoints and trajectories in our method, and clients
cannot control the protection strength properly. Furthermore, the spatial and
temporal correlations vary depending on the people’s movement and the object
they use to move. Therefore, appropriate privacy protection depends on the
time interval in which the client computes the spatio-temporal correlation and
reconfigure the protection strength. This research analyzes the privacy protection
that can be provided by varying the three parameters Θwypt, Θtraj, and Θtstp. To
clearly show the difference in the results depending on the parameter selection
we measure Mean Squared Error (MSE) of the original dataset D and perturbed
one D′ when the parameters variation.

Figures 2. (a) to (f) show the MSE for different spatio-temporal parameters.
The larger the MSE, the more intrinsic information of the waypoints and tra-
jectories in the original data is lost. The range of initial privacy budget is varied
between 1 and 10. As a result, we can see that the optimal range for Θwypt in
Geolife Trajectory is 40 ≤ Θwypt ≤ 60 in Fig. 2.(a) and for Θwypt in Taxi Trip
is 20 ≤ Θwypt ≤ 40 in Fig. 2.(b). The smaller privacy budget ε, the larger the
total amount of added noise. In Fig. 2.(a), the MSE is small even when we set a
very strict privacy budget (ε = 1). However, the coordinates of the clients whose
waypoints are not included in the clusters have moved more than 10 20km in
perturbed data. In short, the query on the collected data is limited to clustering
of locations and trajectories.

Optimal range of Θtraj in Geolife Trajectory is in 40 ≤ Θtraj ≤ 60 in Fig. 2.(c),
Θtraj in Taxi Trip is 40s in Fig. 2.(d). In the trajectory, the distance between
waypoints is separated according to the moving medium. When the number of
trajectories is Θtraj, the length of the trajectory does not exceed 100 m at the tip
l1 and the end ln of an n-length trajectory. Short-length trajectory (the length of
l1 to ln is within 100 m) require real-time data processing. Our LES can handle
data by that speed because we implemented the LES part by using PySpark.
Without a framework for real-time processing, performance of LES must be
overhead about clustering. Also, the trajectory clustering is not only affected
by Minimum Points, but also by other parameters that should be considered
more strictly, such as the angle of the direction of movement and the speed of
movement. This may be the reason for the large scatter in the MSE between
different privacy budgets.

The time interval Θtstp is very different from the other two parameters. The
longer the time interval Θtstp is, the less noise is added. A large number of client
data correlate position and trajectory in physical space in proportion to Θtstp.
Therefore, from the point of view of the nature of differential privacy, it is natural
that the MSE becomes smaller because the amount of data becomes larger and
harder to identify. However, in the Taxi dataset, where clients move around
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Fig. 3. Comparing Boxplot of Noise Amount in Pure LDP, PSD, and DPSD.

a lot due to too long time intervals, the MSE is larger. Lastly, we describe the
differences among the datasets. The parameters of each dataset are very different.
While pedestrians are not restricted by physical objects (buildings and obstacles)
in walking, cars are restricted by geographic feature, speed, traffic rules, and
many other factors. As a result, there is a large difference in the definition
of Θtraj that can reduce the amount of noise added between the Geolife GPS
trajectory data and the ECML/PKDD 15 Taxi Trip Time Prediction dataset.
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5.2 Total Noise Amount

Since the spatial/temporal correlation disappears when the amount of noise is
uniform, it is necessary to measure the addition of non-uniform noise for each
client’s waypoint. We thus measure the utility of DPSD by evaluating whether
the proposed method can adequately reduce the noise amount compared to pure
LDP and PSD. In particular, we compare the case of perturbation by pure LDP
and the case of randomization assuming the optimal parameters in Sect. 5.1.

Figure 3 shows box plots of the noise amount added by each method, and
DPSD has a smaller median value in box plots than the other methods for all
privacy budgets. In all cases where the privacy budget is varied, DPSD has the
smallest noise addition and the longest distribution compared to the other two,
i.e., DPSD has the most noise non-uniformity. This confirms that the proposed
method adds the most non-uniform noise. This is thought to be because DPSD
adjusts the noise amount based on the spatio-temporal correlation. The median
value of DPSD is smaller when the privacy budget is small, and when the pri-
vacy budget is large, DPSD has the same amount of noise as LDP and PSD.
When the privacy budget is small (when privacy is strongly protected), the noise
distribution is most non-uniform. On the other hands, when the privacy budget
is large (when privacy is weakly protected), the noise in DPSD is as uniform as
in Pure LDP and PSD.

6 Conclusion

In this paper, we proposed DPSD within the LDP to achieve both privacy pro-
tection and data utility preservation. We showed that the privacy budget is
appropriately decomposed based on the spatio-temporal correlation and that
the LDP is satisfied in a distributedly by decomposing and setting the privacy
budget to each region.

There are two future works: (1) evaluation of the accuracy of privacy bud-
get composition, (2) assumption about LES, and (3) support for out-of-cluster
trajectory data. First, regarding (1), if a client performs too much DPSD over
LDP, the decomposed privacy budget may not satisfy the appropriate value due
to overflow or underflow of the decimal calculation. In order to grasp the limits
of our proposal, it is necessary to compose the privacy budgets of each client and
evaluate the accuracy of composition. As for (2), our proposed method assumes
a trusted third-party such as device manufacturers or a telecommunication com-
panies to set a privacy budget. Even in Intel SGX and AMD SEV, which protect
privacy at the hardware level, the manufacturer is assumed to be trusted [18],
and clients using communication devices can be said to have a certain level of
trust in the manufacturer or telecommunication company. However, in LDP, it
is preferable not to provide a data and privacy budget to a third party because
if the device manufacturer or carrier has malicious intentions, it may lead to a
privacy exposure. Regarding the last future work (3), we applied a large amount
of noise to trajectory data that has no temporal or spatial correlation, as it has
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little intrinsic information value. However, there are a few cases where trajecto-
ries that do not resemble other trajectories have value. For example, trajectory
data that are outliers may be useful in the design of deviant behavior and evac-
uation routes [17]. As future work, we will extend and reexamine the proposed
method to solve the above three problems.
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Abstract. With the continuous improvement of various high-performance com-
puting systems, various data centers had also been fully expanded. Energy con-
sumption and actual performance measurement were very important indicators,
which were also key issues in how to judge parallel calls for some tasks in high-
performance computer systems. Modern processors were basically equipped with
software control functions such as DVFS (Dynamic Voltage Frequency Scaling),
in the actual system operation to ensure that the system could ensure the rea-
sonable operation of the system while reducing energy consumption indicators.
This paper considered how the designed scheduling algorithm first divides tasks
reasonably to ensure that the maximum completion time and energy consumption
of the processor were sufficiently reduced when the directed acyclic graph was
executed. Then considered making reasonable adjustments to the processor fre-
quency usingDVFS technology to adapt to the task while ensuring the critical path
of the task. At the end of the article, make sure that the experimental verification
algorithm could ensure that the task was completed and could reduce the energy
consumption during task execution as much as possible.

Keywords: Slacking phase · DVFS technique · Low-energy-consumption ·
Parallel applications · Task classification

1 Introduction

The current survey could be named that the actual operation of modern processors had
a large amount of energy consumption that cannot be ignored, which had become a
key direction that must be paid attention to in high-performance distributed computing
systems. A recent study showed that nearly 2% of the global energy was consumed by
data centers [1]. Such huge consumption could be attributed to multiple levels, such as
the rapid spread of distributed computing platforms, the rapid development of computer
cloud. In addition, previous studies had shown that about 52% of data center energy was
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consumed by the actual operation of computing system servers, while the corresponding
supported systems consume a lot of energy [2].

The computer center must strike a balance between energy consumption and per-
formance, thereby reducing completion time and energy consumption while improving
throughput. Therefore, reducing energy consumption was essential to ensure the future
sustainable growth of the computing research center. The performance metrics and oper-
ational consumption of various servers andAC networks in data centers could be directly
affected by the higher priority parallel applications designed and developed [3, 4].

At the same time, the processor of the computer center basically supported the appli-
cation of DVFS technology. Moreover, since today ‘s data center processors basically
had voltage regulators, the voltage of various frequencies could be easily switched in
actual operation, which made the voltage switching in actual operation low consump-
tion and low working hours [5, 6]. This also made the current various different areas the
server could be relatively simple to take the DVFS strategy. This provided a prerequisite
for reasonable and efficient task scheduling.

DVFS technology could also be applied to a variety of different domain models
such as cloud computing distributed computing platform, virtual machine scheduling,
high performance computing communication phase [7–9]. For different task models,
there were also commonly used prediction algorithms and energy-aware scheduling
algorithms [10]. At the same time, through cooperation with users as a certain basis,
in the basic environment of ensuring service level agreement negotiation [11, 12], it
could also achieve a balance between the relative maximum completion time of tasks
and different energy consumption [13, 14].

And variety of processor models adjusted different voltage frequencies and adopted
corresponding reasonable operation methods, which could more easily adapt to these
different applications subject to parallel priority constraints [15–17]. In addition, the
corresponding tasks for tasks could be distinguished to divide the server, allocate the
idle time period and reasonably realize the scaling of voltage frequency [18].

Effective low power DVFS algorithm for heterogeneous multicore tasks Processing
characteristics played a key role and could reasonably reduce system power Consump-
tion, improve the overall performance of the system. How to implement in heteroge-
neous multi-core systems Now reasonable low power algorithm to achieve the purpose
of reducing system power consumption. Become the main direction of current research
[18–20].

The main structure of this paper was as follows: The second part introduces the
DVFS usage strategy; the third part mainly analyzed the system model; the fourth part
described the specific algorithm implementation strategy of DVFS for task scheduling.
The fifth part of the experimental setup and results; the sixth section drew a conclusion.

2 DVFS Strategy and Task Partition

DVFS technology was achieved by dynamically changing voltage and frequency. The
purpose of saving electricity. From the processor dynamic power consumption model
could be seen. Reducing the power supply voltage and clock frequency of the chip could
reduce the system [21]. Dynamic power consumption. DVFS technology includes both
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voltage and frequency tuning. Whole Voltage adjustment was achieved by a regulator
(DC-DC), and Frequency adjustment was realized by programmable clock generator,
but there was Some systems only realize voltage regulation (DVFS) or frequency reg-
ulation (DVFS). Now the regulator had been implemented Integrated in the processor
chip, greatly reduced the voltage conversion time and Power consumption promotes the
development of DVFS technology. For multinuclear System, DVFS could be divided
into global DVFS and single-core DVFS. By The task model in the system was some-
times known and sometimes unknown [22]. Prediction algorithms were often used for
unknown taskmodels and for known tasks Energy-aware scheduling algorithmwas often
used in the model [23].

Fig. 1. Operational framework

Firstly, in order to reasonably reduce communication energy and increase throughput,
the technology of minimizing and eliminating the expensive communication overhead in
the process of data transmission between tasks by assigning tasks to the sameprocessor. If
applied correctly, the technology could reduce themaximumcompletion time and energy
consumption, maximize throughput and minimize the number of active processors for
task scheduling (Fig. 1).

At the same time,the communication cost berween processors assigned to tasks in
communication was prevented by creating data regions.For DAG with larger CCR, this
technology could more effectively reduce the maximum completion time and energy
consumption and to meet maximum completion time,throughput and energy constraints
[24].Task clustering reduced task completion time by zeroing the edge of high com-
munication time and appropriate strategies [25].Task replication reduced communica-
tion overhead by reducing the allocation of certain tasks to multiple proceisors,thereby
reducing energy consumption [27-29]The proposed approaches can also be used in
data-intensive applications [29–31] and security-aware applications [32–34].

3 System Model

3.1 Processor Model

This paper set the server to P, and the chip of the processor was integrated with a
voltage stabilizer. It supported DVFS strategy and could freely adjust different voltage
frequencies. The voltage of the processor was defined as V, and the clock frequency
was defined as f . It ensured that the clock frequency of the processor always has a level
corresponding to the power supply voltage. In addition, for the adjustment of voltage
frequency in this paper, λ was designed as the scaling factor of processor frequency,
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which was the ratio of the theoretical maximum frequency of the processor to the current
frequency in the real-time operation of the processor.

This paper converts the scheduled task set into a DAG graph reasonably. In order to
ensure the completion time of the task, the critical path and non-critical path of the task
were determined first before scheduling. The critical path of the scheduled task graph
was used as the execution time of the task from the earliest task to the last task and the
time slot set of data exchange. After confirming the completion time of the task, the
scheduling algorithm would not consider scaling the corresponding voltage frequency
of the tasks on the critical path to ensure the completion of the task. At the same time, the
scaling of the corresponding processor voltage frequency would be applied to the tasks
on the non-critical path in the task scheduling graph. Adjusting the voltage frequency of
these tasks proportionally reduces energy consumption.

3.2 Power Model

The power consumption of the processor was related to the running mode of the pro-
cessor. For a single processor unit, there were generally three operating modes: Active
Mode, Idle Mode and Sleep Mode. Working mode means that the processor is currently
executing a task. The overall processor power consumption considered in this paper
consists of three parts, namely dynamic power consumption, static power consumption
and inherent power consumption. The overall total power consumption was defined as
Ptotal . And used Pdynamic to represent dynamic power consumption, Pstatic to represent
static power consumption, and Pon to represent inherent power consumption.

Ptotal = Pdynamic + Pstatic + Pon (1)

Pdynamic = a × C × f × V 2 (2)

Pstatic = I × V (3)

where a was the switching coefficient of the gate circuit, C was the equivalent load
capacitance, f was the clock frequency, V was the power supply voltage, and I was the
leakage current. Dynamic power consumption was caused by circuit state switching.

In the normal task scheduling process, it could be found that the static energy con-
sumption of the processor in a relatively static state was much weaker than the dynamic
energy consumption generated in the actual running state of the processor, so the static
power consumption of the task would not be considered in this paper. At the same time,
this paper preferentially determines that when the processor adjusted the use mode of
the processor to the idle mode due to the idle task, the voltage frequency of the proces-
sor maintains a relatively low state to ensure the reduction of task energy consumption,
and the idle time period under the task running state was less than the running time
period. This paper also mainly considered the reduction of energy consumption during
the operation of the processor. Therefore, the main control of energy consumption in this
paper focused on dynamic power consumption Pdynamic, and the optimization method
of inherent power consumption Pon was not considered. Therefore:

Ptotal = Pstatic = k × V 2 · f (4)
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In the above equation, K was the operating constant used in the processor running
device, and V was the voltage level of the power supply, which could be further deduced.

V = β · f (5)

In the above equation, β was a constant that runs during the actual scheduling of the
processor. The processor power consumption considered in this paper is the energy con-
sumption generated during the task scheduling process and execution process. Therefore,
the overall energy consumption of this paper could be regarded as Enew= Ptotal ·Δt.

3.3 Task Model

In this paper, the task scheduling graph and related datawould be reasonably transformed
into DAG, so as to determine the task dependency and scheduling, simply expressed as G
(T, D). Where T was composed of a set of tasks in the processor, and D was composed
of a set of directed edges between tasks in the processor. For all tasks in the overall
DAG graph ∀ti ∈ T were part of each node of the DAG in the running algorithm. At
the same time, each task was running on different processor systems, thus dij ∈ D was
used to determine the priority relationship between tasks and determine the prerequisite
constraints of the edge. Indicates that tasks ti and tj were separated and satisfies the
condition that tj must start running after task ti. In addition, suc(ti) was used to represent
the successor set of task ti, , and pre(ti) was used to represent the predecessor set of task
ti. No previous task enters the processor and starts to run, which was regarded as task
(tentry). No subsequent task would exit and run on the processor, which is regarded as
task (texit). At the same time, since the task would run on one or more processors, only
when all task inputs are determined to be ready, the task began to execute, resulting in
corresponding output results.

4 Efficient Energy Scheduling Algorithm

After the task was divided reasonably, it was necessary to determine the critical path and
non-critical path to further reduce the energy consumption of the processor. Determine
themaximum completion time by considering the critical path on the DAG as the longest
path from task start to task end. It consisted of a set of tasks, which itself determines the
maximum completion time of the task. When the delay occurs, the corresponding entire
task framework would be delayed together with this. Therefore, whose LST was equal
to their EST, it constitutes a key path.
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Algorithm slack time ()

1. Confirm idle slots for tasks based on the completion time of each task 

2. Calculate EST (ti), EFT (ti), LST (ti), LFT (ti) 

3. end for 

4. For each task ti in sort do 

5. Calculate Slack time of ti

6. if Slack time task ti = 0 then  

7. Add task ti to Critical Path List      end if  

8. else 

9. Add task ti to Non-Critical Path List 

10. end if 

11.  end for  

The non-critical tasks in DAG had corresponding relaxation time. Slack time is the
amount of time that delays the start of an activity without delaying completion time. The
key task in the whole DAG was not to consider any slack time, and the corresponding
non-critical tasks generally had slack time. For each task, calculated the relaxation time
by the following equation:

ti = LST (ti) − EST (ti) or LST (ti) − EST (ti) (6)

Specific time data for tasks should be derived from the following equation:

EST (ti) =
{

0 Ifpre(ti) = ϕ

MAX (EFT (ti),MAX (EFT (tk) + (dki))) Otherwise

}
(7)

The earliest completion time EFT of the task could be derived from the following
equation by calculating the EST value:

EFT (ti) = EST (ti) + et(ti, pm) (8)

At the same time, the value of the final completion time (LFT) should be calculated.
It was worth calculating that the task was completed from the last task to the end of the
first task, which should be obtained by the following equation: dik

LFT (ti) =
{

EFT (ti)ormakespan EFT (ti)ormakespan
MIN (LST (ti),MIN (LST (tk) + (dik))) Otherwise

}
(9)

Correspondingly, the task ’ s recent start time (LST) could be calculated by the
following equation:

LST (ti) = LFT (ti) − et(ti, pm) (10)

After confirming the need to use DVFS technology to adjust the voltage/frequency
task and the idle period of the task, it was necessary to determine the reasonable adjust-
ment range of voltage/frequency and confirm the ideal voltage frequency f’n as much
as possible.
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The key path and non-key path were classified in different ways. The processor
performs the key task, and the frequency was amplified to the highest level. Priority
was given to ensuring that the key task was not delayed so as to avoid affecting the
subsequent task progress. When facing the non-key task, the voltage/frequency level
should be adjusted to fn:

fn = freqhighest ×
et

(
ti,PM

(
vhighest, fhighest

))
slack time for task ti

(11)

It could be determined from the above that the actual running time of some tasks
could be adjusted and the voltage frequency could be reasonably adjustedwithin a certain
range. In addition, the specific allocation of idle time periods for tasks did not take into
account the idle time periods of task scheduling and processor frequency adjustment,
but adjusts the task allocation in idle time.

The algorithm in this paper gave priority to the energy consumption of the task
under the precondition of ensuring that the performance of the task scheduling cycle is
satisfied. The main task would be arranged in advance of the task classification, through
reasonable methods such as task clustering, task replication, so that the task before the
corresponding module to run. Then, the tasks on the DAG were divided, the tasks that
could be adjusted by DVFS technology were confirmed, and the idle time of the tasks
was determined, and a reasonable scheduling scheme is realized.

5 Experimental Results and Discussion

The algorithm proposed in this paper will be tested in the following. In this experiment,
because specific tasks could not be identified in advance, priority needs to be given.
Since there were many situations that need to be considered for the random generation
of graphs, this experiment would determine some different situations from several basic
characteristics of DAG graphs, including the specific number of tasks in the DAG graph,
the communication computation ratio CCR (which was the ratio between the average
communication time and the average computation time of the application DAG) and the
level number of the application DAG.

In this simulation experiment, we would mainly consider the different number of
tasks, and set it from 30 tasks to 150 tasks. At the same time, we would consider the
ratio of different CCR changes, and set it from CCR = 0.1 to 1 and even to 5. Generally
speaking, for CCR = 5 and CCR = 0.1, it was an analysis that could clearly determine
the different situations of the calculation-intensive DAG graph and the peer-intensive
DAG graph. In order to carry out the corresponding simulation experiment, would use
Lenovo ‘ s y7000Pmodel computer running, using Intel Courier i7 11800CPU, 2.3GHz,
eight cores, 16 GB memory running, through the calculation simulation tool MATLAB
R2020b to simulate multiple data centers for experiments, while ensuring that these
simulated processor types supported the use of DVFS technology. Simulation compares
the proposed algorithm with other algorithms, namely RASD, HEFT.

The results were shown in Fig. 2. For the analysis of a graph sample, the algorithm
proposed in this paper was under sufficient constraint conditions, in the environment of
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Fig. 2. Comparison of makespan between devised method and RASD, HEFT for CCR = 0.1

Fig. 3. Comparison of makespan between devised method and RASD, HEFT for CCR = 1

Fig. 4. Comparison of makespan between devised method and RASD, HEFT for CCR = 5

CCR= 0.1, and in the face of the DAG graph generated under different numbers of con-
ditions, the overall makespan value was basically smaller than that of other algorithms.
Through the following Fig. 3 and 4, it could be concluded that the overall advantage
still exists when the CCR value reached 1 and 5. However, when the number of tasks in
the DAG graph continues to rise backward and the CCR value continues to increase, the
overall completion time was also significantly increased.

At the same time, with the number of tasks reaching 200 and beyond, the algorithm
proposed in this paper would increase significantly. But with CCRworth changing, DAG
applications, both computationally and communicationally intensive, still performed
well.
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6 Conclusion and Future Work

This paper considered the design of a reasonable algorithm to adapt to the data center
composed of processors that support the use of DVFS technology through the volt-
age/frequency adjustment of processors. It could meet the constraints as much as possi-
ble through task replication and cluster strategy, and design a reasonable task planning in
advance. At the same time, in the process of actual scheduling of tasks, it was necessary
to ensure the rapid division of different types of tasks, and determine the idle time period
of tasks to make reasonable adjustments to reduce energy consumption.

The future work outlook and how to adapt to more complex different types of DAG
graphs. Under the premise of meeting the constraints, while facing more tasks in the
task model, how to adapt, improve the efficiency of task completion, and reduced energy
consumption as much as possible. For example, a model was proposed in some practical
application samples to alleviate the energy consumption in task scheduling of different
components.
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Abstract. With the rapid development of the software industry, the number of
requirements included in the software is also increasing . In particular, in a com-
plex software system such as an avionics software system, dozens of subsystems
are usually included, and each subsystem includes hundreds of requirements, so
the entire software system will include thousands of requirements. Furthermore,
during software development, requirements will undergo frequent changes. When
the number of requirements is huge and there aremany people from different back-
grounds participating in requirements development, it is easy to duplicate require-
ments. Therefore, in order to prevent redundant development, in the requirements
analysis stage, requirements analysts usually need to detect all duplicate require-
ments in the requirements document and eliminate them, thereby improving the
quality of software requirements and saving software development costs. How-
ever, when the number of requests is large, manually detecting duplicate requests
can be a time-consuming and error-prone task. Aiming at this problem, this paper
studies the method of duplicate requirements detection in English requirements.

Keywords: Duplicate Requirement · Detection Method · Avionics software
Requirement · Requirement Engineering

1 Introduction

Requirement Engineering (RE) refers to a research field that studies how to use effective
methods and techniques to help users analyze requirements and clarify all the charac-
teristics that the system needs to have. Currently, requirements engineering has been
considered by most people as an important success factor in software development [1].
The main purpose of this stage is to check out the errors in the requirements docu-
ment, and correct all errors in time to ensure that the subsequent software development
will not be affected, resulting in problems such as project overdue, over budget, and
failure to meet user needs. In addition, in the process of requirement analysis, detecting
duplicate requirements in requirement documents can further improve software reusabil-
ity and save development costs [2–4]. Therefore, duplicate requirement detection is an
important task in requirement engineering.
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2 Related Work

With the rapid development of computer capability [5–7] and network techniques [8–
10], software development becomes more and more important. New big data [11–13]
processing algorithms [14–16] and machine learning techniques [17–20] have greatly
reduced the cost of software development costs. As a basic problem in requirements
engineering, duplicate requirement detection is of great significance for improving the
quality of software requirements. Scholars at home and abroad have carried out many
studies on this issue, and obtained many research valuable results.

Dag et al. [21–23] first proposed to use some common methods in the field of
information retrieval to calculate the similarity of requirements, and judge whether the
requirements are repeated according to it. The method first calculates the similarity
coefficient between requirements according to the number of the samewords in different
requirements. Among them, the commonly used similarity coefficients mainly include
cosine coefficient [24], Dice coefficient and Jaccard coefficient [25].

Hayes et al. [26] proposed a requirement similarity calculation method based on
Term Frequency-Inverse Document Frequency (TF-IDF), and proposed a combination
calculation method of TF-IDF and the thesaurus dictionary. D. FALESSI et al. [27–29]
developed a tool (Proactive Reuse OpportUnity Discovery, PROUD) based on natu-
ral language processing technology, and proposed a requirement similarity calculation
method. Manel Mezghani [30] et al. developed a tool, SEMIOS, based on K-means
clustering algorithm, which can detect duplicate requirement.

To sum up, for the previous research on repeated requirement detection, most of the
methods proposed by researchers are based on the co-occurrence frequency of words in
different requirements. These methods only consider the similarity of words in require-
ments, and do not consider the similarity of word order and syntax in requirements, so
there are limitations. Aiming at this problem, this paper proposes a method that consid-
ers the features of lexical, syntactic and semantic aspects to calculate the similarity of
requirements and combines support vector machine to detect repeated requirements. In
addition, with the development of deep learning technology, many valuable results have
been achieved in the field of natural language processing. Therefore, this paper explores
and proposes a deep learning-based model for repetitive requirement detection.

3 Duplicate Requirement Detection Based on Multi-feature Fusion

3.1 Detection Method

This chapter not only considers the similarity features of different requirement sentences
at the lexical level, but also extracts multiple similarity features at the syntactic and
semantic levels. Then, use all the extracted features together as an overall measure of
requirement similarity. In order to realize the detection of repeated requirements, this
paper first calculates the similarity features of each sample at the lexical level, syntactic
level and semantic level on the training set, and obtains the feature vector corresponding
to the sample. Then, the feature vector corresponding to each sample is input into the
SVM for training. Considering that the main purpose of this paper is to detect duplicate
requirements, the two categories output by the classifier are duplicate requirement pairs
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and irrelevant requirement pairs. Finally, when the training process is completed, SVM
can be used to predict whether the input requirement pair is a duplicate requirement pair
or an irrelevant requirement pair, so as to realize the detection of duplicate requirement.

3.2 Data Collection and Processing

At present, most of the requirements engineering researches use unpublished require-
ments data to conduct experiments, which also makes it impossible for other researchers
to reproduce relevant experiments and obtain corresponding results. To solve this prob-
lem, Ferrari [31] et al. collected and organized a public requirement dataset PURE
(PUblic REquirements dataset) from the Internet. The dataset contains 79 requirements
documents described in natural language, with a total of 34268 sentences in these docu-
ments. The author reviewed all requirements documents and added some identification to
each requirement document, including name, subject, format, number of pages, number
of pictures or tables, etc. At the same time, the author exposes the requirement dataset on
his website, and displays the identification information of each requirement document
in the form of a table.

Since the author did not annotate the requirement data in PURE, this paper needs to
annotate the data to construct a dataset suitable for repeated requirement detection tasks.
The process of constructing the dataset in this paper is as follows:

(1) First, download all the XML format requirement documents in PURE, and select
24 requirement documents with relatively standardized language description. At
the same time, 2560 requirement statements are extracted from the XML format
document according to the rules.

(2) Then, this paper filters out the semantically repeated requirement pairs and the
semantically irrelevant requirement pairs from the requirement sentences, and sets
the corresponding tags for them. When annotating data in this paper, the samples
with semantically repeated demand pairs are regarded as positive samples, and the
corresponding label is 1; the semantically irrelevant demand pairs are regarded as
negative samples, and the corresponding label is 0.

(3) Finally, after analysis and screening, this paper extracts a total of 102 positive
samples and 1240 negative samples from PURE.

If only these data are used to construct a repeated demand detection data set, the
proportion of positive and negative samples contained in the data set will be extremely
unbalanced, which will affect the experimental evaluation results and lead to inaccurate
evaluation indicators. Therefore, this paper considers increasing the number of positive
samples through data augmentation. Data augmentation is a commonly used method in
natural language processing, and data augmentation methods can generally be divided
into methods based on text generation and methods based on word replacement. These
two data augmentation methods essentially use various techniques to obtain text with the
same semantics as the original text. At the same time, this paper attempts to use word
replacement and back translation to generate demand pairs with the same semantics,
and compares the data generated by different data enhancement methods. Therefore,
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this paper uses back translation to construct 1138 positive samples. The specific process
of constructing positive samples is as follows:

(1) First, in each requirement document, about half of the requirements are selected,
and a total of 1138 requirements are extracted.

(2) Second, after obtaining the requirements described in other languages by machine
translation,machine translation is used again to translate the requirements expressed
in other languages into English requirements. Since themachine translation effect is
not guaranteed to be completely correct, the back-translation results will be checked
and corrected manually, and the corrected results and the original requirements will
form a positive sample.

(3) Finally, this paper constructs a repetitive demand detection task dataset containing
2480 samples, of which there are 1240 positive and negative samples. The data sam-
ple format of the positive and negative samples in the duplicate demand detection
task data set is shown in Table 1 below:

Table 1. Positive and negative sample data samples in the duplicate demand detection data set

Type Content Label

Positive sample A system administrator shall have unrestricted access to all aspects
of the system

1

The system administrator will have all access authorities of the
system

Negative sample A system administrator shall have unrestricted access to all aspects
of the system

0

All systems and application source code shall be available to or on
the systems that execute it

3.3 Evaluation Indicators

This section mainly introduces the evaluation metrics used in the experiments of the
duplicate demand detection method. Since the duplicate requirement detection problem
is a classification problem, this paper considers the accuracy and F1 value as performance
metrics to evaluate the method proposed in this paper.

The sample set constructed in this paper contains two categories of samples, namely
positive samples and negative samples. At this point, the relationship between the results
predicted by the model and the real situation will appear in four cases. The first case
is that the result predicted by the model based on the input sample is the same as the
real sample and both are positive examples. In this case, this situation is called True
Positive (TP). The second case is also that the prediction result is consistent with the
real situation, but both are negative examples, and the situation at this time is called
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True Negative (TN). The third situation is that the predicted result is different from the
real situation, and the predicted result at this time is a negative example, but the real
situation is a positive example, so it is called a false negative (False Negative, FN). The
last case is predicted as a positive example, but the real situation is a negative example,
this situation is also called false positive (False Positive, FP). According to the above
analysis, it is not difficult to draw the confusion table shown in Table 2.

Table 2. Confusion table

Reality Predict result

Positive Negative

Positive TP FN

Negative FP TN

According to the above table, the indicators used in this paper can be further obtained.
Among them, the calculation formula of the accuracy rate (Accuracy) is shown in the
following formula (1)

Accuracy = TP + TN

TP + TN + FP + FN
(1)

The F1 value is determined by the precision and recall. Among them, the precision
rate and recall rate can be calculated according to formulas (2) and (3):

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

The F1 value can be calculated according to formula (4):

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)

3.4 Experimental Method

In order to further evaluate the method in this chapter, this paper divides the constructed
duplicate requirement detection task dataset into ten parts, seven of which are used for
training, and the remaining three are used for testing. Therefore, the training set used
in this experiment contains 1736 samples, and the test set contains 744 samples. At the
same time, this paper sets the ratio of positive samples and negative samples in the data
of the two sets to 1:1.

During training, this paper firstly input all the features extracted from the lexical level,
syntactic level and semantic level of the required sentence as the original feature input
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to the classifier. Then, in the process of parameter setting of SVM, this paper uses the
accuracy rate as the scoring standard, and uses grid search and ten-fold cross-validation
for parameter selection, and the final penalty coefficient C is 0.9.

In the experiment process, we will first use the calculation method proposed in this
chapter to extract multiple similarity features from the lexical level, syntactic level and
semantic level. Among them, the lexical level extracts three similarity features of word
form, word frequency and word order, and the syntactic level extracts the semantic sim-
ilarity features of three syntactic topics, namely, syntactic structure similarity, sentence
subject, predicate and direct object. At the semantic level, TF-IDF is used to calculate
the semantic similarity features of all words in the sentence.

When all features are extracted, combine them into a feature vector. Then, take these
vectors as training data for the SVM and train it. Finally, the input is predicted according
to the trained classifier, and the prediction results corresponding to all samples in the
test set are counted. Calculate the accuracy rate and F1 value according to the real labels
corresponding to the samples, and use them as the evaluation criteria for the repeated
demand detection method based on multi-feature fusion proposed in this chapter.

At the same time, this experiment uses the VSM-based demand similarity calcu-
lation method proposed in [28] as the baseline model. Then, it is compared with the
multi-feature fusion method proposed in this chapter. When testing the baseline model,
this paper first calculates the similarity between each requirement pair in the test set
sample based on the model. Then, by setting a certain threshold, the similarity of the
two requirements is compared to it. If the similarity between the two requirements in the
sample exceeds this threshold, the input requirement pair will be classified as a dupli-
cate requirement pair; otherwise, it is classified as an unrelated requirement pair. Finally,
calculate the accuracy and F1 value obtained by the model on the test set under different
similarity thresholds, and compare the highest accuracy and F1 value obtained with the
method proposed in this chapter.

3.5 Experimental Results and Analysis

According to the experimental method introduced in the previous section, the experi-
mental results shown in Table 3 are further obtained:

Table 3. Experimental results

Model Accuracy F1

VSM 60.3 67.8

Methods in this chapter 67.5 72.4

According to the experimental results, it can be seen that the method based on the
combination of multi-feature and SVM proposed in this paper achieves higher accuracy
and F1 value than the method based on the VSM model proposed in the literature [28],
which is increased by 4.6% and 7.2% respectively. This further shows that the method
proposed in this chapter can achieve good results in repeated requirement detection. This
paper analyzes that the reason why themethod based onmulti-feature fusion proposed in
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this chapter can achieve higher accuracy is that it can obtainmore semantic information in
the demand sentence, including lexical, syntactic and semantic information. However,
the method based on VSM only considers the co-occurrence frequency of words in
different requirements, and can obtain the semantic information taken is relatively small,
so the accuracy rate is not high. For example, for some requirements with complex
syntactic structure, the method based on the VSM model cannot obtain the similarity
at the level of syntactic structure. The method based on multi-feature fusion can obtain
a certain similarity of syntactic structure, thereby improving the accuracy of repeated
demand detection.

4 Duplicate Demand Detection Based on Deep Learning

4.1 Model Structure

This section proposes a duplicate requirement detection model based on BERT and
Tree-LSTM. The model adopts the Siamese network architecture in the architecture.
The structure of the model is generally composed of four layers: input layer, encoding
layer, feature fusion layer and classification layer. The architecture diagram of thismodel
is shown in Fig. 1. The specific content of each level is described below:

Fig. 1. Risk index calculation
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(1) Input layer
Because BERT has strong language representation ability, this model uses the

BERT model in the input layer to obtain the word vector representation of each
word in the input demand sentence.

(2) Coding layer
Tree-LSTM is a tree-shaped long short-term memory network that can extract

rich syntactic structure features, so thismodel usesTree-LSTMin the coding layer to
obtain the corresponding syntactic structure features. In the encoding process, first,
the dependency syntax analysis is used to construct the corresponding dependency
syntax tree. Then, a Child-Sum Tree-LSTM is used to represent the dependency
syntax tree. Finally, after the Tree-LSTMmodel is calculated, the hidden state value
of the root node is taken as the demand feature vector output by the encoding layer.

(3) Feature fusion layer
Assume that the inputs are the requirements R1 and R2, and the feature vectors

obtained after the encoding layer are h1 and h2, respectively. In this paper, we
consider the distance and angle of h1 and h2 as new features, and concatenate them
with h1 and h2 to form a new feature vector ho. This process can be represented by
the following Eqs. (5) to (6):

hd = h1 � h2 (5)

ha = |h1 − h2| (6)

h0 = (h1, h2, ha, hd ) (7)

(4) Classification layer
The classification layer is composedof amulti-layer feedforwardneural network

and Softmax function. When classifying, the vector obtained by the previous layer
is first used as the input of the feedforward network. Then, the output is normalized
by the Softmax function, and the predicted classification probability of the demand
pair is obtained, thereby realizing the repeated demand detection.

(5) Loss function
During the training process, this paper sets the repeated demand pair sample

label to 1 and treats it as a positive sample. At the same time, set the sample label of
irrelevant requirements to 0, and treat it as a negative sample. Therefore, this paper
defines the loss function of the model as the cross entropy function, which can be
expressed by the following formula (8):

L = − 1

N

∑N

i=1
yilog yi

∧ + (1 − yi)log(1 − yi
∧

) (8)

Among them, yi is the label of the ith sample, and yi
∧

is the prediction result of
the model for the ith sample. In the model training process, by optimizing the cross-
entropy loss function, the model will make the probability of positive samples predicted
as repeated demand pairs close to 1, and the probability of negative samples predicted
as irrelevant demand pairs tends to 0, thereby improving the accuracy of the model. To
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sum up, for a given demand R1 and R2, the process of this model predicting whether
the demand R1 and R2 is a repeated demand is as follows: First, R1 and R2 are respec-
tively input into the BERT model, and the word vector representation of all the words
in the required sentence is obtained. Secondly, use the dependency syntax analysis to
construct the corresponding dependency syntax tree, and construct the corresponding
Tree-LSTM according to the dependency syntax tree. Then, the word vector of the word
corresponding to each node in the dependency tree is used as the input of each unit in
the Tree-LSTM. After the Tree-LSTM model is calculated, the hidden states h1 and h2
corresponding to the root node are taken as the features of R1 and R2 respectively vector
representation. At the same time, according to formula (5) and formula (6), the distance
and angle between h1 and h2 are calculated respectively, and they are combined as new
features with h1 and h2 as a new feature vector ho. Finally, take ho as the input of the
feedforward network and combine the Softmax function to normalize the output of the
feedforward neural network to output the classification result of the demand pair.

4.2 Dataset

This chapter uses the requirements dataset introduced in the previous chapter for the
repetitive requirements detection task for the experimental evaluation. The dataset con-
tains a total of 2480 samples, including 1240 positive and negative samples. At the same
time, the data in the dataset is equally divided into ten parts, each containing 248 sam-
ples. Then, based on these data, a training set and a test set are constructed. Among them,
the training set accounts for seven tenths, that is, contains 1736 samples. At this point,
the remaining samples constitute the test set, which contains 744 samples. In addition,
this paper sets the ratio of positive and negative samples in both parts to 1:1.

4.3 Experimental Method

During the experiment, the model adopts the parameters shown in Table 4:

Table 4. Model training parameter setting table

Parameter Value

BERT version BERT-base-uncased

Word vector dimension 768

Learning rate 5e−5

Batch_size 8

Epoch 10

Dropout 0.4

Loss function Cross entropy

Optimization Adam
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The two models selected in this paper for comparison are Tree-LSTM [33] and
BERT-Avg [32]. The experimental process of these two models is briefly described
below:

(1) The Tree-LSTM model first obtains a word vector with a fixed dimension of 300
dimensions through theGlove [34]model, and then inputs the generatedword vector
into the Tree-LSTM for calculation, and obtains the feature vector representation of
the demand statement. Next, the feature fusion proposed in this chapter is performed
on the two feature vectors. Finally, the fused feature vector is used as the input of the
multi-layer feed-forward neural network and the output of the feed-forward neural
network is normalized by Softmax function to obtain final classification result.

(2) The BERT-Avgmodel first generates the word vector representation of all the words
in the input requirement according to the BERTmodel, and sums and averages them
to obtain the feature vector representation of the requirement sentence. Then, feature
vectors are generated using the same feature fusion method as in the model in this
chapter. At the same time, the feature vector is input into the same classification
layer to get the final classification result.

4.4 Experimental Results and Analysis

According to the experimental method in the previous section, the experimental results
shown in Table 5 are obtained in this paper:

Table 5 Experimental Results

Model Accuracy F1

Tree-LSTM 68.2 80.1

BERT-Avg 69.3 82.4

Our Model 75.1 87.6

As can be seen from Table 5 above, the BERT-Avg model is slightly better than
the Tree-LSTM in the repetitive demand detection task, and the accuracy and F1 value
are increased by 1.1% and 2.3% respectively, which also shows that the BERT model
has better performance. Strong language representation ability. At the same time, the
model in this chapter achieves better results than the BERT-Avg model in the detection
of repeated requirements. Among them, the accuracy and F1 value are improved by
5.8% and 5.2% respectively compared with the BERT-Avg model. The results also
show that the model can achieve good results in repeated demand detection. This paper
analyzes that this model can achieve better results mainly because this model integrates
the respective advantages of the other twomodels, and captures richer syntactic structure
information while acquiring rich semantics. Therefore, when this model predicts the
relationship between some demand pairs with complex syntactic structure and a large
number of words, The feature vector of the demand statement obtained by this model at
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the coding layer can contain richer semantics, which can improve the accuracy and F1
value of the model.

The main research work of this paper is as follows:

(1) The method of duplicate demand detection based onmulti-feature fusion is studied.
Among the current duplicate requirement detection methods, most of the methods
calculate the semantic similarity of requirements based on the co-occurrence fre-
quency of words in different requirements, and then judge whether they are dupli-
cated according to the semantic similarity between different requirements. Since
the overall meaning of requirements includes many aspects such as lexical, syntac-
tic, and semantic aspects, the previous detection methods for repeated requirements
only consider the co-occurrence frequency of words in requirements from the per-
spective of statistical theory, which has certain limitations. Therefore, this paper
considers the similarity features of multiple aspects in the lexical layer, syntactic
layer and semantic layer, and combines SVM to predict whether the demand pair
is repeated and realizes the detection of repeated demand.

(2) Research on the duplicate demand detection model based on deep learning

Compared with traditional feature engineering, the neural network model can more
easily extract the semantic features of each dimension of the sentence and obtain richer
semantic information. Therefore, based on the technology of neural network and deep
learning, this paper proposes a repeated demand detection model combining BERT and
Tree-LSTM, and through experiments, it is verified that the model can achieve good
results in repeated demand detection.

5 Conclusion

Duplicate requirement detection is a basic task in requirement analysis, which is ben-
eficial to reduce redundant development, save software development cost and improve
software requirement quality. With the rapid development of the software industry, the
number of requirements contained in the software is also increasing. At this time, the
requirement analyst will consume a lot of energy and be prone to errors in the process
of repeated requirement detection, which will affect subsequent software development.
Therefore, this paper summarized the duplicate demand detection methods proposed by
the predecessors and combined natural language processing and deep learning methods
to propose two different duplicate demand detection methods. At the same time, this
paper designed and implemented a duplicate demand detection system, which can assist
humans to quickly and accurately complete the repetitive demand detection task.
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Abstract. Mediation analysis was concerned with the decomposition of the total
effect of exposure on the outcome into the indirect effects and the remaining indi-
rect effects, through a given mediation. However, when longitudinal data includ-
ing time varying exposure and mediator variables, the estimated causal effects
are affected by time varying confounders. Standard generalized linear equations
did not give unbiased estimates. In this paper, we introduced inverse probability
weighting technique to adjust such time varying confounders. Considering that the
amount of data may be small and the distribution is not uniform, we decide to use
Bayesian Inference to estimate the Structural Equation Model (SEM) parameters,
and finally estimates the causal effect through counterfactual thought. This paper
summarized the relevant theoretical knowledge of this method, verified the feasi-
bility of this method by using the simulated data, and compared the performance
of different methods.

Keywords: Bayesian · Longitudinal data · Time-varying causal mediation
analysis · Structural equation model

1 Introduction

With the rapid development of information technology [1–3] and cloud computing [4–6],
large amounts of data [7–9] had been generated and processed. To get the information
efficiently [10], accurately [11], and safely [12–14], new mechanisms for big data ana-
lytics are urgently needed. Machine learning and artificial intelligence (AI) [15–17]
have become one of the hot areas of research, which can advance many related applica-
tions such as image processing, natural language processing, and autonomous driving.
Mediation analysis is one of the important topics of big data analysis and prediction
[18–20].

Exposure often acts directly or indirectly on the outcome of interest, mediated by
somemediators. Identification andquantificationof these twoeffects contribute to further
understanding of potential causalmechanisms. In the literature on causal inference,many
advances have been made in causal mediation analysis in non-longitudinal settings [21–
23]. However, the above literature does not allow exposure and mediator to change over
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time. The main reason is that in the presence of time varying confounders, it is difficult
to identify causal effects, especially the confounder of mediator-outcome relationships
affected by exposure [24]. These confusions cannot be treated by standard methods,
but can be adjusted by using inverse probability weighting or g-formula [25]. However,
there are other problems besides time-varying confounding. For example, standard linear
regression and other machine learning model learning parameters are derived from data
[26]. When the data volume is small or the distribution is not uniform, the degree of
estimation bias may be higher. Because the above method cannot make causal inference
for datamore accurately basedonprior information (such asmodel parameter distribution
and data obedience distribution). At the same time, for this problem, there is a lack of
literature on causal mediation analysis under longitudinal setting.

In this paper, we extend the bayesianmodel to longitudinal causalmediation analysis,
adjust the time-varying confounders with the inverse probability weighting method,
conduct path analysis with the structural equationmodel, and estimate the direct, indirect
and interactive effects of time varying exposures on the results under the counterfactual
framework. At the same time, we also test experiments to analyze the above problems.
This paper provides a simple and general procedure for causal mediation analysis of
longitudinal data, suitable for researchers who are not familiar with causal mediation
analysis, and for problems with small data sets and uneven distribution. We believe
that bayesian mediation analysis will be the basis for the development of time varying
exposures and mediation evaluation.

The rest of this paper is organized as follows; in Sect. 2, we present structural
equation model, bayesian model and the estimation of direct, indirect, and interactive
effect. Section 3, we present our we present our experiment and results. At last, in Sect. 4
we conclude the paper and propose our future work.

2 Method

2.1 Structural Equation Model

Structural equation model (SEM) is a powerful multivariate technique used to exam-
ine and evaluate multivariate causal relationships. At the beginning, SEM was mainly
applied to build causal model and do path analysis [27]. Path analysis aims to quantify
causality among multiple variables. In this section, I will introduce the basic princi-
ple and application of structural equation model by using simple SEM composed of
nonparametric linear equations.

In order to extend SEM methods to cover all variable types, linear and nonlinear
cases, we need to separate the concept of “effect” from the coefficient in the equation and
redefine “effect” as the general ability to transfer changes between variables. In Fig. 1,
for example, there are two variables Y and X, each corresponding to linear function
variables, including causal influence the direction of the arrows indicate the assumption
that the image coding (direct) possible causal impact, and there is no causal impact,
coding the quantitative relationship between the relevant variables and equations, will
determine from the data. The “path coefficient” β quantifies the (direct) causal effect on
Y. The coefficient β refers to that if you increase the value of X by one, you increase the
value of X by one.
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The variablesUX andUY are called “exogenous”; They represent observed or unob-
served influence factors, factors that the researchers cannot explain, and factors that
are constantly changing but not affected by other variables in the model. At the same
time, the exogenous variables not observed in SEM, sometimes called “disturbance” or
“error”, are fundamentally different from the residual term in the regression equation.
Residual error εx in regression equation is the error term obtained by analysis and is
not related to other variables in regression. Exogenous variables such as UY and UX are
shaped by physical realities (e.g., genetic factors, socioeconomic conditions) rather than
by artificial analysis. They can be defined as any other variable, and although we cannot
measure them, we must acknowledge their existence and evaluate them qualitatively in
relation to other variables in the system. Generally, dashed lines are used to show the
relationship between exogenous variables and explanatory variables. In this case, UX

and UY are independent and subject to arbitrary distribution. Each of the linear func-
tions (1) represents a causal process (or mechanism) that can determine the value of the
right-hand variable (output) from the left-hand variable (input).

When reading a pathway map, parents, children, ancestors, and offspring. For exam-
ple, the arrow in X → Y specifies the parent of Y , and a child of X . “Path” is a sequence
of any connected edges represented by solid or dashed lines. For example, in Fig. 1,
there are two paths between X and Y that can be expressed in the form of a set, {X −Y ,
X − UX − UY − Y}, so that the path is not oriented.

Fig. 1. A causal diagram with time-varying confounders affected by exposures

2.2 Bayesian Model

Under Bayes’ formula, statistical inference of unknown parameters is based on a
posterior distribution, which is obtained by Bayes’ principle as follows:

pr(β|data) ∝ pr(β)pr(data|β) (1)

Where, pr(β) is the prior distribution of parameter β. And p(data|β) is the likelihood
function of observed data. The prior distribution pr(β) quantifies our prior knowledge
of the distribution β [28]. The posterior distribution pr(β|data) summarizes the latest
information of the data pairs we observe.

In the previous section, we illustrate the relevant principles of the SEM. Figure 1,
where a causal effect on Y. Suppose the datasets D = (xi, yi), i = 1, 2, . . . , n, represents
a sample, and Y obey the following formula relationship:

y = β · x + ε + UY (2)
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The parts of the formula have been introduced in the previous section and not much
elaborated. Here, UY is assumed to obey a normal distribution.

In statistical inference using Bayesian method, the most important thing is to deter-
mine the prior distribution. Prior distribution is both the starting point and the core
problem to ensure accurate statistical inference. Prior distribution is both the starting
point and the core problem to ensure accurate statistical inference. Prior distribution
pr(β) is the recognition of the possible value of parameter β before sampling the sample.
After obtaining the sample, since the sample contains information of β, the recognition
of β changes. After adjusting the value of, the posterior distribution p(β) of parameter
β is obtained. According to The Bayesian formula, the prior distribution of β can be
determined, assuming that it obeys the normal distribution, i. e.

pr(β) = 1√
2πσβ

· exp
(

βTβ

2σ 2
β

)
(3)

After determining the prior distribution, we need to know the likelihood function of
parameter β. Likelihood function refers to the probability of data set D given parameter
p(D|β), that is, p(D|β) can also be written as p(Y |X , β). Since UY obeys the normal
distribution, the likelihood here also obeys the normal distribution, and the expression
is:

pr(Y | X , β) =
∏N

i=1
pr(yi | xi, β) (4)

Based on the prior distribution and likelihood function, the posterior distribution
expression of parameter β can be obtained by Bayesian formula:

pr(β|X ,Y ) ∝
∏N

i=1
pr(yi | xi, β) · 1√

2πσβ

· exp
(

βTβ

2σ 2
β

)
(5)

The template is used to format your paper and style the text. All margins, column
widths, line spaces, and text fonts are prescribed; please do not alter them. You may note
peculiarities. For example, the head margin in this template measures proportionately
more than is customary. Thismeasurement and others are deliberate, using specifications
that anticipate your paper as one part of the entire proceedings, and not as an independent
document. Please do not revise any of the current designations.

2.3 Estimation of Direct, Indirect, and Interactive Effects

Suppose now that the exposure, mediators and possible confounders vary over
time. A(t) = {A(1),A(2), ...,A(t)}, M (t) = {M (1),M (2), ...,M (t)}, L(t) =
{L(1),L(2), ...,L(t)} denote the variable of interest measured at time points 0,1,…,T.
The relationships between the variables are given in Fig. 2. The effect of observed
confounders on exposure variables can be removed by inverse probability weighting
(IPTW). However, when the sample size of some exposure or mediator values is small,
the weight estimation of exposure variables or mediator variables will be very large,
which will affect the final analysis results. To solve this problem, stable weights (SW )
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are used to estimate the weights of the mediator variable and the outcome variable
[29]. Our proposed algorithm mainly includes the following three steps: 1) The IPTW
method was used to assign stability weights to the data samples and adjust the influence
of time-varying confounding variables; 2) SEM was constructed and the parameters of
SEM were estimated by Bayesian model; 3) causal effects were estimated by the effect
estimation formula, including direct, indirect and interactive effects.

Step 1. Firstly weighted the sample data, and estimated the stability weights (SW )
of the mediator and outcome by using Eqs. (6) and (7), so as to adjust the influence of
time-varying confounding.

To estimate the SW of the outcome variable Y:

swy = pr
(
M (t)|A(t),M (t − 1)

)
pr

(
M (t)|A(t),M (t − 1),L(t − 1),V

) ×

pr
(
A(t)|A(t − 1),M (t − 1)

)
pr

(
A(t)|A(t − 1),M (t − 1),L(t − 1),V

) (6)

To estimate the SW of the mediator variable M

swm = pr
(
A(t)|A(t − 1)

)
pr

(
A(t)|A(t − 1),M(t − 1),

−→
L (t − 1),V

) (7)

The estimated SW can be used for parameter estimation of conditional probability
by logistic regression.

Step 2. After processing the time varying confounders with inverse probability
weighting, the structural equation model can be used to construct the basic function
for the outcome Y and the intermediateM . Considering that Y is a continuous type, we
assume that the model for Y is:

E
[
YAM

] = λ′
0A(t) + λ′

1M (t) + λ2cum
(
A(t)

) · cum(
M (t)

) + λ′
3L(t) + λ′

4V + λ5 (8)

cum
(
M (t)

) = ∑T
t=1M (t) and cum

(
A(t)

) = ∑T
t=1 A(t) refer to are the cumulative totals

of A(t) and M (t) respectively, T is the maximum follow-up time. Construct a SEM for
the mediators M ,

logit
(
E
[
MA(t)

]) = γ0(t)
′A(t) + γ1(t)

′M (t − 1) + γ2(t)
′L(t) + γ3(t)

′V + γ4(t) (9)

We can use the Bayesian model mentioned in Section Bayesian model to fit the formulas

8 and 9. Then the potential outcome E
[
YaGa

]
of exposure A(t) can be obtained by

substituting E
[
MA(t)

]
in E

[
YAM

]
. Direct effects, indirect effects, interaction effects,

and total effects can be estimated using the formula of causal effect estimation [30].
Step 3. To avoid variable type inconsistency, we assumed that the outcome variable

is continuous and exposures is binary. The causal effect referred to in this paper includes
direct effect, indirect effect, interaction effect and total effect. The formula of the causal
effect is shown below, where a∗ represents exposure A(t) with a value set to 0 and a
represents exposure A(t) with a value set to 1.
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Control direct effect: CDE
(
m∗) = E(Yam∗ − Ya∗m∗), is equal to a function of m∗;

Reference interaction effect:
INTref

(
m∗) = E

[(
YaGa∗ − Ya∗Ga∗

)
−−(Yam∗ − Ya∗m∗)

]
;

Mediated interaction effect: INTmed = E
(
YaGa

− YaGa∗ − Ya∗Ga
+ Ya∗Ga∗

)
;

Pure indirect effect: PIE = (Ya∗Ga
− Ya∗Ga∗ );

Total effect: TE = (YaGa
− Ya∗Ga∗ ).

Fig. 2. A causal diagram with Time varying variables A(t), L(t),M (t)

3 Experiments and Results

3.1 Simulated Data

The volume of simulated data sample is N, including time-varying exposures A(t), time-
varying mediators variable M (t), time-varying confounders L(t), baseline confounders
V and outcome variable Y. The measurement times of time-varying exposure, time-
varying intermediary and time-varying confounder are T = 2. Assuming no unobserved
confounding variables, we simulate data on a sample of N subjects as follows:

• V = {V0,V1,V2} is drawn from Bernoulli distribution or Normal distribution. That
is, baseline confounder is randomized and not affected by other variables. Where
V0 ∼ B(0.5), V1 ∼ B(0.43), V2 ∼ Normal(15, 5);

• Then conditional on V , A(1) is drawn from a Bernoulli distribution with formula (1).
That is, the exposure variable A(1) is affected by baseline confounding, including
time-varying and time-invariant.

B(0.05 · V0 + 2.42 · V1 + 1.41 · V2 − 20) (10)

• Conditional on V and A(1), L(1) is drawn from a Bernoulli distribution with (11).

Normal(2.88 · V0 + 0.92 · V1 + 0.31 · V2 + 2.99 · A(1) + 14, 1) (11)

• Conditional on V , A(1) and L(1), M (1) is drawn from a Bernoulli distribution with
(12).

B(1.19 · V0 − 2.17 · V1 − 1.24·V 2 + 2.5 · A(1) + 0.13 · L(1) + 13) (12)

• Conditional on V , A(1), L(1) and M (1), A(2) is drawn from a Bernoulli distribution
with (13).

B(0.5 · V0 + 0.17 · V1 − 2.62 · V2 + 1.71 · A(1) + 2.33 · L(1) − 0.62 · M (1) − 9)
(13)
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• Conditional on V , A(1), L(1), M (1) and A(2), L(2) is drawn from a Bernoulli
distribution with (14).

Normal(−1.42 · V0 − 0.34 · V1 + 1.75 · V2 + 0.71 · A(1) − 0.23 · L(1)) (14)

• Conditional on V , A(1), L(1), M (1) A(2) and L(2), M (2) is drawn from a Bernoulli
distribution with (15).

Normal(0.50 · V0 − 2.49 · V1 + 0.03 · V2 + 2 · A(1) − 0.64 · L(1)

− 0.64 · M (1) + 3 · A(2) + 0.88 · L(2) + 10) (15)

• Finally, Y is generated from a normal distribution with (15). This means that in a
causal DAG, all observed variables affect the outcome variable Y , including time
varying confounding L(t), time-fixed confounders V , time varying exposure A(t) and
time varying mediator M (t).

Normal(3.53 · V0 − 0.89 · V1 − 0.24 · V2 + 2.1 · A(1) − 2.31 · L(1)

− 1.3 · M (1) + 2.1 · A(2) − 0.97 · L(2) + 2.5 · M (2) + 16, 0.32) (16)

Figure 1 represents the data generating process for the simulation dataset. According
to the causal relationship between the variables indicated by the arrow in Fig. 1, we
simulated the data generation process with Python code.

3.2 Experiments and Results

The simulated data used in this section are as described in Sect. 3.1. It is assumed that
there are no missing items in the data set, and the causal effect estimation is performed
on the simulated data using the method proposed in this paper.

The method used in Sect. 2.3 in this paper is based on A counterfactual framework
to estimate the causal effect of time-varying exposure A (t) on result Y. The direct effect
is control direct effect (CDE), and the indirect effect is pure indirect effects (PIE). Inter-
action effects include mediated interaction effect (INTmed) and Reference interaction
effect (INTref ). Here, the mathematical meaning of causal effect is risk difference, also
known as RD value. In general, the significance of the RD value can be summarized as
follows (assuming the outcome is a continuous variable): RD= 0, there is no association
between exposure and outcome; RD > 0, the risk of exposure to the outcome increases
and exposure is positively correlated with the outcome; RD < 0, the risk of exposure to
the outcome decreases and exposure is negatively correlated with the outcome.

The experimental part mainly includes two parts. The first part tests for different
sample sizes and compares the accuracy of the estimated effect values of the proposed
method under different sample sizes. Sample sizes were set as 200,600 and 1000, respec-
tively. The second part is to compare the difference of estimated effect values between
different models, including linear regression model and random forest model. There are
many types of machine learning models, but most tend to predict large data samples and
ignore the ability to interpret the results. We compute causal effects by counterfactual,
which requires machine learningmodels with strong interpretability. Here we choose the
linear regression model with strong interpretability and the random forest model with
weak interpretability to make a comparison. The experimental test process is as follows:
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1) Computing the true value. The true value in the experiment is directly calculated
according to the formula of causal effect in Sect. 2.3, including direct effect, indirect
effect, interactive effect and total effect.

2) To estimate the effect value and generate simulation data set, we use different models
to estimate the causal effect. Experiment repeats 50 times independently, using the
formula bias = | 1

100

∑100
n=1CE

n
est − CEtrue| and true value to get the average effect

of bias.CEn
est refers to the estimate for the Nth experiment (Table 1)

Table 1. The results of the simulated dataset with the method proposed

N = 200 N = 600 N = 1000

Causal effect Method CEest bias CEest bias CEest bias

CDE Linear model 4.18 0.02 4.19 0.01 4.19 0.01

Random forest 5.68 1.48 4.89 0.69 4.38 0.18

Bayesian model 4.20 0.00 4.20 0.00 4.20 0.00

INTref Linear model 1.45 1.26 0.83 0.64 0.62 0.43

Random forest 2.61 2.42 2.6 2.41 2.81 2.62

Bayesian model 0.52 0.29 0.31 0.12 0.28 0.09

INTmed Linear model 1.04 1.67 1.90 0.80 2.17 0.53

Random forest 0.83 1.88 1.45 1.26 1.82 0.89

Bayesian model 2.42 0.29 2.70 0.00 2.70 0.00

PIE Linear model 0.89 1.53 1.66 0.75 1.95 0.47

Random forest 0.03 2.38 0.09 2.32 0.06 2.35

Bayesian model 2.20 0.21 2.42 0.01 2.45 0.03

TE Linear model 7.55 1.96 8.58 0.92 8.93 0.58

Random forest 9.15 0.36 9.03 0.48 9.07 0.44

Bayesian model 9.30 0.21 9.64 0.13 9.63 0.12

4 Conclusion

Duplicate requirement detection is a basic task in requirement analysis, which is ben-
eficial to reduce redundant development, save software development cost and improve
software requirement quality. With the rapid development of the software industry, the
number of requirements contained in the software is also increasing. At this time, the
requirement analyst will consume a lot of energy and be prone to errors in the process
of repeated requirement detection, which will affect subsequent software development.
Therefore, this paper summarized the duplicate demand detection methods proposed by
the predecessors and combined natural language processing and deep learning methods
to propose two different duplicate demand detection methods. At the same time, this
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paper designed and implemented a duplicate demand detection system, which can assist
humans to quickly and accurately complete the repetitive demand detection task.
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Abstract. Based on the influence of dark obstacles caused by insufficient light in
an underground mine on the driving safety of an electric locomotive. This paper
proposes an improved YOLOX target detection algorithm to effectively identify
and classify the track obstacles of the unmanned electric mine locomotive. On
the basis of the YOLOX target detection network, the CBAM attention module
is added to the CSPDarket and the FPN part of the feature pyramid, and the loss
function of YOLO head part is replaced by SIOU. The collected image data of
track obstacles of electric locomotive under different lighting conditions are used
as the training set. The Pytorch deep learning framework is used to construct an
object detection model for training and verification. Experiments show that the
average accuracy and recall rate of the improved YOLOX underground electric
locomotive track obstacle detection model can reach 93.05% and 88.29%, and
the speed is improved to 45.3 fps. Compared with other target detection models,
this model can better realize the accuracy and real-time detection of underground
electric locomotive track obstacles. It provides the basis for the intelligence of
underground mine transportation equipment.

Keywords: The underground mine · Underground electric locomotive · Object
detection · CBAM · SIOU

1 Introduction

In recent years, with the rapid development of computer [1–4], network [5–7], big data
[8–10], and unmanned driving technology [11, 12], underground mine transportation
equipment has been gradually transformed into intelligent [13, 14]. Compared with the
traditional road, the mine has insufficient illumination [15] and low visibility, which
leads to the low definition of the image captured by the camera mounted on the rail
motor vehicle, which is difficult to effectively detect [16]. Therefore, it is of great sig-
nificance to study the fast and accurate detection [17–19] of track obstacles in front of
the underground electric locomotive [20].
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Some scholars at home and abroad have studied the detection methods of track
obstacles. Yinping Zhang et al. [21] proposed a method based on information fusion of
machine vision and millimeter wave radar. This method introduced the idea of infor-
mation fusion [22] to obtain the final detection results of the environmental perception
system of coal mine ground rail transportation. Ren Wang et al. [23] proposed a track
edge extraction algorithm based on the combination of gray scale and gradient ampli-
tude. Deqiang He et al. [24] proposed a detection network based on Mask R-CNN [25].
Although the Mask-RCNN model with ResNet[26] as the backbone feature extraction
network can achieve high accuracy, it is difficult to meet the requirements of fast detec-
tion in the driving of unmanned vehicles. H. Hamadi et al. [27–29] proposed a color
segmentation method based on decision support.

In view of the above analysis and the safety threats brought by traditional mining
methods to production personnel in the process of mineral resources mining [30, 31], the
underground unmanned electric locomotive is more suitable for mines than the manual
driving electric locomotive. This paper proposes a real-time detection method of electric
locomotive track obstacles based on improvedYOLOx. It provides real-time and reliable
obstacle warning for underground unmanned locomotives [32, 33].

The arrangement of this paper is as follows. The first part introduces the algorithm
and the specific improvementmethod of the algorithm. In the second part, the experiment
is carried out on the actual problemof electric locomotive in undergroundmine. The third
part analyzes the performance of the improved algorithm according to the experimental
results. Finally, conclusions and future research directions are given.

2 Underground Obstacle Detection Model

2.1 The Object Detection Network – YOLOX

The baselines of YOLOX are YOLOv3-SPP [34, 35] and Darknet53, and the Focus
network [36, 37] structure is added to the Darknet53 backbone. In the FPN [38] feature
pyramid part, the three effective feature layerswere fused. For the prediction head part, in
order to reduce the adverse effects of classification and regression [39, 40], classification
and regression are implemented separately and finally integrated together. However, the
loss function used in the whole network training is still the traditional border center point
and height and width IOU [41, 42] loss, which is consistent with YOLO3.

2.2 Improved YOLOX Underground Obstacle Detection Model

Although the performance ofYOLOXdetection network has been significantly improved
compared with the previous YOLO series, the deep image features will still be lost
with the increase of network depth in the feature extraction process. At the same time,
the underground rail locomotive needs to have high real-time performance in obstacle
detection in order to make a quick subsequent response [43, 44], so it is imperative
to improve the model to improve the network performance. This paper mainly adds
CBAMmodule to improve semantic information in CSPDarket and FPN part of feature
pyramid [45], and uses SIoU function in Bbox regression in YOLOHead to improve the
convergence speed of model training. The improved overall structure diagram is shown
in Fig. 1.
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Fig. 1. Improved YOLOX network structure

2.3 Dual-Channel Attention Mechanism: CBAM

In this paper, we add attention to the CSPDarknet backbone network to improve the
sensitivity of the model and help the network focus more on important features [46, 47]
and suppress unnecessary features. Therefore, this paper uses the lightweight attention
mechanism CBAM to improve the performance and accuracy of YOLOX network. The
attention mechanism CBAM [48] structure is shown in Fig. 2.

Fig. 2. The attention mechanism CBAM

He first step of the CBAM attention mechanism is that the channel attention mecha-
nism takes the input feature map F through global maximum pooling and global average
pooling based on width and height, respectively, to obtain a 1 × 1 × C feature map.
Then, the feature map was input into the shared MLP neural network. The obtained
feature map is activated by the sigmoid function to generate the output feature map Fc,
which is formulated as following:

Fc = σ(MLP(MaxPool(F)) + MLP(AvgPool(f ))) (1)

F′ is obtained by excellence multiplication of the output feature map Fc and the input
feature map F. The formula is as following:

F ′ = σ
(
F

(
F0

(
Fc
max

)) + FF0

(
Fc
avg

))
= Fc ⊗ F (2)
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F′ was used as the input feature of the spatial attention mechanism. The spatial atten-
tion mechanism carries out global maximum pooling and global average pooling of the
input feature map F′ based on the channel, and the obtained feature map is concentrated
by the channel, and a 7 × 7 convolution is used to reduce the dimension. Finally, the
Sigmoid function is used to activate the operation to generate the output feature map Fs,
and the formula is as following:

Fs = σ
(
f 7×7(MaxPool(Fc)) + f 7×7(AvgPool(Fc))

)
(3)

The obtained Fs is then multiplied with the input feature F’ of the spatial attention
mechanism to obtain the final generated feature map F′′, whose formula is as following:

F ′′ = F⊗sF
′ (4)

Therefore, CBAM attention mechanism can be used to mix channel information
and spatial information to extract image features without occupying a lot of computing
power, in order to improve the accuracy and efficiency of object detection tasks.

2.4 Loss Function – SIOU

The prediction of the YOLO Head for each feature layer can be expressed as following:

Outpre = (H ,W , 4 + 1 + num_classes) (5)

H and W represent the width and height of the output feature map, respectively. 4
represents theRegprediction result,which canbedivided into 2+2.Thefirst 2 represents
the offset of the center point of the prediction box compared with the feature point, and
the second 2 represents the width and height of the prediction box compared with the
logarithmic exponent parameter. 1 represents the prediction result of Obj, which reflects
the probability that each feature point prediction box contains an object. Num_classes
represents the probability that each feature point corresponds to a certain class of objects.

Aiming at the insensitivity of IOU to the distance and Angle of the actual box and
the predicted box, this paper uses the just released SIOU [49], which improves the Bbox
regression in the network. Compared with IOU, SIOU improves the inference speed and
accuracy duringmodel training. Since SIOUconsiders the angle between the center point
of the real box and the prediction box, the number of variables that are not related to the
distance is reduced to the greatest extent, and the convergence speed of the prediction
box is improved.

Based on the SIOU loss, the loss function in the entire YOLOHead includes the
Bbox regression loss, the category loss, and the confidence loss. Therefore, the total loss
function can be expressed as following:

Loss = Losssiou + Lossobj + Losscls = 1 − IoU + � + �

2

−
s2∑
i=0

B∑
j=0

Iobjij

[
C ′ logC + (

1 − C ′) log(1 − C)
]
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− γnoobj

s2∑
i=0

B∑
j=0

Inoobji [C ′ logC + (
1 − C ′) log(1 − C)]

−
∑s2

i=0
Iobjij

∑
c∈classes

[
P′(logP) + (

1 − p′)log(1 − P)
]

(6)

3 Underground Obstacle Detection Test

The data acquisition equipment uses Canon camera. The hardware platform of the
test equipment is: operating system Windows10, graphics card model is NVIDIA
RTX3050Ti; Software configuration: Python 3.6, Pytorch version 1.7.0.

In this paper, Zero_DCE [50, 51] module is added to the data preprocessing
part to obtain enhanced images. Figure 3 shows some original images with typical
characteristics and the corresponding effect after Zero_DCE processing.

Fig. 3. Comparison before and after Zero_DCE treatment

4 Result and Analysis

4.1 Effectiveness Analysis of Improved YOLOx Model

In order to verify the effect of the improved model checking, the YOLOx model before
and after the improvement and the common typemodels YOLOv3, YOLOv4 and Faster-
RCNN are trained with the same training parameters and data sets. The loss change
curve and related data are generated according to the training log recorded by the
improved YOLOx, as showed in Fig. 4, Fig. 5 and Table 1. Figure 4 and 5 shows
that the improved Yolox model has a smoother curve than other commonly used models,
and the convergence occurs earlier.
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Fig. 4. Change of YOLOx Loss curve after improvement

Fig. 5. Improved YOLOx all types of AP and mAP

Table 1 shows the results according to the statistics. According to the results in the
table, when the improvedYOLOxmodel performs underground track obstacle detection,
the speed is 28.6, 16, 13.6 and 2.9fps higher than Fast-RCNN, YOLOv4, YOLOv5 and
the originalYOLOx. In terms of accuracy, it is 4.65, 2.65, 2.19 and 1.35 percentage points
higher than Fast-RCNN,YOLOv4,YOLOv5 and originalYOLOx, respectively. In terms
of recall rate, it is increased by9.39, 4.36, 0.82, 0.76 percentage points respectively.At the
same time, the F_1 of the improved YOLOxmodel is 0.905, which is 0.1925 higher than
Faster-RCNN, 0.095 higher than YOLOv4, 0.06 higher than YOLOv5, and 0.02 higher
than the original YOLOx. It shows that the improved YOLOx has better performance.
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4.2 Underground Obstacle Detection Ablation Experiment

In order to verify the influence of the dual-channel attention mechanism on the perfor-
mance of the YOLOx model, an ablation experiment is carried out in this paper, and the
results are shown in Table 2.

Table 2. Table of ablation parameters of YOLOx

CBAM SA SE Mosaic P/% FPS

1
— — — —

90.12 44.3

2
√

— — —
92.41 44.8

3
√

— —

√
93.05 45.3

4
—

√
— —

91.23 44.2

5
—

√
—

√
92.21 44.9

6
— —

√
—

91.14 44.1

7
— —

√ √
91.76 45.1

As showed in the above table, compared with the addition of SA, SA + Mosaic, SE
and SE + Mosaic, the model is increased by 1.82%, 0.84%, 1.91% and 1.29%, respec-
tively. The model meets the requirements of deploying in the underground unmanned
rail motor vehicle.

5 Conclusion

In order to solve the problemof the blending of background and target in the underground
scene, this paper adds the Zero_DCE module for dealing with dim background in the
data preprocessing part, adds the CBAM attention mechanism in the detection model
to focus more on the important information of the object target and suppress irrelevant
information, andfinally replaces the loss functionwithSIOU.The convergence speed and
accuracy of the algorithm are improved. Experiments show that. The speed, accuracy and
recall rate of the improved model reach 45.3 fps, 93.05%and 88.29%respectively. In the
future work, we will try more effective image enhancement algorithms and preprocess
the experimental data to reduce the limitation of sample defects. In addition, feature
pyramidswith different depthswere added to eliminate redundant information to achieve
more efficient detection in complex environments.
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Abstract. Cryptocurrency applications with blockchain technology as the under-
lying architecture have gradually developed into a new means of payment, and
are expanding to all walks of life with the support of cryptography and consen-
sus algorithms. Due to the disadvantages of low throughput and high latency,
the blockchain has seriously hindered the widespread use of upper-layer appli-
cations and cannot meet the growing demand for users and transaction volumes.
Drawing on the sharding idea of traditional databases, blockchain sharding, as
a representative of on-chain scaling solutions, greatly improves the throughput
of the blockchain system. At present, most of the network sharding schemes in
the sharded blockchain adopt a strategy based on random sharding. This strategy
does not take into account the performance of the node itself, resulting in large
performance differences between different shards, further reducing the through-
put of the entire system. In addition, the aggregation behavior of malicious nodes
may also occur, reducing the security of the system. Aiming at the performance
of each node, this paper proposes a sharding strategy based on the approximate
ideal solution model (TOPSIS). Through the TOPSIS model, the nodes are scored
according to the hardware performance of the node, the response time to the trans-
action and the results, etc., and the nodes are allocated to the corresponding shards
according to the scoring results. The sharding strategy based on this model bal-
ances the performance differences among shards and improves the throughput of
the entire system.

Keywords: Blockchain · Sharding · Distributed Systems

1 Introduction

With the rapid development of computer capability [1–3] and cloud computing [4–6],
data security [7–9] and privacy protection [10–12] become a critical issue. Currently,
blockchain techniques emerged as a promising approach to ensure security and privacy
for various applications. With the continuous development of blockchain technology
[13, 14], the computing power of the entire network continues to expand due to the
increase in the number of nodes participating in the consensus protocol, and the resulting
transaction volume is also increasing. The blockchain will face serious challenges [15,
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16]. Specifically, the Bitcoin network consumes a lot of computing power due to the
consensus process. The throughput of current system is maintained at a low level.

While other centralized payment processing systems can achieve a throughput of
1,200 to 56,000 [17]. If you blindly increase the resources of participating consensus
nodes, it will in turn affect the decentralization and security of the entire system [18, 19].
How to achieve scalability in system performance [20–22] on the premise of ensuring
decentralization and security is a problem that requires in-depth research [23, 24]. The
current solutions to the blockchain scalability problem include on-chain and off-chain
scaling, among which sharding technology is the representative of on-chain scaling, as
shown in Table 1.

Sharding was first proposed by Luul et al. in Elastico [25]. The main idea is to
divide the network into smaller committees, each of which handles a set of disjoint
transactions. By performing consensus and confirming transactions in parallel [6, 26–
28], the throughput of the entire network increases approximately linearly with the
increase of nodes participating in the consensus protocol in the entire network [29–31].
However, the previous sharding protocols were all based on the strategy of random
sharding. By randomly allocating nodes in the entire network to different shards, each
shard processed transactions in parallel to improve throughput [32–34]. However, in the
sharded blockchain, the computing power is allocated to each shard, and the attack cost
of the attacker is further reduced, and then a 1% attack on the sharded blockchain occurs.

We propose a network sharding strategy based on TOPSIS. The TOPSIS model can
help us conduct a comprehensive evaluation of nodes the performance of each node
is comprehensively evaluated through the evaluation information set composed of the
computing power of the node, the number of blocks packaged, the time to process
transactions, and the failure rate. Through multiple rounds of implementation testing,
the overall time complexity of the proposed model is controlled within a very small
range. The key contributions are summarized as follows:

Table 1. Sharding Blockchain Technology Comparison

Sharding Elastico OmniLedger Zilliqa Ethereum2.0

Model UTXO UTXO Account Account

Consensus PBFT POW PBFT BFT

Throughput 40 tx/s2 3500 tx/s2 N/A N/A

Delay 800 800 N/A N/A

Network syn Partial sync Partial sync Asynchronous Partial sync

Smart contract × × √ √

We apply the TOPSIS evaluation model to the block chain network node shard-
ing strategy [35, 36], replacing the random sharding strategy in the previous sharding
scheme. By fully considering the comprehensive performance advantages of each node
through the proposed performance indicators [37], the blockchain can break through the
performance bottleneck and achieve greater performance improvement [38].
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The rest of the paper is organized as follows. Section 2 reviews the related work on
the blockchain technology. Section 3 presents an introduction of the considered sharding
mechanism.Section4 reports experimental evaluation. Finally, conclusions are presented
in Sect. 5.

2 Related Work

2.1 Committee-Based Consensus

PeerCensus is the first committee-based consensus protocol, which uses the PBFT pro-
tocol internally, as shown in Fig. 1. PeerCensus does not give a solution on how to
avoid malicious nodes gathering in a single committee, so the protocol cannot ensure
the security of transactions [39]. The scheme proposed in ByzCoin adds multi-signature
on the basis of the committee, and improves the throughput of the entire blockchain
system through the introduction of this technology [40, 41]. Also, like PeerCensus, this
scheme does not achieve a relatively high level of security and is subject to Byzantine
error attacks [42, 43].

Fig. 1. PBFT algorithm process

2.2 Shard-Based Consensus

Drawing on the idea of database sharding, as shown in Fig. 2, Luul et al. proposed
the first public chain sharding protocol Elastico. Its main job is to divide the network
into small committees [44], and these small independent committees handle their own
affairs independently, thereby improving the throughput of the entire network. That is,
the number of these divided committees grows linearly with the degree of division, and
each individual committee has members belonging to that committee. Decide which
set of transactions to agree to in parallel by running a classic Byzantine consensus
protocol. In Elastico’s design, the following five steps are performed for each epoch: (1)
identity establishment and committee formation [45]; (2) committee coverage setting;
(3) consensus within the committee; (4) final Consensus broadcasting; (5) Generate
random values for epoch.
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Kokoris-Kogias et al. proposed Omniledger [36], which relieves the storage pres-
sure of nodes through data shard storage, and realizes the processing of cross-shard
transactions through a two-phase commit protocol. OmniLedger combines the ideas of
ByzCoin and Hybird Consensus, and proposes miners that solve the pow puzzle as its
validator set. In addition, it uses the RoundHound protocol, which guarantees long-term
security and scalability as each epoch runs. Finally, OmniLedger proposes Atomix in
order to ensure the atomicity of transactions, that is, when transactions are located in
different shards, the atomic state can be maintained. Through a two-phase “lock/unlock”
protocol, both parties to a transaction in the network can submit a cross-shard transaction
completely correctly, or obtain a “rejection proof” to abort and unlock the state affected
by the partially completed transaction [46, 47].

Fig. 2. Database sharding stored procedure

3 Model Overview

3.1 Scoring Metrics

The indicators we discuss include very large indicators and very small indicators: one
is the hardware performance of the node, that is, the computing power of the node’s
CPU (Central Processing Unit) and GPU (Graphics Processing Unit). The higher the
computing power of the node, the higher its score. One is the number of blocks the node
had packaged, which indirectly reflect the activity level of a node [48, 49].

The larger the number of blocks packaged by the node, the higher the participation
and activity in the network [50], and the higher the score accordingly. Another is the
time a node takes to process a transaction [51]. The smaller the time to confirm the
transaction, the higher the score. The last indicator is the failure rate of the node, which
is an important factor to measure a node to maintain the stability of the entire network.
The lower the failure rate of a node, the higher the node’s score.

3.2 Mathematical Model

We set the multi-attribute decision object set as A = {a1, a2, . . . , an}. The set of indica-
tors to measure the value of object attributes is I = {x1, x2, . . . , xm}. The attribute vector
composes of m attribute values of each object ai(i = 1, 2, . . . , n) in the object set is
[ai1, ai2, . . . , aim](i = 1, 2, . . . , n). Set up a positive ideal solution C+ and a negative
ideal solution C−. Specific steps are as follows:
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(1) Import the corresponding data through the proposed evaluation index, construct
the original decision matrix A, and perform data preprocessing, A is expressed as
follows:

A = (
aij

)
n∗m (1)

The decision matrix A can be further expressed in detail as:

A =

⎡

⎢⎢⎢
⎣

ComPower(1) BlockNum(1)
ComPower(2) BlockNum(2)

FaultRate(1) ConfirmRate(1)
FaultRate(2) ConfirmRate(2)

...
...

ComPower(n) BlockNum(n)

...
...

FaultRate(n) ConfirmRate(n)

⎤

⎥⎥⎥
⎦

The extremely large indicator ComPower(n) represent the computing power of
the nth node in the network; the largest indicatorBlockNum(n) represent the number
of blocks that had been packaged by the nth node in the network; The very small
indicator FaultRate(n) represent the failure rate of the nth node in the network;
the very small indicator ConfirmRate(n) represent the confirmation time of the nth
node in the network for a transaction.

We first deal with very small attribute indicators using the linear variation
method:

A∗ =

⎡

⎢⎢⎢
⎣

ComPower(1)∗ BlockNum(1)∗
ComPower(2)∗ BlockNum(2)∗

FaultRate(1)∗ ConfirmRate(1)∗
FaultRate(2)∗ ConfirmRate(2)∗

...
...

ComPower(n)∗ BlockNum(n)∗
...

...

FaultRate(n)∗ ConfirmRate(n)∗

⎤

⎥⎥⎥
⎦

Then used the vector normalization method to normalize the transformed
decision matrix A∗, and get the normalized matrix B = (bij)n∗m, where:

bij = a∗
ij√∑n

i=1 a
∗2
ij

i = 1, 2, . . . , n j = 1, 2, . . . ,m (2)

(2) Calculate the weighted normalization matrix by the obtained weight values:

C = (
cij

)
n∗m = B · W

(3) Determine the positive ideal solution C+ and the negative ideal solution C−:

C+ = [
C+
1 ,C

+
2 , . . . ,C

+
m

]
(4)

C− = [
C−
1 ,C

−
2 , . . . ,C

−
m

]
(5)

(4) Calculate the distance d+ from each object to be evaluated to the positive ideal
solution C+, and the distance d− to the negative ideal solution C−:

d+
i =

√√√
√

m∑

j=1

(
cij − c+

j

)2
i = 1, 2, . . . , n (6)
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d−
i =

√√√√
m∑

j=1

(
cij − c−

j

)2
i = 1, 2, . . . , n (7)

(5) Calculate the relative closeness of each object to be evaluated:

fi = d−
i

d+
i + d−

i

i = 1, 2, . . . , n (8)

Finally, each object to be evaluated can be sorted from large to small according to
its relative proximate degree, and the object with the greater relative proximate degree
is ranked higher.

In general, the sharding scheme based on the TOPSIS model is determined by the
node’s scoringmechanism, allocation strategy, and generation of transaction blocks. The
functions of each part are:

Scoring Mechanism. After leader collects the verification results of the transaction by
the member nodes in the shard, it will score the nodes according to the four evaluation
indicators set previously.

Node Allocation Strategy. Committee tries to balance the proportion of nodes with
different scores in each shard as much as possible according to the scoring results of the
nodes. Then within each shard, a node with a score higher than the average is randomly
selected as the leader node.

Generate Transaction Block. The leader collects the transaction verification results
of the member nodes in the shard, packs the results into blocks and sends them to
the committee for processing. After the committee receives it, it is packaged into a
transaction block and added to the blockchain.

4 Experiment Analysis

4.1 Experiment Description

Due to the advantages of Go language compared to other programming languages in
implementing distributed systems, we usedGo language as the implementation language
of blockchain systems.

We implemented a blockchain system based on random sharding strategy and a
blockchain system based on TOPSIS sharding scheme respectively. The blockchain sys-
tem based on the random sharding strategy used the Elastico protocol as the underlying
framework, and the blockchain system based on the TOPSIS model modified the shard-
ing process in the above system to achieve the function of scoring each node in the
network. There were three types of nodes in the system: committee nodes, intra-shard
leader nodes, and intra-shard member nodes.
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The shard leader node processed the transactions broadcasted in the network after
receiving them, and the committee nodes collected the processing results in each shard
and package the results into blocks and added them to the blockchain. In our system,
the committee nodes would score the leader nodes in each shard, and the score would
be used as the basis for reassigning nodes in the next epoch.

We deployed 200 machines with similar performance in the local area network to
form a blockchain network environment, and simulated 1,000 blockchain nodes, which
were evenly distributed in each machine, and each node was independent from the rest.
Since we needed the performance of each node to be different, network bandwidth and
processor performance were not required. We mainly compared whether the throughput
of the two systems to be evaluated had improved significantly.

4.2 Experimental Design and Analysis

In order to better simulate the performance difference between nodes, the experiment
was carried out by means of a large number of repeated verification transactions,
which can exclude the influence of network communication delay between nodes on
the experimental results.

In the experiment, 2000 nodes were set up and divided into several groups. The
performanceof eachgroupof nodeswas different, and themethodof repeatedverification
transactions was used to make the performance difference of the nodes better affect the
scoring results, as shown in Table 2. In addition, we also simulated the effect of different
shard size on the experimental results, the experiments were carried out under different
shard numbers, and the experimental results were compared.

Table 2. Comparison of average throughput of two blockchain systems

TOPSIS Random

Throughput 3066.3 2630.2

Under the conditions of different shard sizes in the blockchain system, we obtained
the following results through experiments, and the results are shown in Fig. 3 and Fig. 4.

The experimental data were all throughput data obtained after running 50 epochs.
However, through a horizontal comparison, it was found that the throughput of the
blockchain system based on the TOPSIS sharding strategy had increased by nearly
40% compared with the traditional blockchain system based on the random sharding
strategy. The throughput of our proposed blockchain system can be stably higher than
the traditional system based on the random sharding strategy.
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Fig. 3. Throughput Comparison Results

Fig. 4. Delay comparison results

5 Conclusion

This paper proposed a model based on the TOPSIS allocation strategy. The TOPSIS
model could score the nodes in the blockchain according to the proposed indicators, and
shard according to the scoring results, so that the scores of the nodes in different shards
were balanced, thereby greatly improving the transaction throughput of the blockchain.
Through comparative experiments, it was verified that the sharding scheme based on
the TOPSIS model had higher transaction throughput than Elastico when there were
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performance differences between nodes in the network. The results of comprehensive
experiments show that the sharding schemeproposed in this paper can copewith complex
network environments and can better adapt to actual needs.
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Abstract. Spectroscopy devices suffer from the pulse pileup phe-
nomenon, caused by overlapping of the signals. The energy-domain based
pileup correction algorithm estimates the pulse energy distribution by
measuring the duration and energies of pileups directly and does not need
to identify each individual pulses. The correction algorithm can efficiently
recovers the energy spectrum even under a very high photon arrival rate.
However, the correction algorithm is sequential in nature and is slow when
the energy resolution is high. A fast parallel implementation of the orig-
inal correction algorithm is proposed in this paper. The parallel counter-
part leverages state-of-the-art many-core system technology and achieves
a nearly linear acceleration when the problem size scales. The speedup
ratio exceeds 1,000 when the energy spectrum is split into 2,048 bins.

Keywords: Pileup correction · GPU · Parallel · X-ray spectroscopy

1 Introduction

Gamma spectroscopy is the study of the energy spectra of gamma ray sources,
present in applications such as in the nuclear industry, geochemical investigation,
and astrophysics. These sources emit particles which are recorded with a spec-
troscope, designed to measure the spectral power distribution of a radioactive
source. The incident radiation generates a signal that allows to determine the
energy of the incident particle. When these signal emissions are detected and
analyzed with a spectroscopy system, the histogram of the recorded energies
(known as energy spectrum in the field) can be produced. Many spectroscopy
systems such as the ones based on Germanium detectors suffer from pulses pileup
characterized by overlapping of the signals. This phenomenon deteriorates the
energy spectrum and causes count losses due to random coincidences.

Various approaches have been developed over time to address the issue of
pules pileups. These approaches can be categorized into time-domain based and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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energy-domain based methods [1]. Time-domain based strategies attempt to
detect the occurrence of piles in the time domain, the identified pileups being
afterwards either discarded or compensated by numerical approaches such as
maximum likelihood estimation [2]. Tough relevant for moderate radioactive
activities, these approaches are eventually limited when the photon arrival rate
increases [3]. On the other hand, energy-domain based strategies do not seek to
identify and characterize individual pulses, but rather the pulses energy spec-
trum by means of statistical methods [1,4–6]. Energy-domain based strategies
circumvent the need to identify individual pulses, but still require considerable
computations and do not always satisfy the requirement of real-time processing.

We consider in this paper the acceleration of pileup correction algorithm
developed in [5]. This recursive correction algorithm estimates the pulse energy
histogram from measurements of the duration and energies of overlapping pulses.
Compared with other time-domain algorithms, this approach can efficiently elim-
inate the pileup effect even under a high photon arrival rate. Furthermore, its
lower algorithmic complexity makes it more fitting for real-time implementa-
tion compared with the method presented in [4]. However, due to its sequential
nature, the algorithm is still slow when the number of energy histogram bins is
large and the energy resolution is high.

With the development of computer hardware [7–9] and new algorithms [10–
12], parallel data processing techniques [13–15] can be applied in many different
areas, such as health care [16], autonomous drive [17], and traditional industries
[18]. We propose to deploy the NVIDIA GPU (Graphics Processing Unit) tech-
nology to accelerate the pileup correction algorithm. GPUs are one of several
available coprocessors that feature a large number of cores, and are specialized
for compute-intensive and massively parallel computations; they became the de
facto solution for parallel acceleration [19,20]. Custom acceleration of algorithms
using GPU have become prevalent in high performance computing. For exam-
ple, Kong et al. [21] performed custom acceleration of astronomical coherent
dispersion algorithm on GPU to achieve real-time processing for pulsar search-
ing, while Huang et al. [22] presented a CPU-GPU collaborative framework to
accelerate the Bulletproofs protocol for blockchain applications. Qiu et al. [23]
also explored multiprocessor algorithms for embedded systems. We illustrate in
this paper the challenges encountered when applying GPU technology to per-
form pileup correction, and how to circumvent them. The numerical results show
that the parallel implementation on GPU efficiently corrects the pileups with a
significant speedup ratio exceeding 1000. The acceleration ratio remains nearly
linear as the problem size scales up.

The rest of the paper is organized as follows. In Sect. 2, the pulses pileup
problem is described and the original sequential algorithm is presented. In Sect. 3,
a parallel implementation is elaborated. Section 4 presents the numerical results
and the conclusion is drawn in Sect. 5.
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2 Problem Statement

The response of an X-ray or gramma-ray detector to incident photons can be
modeled as

s[n] =
∞∑

k=1

Φk[n − �Tk�], (1)

where the arrival times {Tk, k ≥ 1} are unknown and form a Poisson process with
know intensity λ, and Φk is the k-th recorded electrical pulse with duration Xk

and energy Yk. We assume that {(Xk, Yk), k ≥ 1} is a sequence of independent
and identically distributed integer-valued discrete random variables, independent
of {Tk, k ≥ 1}, with finite expectation and common probability mass function
pX,Y . In practice, both Xk and Yk cannot be observed in experiments. Instead,
the pileup’s duration X ′

k and energy Y ′
k can be inferred from the experiments

(as described in Fig. 1), and the common probability mass function is denoted
by pX′,Y ′ .

Fig. 1. A pileup example. The first electrical signal is not a pileup, so Xk = X ′
k

and Yk = Y ′
k , whereas the second signal is a pileup, which yields Y ′

k+1 > Yk+1 and
X ′

k+1 > Xk+1.

The pileup correction algorithm described in [5] estimates the marginal distri-
bution of the pulse’s energy pY given the distribution of the observed durations
and energies of pileups {(X ′

k, Y
′
k)}. We recall it for convenience in Algorithm 1.

In this algorithm, the joint probability mass function pX′,Y ′ is estimated by a
bi-dimensional histogram on �0, N�× �0,M�, where N and M are the number of
histogram bins for duration and energy, respectively. This algorithm efficiently
recovers the pulses’ energy distribution from the histogram of the duration and
energies of overlapping pulses, i.e., the pileups. However, Algorithm 1 is sequen-
tial in nature and it recursively corrects the probability of each energy bin, which
is slow when the number of energy bins M is large and the energy resolution is
high.
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Algorithm 1. Algorithm proposed by [5].
1: INIT: y[0][0] ← 1, y[n][m] ← 0 for other n, m
2: for n = 0, 1, . . . N do
3: for m = 0, 1, . . . M do

y[n, m] ← e−λy[n − 1, m] + (1 − e−λ)

n−1∑

k=0

m∑

l=0

y[n − 1 − k, l]pX′,Y ′ [k, m − l] (2)

4: end for
5: end for
6: for n = 0, 1, . . . N do
7: for m = 0, 1, . . . M do

k[n, m] ← y[n, m]

λy[n, 0]
− 1

m

m−1∑

k=1

(m − k)
y[n, k]

y[n, 0]
k[n, m − k] (3)

8: end for
9: end for

10: for m = 0, 1, . . . M do

pY (m) ← k[N, m] − k[N − 1, m]

11: end for

3 Parallel Implementation

As discussed in Sect. 2, Algorithm 1 is not suited for real-time implementation
when the number of energy bins M is large. The vigorous development and
application of multi-core technology such as GPU has brought new opportunities
for the acceleration of pileup correction. In this section, we introduce a parallel
implementation of Algorithm 1 on GPU.

Fig. 2. CPU-based implementation of Eq. 2 computation.
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It is noticed that the computation of (2) is the most time consuming step of
Algorithm 1. As shown in Fig. 2, the computation of y[n][m] involves all y[k][l]
for k < n, l ≤ m. In the sequential implementation of Algorithm 1, each element
of the matrix y is calculated one by one. Therefore the algorithm complexity
depends on the size of matrix y, and as the size grows, the overall algorithm is
slow. Fortunately, the accumulation term

∑n−1
k=0

∑m
l=0 y[n−1−k, l]pX′,Y ′ [k,m−l]

can be parallelized in a many-core GPU environment and the execution speed
is expected to increase.

We describe the parallel implementation of pileup correction in Algorithm 2.
There are two challenges faced by the migration of pileup correction to a GPU
environment. First, better parallelism can be achieved by element-wise schedul-
ing for matrix y. The idea is to assign an individual GPU core to each element
of matrix y so that the accumulation can be computed simultaneously. Figure 3
illustrates how parallelization is achieved by element-wise scheduling. For an
N × M matrix y, NM GPU cores are required and N steps are executed in
order to compute matrix y. At step i, the GPU cores that assigned to elements
with row index n, · · · , N − 1 calculate its accumulative as in (2) with partial
information obtained from step i − 1. Also, the GPU cores assigned to elements
with row index n will finish the computation of (2) and their results will be
accessed at step i + 1. The second challenge is that the iterative accumulation
requires frequent memory access, which makes the memory bandwidth a bottle-
neck and leads to a high memory latency. Shared memory of GPU is generally
faster than global memory. Therefore, shared memory is used to cache the i-th
row of matrix y at step i. At step i + 1, the program can access the shared
memory to load the previous result with a low memory latency.

Fig. 3. Parallel implementation of (2) on many-core GPU.
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Algorithm 2. Parallel implementation.
1: for each GPU core Pn,m do
2: if n == 0, m == 0 then

y[0][0] ← 1

3: else

y[n][m] ← 0

4: end if
5: end for
6: ##Compute y[][]
7: for i = 1, . . . N do
8: for each GPU core Pn,m do
9: if n ≥ i then

y[n, m] ← y[n, m] + (1 − e−λ)
m∑

l=0

y[i − 1, l]pX′,Y ′ [n − i, m − l] (4)

10: end if
11: if n == i then

y[n, m] ← y[n, m] + e−λy[i − 1, m]

12: end if
13: end for
14: end for
15: ##Compute k[][]
16: for each GPU core Pn,m do

k[n, m] ← y[n, m]

λy[n, 0]

17: end for
18: for j = 1, . . . M do
19: for each GPU core Pn,m do
20: if m > j then

k[n, m] ← k[n, m] − j

m
k[n, j]

y[n, m − j]

y[n, 0]

21: end if
22: if n == N then

pY (m) ← k[n, m] − k[n − 1, m]

23: end if
24: end for
25: end for
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3.1 Time Complexity

For the original implementation of Algorithm 1, the nested loop for calculating
the matrix y (Line 2 to Line 5) dominates the time complexity. In the loop,
the calculation of y[n,m] as in (2) involves an accumulation operation of time
complexity O(NM), and thus the complexity of the nested loop is O(N2M2).
Therefore, the overall time complexity of Algorithm 1 is O(N2M2).

Regarding the parallel implementation of Algorithm 2, for each GPU core,
it first goes through a loop of N steps (Line 6 to Line 13). At each step, each
core runs an accumulation operation of complexity O(M). Secondly, each GPU
core goes through a loop of M steps (Line 16 to Line 23), and each step involves
a constant number of operations. Therefore, there are NM GPU cores, and for
each GPU core, its time complexity is O(NM).

4 Numerical Results

The ideal density used in [5] was used for generating simulated pileup durations
and energies. It consists of a mixture of six Gaussian and one gamma distribution
to simulate the Compton background. The probability density of the mixture
fY is proportional to

0.5g + 10N(40, 1) + 10N(112, 1) + N(50, 2) + N(63, 1) + 2N(140, 1) + N(200, 1),
(2)

where N(μ, σ2) is the probability density of a normal distribution with mean μ
and variance σ2. The probability density of the gamma distribution is given by
g(x) = (0.5 + x/200)e−(0.5+x/200) for x ≥ 0.
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Fig. 4. Pileup correction by Algorithm 2. λ = 2, 000, 000 photons per second. N =
16, M = 256.
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Algorithm 1 is experimented with an Intel(R) Xeon(R) Gold 6230 CPU, and
Algorithm 2 is experimented on the same platform with an additional NVIDIA
Tesla V100S PCIe 32 GB card. Figure 4 shows that the energy spectrum is effi-
ciently corrected by parallel Algorithm 2: all the fake spikes (at 80 KeV, 152 KeV
and 224 KeV) caused by pulse overlapping are discarded, and the obtained esti-
mation of the energy spectrum almost perfectly matches the objective density
even with a very high photon arrival rate of λ = 2, 000, 000.

Next, we demonstrate the performance of Algorithm 2 in terms of execution
speed. The speedup ratio ρ is defined in (3), where t1 and t2 are the run time of
Algorithm 1 and Algorithm 2, respectively.

ρ = t1/t2. (3)

Fig. 5. Speedup ratio ρ under different combinations of N and M .

Table 1 presents the run time of Algorithm 1 and Algorithm 2 with different
combination of energy bins and duration bins. With duration bin N = 128 and
energy bin M = 2048, the speedup ratio ρ exceeds 1000x. In Fig. 5, the speedup
ratio ρ is illustrated. The results in Fig. 5 demonstrates a linear speedup as the
numbers of duration and energy bins N,M increase. It is obvious that at the
current problem scale, the NVidia V100 has sufficient cores to maximize the
parallelism and the execution speed of the pileup correction has been greatly
improved.
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Table 1. Running time (ms)

Before parallelization After parallelization

#duration bins #energy bins

256 512 1024 2048 256 512 1024 2048

16 32.346 58.043 227.769 921.014 0.52 1.11 2.22 4.5

32 69.8 225.831 879.442 3844.21 0.94 2.02 4.13 9.04

48 133.541 379.837 1994.05 9704.03 1.4 2.94 6.4 18.41

64 224.961 927.954 3709.74 17404.6 1.82 3.87 8.26 24.97

80 342.999 1406 6104.29 33034 2.23 4.77 10.17 33.27

96 490.585 2017.26 9609.35 41016.6 2.64 5.78 17.61 49.13

112 669.725 2733.88 13035.6 58235.5 3.04 6.66 20.72 59.47

128 859.955 3630.45 16730.1 77330.01 3.47 7.75 24.16 80.59

5 Conclusion

The pileup correction algorithm derives an analytical relation between the prob-
ability mass function of the observed pileups and the probability mass function
of the pulses. The algorithm can efficiently correct the pileup effect, but is very
slow in practice when the energy resolution is high. In this paper, we proposed to
accelerate the pileup correction by GPU coprocessors. We illustrated the difficul-
ties and the solutions encountered when deploying GPU technology to perform
pileup correction. Our experiments with an NVIDIA Tesla V100S PCIe 32 GB
showed that the pileup correction has achieved a linear speedup on the GPU.
The overall performance of the GPU-accelerated pileup correction method can
outperform its CPU counterpart by a significantly large factor, more than 1000,
which is important in real-time processing nuclear spectrometric data in practice.
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Abstract. Machine learning has shown great impact in a lot of appli-
cations. Within all types of tools, deep learning should be one of the
most important techniques thanks to its ability to capture the correlation
between the input features and output results. However, the relatively
long training time and high computation complexity remain a big prob-
lem in deep learning. In addition, the impossibility to explain the model
makes it harder for us to look for alternatives to fix the bad fitting results.
Therefore, this paper aims at improving the deep learning model training
result by proposing a principal component extraction algorithm. Com-
pared with the previous Principal Component Analysis (PCA) methods,
this algorithm creatively consider not only the original input components
but also the computed variables in the first hidden layer in neural net-
work so as to capture more representative components. The experiment
shows that compared to previous PCA method, this can better capture
the principal components from all input variables.

Keywords: Deep learning · Machine learning · Principal component
analysis · Deep neural network · Computation complexity · Back
propagation

1 Introduction

Machine learning has become quite popular across different areas including data-
driven trading [12], cyber security [10] and social media [11]. Specifically, all of
these papers propose algorithms that purely rely on the data rather than people’s
professional knowledge to make better decision because the results are objective
without any influence from human’s bias. For example, Gao and Qiu [12] set a
momentum element to measure the S&P 500 index [7] market. Whenever the
momentum element reaches a threshold, this trading strategy will execute the
corresponding buy/sell actions. With the energy [34,37,38] and security [30,31]
requirement in various application, how to processing data more efficient is a
hot research area.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Among all machine learning techniques, deep learning [20] should the most
widely used one given its good performance among a broad spectrum of appli-
cations. The well-known deep learning case is AlphaGo [39], which trained deep
neural network to achieve 99.8% winning rate against other Go programs and
human being Go players. To be specific, in deep learning [29,32], multiple pro-
cessing layers are used to learn representations of data [16,27,36], which increase
the possibility that such model can precisely find the correlation between the
input data and output result. Therefore, as for several complex problems, deep
learning might be a good fit for them.

However, deep learning still have several drawbacks [24]. On the one hand, it
takes long time for us to train such model because of complicated structure and
a lot of parameters. As for this problem, even after Hecht-Nielsen developed back
propagation [15] idea and Kung [19] proposed effective neural architecture search
algorithm, sometimes the training process is still not short. On the other hand,
given the fact that it is usually hard to explain why deep learning can/cannot
work, it is hard for people to attribute the bad model training result to either
no correlation between input and output or unsuitable model selection. To make
things worse, people’s blind eyesight towards deep learning prevent them from
investing more money or time to such area.

In order to tackle all these concerns above, in this paper, we aim at presenting
a novel Principal Component Analysis (PCA) method especially for Deep Neu-
ral Network (DNN). Previous PCA [25] method takes all features as an input
and extract some principal components from eigenvalues and eigenvectors of the
feature matrix. The goal for this method is to reduce the dimension of the input
variable space so that it can make the model training problem easier. However,
such method sometimes should not be sufficient in the situation of DNN. Gener-
ically speaking, the model training complexity and computation complexity are
proportional to the size of input features dimension. Therefore, it would not
help much if the PCA fails to significantly reduce the size of the input data. If
we only focus on reducing the dimension of input features but relax a little bit
on the component extraction accuracy by lowering the PCA score threshold, it
might affect the final fitting result in DNN. With respect to such issue, in the
paper written by Kung [19], it considers doing PCA over the space spanned by
input features and complement subspace spanned by the neuron data in hidden
layer for effective PCA analysis. In this paper, our approach ignores the comple-
ment subspace from the hidden layer’s neuron data matrix and takes both into
consideration and hence include all calculated features in the first hidden layer
into the feature pool for PCA. We believe this could be a more effective way to
finally get the components. There are three main contributions of this paper:

• An overview of several drawbacks of deep learning framework together with
the explanation of why traditional PCA might not be suitable for DNN.

• A novel algorithm to modify the current PCA methods for the DNN.
• The implementation of the proposed algorithm to compare its performance

against the present ones.

The remainder of this paper is organized as follows. Section 2 summarizes
the background of deep learning features and the PCA techniques. Then, Sect. 3
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presents the motivation of our paper by listing several drawbacks of current
PCA methods so as to highlight the necessity to develop a new method in this
background. Furthermore, Sect. 4 subsequently gives a detailed description of our
algorithm, followed by several experiment results in Sect. 5. Finally, conclusions
are shown in Sect. 6.

2 Background

In this section, we are going to overview two methods: deep learning and Princi-
pal Component Analysis (PCA). Both of them are popularly used in the machine
learning framework. Several important techniques of deep learning and PCA will
be highlighted as well.

2.1 Deep Learning

With the rapid development of computer capability [21,35], software [8,41,43]
and cloud computing [9,22,33], large amounts of data can be generated and
machine learning becomes a hot area. Deep learning is a subfield of machine
learning. It tries to simulate the functionality of our brain so as to build the
connection between the input space and the output space. When we take a
closer look at the deep learning framework shown in Fig. 1, it is easy for us to
build the analogy between nodes in Fig. 1 and cells within our brain [45]. When
an input data comes into the Deep Neural Network (DNN), it will be fed into the
input layer. All nodes in the previous layer will be used to compute the output
that shows up in the next layer. This process will last layer by layer until the
final results are generated from the output layer.

Fig. 1. The visualization of deep neural network.

Given its similarity between human brain and DNN [3], deep learning shows
significant impact on many real-world applications. In other words, in practice
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the input/output relationship is hard to describe by a simple function, therefore
the DNN might be a reasonably good solution to depict such phenomenon. By
building computational models that are composed of multiple processing lay-
ers, the networks can present complex input/output mapping functionalities by
dividing them into small but simple functions, each of which is represented by
one layer-to-layer connection. Then, the combination of these multiple layers can
formulate a complex function.

With in the DNN platform, several techniques have been used to improve
its performance in terms of training speed and model fitting effect. On the one
hand, since there are many layers together with a lot of parameters requiring
training, back propagation [15] method has been proposed to speed up the train-
ing process. To be specific, it goes back and forth in the neural network structure
and update the parameters’ value accordingly by calculating the derivatives of
each node. Main advantages of back propagation include simplicity to program,
flexibility and fast implementation. On the other hand, people are also eager to
find suitable functions between layers to easily capture the relationship between
the input and the output. We call these functions as activation functions or
transfer functions. Popularly used activation functions contain linear combina-
tion, sigmoid, tanh and relu. People are still interested in the way to select the
suitable activation functions [14] in different scenarios.

2.2 Principal Component Analysis

The developed data storage technology enables it easy to record large amount
of data. In a lot of situations, the dimension of the data might be too high
to train quickly. In reality, high-dimensional are common in biology [17] and
finance [4] field, when multiple features are measured for each sample. There are
usually several problems with the high-dimension data. An obvious one is that
the model training time will increase exponentially as the dimension increases,
which makes the parameters’ value hard to obtain. In addition, usually the error
increases with the increase in the number of features, mainly because of some
redundant information stored. One of the most important ones might be related
to the case that high-dimension features require relatively larger amount of data
to feed. Otherwise, it may cause over-fitting [23] to occur.

When it comes to the high-dimension data as the input, people prefer doing
some data cleaning before training them into the specific model. Principal com-
ponent analysis (PCA) and linear discriminant analysis (LDA) [42] are two
popular options, which are visualized in Fig. 2. At a high level, these methods
look for linear combination of features which can best explain the data. Then,
some threshold will be defined to pick from these generated features to reach a
balance between the number of selected features and how good these features
can represent the data. LDA aims at finding a feature space that can maximize
the separability between groups while PCA focuses on finding the direction of
maximum variation in the data set. There are many other dimension reduction
techniques [5] as well but all of them share the same ultimate goal that they



272 X. Gao et al.

Fig. 2. An example to show how backdoor attacks work.

want to represent the data as much as possible with the minimum number of
extracted features.

3 Motivation

We will present the motivation of our paper in this section. To be specific, after
overviewing the DNN model in deep learning field and some dimension reduction
methods (e.g., PCA and LDA), we will present several existing drawbacks for
these techniques. These potential problems will motivate us to consider new
approaches to achieving better model training performance.

3.1 Information Loss in PCA

General steps of PCA include data standardization, covariance matrix computa-
tion, eigenvectors and eigenvalues calculation, feature vectors selection and data
recasting to the principal components. After going through all these steps, we
can easily generate the principal components whose dimension is usually smaller
than original features. Therefore, the PCA method contributes a lot to machine
learning techniques because it can remove correlated features; then, if all the
remaining components are independent to each other, it could reduce the over-
fitting and speed up the computation process because the requirement of the
data size is proportional to the dimension of the input features.

Although all these benefits of PCA might be helpful in several situations,
there still exist a lot of problems [44], one of which is the information loss. Note
that feature vectors selection is one of the important steps in PCA and it must
be the case that after selecting feature vectors, we have to lose some information
hidden in the input feature vectors. Sometimes, if the original input features are
relatively independent across each other and we still force the PCA to reduce the
input dimension, it might cause to the fact that quite much useful information
is eliminated, which will have side effect on the model training. Moreover, this
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might hurt the model training because compared with the original input features
the principal components are hard to interpret.

3.2 Lack of Interpretability in DNN

Although the relative complicate DNN structure makes it possible for deep learn-
ing to gain good model fitting result, it becomes harder for people to explain
the fitting result reasonably. In other words, no matter how good or bad the
data fits into such model, we cannot tell why it is the case, let alone coming up
convincing ideas to make further improvement. Most of the trials are related to
change the model structure to expect better result.

Typically, DNN is regarded as the black-box function [6] which maps a given
input to a corresponding output. Multiple layers, many nodes per layer and
complex layer-to-layer connections make the model space relatively large. There-
fore, it increases the possibility that some part of the model space can precisely
describe the input/output relationship. We can refer to such phenomenon to the
fact that a lot of continuous function can be written as the Taylor formula. As
the number of terms within the Taylor formula increases, the value difference
between such formula and the target function will become negligible.

However, such invisibility of the DNN might cause some problems in reality.
If people cannot have a full eyesight of the inner structure within the model, it
is hard to explain why it works well, which sometimes make it risky to rely fully
on it. For instance, in financial area, even DNN can obtain good fitting result
in the existing training data, the limitation [26] to interpret such result leads to
the reality that most companies still hesitate to get that involved in automated
trading. Different from models such as linear regression, where if the training
result is good it means the input and output relationship is linear, people dare
not bet on DNN no matter how good performance it has in the training data.

4 Our Approach

In this section, we want to leverage the pseudo code to concretely show each
step of our algorithm design, followed by the description of the intuition behind.
Generically speaking, through expanding the scope of candidate features used
for PCA by adding the calculated variables in the first hidden layer, we believe
this can help extract representative components for better DNN model training.

4.1 Algorithm Design

We are now presenting the algorithm concretely below. It offers a new approach
to doing the PCA for DNN.

Compared with directly doing PCA over the input features, our proposed
algorithm runs model training over a three-layer neural network at first. After
the model training, we include all nodes in the hidden layer into input features
space because we think this will be a valuable addition to the existing features
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Algorithm 1. Progressive PCA Algorithm
Require: M input features, size of the data set N , activation function of DNN F , the

maximum number of layers of DNN T , and number of eigenvalues K for selection.
Ensure: The updated set of features that originate from the modified PCA methods

on input features.

1: Set up a Deep Neural Network structure with only three layers (one input layer,
one output layer and one hidden layer).

2: Train the three-layer DNN on the input data set.
3: Record both the input features value and the values from all nodes in the hidden

layer into a set S.
4: Implement PCA on the collected set S in order to extract K principal components.

5: Take the extracted K components as the input and train deep neural network
model over the data.

6: Output the DNN training result.
Output results: The final results include all parameters of the trained DNN
framework together with the fitting score.

pool. Then, we would do a PCA over the extended feature set to extract K
principal components that would be finally used for DNN training later. More
details are shown in the algorithm description part.

4.2 Intuition Analysis

We believe our algorithm is a good fix to the existing PCA algorithm and want
to mention its potential benefits intuitively. First of all, general PCA method
tries to get the minimum number of principal components that can represent
the maximum information within the input features. Usually, these components
would be some linear combination of existing components. However, if most of
the features are already relatively orthogonal to each other, PCA cannot have
a good effect in terms of the dimension reduction. Therefore, we want to add
more derivative features from DNN framework into the feature space for PCA.

In addition, our proposed algorithm can strike a balance between short run-
ning time and good component extraction effect. As is known to all, training a
DNN might be time-consuming so we do not want to train a neural network with
a lot of hidden layers at first. Then, we decide the number of hidden layer to be
only one. This decision can help us not only generate new features quickly but
also increase the size of feature set for component extraction later. Then, after
the PCA, we can consider DNN with multiple hidden layers so as to achieve
good model training result.

5 Experiments

This section is mainly about the experiment results of our proposed algorithm
and its comparison against others. In the traditional DNN training process,
people would directly feed the data into the neural network pipeline and train
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such model using feedforward and backpropagation methodology. We want to
see how much improvement our algorithm can provide. We are concerned of
two main metrics: accuracy [18] and training time [2]. Accuracy is an important
determinant since it directly decides whether the correlation between input and
output could be represented by DNN. Besides, we also want to get the reasonably
good result the sooner the better; hence, the training time is another point worth
paying attention to. In our experiment setup, we regard the number of epochs
as the concrete index to measure the length of training time.

5.1 Data Description

In our experiment, we leverage our model to fit the open source data of house
price [1]. This is because usually the price of a house depends on many features.
Within the data set, the output Y variable is binary, where 1 means the price is
above the median and 0 means the price is below the median. Ten features (e.g.,
overall quality, overall condition, distance to surrounding utilities) are considered
as important determinants to the final price. There are 1,460 data points in total
within the data set.

We utilize related packages in python (e.g., sklearn [28], keras [13]) to imple-
ment our algorithm. Concretely speaking, house price data is stored in the csv
format. We read the data from csv file and store it into the pandas data frame.
Then, we implement several preprocessing techniques into the data with inserted
packages such as standardization. The standardized data is split into training
set and testing set. In our setting, we put the proportion of training data to be
70% of the whole data set while the remaining 30% are used as the testing set.
The DNN model from keras package will be trained in the training data and we
test its performance over testing data set.

5.2 Results

When it comes to the results comparison, we compare our method against pure
DNN model because we want to see how much improvement such proposed
algorithm can bring. As for the metrics, we take into consideration accuracy [18]
and loss [40] value.

The comparison results are illustrated in Fig. 3 and Fig. 4. In general, given
the high accuracy and low loss value, we can see that DNN should be a suitable
candidate model for house price prediction. First of all, it is easy to witness that
the big trend is that the fitting results get better and better as the number of
epochs increases, even if the marginal improvement decrements. If we directly
feed the data into DNN without any PCA, the performance gap between training
data and testing data is larger, which means that the model has a trend to overfit
the training data set but does not work well on the testing set. In comparison,
the difference of the performance between the training set and testing set is
much smaller if we implement our proposed PCA into the data set beforehand.

In addition, we also compare the convergence speed of both DNN with and
without our proposed PCA techniques in Fig. 5. In Fig. 3 and Fig. 4, we set
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Fig. 3. The loss and accuracy measurement in DNN framework.

Fig. 4. The loss and accuracy measurement with proposed PCA implemented.

Fig. 5. Accuracy comparison when the number of epoch is 30.
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the number of epochs to be 100 because it might be necessary for us to train
the model longer for better result. In Fig. 5, we make an assumption that the
computation power is relatively insufficient which forces the user to train the
model within a short period of time. Then we reduce the epoch number from
100 down to 30.

Then, we can find that if we implement our proposed PCA before DNN model
training, it takes less than five epochs to grow up to a platform whose accuracy
is over 80%, while this is not the case for direct DNN model training. The figure
tells us that after the epoch number is greater than twenty, the accuracy level
starts to be larger than 80%. A reasonable explanation to such phenomenon is
that our proposed PCA has already extracted the important information from
the data set successfully, and then it make the DNN model training process
easier; However, pure DNN model does not have any preprocessing work, which
let the model training task more difficult to build the correlation between input
and output features.

6 Conclusions

In this paper, we introduced a novel component extraction method for deep
neural network, an idea that puts both hidden layer nodes and input features
together for Principal Component Analysis (PCA). Our approach is an extension
of existing PCA tool, which decides to include more relative elements for better
component generation. The experiment results shown that in terms of house
price prediction, compared with not using our techniques, our model’s fitting
result improves and the gap between training data set and testing data set is
smaller. We hope this proposed algorithm can motivate more deep learning users
to implement in more application fields.
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Abstract. Time series prediction has become an important research
direction in data mining because of the time-varying pattern of data in
various fields. However, time series prediction suffers from the problem
of vulnerability to adversarial example attack, which leads to models
making wrong decisions in critical application scenarios and causing great
losses to people’s lives and properties. In addition, there is relatively
little attacks research on time series prediction, and the existing attack
methods simply migrate classical-attack methods in the image to time
series prediction. On the one hand, it not only without fully considering
the characteristics of temporal data but also without comparing and
analyzing the effects of those classical-attack methods on time series
prediction models. On the other hand, there is no comparative analysis of
the effectiveness of these classical attack methods in different time series
prediction methods. To address the above problems, this paper firstly
compares the effectiveness of the attack methods on some time series
prediction models and analyzes the inner mechanism of these time series
prediction models. In addition, this paper finds that the defense ability of
those models is related to their ability to portray the overall trend of time
series data. Therefore, this paper further propose the new attack method,
LowFreqAttack. The experimental results show that LowFreqAttack can
attack the three existing time series prediction models better than the
existing attach methods.

Keywords: Time series prediction · Adversarial attack · Frequency

1 Introduction

Time series prediction is an important research area in data mining and machine
learning. On the one hand, time series prediction is widely used in various fields
such as healthcare [1–6], traffic flow prediction [7–10]. On the other hand, time
series prediction can reflect the intrinsic patterns of time-series data over time.
In recent years, given the successful application of deep learning in fields such as
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computer vision and natural language processing. Some researchers have recently
started to use it for time series prediction tasks as well [12–17].

However, deep learning is extremely vulnerable in adversarial settings.
Attackers generate adversarial examples by finding perturbations that are not
easily detectable by humans, and these examples can cause prediction models to
produce erroneous outputs with high confidence, which can severely affect the
decision-making of some critical applications. Recently, it has been shown that
deep learning models are equally vulnerable to attacks on time series prediction
tasks [20,21]. For example, in a user health monitoring system, a fraudster can
make the patient miss the best treatment time for the onset of the disease by fak-
ing the illusion that all health indicators of the onset patient are not abnormal,
thus seriously endangering the patient’s life [24–29]. However, there is relatively
little research on time series prediction attacks. Therefore, this paper explores
the time series-based counterattack. First, CNN, LSTM, and transformers [30]
are used as the base models for time series prediction. The robustness is com-
pared under the gradient-based attack approach. Experiments show that the
ability of the three models to defend against attacks decreases in the order of
transformer, CNN, and LSTM. Subsequently, to analyze the reasons for the dif-
ferent robustness of each model, this paper finds that the defense ability of these
three models is related to their ability to portray the overall trend of the time
series data by comparing and analyzing the inner mechanism of these time series
prediction models.

To deeply analyze the reason for the robustness of the transformer, this paper
finds inspiration from the application of the transformer in images. As early as
in the field of vision, researchers points out that the transformer makes more
use of the global information of the image for prediction [31], where the global
information can be understood as the overall contour features in the image.
Therefore, this paper proposes a more low-frequency component attack method
Low-Frequency Attack (LowFreqAttack) based on this feature. And the attack
performance of LowFreqAttack is compared with the existing attack methods
on some existing defense methods. The experiments show that LowFreqAttack
still guarantees better attack capability, thus verifying the effectiveness of the
LowFreqAttack.

The remainder of this article is organized as follows. In Sect. 2, we review the
related literature on time series forecasting and transformer research in images.
Section 3 elaborates some attack methods and the design method. We analysis
the results in Sect. 4, and this article is concluded in Sect. 5 with a summary of
potential future studies.

2 Related Work

2.1 Research on Time Series Forecasting

Time series prediction has become an important research direction in data min-
ing and is now widely used in various areas of life [32–34]. However, studies
have shown that deep learning models are vulnerable to attacks [18]. While
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there have been many significant studies on adversarial attacks on data such as
images, text, and graph structures, the opposite is true for time series, for which
there is a paucity of research. Forestier [20] pioneered the study of the vulner-
ability of deep learning models on time series adversarial examples by applying
some attack methods on images [35,36] to time sequence classification task,
which reduces the accuracy of the classification model, thus pointing out the
same vulnerability to attacks on the application of time series data. Mode stud-
ied the adversarial attacks on multivariate time series prediction and verified
the vulnerability of deep learning models to adversarial attacks by conducting
experiments on datasets in multiple scenarios. Recently, M. Qiu et al. [13,22]
proposed privacy-preserving wireless communications using bipartite matching
in social big data and a novel topological graph for convolutional network-based
urban traffic flow and density prediction [23]. Wu [21] performed adversarial
attacks on some recent time series prediction models and showed that even very
small perturbations can equally easily cause significant degradation in the per-
formance of the models. As for the defense methods for time series prediction,
the existing defense methods are mainly developed from the perspective of data
preprocessing. Juan [37] proposed an efficient data preprocessing method that
takes advantage of the correlation of continuous time data and uses mean sub-
stitution for data noise reduction. Fahad Algarni [38] used the idea that input
discretization can mitigate adversarial attack ideas, and then proposed a defense
method based on thermometer coding, which effectively improves the robustness
of the model.

2.2 Transformer Research in Images

Recently, the transformer, which has shown great potential in the field of natural
language processing [30,39,40], can reach the same level of Convolutional Neural
Network (CNN) in various tasks of computer vision [41,42], and the transformer
is usually able to show better robustness. Alexey et al [41] first proposed the
transformer architecture for image recognition, thus pioneering Vision Trans-
former (Vit), which not only has the same high accuracy as CNN but also shows
better model robustness. Subsequently, Naseer [43] compared the robustness of
three different architectures of the transformer, as well as some better perform-
ing CNN models considering the presence of severe occlusion, region shifting,
spatial alignment, adversarial and natural perturbations in images, and again,
found that the transformer has better robustness.

3 Method

3.1 Overview

Time Series. The set X = [x1, x2, ..., xT ], xT ∈ Rn formed by the values corre-
sponding to T consecutive unit times can be called a time series.
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Time Series Prediction. Input a time series X = [x1, x2, ..., xT ], and predict the
value x(T + h) of (T + h), where h denotes the horizontal offset relative to the
current moment, which is used to control the number of units of time between
the corresponding moment of the predicted value of the prediction task and the
current moment, and different offsets are set according to different tasks.

Time Series Adversarial Example. On a given time series X = [x1, x2, ..., xT ], the
attacker finds a small perturbation η based on the characteristics of the input
time series, thus generating a new time series X ′ = [x1

′, x2
′, ..., xT

′] , where
X ′ = X + η, also called the adversarial sample. When the adversarial sample
makes the model prediction accuracy decrease significantly, it means the attack
is successful.

3.2 Gradient-Based Attack Method

FGSM Goodfellow et al. [35] proposed the Fast Gradient Sign Method (FGSM)
for generating image adversarial examples, which successfully makes GoogleNet
models predict errors. FGSM generates perturbations by computing the gradient
of the input. In order to generate perturbations faster, the method computes the
gradient of only one step. The computational procedure of FGSM for generating
perturbations is shown Eq. 1.

X ′ = X + ε·sign(∇xJ(X, Ŷ )), (1)

BIM Kurakin et al. [36] proposed an iterative version (Basic Iterative Method)
based on FGSM. The idea of BIM is to generate adversarial examples by moving
smaller steps instead. Thus BIM iterates more times compared to the single-step
perturbation generation method of FGSM. After each gradient-based generation
of adversarial examples, cropping is performed, thus ensuring that the range
obtained from each calculation lies in [X-α, X+α].

3.3 The Analysis of Attack Effect

The robustness of CNN, LSTM, and Transformer under the attack methods of
FGSM and BIM were compared, and some of the results are shown in Fig. 1.

As can be seen from Fig. 1, the prediction performance of the transformer
performs the best in both cases with the same perturbation factor ε. In partic-
ular, the performance of those is almost equal in the case of no perturbation.
As the perturbation gradually increases, the performance of CNN and LSTM
decreases dramatically, but the performance of the transformer decreases more
slowly, which indicates that the transformer has better robustness under the
same level of attack. In this paper, we argue that Transformer is better able to
resist the noise of high-frequency signals because the window of its input data
tends to be large, which is conducive to preserving the sequence correlation for
a longer period. In addition, the transformer learns the attention weights among
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Fig. 1. a) The Comparison of results under FGSM attack [35]. b) The Comparison of
results under BIM attack [36].

the corresponding data at each time point through the self-attention mechanism,
which makes it more dependent on the overall sequence to complete the predic-
tion. However, noise tends to manifest itself locally in the few samples that are
disturbed and have less impact on the global features on which the transformer
relies to make decisions. Therefore, the transformer is still able to ensure a cer-
tain level of robustness even under large disturbances. On the contrary, CNN and
LSTM focus more on the time series inside a segment window and are therefore
much more affected than the transformer.

Based on the above phenomenon, this paper argues that transformer has
more affinity for low-frequency features. Therefore, this paper then proposes a
frequency domain-based perturbation attack method LowFreqAttack.

3.4 LowFreqAttack

The process of LowFreqAttack is divided into four processes. (1) Generating
perturbation by attack methods FGSM or BIM. (2) Transformation of the
perturbation into multiple components in the frequency domain. (3) Sieving
the high-frequency components in the frequency domain. (4) Transforming the
sieved perturbation back to the time domain to obtain a more low-frequency
perturbation.

4 Result Analysis

4.1 The Overview of Experimental Data

The data used in this paper comes from Caltrans’ Performance Measurement
System (PeMS). This system collects traffic flow in real-time through detectors
on the freeway. In this paper, we use two columns of this dataset (Time, Traffic).
The time column represents the instantaneous moment of the detector feedback
data, with 5 min as the feedback interval. The traffic flow column, on the other
hand, indicates the number of vehicles that passed through this detector during
the interval from the previous moment to the current moment. Among them,
the training set (2016/01/04–2016/02/29) includes 7776 data and the test set
(2016/03/04–2016/03/31) contains a total of 4320 data.
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4.2 The Effectiveness Comparison Under the Defense Method

Fig. 2. The comparison under Kalman filtering.

To better show the performance between the lowfreqattack and other attack
methods, we compare the attack effect by performing the attack under two
defense methods. We use the two defense methods: Kalman filter and wavelet
transform. We obtain the experimental results under wavelet transform as shown
in Fig. 2. The nine plots in the figure represent the results of LowFreqAttack
compared with the FGSM attack method under the wavelet transform defense
method. The wavelet transform defense control factor is a quantile factor, rang-
ing from 0.1 to 0.9, and the closer the value is to 1, the stronger the wavelet
defense is. The horizontal coordinate in Fig. 2 indicates the perturbation factor
ε, with values ranging from 0.1, 0.15, 0.2, which is used to control the size of
the perturbation, the larger the value the larger the perturbation the vertical
coordinate in Fig. 2 is MSE, which is used to indicate the deviation of the pre-
diction result the larger the value, the better the attack effect, then the better
the attack method. When the perturbation factor is 0.1, the LowFreqAttack
attack effect exceeds the FGSM by about 0.63% on average when the perturba-
tion factor is 0.15, the LowFreqAttack attack effect exceeds the FGSM by about
1.52% on average when the perturbation factor is 0.2, the LowFreqAttack attack
effect exceeds the FGSM by about 1.07% on average. Therefore, based on the
above experimental results, shows that LowFreqAttack is more aggressive than
the FGSM method for the same wavelet defense strength.

Figure 3 shows the comparison of the experimental results under the Kalman
filter defense method. The nine plots in Fig. 3 represent the results of LowFreqAt-
tack compared with the FGSM attack method under the Kalman filter defense
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Fig. 3. The comparison under wavelet transform.

method. The Kalman filtering defense control factor, Karman-level, ranges from
0.1 to 0.9, and the closer the value is to 0.1, the stronger the Kalman filter-
ing defense is. In Fig. 3, the horizontal coordinate is the perturbation factor ε,
the larger the value the larger the perturbation. When the perturbation factor
is 0.1, the LowFreqAttack attack effect exceeds the FGSM by about 0.73% on
average. When the perturbation factor is 0.15, the LowFreqAttack attack effect
exceeds the FGSM by about 1.25% on average. When the perturbation factor is
0.2, the LowFreqAttack attack effect exceeds the FGSM by about 1.20%. There-
fore, based on the above experimental results, it shows that LowFreqAttack is
more aggressive than the FGSM method with the same Kalman filtering defense
strength.

5 Conclusion

In this paper, we compared and analysed the robustness of CNN, LSTM, and
transformer on time series prediction tasks under the attack gradient-based app-
roach. We found that the transformer is more robust. In addition, this paper anal-
ysed the reasons why the transformers are more robust in the frequency domain
and also points out that the transformer is vulnerable to low-frequency pertur-
bation attacks. Based on the vulnerability of transformers, this paper proposed
a more low-frequency attack method, LowFreqAttack. Comparing LowFreqAt-
tack with other attack methods under the same defense method, it is found
that LowFreqAttack can still maintain better attack capability, thus verifying
its effectiveness.
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Abstract. Machine learning-based models are one of the main methods
for detecting reentrant vulnerabilities. However, these models extract
smart contract features only from a single form, resulting in incomplete-
ness and inaccuracy of features. To address this problem, we propose a
novel machine learning-based model for reentrant vulnerabilities detec-
tion. We extract and fuse features from abstract syntax trees, opcodes,
control flow graph basic blocks, and combine machine learning algorithms
for reentrant vulnerabilities detection. Additionally, to address the time-
consuming problem of manual labeling, we also propose an approach for
automatically adding dataset labels. We perform experiments on Smart-
bugs and SolidiFi-benchmark datasets and results show that our model
outperforms existing models.

Keywords: Smart contracts · Machine learning · Reentrant
vulnerabilities · Dataset labels · Detection

1 Introduction

In recent years, blockchain has become a hotspot of research and application. We
begin to focus on information security and information privacy [7,13,21]. Pri-
vacy stealing and privacy protection are a long-term confrontation process [18].
Blockchain technology [2,6,8] has many applications in modern information tech-
nology and computing environments. This technology uses key features, such as
distributed ledgers and tamper resistance, to use distributed computing resources
[11,14,20]. As one of the key components of blockchain [5], smart contracts play
a vital role in achieving automation functions. The concept of smart contracts
was proposed by Nick Szabo [23]. When the condition is triggered, the smart
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contract will execute the corresponding transaction. Smart contracts cannot find
suitable application scenarios at that time. Therefore, the smart contract cannot
develop quickly. Until the advent of blockchain technology, smart contracts begin
to attract people’s attention and gradually became a research hotspot. However,
security problems of smart contracts are beginning to be exposed. One of the
most destructive attacks is the reentrant attack.

Reentrant attacks are one of the most destructive attacks in blockchain sys-
tems [9,22] caused by smart contract vulnerabilities [3]. When an attacker recur-
sively calls the draw(.) of the target contract to withdraw funds from the tar-
get contract, a reentry attack will occur. When the contract cannot update its
balance after sending the funds, the attacker can call the withdrawal function
continuously to exhaust the contract funds. A well-known reentrant attack is
“TheDAO” attack which caused a loss of 60 million US dollars [16].

Machine learning-based vulnerabilities detection has been proven effective
[10,19]. However, there are two drawbacks to this technique. First, the problem of
noise code interference of similar contracts. At the current stage, smart contracts
are mostly deployed on blockchains by programmers. To save time, programmers
often use copy and paste while writing smart contracts. Therefore, this situation
has produced a lot of similar contracts [26]. Vulnerabilities are usually caused
by a few statements, but similar contracts contain many statements that are
not related to the vulnerability. We call it noise codes [12]. Second, the time-
consuming issue of manual marking. At the current stage, researchers usually
use traditional methods such as Mythril and Slither to detect data sets. Then,
they manually add tags to the data set according to the detection results [17].

In order to detect whether smart contracts have reentrant vulnerabilities,
we propose a novel machine learning-based model for reentrant vulnerabilities’
detection. Our proposed model parses smart contracts into abstract syntax trees
and opcodes. By sharing node and opcode categorization techniques, we extract
feature vectors from abstract syntax trees and opcodes. Our model parses smart
contracts into control flow graphs and extracts basic blocks containing trans-
action features from them. We concatenate the basic blocks and perform word
embeddings on them through the n-grams algorithm. Our model concatenates
these three types of vectors to obtain the full feature vector for the smart con-
tract. Our proposed model automatically labels vectors through code embed-
ding and similarity detection techniques. Under six machine learning models,
our method is compared with existing vulnerability detection methods. Exper-
iments show that our proposed model improve the accuracy of reentrant vul-
nerabilities’ detection. Moreover, our accuracy rate is much higher than some
common smart contract detection tools [1]. Our proposed model automatically
add labels to vectors, which solves the time-consuming problem of manually
labeling data.

The main contributions of this paper are as follows. (1) We extract and fuse
features from smart contract abstract syntax trees, opcodes, and control flow
graph basic blocks, which enhances feature completeness and accuracy. (2) We
automatically add labels to smart contracts through code embedding technology
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and similarity comparison technology, which solves the time-consuming manual
labeling. (3) We perform vulnerability detection on the extracted smart contract
features under the Smartbugs and SolidiFi-benchmark datasets and 6 machine
learning algorithms, and the results show that our model outperforms existing
models.

The remainder of this paper is organized in the following order. Section 2
describes the design of our proposed model, which is applied to reentrant vul-
nerabilities detection. Section 3 describes our proposed algorithms. We analyze
the experimental results in Sect. 4 and conclude the paper in Sect. 5.

Fig. 1. The overall workflow of our proposed model.

2 Proposed Model

2.1 Overview

Figure 1(a) shows the step of collecting smart contracts and extracting smart
contract features. The system parses smart contracts into abstract syntax trees
and extracts features from smart contracts by solving shared nodes. The sys-
tem parses the smart contract into opcodes and obtains the nine-tuple vector
of the smart contract by traversing the opcodes. The system parses the smart
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contract into a control flow graph, from which it extracts basic blocks contain-
ing transaction characteristics. These basic blocks are converted into vectors by
word embedding technology and dimensionality reduction is performed on them.
The system concatenates three types of vectors. Our proposed system uses six
machine learning algorithms as classification models for experiments.

Figure 1(b) shows the step of collecting vulnerability statements and adding
smart contract tags. The system relies on code embedding and space vector
comparison for automatic labeling. Through data preprocessing, smart contract
statements and vulnerability statements are converted into word sequences. The
system uses the FastText tool to train it into word vectors and sums to get the
sentence vector matrix. Through the results of similarity detection, labels are
automatically added to the smart contracts.

Fig. 2. The phase diagram of our proposed model.

2.2 Model Design

The design scheme of the model mainly includes 10 phases. Data collection
will be completed in the first phase. The second phase is responsible for the
parse of the smart contract. The third phase realizes the vectorization of shared
nodes. The nine-tuple vectorization will be completed in the fourth phase. The
fifth phase is to analyze and process the smart contract. The sixth phase is to
perform code embeddings on basic blocks. The seventh phase is to reduce the
dimensionality of the vector. The eighth phase is responsible for vector splicing.
The ninth phase realizes automatically add tags. The tenth phase is responsible
for the classification model. The schematic diagram of the model construction
method is shown in Fig. 2. Next, we will describe the core phases within our
model.
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In the third phase, due to our goal is to obtain the shared nodes between
the malicious smart contract and the smart contract set, we first need to obtain
the values of all nodes in the smart contract abstract syntax tree. In order to
facilitate data manipulation, we convert the abstract syntax tree in JSON format
to dictionary format. Each abstract syntax tree contains three types of nodes.
The three types are list, dictionary and string. Our goal is to get the node
value of all string types. Through recursive traversal list and dictionary, we get
all the node values of the abstract syntax tree. Through traversal of shared node
number, we obtain the number of shared nodes of the two abstract syntax trees.

In the fourth phase, we divide opcode instructions into 9 categories, namely
PUSH, DUP, SWAP, LOG, OPERATION, LOGIC, COMPARISON, VALUE1,
VALUE2. By counting the number of each category in the opcode instructions of
the smart contract, we get a nine-tuple vector. To reduce the traversal time, we
further simplified the opcode instructions. We delete the operands in the opcode
instructions. To be precise, we delete the operand after the PUSH instruction.
Next, we use the third-stage normalization formula to normalize the nine-tuple
vector.

Phase 5 is divided into three parts: the smart contract is parsed into a control
flow graph, sharding processing and basic block splicing. We use python third-
party library py-solc to parse smart contracts into bytecodes. Then we parse
the bytecodes into a control flow graph and obtain all the basic blocks from
the control flow graph. Because reentrant attacks are mainly caused by transfer
operations, we focus on the basic blocks that contain transactions. We extract
these basic blocks that contain the keywords ‘CALLVALUE’, ‘CALLDAT-
ALOAD’, and ‘CALLDATASIZE’. We splice all the extracted basic blocks
together to retain the continuous operation characteristics of the transaction.

Phase 9 refers to our previous work [25]. At this phase we propose an auto-
matic data labeling algorithm, which is elaborated in Sect. 3. This phase is
divided into 7 parts: contract segmentation, sentence segmentation, normaliza-
tion, word embedding, vector matrix, similarity detection, set vector labels.

In order to prove that the features we extracted are feasible, we perform
experimental evaluation under six machine learning models. Through experi-
mentation, we can observe whether our method works and which model is better
for our method.

3 Algorithm

In this section, we will describe our proposed Automatic Data Labeling (ADL)
Algorithm. The goal of the algorithm is to automatically add labels to datasets,
thereby reducing the time-consuming manual labeling process.

The input to the Automatic Data Labeling Algorithm is a set of smart con-
tracts, which we denote by SCS. The smart contract set includes training set,
test set and malicious statement set. The output of this algorithm is the label
set. This set includes labels for all smart contracts in the training and testing
sets. We denote the output of this algorithm by Label set.
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Algorithm 1. Automatic Data Labeling Algorithm
Input: SCS
Output: Label set
1: function Label(SCS)
2: op 1 ← Sentence segmentation and word segmentation are performed on SCS.
3: op 2 ← Perform word embeddings on op 1.
4: train set,test set,eyi statement set ← Divide the op 2.
5: for smart contract in train set do
6: for statement in smart contract do
7: for statement eyi in eyi statement set do
8: if The similarity between statement and statement eyi is greater than

the threshold then
9: smart contract’s label is set to 1.

10: else
11: smart contract’s label is set to 0.
12: end if
13: end for
14: end for
15: end for
16: Label set ← labels for train set and test set. return Label set
17: end function

The Automatic Data Labeling Algorithm is applied in the ninth phase of our
proposed model. The goal of the algorithm is to obtain the labels of all smart
contracts in the training and test sets. When the label is 1, it means that the
smart contract has a vulnerability risk. When the label is 0, it means that the
smart contract is a security contract.

The workflow of the Automatic Data Labeling Algorithm is: (1) Input smart
contracts into the algorithm. (2) Sentence segmentation and word segmenta-
tion for smart contracts. (3) Perform word embedding on the segmented smart
contracts. (4) Divide smart contracts into training set, test set and malicious
statement set. (5) All the sentences of each smart contract in the training set
are checked for similarity with the malicious sentence set. According to the com-
parison between the detection result and the threshold, the label of the contract
is set. (6) The test set and the training set are treated the same way. (7) Save
all labels in Label set.

Time Complexity. The algorithm uses a three-level for loop. The first for
loop is used to traverse all smart contracts in the training set. The second level
of for loop is used to traverse all statement vectors in the smart contract. The
third layer of for loop is used to traverse all the sentence vectors in the malicious
sentence set. The test set and training set operate in the same way. Therefore,
the time complexity of this algorithm is O(n3).
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Table 1. Experiment settings

Contract sources reference [4]

Abstract syntax tree parser tool py-solc

Opcode parsing tool py-solc

Control flow graph parsing EVM-CFG-BUILDER

Divider newline (‘\n’)

Word segmentation tool Jieba

Word embedding tool FastText,n-grams

Training vector parameters MinCount =1
lr = 0.05
dim = 20
loss = ns

Threshold 0.92

4 Experiments and Results

4.1 Experiment Configuration

We ran the assessment in the following environment. We used Python’s third-
party library jieba as a word segmentation tool. We also used Python (v3.7) to
implement our model in the Pychar IDE. The hardware platform was Lenovo
ideapad 300-15ISK laptop, equipped with Windows 10 operating system, 2.3 GHz
CPU, i5 version kernel and 8 GB 2691 MHz LPDDR3 memory [25]. The exper-
iment settings were shown in Table 1.

Our proposed model adopted the n-grams algorithm for word embedding
in the sixth phase. We conducted experiments when n was equal to 1, 2 and 3
respectively. We defined three different algorithms as 1-grams, 2-grams, 3-grams.
We used these three names to denote the overall model with different algorithms.
Selected existing methods included Xu et al.’s method [24], Wang et al.’s method
[17], and NeuCheck [15]. NeuCheck [15] used three different n-grams algorithms
to detect vulnerabilities. We defined as NeuCheck 1, NeuCheck 2, NeuCheck 3.

4.2 Experimental Results

Figure 3 showed the experimental comparison between our method and existing
methods under the KNN model. Among the existing methods, Xu et al.’s method
had the highest precision rate, reaching 86%. Our method achieved 84% precision
rate, which was 2% lower than existing methods. The precision rate of existing
methods was stable at 70% to 86%. Among the existing methods, Wang et al.’s
method had the highest macro average, reaching 87%. The macro average of our
method was the highest, reaching 89%.
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Fig. 3. Comparison of exist-
ing methods under KNN
model.

Fig. 4. Comparison of exist-
ing methods under SVM
model.

Fig. 5. Comparison of exist-
ing methods under Decision
Tree model.

Fig. 6. Comparison of exist-
ing methods under Random
Deep Forest model.

Fig. 7. Comparison of exist-
ing methods under Linear
model.

Fig. 8. Comparison of exist-
ing methods under Percep-
tron model.

Figure 4 showed the experimental comparison between our method and exist-
ing methods under the SVM model. Among the existing methods, Xu et al.’s
method had the highest precision rate, reaching 86%. Our method achieved 93%
precision rate, which was much larger than existing methods. The precision rate
of existing methods was stable at 71% to 93%. Among the existing methods,
Wang et al.’s method had the highest macro average, reaching 88%. The macro
average of our method was the highest, reaching 89%.

Figure 5 illustrated an experimental comparison of existing methods under
the Decision Tree model. The vulnerability detection precision rate of existing
methods remained between 70% and 88%. The vulnerability detection precision
rate of our methods were all maintained above 93%, with a maximum of 100%.
Among the existing methods, the method of Xu et al. had the highest macro
average, reaching 85%. Our method achieved an average of 87% macros, a 2%
increase over existing methods.

Figure 6 illustrated an experimental comparison of existing methods under
the Random Deep Forest model. The vulnerability detection precision rate of
existing methods remained between 64% and 82%. The vulnerability detection
precision rate of our methods were all maintained above 92%, with a maximum
of 93%. Among the existing methods, the method of Wang et al. had the highest
macro average, reaching 85%. Our method achieved an average of 86% macros,
a 1% increase over existing methods.

Figure 7 showed the experimental comparison of existing methods under the
Linear model. In vulnerability detection precision rate, our method remained
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above 90%. The precision rate of the existing methods was below 90%. Xu et al.’s
method had the highest precision rate, reaching 86%. Compared with existing
methods, the precision rate of our method was increased by 7%. Macro values
of existing methods remained between 53% and 88%. The macro average of our
method was 89%. Compared with existing methods, our macro value increased
by 1%.

Figure 8 showed the experimental comparison of existing methods under
the Perceptron model. In vulnerability detection precision rate, our method
remained above 93%. The precision rate of the existing methods was below 90%.
Xu et al.’s method had the highest precision rate, reaching 90%. Compared with
existing methods, the precision rate of our method was increased by 10%. Macro
values of existing methods remained between 65% and 85%. The macro aver-
age of our method was 90%. Compared with existing methods, our macro value
increased by 5%.

5 Conclusions

In this paper, we proposed a novel machine learning-based model for reentrant
vulnerabilities detection. Our model parsed smart contracts into abstract syn-
tax trees, control flow graphs and opcodes. We extracted features from abstract
syntax trees, control flow graphs and opcodes and concatenated the extracted
features. To solve the time-consuming problem of manual labeling, our model
implemented automatic labeling. With code embedding and similarity detec-
tion technology, our model automatically added tags to the smart contract set.
We performed experiments on Smartbugs and SolidiFi-benchmark datasets and
results showed that our model outperformed existing models.

Acknowledgment. Natural Science Foundation of Shandong Province (Grant No.
ZR2020ZD01).
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Abstract. Object detection techniques are a major part of computer vision
research, with large-scale applications in industrial, scientific and other scenarios.
Technologies such as face detection, medical image detection, autonomous driv-
ing, and traffic detection have played a significant role in people’s lives. With the
rapid development of deep learning, many application areas, such as image classi-
fication, text classification, machine translation, etc., have achieved breakthrough
success in combination with deep learning. R-CNN brings object detection into
the era of deep learning, and its advantage compared with traditional methods is
that the former requires personnel to extract features manually, while the latter
uses deep learning to extract features automatically, which greatly improves effi-
ciency, simplifies operation, and opens a newera of object detection research. First,
this paper provides an overview of deep learning-based object detection back-
bone networks, reviews and analyzes milestone object detection algorithms, com-
pares commonly used datasets, summarizes applications, and finally concludes
the paper.

Keywords: Computer Vision · Deep Learning · Neural Network ·
Object-Detection · R-CNN

1 Introduction

The key task of object detection is to correctly identify objects (e.g., humans, animals,
vehicles, and logo text) in a picture and to determine the location of the object [1]. By
means of a rectangular edge box, to locate the detected object and to distinguish between
classes of objects. Object detection has an important role in industrial scenes, scientific
research, etc. And similarly, other tasks such as classification, segmentation, motion
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estimation, and scene understanding are also fundamental problems in computer vision
[2].

Most traditional object detection algorithms are constructed based on artificially
constructed features [3], similar to the Viola-Jones detector [4], Histogram of Oriented
Gradients (HOG) [5] etc. The structure of these early traditional algorithms is generally
divided into three steps: informative region selection, feature extraction and classification
[6], suchmodels have obvious drawbacks and shortcomings, such as not fast convergence
and poor migration ability on new datasets.

The development of deep learning [7–10] and storage technology [11, 12] has pro-
moted the breakthrough of target detection. DCNN has excellent feature extraction and
data migration capabilities, and its emergence has changed the field of object detection.
The DCNN network AlexNet [13] was introduced in 2012, which has since opened the
era of deep learning research boom.

In this paper, deep learning-based object detection techniques are reviewed and
sorted out, and the main part will be organized as described below. In Sect. 2, the main
deep convolutional neural network models are reviewed, and their architectures and
performances are concisely described. Section 3 summarizes important object detection
algorithms from the past to the present, and their structures are carefully analyzed and
compared. Section 4 reviews the commonly used datasets and evaluation criteria in object
detection. Section 5 summarizes the main current application. Section 6 concludes the
paper.

2 Backbone Network for Object Detection

The rise of deep learning [14–16], big data [17, 18], computer capability [19–21], and
cloud computing [22, 23], has also led to the development of object detection. In the
object detection task, we usually use convolutional neural networks to extract features
from images for subsequent recognition and localization of objects, which is a very
important part of the object detection field. In the following, we will focus on reviewing
landmark networks in deep learning.

2.1 AlexNet

AlexNet is one of the seminal works in the field of deep learning, which opened a new
era of modern deep learning. The earliest convolutional neural network was LeNet [24],
which perfectly solved the handwritten digit recognition task and achieved an aver-
age accuracy of 98% on the MNIST dataset. Alexet uses a deeper and wider network
compared to LeNet, consisting of five convolutional layers, three maximum pooling
layers, and three fully connected layers. Each convolution layer uses multiple channels
to enhance information processing capability. The activation function between the inter-
mediate layers is performed by relu to speed up the model convergence, while a new
regularization technique dropout is used on the first two fully connected layers in order
to cope with the overfitting problem. The last fully connected layer is passed through
softmax, which produces a vector of size 1000 to represent the distribution of categories.
AlexNet achieved the best result on the ImageNet LSVRC-2010 dataset at that time, with
an accuracy rate of 62.5% and 83% on top-1 and top-5 classifications (Fig. 1).
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Fig. 1. Schematic diagram of AlexNet structure.

2.2 VGG

VGG has deeper layers and more parameters than AlexNet. VGG uses a convolutional
kernel of 3× 3 with a step size of 1 to get more information and details about the object
from the picture, and uses the ReLu Layer after each convolutional layer. The dominant
structures are VGG16 and VGG19, the former consisting of 13 convolutional layers and
3 fully connected layers, and the latter consisting of 16 convolutional layers and 3 fully
connected layers [25]. Combining multi-crop and dense evaluation, using scale jittering
to resize the images, we achieved second place in the classification task of the ILSVRC-
2014 challenge with an error rate of 7.3% and won first place in the localization task.
VGG proved at that time that a deeper and wider network would lead to higher accuracy.

2.3 GoogLeNet

Since the start of the deep learning boom, convolutional networks have moved in a
deeper and broader direction with more parameters. But larger models also require
higher computational costs and are more likely to cause overfitting of data, so how to
achievehigh accuracywith lower computational costs is the core goal ofGoogLeNet [26].
Inception block is an important concept in GoogLeNet. The structure of the Inception
model consists of four parallel pathswith different sizes of convolutional kernels (5× 5, 3
× 3, 1× 1) to extract information simultaneously, 1× 1 convolutional kernel can change
the dimension and reduce the parameters while achieving the purpose of deepening the
network and interacting with information across channels [27]. GoogLeNet won the
ILSVRC-2014 challenge, outperforming other networks of the same period with an
error rate of 6% in the classification task [28].

2.4 Resnet

The deeper layerswill cause gradient disappearance, gradient explosion, and degradation
problems will occur, and 56 layers will not even perform as well as 26 layers. Resnet
introduced Batch Normalization [29] to solve the gradient disappearance and gradient
explosion, and proposed residual to solve the degradation problem. The residual module
notates the mapping stacked by convolutional layers as H(x), and the first input of these
layers is noted as x. By way of a shortcut connection, we can choose to skip some layers.
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Rather than expect stacked layers to approximate H(x), we explicitly let these layers
approximate a residual function F(x) := H(x) − x [30]. The advantage of this is that at
least it does not make the parameters worse, it is able to train deeper models, effectively
solving the degradation problem, and the depth of the model can even reach more than
1000 layers. Resnet won first place in all kinds of tasks in the ILSVRC 2015 competition
[30]. Some subsequent networks, similar to Densenet [31], and ShuffLeNet [32], were
also inspired by the ideas in Resnet and were born.

3 The Architectures of Object Detection

Object detection is not limited to the identification of a particular object, but requires
the detection and localization of many objects within an image. Traditional object detec-
tion algorithms usually require manual efforts to extract features, which has inherent
drawbacks such as poor performance on new datasets and inefficient operation. DCNNs
employ deep convolutional networks to automatically extract object features, greatly
improving efficiency and speed. In the following, we review the important algorithms
and models based on DCNN in the field of object detection (Table 1).

Table 1. Comparison of mainstream algorithms for target detection.

Methods Backbone Highlights Year

R-CNN AlexNet The first application of deep neural
networks to object detection

2014

Fast R-CNN VGG16 Put the whole image and its bounding
boxes into the neural network

2015

Faster R-CNN VGG16 Use the neural network to generate
proposals to improve efficiency

2016

Yolo GoogLeNet(Modified) A neural network is used to complete
the work of bounding box generation
and feature extraction

2015

SSD VGG-16 The accuracy is guaranteed while the
speed is guaranteed

2016

3.1 Two Stage

R-CNN. R-CNN [33] is the first model that successfully applies deep learning to object
detection, and the module is designed as described below. 2000 region proposals are
obtained by Selective search, fixing all region proposals to the same size, then applying
Alext to each region proposal for feature extraction and outputting a vector of 4096 sizes,
and finally classifying them by a trained SVM to remove the candidate bounding boxes
with IOU values larger than a threshold by NMS. Finally, a trained regression model is
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used to predict the correction of its bounding box by training four parameters, centroid,
height and width.

R-CNN obtained the best results in the then VOC2007, VOC2010 and other object
detection challenge competitions. However, R-CNN has to perform feature extraction
for all 2000 region proposals, and there are many crossovers between the region pro-
posals and redundant feature extraction operations, resulting in slow speed, large space
occupation, and the need to train AlexNet, SVM and regressor individually.

Fast R-CNN. In response to a series of problems with R-CNN, Fast R-CNN was born
in 2015. Fast R-CNN uses VGG16 as the Backbone of the network, which not only
makes a breakthrough in speed but also improves the accuracy rate than before.

The specific operation is region selection first (this step is consistent with R-CNN),
unlike R-CNN which puts each region proposal for feature extraction, Fast R-CNN
extracts features by putting the whole image and the region proposals on the image into
VGG16 at once. The Rol pooling layer [34] is used for selecting the region of interest
and feeding the resulting feature vectors into two fully connected layers. One of which
is responsible for discriminating the category and one is responsible for locating the
anchor box to the correct position. The Fast RCNN uses multi-task loss jointly train
classification and bounding-box regression so that two tasks share convolution features.

Faster R-CNN. Although Fast R-CNNhas been effective, traditionalmethods of gener-
ating candidate bounding boxes such as selective search still have the problem of taking
a long time. Faster R-CNN generates detection boxes directly using RPN [35] based
on Fast R-CNN (RPN is a fully connected neural network), which further improves the
running speed. This is done as follows: (1) generating a large number of anchors (2)
RPN determines whether all the anchors contain objects, but not their categories, and
(3) adjusting the positions of the anchors to get more reasonable proposals. The ROI
pooling layer is used to adjust the vectors to a uniform size, and then output to the fully
connected layer. The Faster R-CNNN is different from the Compared with previous R-
CNN series, the region selection task also uses a deep learning approach, which greatly
improves the operational efficiency.

3.2 One Stage

Yolo. Traditional two-stage models need two steps to generate a bounding-box and
predict object types. In contrast, Yolo is an end-to-end model in which the predicted
bounding boxes and object classes are obtained by only one network.

Yolo’s Backbone framework is inspired by the GoogLeNet model [36] and consists
of 24 convolutional layers, and 2 fully connected layers, but instead of using Inception
blocks, a 1 × 1 convolution is used behind a 3 × 3 convolution. The full connected
layer vector in Yolo is Reshaped into a three-dimensional tensor with a size of 7 × 7 ×
30 [36], which is responsible for predicting the object if its center falls in a cell. 7 × 7
represents the division of the image into 7× 7 cells, and 30 represents the generation of
two bounding boxes per cell, each predicting five values (c, x, y, w, h), and 20 categories.

Yolo is inferior to Faster R-CNN in terms of accuracy, but faster than Faster R-CNN.
The Yolo positioning accuracy is not enough, multiple targets are close together, the
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target is too small, and the detection effect is not good. J. Redmon et al. subsequently
proposed yolov2 [37], yolov3 [38] (Fig. 2).

Fig. 2. Schematic diagram of Yolo structure.

SSD. In order to ensure the speed and accuracy at the same time, Liu W et al. proposed
SSD, which is the same as the popular detection model nowadays, SSD combines the
whole detection process into a single deep neural network, combining the advantages
of Faster R-CNN and Yolo, and its speed is faster than the one stage model of the same
period, yolo v1 is faster and has higher accuracy, 59 FPS withMAP 74.3% on VOC2007
test, vs Faster R-CNN 7 FPS with MAP 73.2% or YOLO 45 FPS with MAP 63.4% [39].

The Backbone of SSD is VGG16, which uses a base network to extract features,
generating multiple anchor frames at each pixel on a feature map at different scales,
predicting bounding boxes and categories for each anchor frame. The convolution layer
halves the height and width of the input image to arrive at fitting small objects with the
bottom layer and large objects with the top layer.

4 Datasets and Evaluation Criteria

4.1 Datasets

Datasets are an important part of the object detection task to train parameters and evaluate
models. This subsection will systematically review the classic datasets that have made
outstanding contributions and advanced research in the field of object detection.

The creation of the VOC (2005–2012) challenge made an important contribution to
the development of the computer vision field. Themost commonly used ones are VOC07
and VOC12, which have been extended to 20 classes of objects compared to VOC05.
The training set size of VOC07 [40] has been increased to 5k and has more than 12k
labeled objects. In contrast, the training set size of VOC12 reached 11k and had 16k
labeled objects [41].

The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) (2010–2017)
[42], which hadmade irreplaceable contributions to the development of image classifica-
tion, target detection and other fields. The ImageNet dataset, created under the auspices
of Stanford professor Feifei Li, contains over 14million tagged images, and 1000 classes
of objects, including over 500k images for the target detection class and 200 classes.
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MS-COCO is the most challenging dataset at present, with a huge scale and a high
status in the industry, mainly used for object detection, instance segmentation and other
scenarios.MS-COCO has fewer categories than ImageNet, but more instances per cate-
gory, with more than 2.5 million tags in 320,000 images, containing 91 common object
categories, 82 of which have more than 5,000 tagged instances [43].

Open images is a dataset built by Google that launched its first version in 2016 and
includes about 6,000 categories and over 9 million images. In 2018, Google launched
Open Images V4, which contains 15.4 million border boxes for 600 categories on 1.9
million images [44].

4.2 Evaluation Criteria

Evaluation criteria are used to measure how good the network is on the dataset. There
are many different kinds of evaluation criteria in the object detection task, such as recall,
accuracy, mean average precision (MAP), FPS, etc. The following is an analysis of the
evaluation criteria in object detection data.

Intersection over union (IOU) is the ratio of intersection and union of predicted
and true bounding-box. If the IOU is greater than the threshold value, the prediction
is considered as True Positive(TP), and if the IOU is less than the threshold value,
the prediction is considered as False Positive(FP). If the object in the bounding box is
not detected by the model, it is recorded as False Negative (FN). Precision measures
the percentage of correct predictions while recall measures the correct predictions with
respect to the ground truth 2.

Precision = TP/(TP + FP)#(1) (1)

Recall = TP/(TP + FN )#(2) (2)

Based on the above equation, Average Precision is calculated for each class sepa-
rately. Average Precision of all classes is averaged to obtain mean Average Precision
(mAP) and MAP is used to compare the performance between detectors.

5 Applications

5.1 Face Detection

Face detection has been an important application scenario in the field of object detection,
where the task goal is to find out the face in the image and determine its location, and the
traditional face detection is mainly done by manually extracting the face features and
then using a sliding window to match out the face in the image, where the representative
algorithm is VJ detector [4]. Object detection has achieved great success since it entered
the era of deep learning, and face detection algorithms are inextricably linked with
general-purpose object detection algorithms such as the RCNN family. A cascaded CNN
containing multiple cascaded DCNN classifiers was proposed [45], which improves the
speed of face detection and solves the problems caused by illumination and angle in
some realistic applications. To improve the problem of multi-pose and face occlusion
recognition, [46] was proposed subsequently.
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5.2 Text Detection

Text is one of the most important information carriers in human society and is a neces-
sary part of people’s lives. Text detection in images has important applications in many
aspects, such as intelligent traffic, recognizing road signs and slogans. Used for informa-
tion extraction, automatic recognition of text in natural scenes can save a lot of resources
and protect customer privacy.

In the early days, text detection was usually extracted manually, but in the era of
deep learning, features are usually extracted automatically using neural networks. This
has greatly improved efficiency and simplified the workflow.

Mainstream text detection is divided into two ways, one is to first detect the text
with generic object detection and then identify the text content, including image pre-
processing, feature representation, sequencemodeling (or character segmentation recog-
nition), and prediction. Among the representative algorithms are [47] and others. And
one is the end-to-end recognition approach, in which text detection and text recognition
were previously divided into two separate problems, while end-to-end systems unite
them into one, and recently, building real-time and efficient end-to-end systems has
become a new trend in the community [48].

6 Conclusions

This paper reviewed the evolution of object detection, focusing on the contribution of
deep learning-based object detection to the industry and research development, as well as
comparing its advantages andwhere it has advanced compared to traditional approaches.
The architecture of landmark backbone networks for target detection, such as AlexNet,
VGG, GoogleNet, and ResNet was analyzed. Deep learning-based target detection algo-
rithms such as R-CNN, Fast R-CNN, and Faster R-CNNwere summarized and reviewed,
and their differences from traditional object detection algorithms are analyzed and their
characteristics were compared. The architectures of One Stage algorithms YOLO and
SSD were concisely outlined, and their advantages and disadvantages were compared
with Two Stage algorithms, and their operational effects were illustrated. Four major
datasets in the field of object detection were introduced and the evaluation criteria of the
models were parsed. Finally, a summary of the classic applications in target detection.
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Abstract. For companies using blockchain technology, it is critical to select the
most suitable blockchain platform to develop enterprise applications. However, it
is still a challenge for enterprises. As an important part ofmodern decision science,
multi-criteria decision-making can well solve the problem of blockchain platform
selection. Blockchain platforms integrate various blockchain technologies, and
enterprises also need to consider multiple different criteria in the decision-making
process. Therefore, this paper will use a heterogeneous multi-criteria decision-
making method to solve the blockchain platform selection problem. First, the
blockchain platform alternatives and evaluation criteria used for decision-making
are identified. Second, blockchain platform alternatives are evaluated with appro-
priate fuzzy numbers based on defined evaluation criteria. Then, the original eval-
uations are consistency and normalized to obtain a normalized evaluation. Next,
the improved information content formulas of the axiomatic design is proposed to
obtain the information content of each normalized evaluation. Then, the weights
of all evaluated criteria are obtained using the entropy weight method. Finally,
the total weighted information content of each blockchain platform alternative
is obtained. With validation, the decision-making model of blockchain platform
proposed in this paper has a strong reference value.

Keywords: Blockchain platform · Multi-criteria decision-making ·
Heterogeneous information · Axiomatic design · Information content · Entropy
weight method

1 Introduction

As a novel technology combination integrating existing technologies such as computing
power [1–3], peer-to-peer communication [4–6], cryptography [7–9], and distributed
data storage [10–12], blockchain [13, 14] iswidely used bynumerous enterprises because
of its characteristics of anonymity, openness, security, information immutability, and
decentralization [15–17]. Blockchain has gone through three generations since 2008.
The latest generation of blockchain is not limited to the financial industry [18], but
has been widely used in various industries, such as the Internet of Things, logistics
[19], public services, digital rights, and insurance [20–22]. In these contexts, developing
blockchain applications for various industries is the current focus [23–25]. As a result,
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industries are increasingly inseparable from blockchain technology [26, 27]. Blockchain
platforms integrate various blockchain technologies and can shorten the development
and deployment cycle of blockchain applications in various industries. Therefore, it is
more beneficial to use existing blockchain platforms to develop blockchain applications.

With the development of blockchain technology, there are a large number of
blockchain platforms on the market and are used in various businesses of enterprises.
However, with the rapid increase in the number of blockchain platforms, it has become a
challenge for enterprises to select the suitable blockchain platform. Different blockchain
platforms provide different functions, and the functions required by enterprises in differ-
ent industries are also different. As a decision-making method, multi-criteria decision-
making canwell solve the decision-making problemof blockchain platforms. Supporting
this argument, paper [28] proposed a decision-making model for blockchain platforms,
[29] proposed a decision-making framework for business blockchain platforms, and [30]
proposed a decision-making model for public blockchain platforms.

In order to solve the problem of blockchain platform selection, this paper proposes an
axiomatic design-based blockchain platformdecision-makingmethodwith the following
main contributions:

• Transforming the blockchain platform selection problem into a heterogeneous multi-
criteria decision-making.

• Considering that one type of fuzzy number [31–36] is not sufficient to expressmultiple
criteria, this paper provides interval number, real number, and triangular fuzzy number
to express the evaluation information based on different criteria.

• The formula for the information content of the axiomatic design is improved, and its
value falls between 0 and 1, and the larger the better. It can avoid the situation that the
weights of the evaluated criteria cannot be calculated and the ranking of the solved
alternatives is not reasonable when the information content is ∞ [36–38].

The rest of the paper is organized as follows. Section 2 introduces related con-
cepts, including entropy weight method, and axiomatic design. Section 3 describes the
decision-making process of blockchain platform based on axiomatic design, and Sect. 4
summarizes the whole paper.

2 Preliminaries

In this section, we will briefly introduce some necessary basics related to this thesis.
Firstly, the concept of entropy weight method will be introduced. Finally, the concepts
related to axiomatic design will be introduced.

2.1 The Concept of Entropy Weight Method

The entropy weight method is an objective method to determine the weight of criteria.
In the entropy weight method, according to the definition of information entropy, for
a certain index, the entropy value can be used to determine the dispersion degree of a
certain index, the smaller the information entropy value, the greater the dispersion degree
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of the index, the greater the influence (i.e. weight) of the index on the comprehensive
evaluation, if all the values of a certain index are equal, the index does not work in the
comprehensive evaluation. The calculation steps of the entropy weight method are as
follows.

Step 1: Obtain the normalized matrix with n rows and m columns.
Step 2: Calculate the entropy value ej of criterion j.

ej = −l
∑n

i=1
pij ln pij, pij = xij∑n

i=1 xij
, l = 1

ln n
, 0 ≤ ej ≤ 1 (1)

Step 3:Calculate the degree of divergence (dj) of average intrinsic information contained
by criterion j.

dj = 1 − ej (2)

Step 4: Calculate the weight Wj for criterion j.

Wj = dj∑m
j=1 dj

(3)

2.2 The Concept of Axiomatic Design

Axiomatic design is proposed by Suh, which can provide a theoretical basis for designers
to choose the most reasonable design solutions and establish scientific and systematic
standards for design activities.

The most important concept in axiomatic design is the existence of design axioms,
the first one being the axiom of independence and the second one being the axiom of
information. These axioms are expressed as follows:

1. Independence Axiom: Maintain the independence of functional requirements (FRs).
2. Information axiom: Minimize information content.

The independence axiom states that the independence of functional requirements
(FRs) must always be maintained, and that FRs are defined as the smallest set of
independent requirements that describe the design goals.

The information axiom states that the design with the least information content is
the best design among the designs that satisfy the independent axiom. The information
content is the probability of satisfying a given functional requirement. For a functional
requirement FRm, its information content Im is defined as follows:

Im = log2(
1

Pm
) (4)

Pm is the probability of achieving the functional requirement FRm, the notation “log”
means that the logarithm is base 2 logarithm. The probability of achieving a functional
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requirement is determined by both the degree to which the designer wants to achieve it
(the design range) and the degree to which the design can achieve it (the system range).
The common part of the design range and system range is the area where an acceptable
solution exists. As shown in Fig. 1. Therefore, under the uniform probability density
function:

Pm = common range

system range
(5)

Then the information content Im can be defined as:

Im = log2(
system range

common range
) (6)

Based on the axiomatic design, we can get that in a multi-criteria decision-making,
the design range of benefit criteria is the maximum evaluated value of the alternative
under the corresponding criteria. The cost criteria can be transformed into benefit criteria.
The independence axiom of axiomatic design requires that functional requirements are
independent of each other, and therefore the criteria in this research are independent of
each other.
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Fig. 1. Design range, system range, common range and probability density function of FR

3 Decision-Making Process for Blockchain Platforms

In this section, we will introduce the decision-making process for blockchain platforms.
The steps of decision-making include: determining the blockchain platform alternatives
and evaluation criteria, evaluating all blockchain platforms based on each evaluation
criterion to get the original evaluation matrix, consistency and normalized the original
evaluation matrix to get the normalized evaluation matrix, calculating the information
content of each element in the normalized evaluation matrix, using the entropy weight
method to get the weight of each evaluation criterion, calculate the total weighted infor-
mation content of each blockchain platform alternative, and rank the blockchain plat-
form alternatives. The decision-making process is described in Fig. 2, and the detailed
decision-making process is described below.
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Fig. 2. Decision-making Process for Blockchain Platform Alternatives

Step 1:Let the n blockchain platformalternatives be {A1, A2, ..., An} and themevaluation
criteria be {C1, C2, ..., Cm}.
Step 2: Constructing the original evaluation matrix.

The evaluation of n blockchain platform alternatives based on m evaluation criteria
leads to the following decision matrix.

A =
⎛

⎜⎝
a11 . . . a1m
...

. . .
...

an1 · · · anm

⎞

⎟⎠

anm denotes the evaluation of the nth blockchain platform alternativeAn based on themth
evaluation criterion Cm, where 0 ≤ aij ≤ 1, 1 ≤ i ≤ n, 1 ≤ j ≤ m.

Step 3: Constructing the normalized evaluation matrix.

In this paper, the evaluation criteria can be divided into benefit-type and cost-type.
It can be seen that the elements in the original evaluation matrix A are divided into two
categories, one belonging to the cost-type and the rest belonging to the benefit-type.
Next, the elements in the matrix A are consistent and normalized, all the elements are
transformed into benefit-type elements.

For the interval number aij = [kij, lij] in the original evaluation matrix, where
0 ≤ kij ≤ lij ≤ 1, the following equation can be obtained, where bij is the normalized
evaluation of aij = [kij, lij].

bij =

⎧
⎪⎨

⎪⎩

[ kij−kmin
j

lmax
j −kmin

j
,

lij−kmin
j

lmax
j −kmin

j
] (benefit criterion)

[ lmax
j −lij

lmax
j −kmin

j
,

lmax
j −kij

lmax
j −kmin

j
] (cost criterion)

(7)

For the real number aij = rij in the original evaluation matrix, where 0 ≤ rij ≤ 1, the
following equation can be obtained, where bij is the normalized evaluation of aij = rij.

bij =

⎧
⎪⎨

⎪⎩

rij−rmin
j

rmax
j −rmin

j
(benefit criterion)

rmax
j −rij

rmax
j −rmin

j
(cost criterion)

(8)
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For the triangular fuzzy number aij = (mij, nij, pij) in the original evaluation matrix,
where 0 ≤ mij ≤ nij ≤ pij ≤ 1, the following equation can be obtained, where bij is the
normalized evaluation of aij = (mij, nij, pij).

bij =

⎧
⎪⎨

⎪⎩

(
mij−mmin

j

pmax
j −mmin

j
,

nij−mmin
j

pmax
j −mmin

j
,

pij−mmin
j

pmax
j −mmin

j
) (benefit criterion)

(
pmax
j −pij

pmax
j −mmin

j
,

pmax
j −nij

pmax
j −mmin

j
,

pmax
j −mij

pmax
j −mmin

j
) (cost criterion)

(9)

Finally, the following decision matrix can be obtained.

B =
⎛

⎜⎝
b11 . . . b1m
...

. . .
...

bn1 · · · bnm

⎞

⎟⎠

where bnm denotes the normalized evaluation obtained after consistent and normalized
processing of the anm in the original evaluation matrix, where 0 ≤ bij ≤ 1, 1 ≤ i ≤ n,
1 ≤ j ≤ m.

Step 4: Calculate the information content in each element of the normalized evaluation
matrix.

For the interval numbers bij = [kij, lij] and b∗
j = [kijmax, lijmax], where 0 ≤ kij ≤

lij ≤ 1,0 ≤ kijmax ≤ lijmax ≤ 1, the following equation can be obtained, where I ′(bij,
b∗
j ) is the information content of bij = [kij, lij].

I ′(bij, b∗
j ) =

⎧
⎨

⎩
log2(1 + lij−kijmax

lij−kij
) (kijmax < lij)

0 (lij ≤ kijmax)
(10)

For the real numbers bij = rij and b∗
j = rijmax, where 0 ≤ rij ≤ 1,0 ≤ rijmax ≤ 1,

the following equation can be obtained, where I ′(bij, b∗
j ) is the information content of

bij = rij.

I ′(bij, b∗
j ) = log2(1 + rij

rijmax

) (rij ≤ rijmax) (11)

For the triangular fuzzy numbers bij = (mij, nij, pij) and b∗
j = (mijmax, nijmax,

pijmax), where 0 ≤ mij ≤ nij ≤ pij ≤ 1, 0 ≤ mijmax ≤ nijmax ≤ pijmax ≤ 1, the
following equation can be obtained, where I ′(bij, b∗

j ) is the information content of
bij = (mij, nij, pij).

I ′(bij, b∗
j ) =

{
log2(1 + (pij−mijmax)

2

(pij−mij)(pij−nij+nijmax−mijmax)
) (pij > mijmax)

0 (pij ≤ mijmax)
(12)

Step5:Calculate theweight of each evaluation criterionusing the entropyweightmethod.
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Step 5.1: Constructing the matrix for the calculation, the matrix can be obtained from
Step 4 as follows:

I ′ =
⎛

⎜⎝
I ′11 . . . I ′1m
...

. . .
...

I ′n1 · · · I ′nm

⎞

⎟⎠

where I ′nm denotes the information content of bnm in the normalized evaluation matrix,
where 0 ≤ I ′ij ≤ 1, 1 ≤ i ≤ n, 1 ≤ j ≤ m
Step 5.2: Calculate the entropy of each evaluation criterion.

ej = −h
∑n

i=1
pij ln pij, pij = I ′ij∑n

i=1 I
′
ij
, h = 1

ln n
, 0 ≤ ej ≤ 1 (13)

Step 5.3: Calculate the degree of divergence of average intrinsic information contained
for each evaluation criterion.

dj = 1 − ej (14)

Step 5.4: Calculate the weights for each evaluation criterion.

Wj = dj∑m
j=1 dj

(15)

Step 6: Calculate the total weighted information content for each blockchain platform
alternative, where I ′(Ai) is the total weighted information content of the alternative Ai.

I ′(Ai) =
∑m

j=1
I ′ijWj (16)

Step 7: Ranking of all blockchain platform alternatives.

Each blockchain platform alternative Ai is ranked according to I ′(Ai), and the larger
the I ′(Ai), the better the blockchain platform alternative Ai.

4 Conclusion

With the continuous development of blockchain technology, the number of blockchain
platforms in themarket is increasing.However, selecting the suitable blockchain platform
is still a problem. To address the above background, this paper proposed a heterogeneous
multi-criteria decision-makingmethodbasedon axiomatic design to solve the blockchain
platform selection problem. The blockchain platform decision-makingmethod proposed
in this paper can help relevant practitioners to select the suitable blockchain platform
more quickly and efficiently.
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Abstract. As an emerging technology, Software-Defined Industrial Net-
works (SDIN) appears to be a vital technical approach for powering up
new manufacturing modes due to its higher-level scalability and control-
lability. However, a few threats are still restricting the implementation
of SDIN and Distributed Denial of Service (DDoS) is one of the common
attacks. In this paper, we focus on the DDoS issue in SDIN, and propose
a blockchain-empower SDIN scheme and an Auxiliary Classifier Gen-
erative Adversarial Networks (AC-GAN)-based DDoS attack detection
model. Our experiment evaluations have demonstrated the effectiveness
and performance of our proposed approach.

Keywords: Blockchain · Software defined industrial networks ·
Distributed denial of service · Auxiliary classifier generative adversarial
networks · Artificial intelligence · Security

1 Introduction

Software Defined Industrial Network (SDIN) is a novel technical paradigm that
provides flexible and manageable network control capabilities for complex indus-
trial network systems, especially heterogeneous networks deployed in cross-
organizations [9]. SDIN separates the network control and data plane, over-
coming limitations such as unscalability and low efficiency caused by static con-
figuration in traditional industrial networks [2].

Despite multiple observable advantages offered by SDIN, vulnerabilities still
exist in the industrial network context. Prior study [11] has argued that Dis-
tributed Denial of Service (DDoS) attack is one of critical threats for SDIN.
First, considering the application plane in SDIN, the programmable interface is
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. The architecture of the blockchain-empowered SDIN.

often exploited by attackers. Second, the centralized network controller is easy
to become the attack target. Finally, the threat is further enlarged along with
the large amount of Internet of Things (IoT) devices deploying in the industrial
network, as IoT devices generally offer limited defense capability [14] and are
easily controlled by attackers.

To address above security issues, a variety of DDoS attack detection methods
have emerged [3,12]. Among them, deep learning has gained widespread atten-
tion due to its autonomy and accuracy. However, deep learning models tend
to become sensitive and inaccurate when detecting adversarial DDoS attacks1.
Since the distributed and traceable features of blockchain [5,6,8] provide novel
ideas for improving SDIN security, blockchain-based security solutions have also
gained popularity [1,7,13]. However, there is currently no specific defense method
against DDoS attacks in the blockchain-enabled SDIN architecture.

In this work, we focus on adversarial DDoS attack detection and mitigation
in the blockchain-empowered SDIN system. As illustrated in Fig. 1, we propose
the architecture of blockchain-empowered SDIN, in which we also mark loca-
tions where adversaries may launch DDoS attacks. Multiple controllers act as
participants in the blockchain to record application flows and network behav-
iors as transactions into the distributed ledger. After distributing the control
plane to multiple controllers, it is necessary to ensure resource consensus among
all controllers. In addition, deriving prior achievements, we propose an Aux-
iliary Classifier Generative Adversarial Networks (AC-GAN) scheme to detect

1 Adversarial attacks refer to that the attacker deliberately adds certain imperceptible
interference to input samples, causing the misjudgment of the prediction model.
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adversarial DDoS attacks and adopt varied data flow strategies via the controller
to lower down the attack opportunities.

Main contributions of this work are threefold, as given in the followings:

– This paper proposes a scheme using deep learning to defend against DDoS
attacks in blockchain-empowered SDIN.

– We present a blockchain-based SDIN architecture that decentralizes the con-
trol plane to multiple controllers, thus preventing single points of failure. The
behavior of application flows can be tracked and audited via the blockchain,
helping to monitor and replay network state for debugging and recovery.

– We design an AC-GAN algorithm to detect three types of DDoS attacks
in blockchain-based SDIN environment, including TCP, UDP and ICMP
flood attacks. In particular, AC-GAN generates adversarial samples for data
enhancement, which can effectively improve the detection accuracy.

The rest of this work are organized in the following order. Sections 2 and 3
describe the proposed method and core algorithms, respectively. Then, Sect. 4
provide our experiment evaluations and results. Finally, conclusions of this work
are drawn in Sect. 5.

2 Model Design

2.1 Blockchain-Based SDIN Model

Figure 1 illustrates the higher-level architecture of the blockchain-based SDIN
model, which consists of five parts, including application plane, control plane,
blockchain plane, data plane and physical plane.

Since a single controller in SDIN is vulnerable to DDoS attacks and causes a
single point of failure, we decentralize the control plane to multiple controllers
based on blockchain technology [15]. Specifically, multiple controllers in SDIN
serve as clients of the blockchain platform for resource sharing and transaction
recording. Resource sharing means that the network resources managed by each
controller can be shared after reaching a consensus among all controllers. Trans-
action recording refers to the storage of network traffic, behavior and state into
the blockchain in the form of transactions.

In the proposed model, we design the following three types of transactions.

– Entity registration transaction. Each entity participating in SDIN,
including applications, controllers, and switches, needs to register identity
information before joining the blockchain. Through the authentication access
mechanism, the attack cost of the adversary is increased.

– Application flow transaction. Transactions are generated when an appli-
cation sends flow information to a controller, which is mainly used to record
and monitor the behavior of the application.

– Network event transaction. Network events provided by switches also
generate transactions uploaded to the blockchain, which are mainly dynamic
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Fig. 2. Processing flow of DDoS attack prevention model based on AC-GAN.

states triggered by application events and Packet IN messages. This kind of
transaction records the state of network in time, so as to facilitate the timely
detection of network issues.

Through above three transactions, entities, information flows and net-
work events in SDIN are all recorded in blockchain, which facilitates tracking
and auditing of network status. Besides, smart contracts can be designed at
blockchain plane to further enhance the security of SDIN system. For example,
when a large number of abnormal flows are detected, smart contracts can issue
policies to relieve the burden on the controller or alert the controller to failure
in time.

2.2 AC-GAN-Based Anti-DDoS Model

Figure 2 illustrates the process flow of AC-GAN-based anti-DDoS model in the
blockchain-empowered SDIN system, including data pre-processing, feature engi-
neering, traffic acquisition, DDoS detection and attack mitigation.

Data preprocessing is responsible for preliminary processing of the original
DDoS dataset, including data cleaning, interpolation and other operations.

Feature engineering is mainly responsible for feature construction and
selection. Traffic characteristics used in the proposed model include attribute
(categorical) features [4] and statistical features. As for attribute features, we use
the Random Forest (RF) method to rank the importance of original categorical
features, so as to select the top effective characteristics. Each analysis interval
T needs to group and count flow attributes. The statistical features constructed
by the proposed model are as follows.
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– Avg Packets means the average packets number of flow in T .
– Avg Bytes means avetage packets bytes of flow in T .
– E(srcIP) represents the entropy of the source IP address during T , which

can be calculated in Eq. 1. srcIPi is the number of occurrences of the source
IP address within the given time interval T . Hence, N is the total number of
occurrences of all source IP addresses, defined in Eq. 2. In the same way, we
can obtain the E(dstIP), E(srcPort), and E(dstPort).

E(srcIP ) = −
n∑

i=1

(
srcIPi

N
)log2(

srcIPi

N
). (1)

N = −
n∑

i=1

srcIPi. (2)

– PGR represents the port growth rate, which can be defined as PGR =
ΔPort/T , where the ΔPort is the change number of ports during T .

– IPGR represents IP address growth rate, which is defined as IPGR =
ΔIP/T , where the ΔIP is the change number of IP addresses during T .

Model training refers to building the deep learning classifier to detect
adversarial DDoS attacks. AC-GAN consits a generator and a discriminator. The
input of generator is composed of the one-hot encoding tensor of the training
data classification information c and the tensor of the noise data z. Equation 3
represents the false data output by the generator.

Xfake = G(c,z). (3)

Equations 4 to 6 formalizes the optimization objective of generator loss func-
tion, i.e. maximizing the difference between classification loss LC and authentic-
ity judgment loss LS .

Max LG = Max (LC − LS). (4)

LC = E[logP (C = c|Xfake)]. (5)

LS = E[logP (S = fake|Xfake)]. (6)

As shown in Eqs. 7 to 9, the optimization goal of discriminator is to distin-
guish the real data from the generated data as much as possible, while being able
to effectively classify data. The input of discriminator includes real data Xreal,
fake data Xfake (generated by the generator) and data label c. The discrimi-
nator outputs P(C|X) and P(S|X), where P(C|X) is the probability distribution
of input data with respect to classification labels, and P(S|X) is the probability
distribution of source data authenticity judgment (whether the data is real or
fake). The last layer of the discriminator is two parallel dense (fully connected)
layers to obtain the results of P(C|X) and P(S|X), respectively.

Max LD = Max (L′
C + L′

S). (7)
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L′
C = E[logP (C = c|Xreal)] + E[logP (C = c|Xfake)]. (8)

L′
S = E[logP (S = real|Xreal)] + E[logP (S = fake|Xfake)]. (9)

L′
C is loss function of data classification accuracy, which is defined as logarithmic

probability of correct classification. L′
S is loss function for judging the authen-

ticity of data, which is defined as log-likelihood of the correct source data.
Traffic acquisition is mainly responsible for obtaining the key features

required for traffic classification through the SDIN controller.
DDoS attack detection is completed by calling the trained machine learn-

ing model. These obtained traffic characteristics are used as the input of the
classification prediction module, and the prediction result of whether the traffic
is a DDoS attack flow is output.

DDoS attack mitigation means that the controller takes corresponding
measures according to the detection results. When a traffic is detected as normal,
it will be transmitted safely according to the original forwarding rules. Once the
detection module detects the attack traffic, the proposed model automatically
activates the DDoS attack mitigation module.

3 AC-GAN Training and Classification Algorithm

The AC-GAN Training and Classification (ATC) algorithm conducts model
training for offline DDoS attack detection. Main phases of Algorithm 1 are
described as follows:

1. The generator model and discriminator model of AC-GAN are defined in
Steps 1 to 11. The main function of generator is using noise data and label
information to generate adversarial samples. The discriminator is mainly
responsible for judging the authenticity of the data and giving the classi-
fication result of the DDoS attack flow.

2. Steps 12 to 23 define loss functions of the generator and discriminator.
3. Steps 24 to 32 complete data processing and feature selection process. Read

in offline DDoS dataset and perform feature processing.
4. The training process of the AC-GAN model, which calls the G, D, G Loss

and D Loss functions defined above, is given in Steps 33 to 44. In step 45, we
evaluate the performance of proposed model on testing dataset.

5. Save training parameters to PMML file to improve the detection efficiency
when calling the model across platforms.

FLOP is usually used to measure the time complexity of a deep learning
model, which determines the time for model training and prediction. Dense layers
and convolutional layers are used in our model. The FLOP of dense layers is∑D

i=1(2 × Ini − 1) × Outi, where D represents the number of dense layers,
In represents the input dimension of the hidden layer, and Out represents the
output dimension of the hidden layer. The FLOP of convolutional layers is∑L

j=1 M
2
j × K2

j × Cj−1 × Cj , where L represents the number of convolutional
layers, M represents the side length of feature map, K represents the side length
of kernel, and Cj represents the number of convolution kernels in the jth layer.
Total time complexity of training model is approximately the sum of the above.
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Algorithm 1. AC-GAN-enabled Training and Classification Algorithm
Require: Generator model, Discriminator model, DDoS training dataset, Data classification

label
Ensure: Trained model in PMML format

/*Define the generator model of AC-GAN*/
1: function G(Classified traffic c, Noise information z)
2: Define network structure of generator model G
3: Use c and z to generate adversarial samples Xfake

4: return Xfake

5: end function
/*Define the discriminator model of AC-GAN*/

6: function D(Xtrain, c)
7: Define network structure of discriminator model D
8: Determine whether the data is real or fake
9: Determine the classification of traffic data
10: return isReal out, DDoS class out
11: end function

/*Define the loss function of generator*/
12: function G Loss(fake out, fake class out, c)
13: Calculate fake losss LS by Eq. 6
14: Calculate classification loss LC by Eq. 5
15: LG ← LC - LS

16: return LG

17: end function
/*Define the loss function of discriminator*/

18: function D Loss(real out, real class out, fake out, c)
19: Calculate authenticity loss L′

S by Eq. 9
20: Calculate classification loss L′

C by Eq. 8
21: LD ← L′

C + L′
S

22: return LD

23: end function
/*Data reading and processing*/

24: Read the DDoS dataset with classification label c
25: Data preprocessing
26: for ∀ characteristic columns in the dataset do
27: for ∀ characteristic X do
28: X ← (X − Xmin) ÷ (Xmax − Xmin)
29: end for
30: end for
31: Feature engineering for feature selection and extraction
32: Divide the dataset to Xtrain, Ytrain, Xtest, Ytest

/*AC-GAN model training process*/
33: Generate noise z based on the distribution of Xtrain

34: while i ≤ preset iterations & stop condition not met do
35: for each epoch do
36: Xfake = G(Ytrain,z)
37: fake out, fake class out = D(Xfake, Ytrain)
38: real out, real class out = D(Xreal, Ytrain)
39: g loss = G Loss(fake out, fake class out, Ytrain)
40: d loss = D Loss(real out, real class out, fake out, Ytrain)
41: Calculate the gradient of g loss and d loss
42: end for
43: i ← i + 1
44: end while
45: Validate model performance on Xtest, Ytest

46: Export AC-GAN model to PMML file return PMML
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Fig. 3. F1 results of algorithms under multiple rounds of experiments.

4 Experiments and the Results

4.1 Experiment Environment and Configuration

When simulating the setting up of blockchain-based SDIN scenario, we use
Hyperledger Fabric 1.4 blockchain platform and Mininet 2.3 emulator to cus-
tomize network topology with Python 3.7 on the VirtualBox virtual machine
with the Ubuntu 18.04 operating system. In order to improve development effi-
ciency, the virtual network is connected to the Floodlight 1.2 controller.

The original dataset used for offline model training are TCP SYN flood flow,
UDP flood flow and TCMP flood flow in CICDDoS2019, as well as Benign
normal flow in CICDS2017. The adversarial data samples generated by the
AN-GAN network are also used for training.

4.2 Experiment Results

We compare the performance of Multi-layer Perceptron (MLP) [10], Convolu-
tional Neural Networks (CNN) [3], Long-Short Term Memory (LSTM) [3], Sup-
port Vector Machines (SVM), basic Random Forest (RF) with the designed AC-
GAN algorithm on the adversarial DDoS attack dataset from four perspectives,
namely Precision, Recall, Accuracy and F1.

We repeat 35 rounds of model trainging as well as verification, and the F1
results of AC-GAN and other algorithms are shown in Fig. 3. It can be concluded
that the performance of the AC-GAN algorithm is stable and performs well on
F1. We give the performance of above algorithms in specific percentage in Table
1. It can be found that AC-GAN has achieved better performance in Precision,
Accuracy and F1. The Recall rate of CNN can reach 100%, and its Accuracy
performance is poor on adversarial attack dataset. In addition, the performance
of MLP and SVM in DDoS detection is not satisfactory. LSTM and RF methods
show high Recall, and both have poor performance in Accuracy.

After launching the attack, the SDIN controller detects the attack and issues
mitigation strategies to the flow table in time. Figure 4 compares the mitigation
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Fig. 4. Comparison of mitigation time under TCP flood attack.

Table 1. Comparison of different models on four detection indicators

Algorithm Precision Recall Accuracy F1 Score

AC-GAN 99.658% 99.318% 99.402% 99.488%

MLP 89.549% 79.557% 82.610% 84.258%

CNN 58.4952% 100.000% 58.495% 73.813%

LSTM 86.464% 99.574% 90.633% 92.557%

SVM 77.588% 54.258% 64.075% 63.859%

RF 86.642% 100.000% 90.981% 92.843%

time of adopting different algorithms when launching 10 TCP Flood attacks.
Although the mitigation time of SVM is slightly faster than other methods, its
detection accuracy is flawed. Moreover, there is little difference in mitigation
time between AC-GAN and other algorithms.

In summary, experiment evaluations depict that the AC-GAN approach can
effectively detect and mitigate DDoS attacks in SDIN environment. The perfor-
mance of the scheme have been evidenced and adoptable results are received.

5 Conclusions

Aiming at security issues in SDIN system, this paper proposes a blockchain-
empowered SDIN scheme and a deep learning-based attack detection model to
defend adversarial DDoS attacks. The blockchain records all entities, information
flows and network events in SDIN, monitoring the state of devices and networks
to improve security. We also develop an AC-GAN method to generate adversar-
ial attack samples, which improves the detection accuracy of DDoS attacks by
increasing the model sensitivity. The performance of our proposed scheme had
been evaluated and demonstrated to be an adoptable approach in SDIN.
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Abstract. The federated learning technology provides a new method for data
integration, which realizes sharing of a global model and prevent the leakage
of user’s original data information. In order to resist data poisoning attack from
some participants, ensure reliability and accuracy of the global model, and ensure
fairness of the aggregation process in federated learning, we propose a blockchain-
based fairness enhanced federated learning scheme. The accuracy of global model
and fairness of the aggregation process is guaranteed by an adaptive aggregation
algorithm which can defense data poisoning attack. The reliability of federated
learning process is ensured by recording the entire process of the model training
on the blockchain and using digital signatures. The privacy of each participant of
federated learning is protected by public key encryption combined with the use
of random numbers. Theoretical analysis and experiments show that the scheme
can protect privacy of each participant, mitigate data poisoning attack and ensure
the reliability and fairness of the entire federated learning process.

Keywords: Blockchain · Data Poisoning Attack · Federated Learning · Privacy
Protection

1 Introduction

Nowadays, the existence of data silos has seriously affected the integration of data.
The existence of data silos and the strengthening of data privacy regulation presents
challenges to artificial intelligence. In this conflict between data availability and privacy
protection [1–3], “privacy-preserving computing” technology can promote the process
of data consolidation. Federated learning (FL) [4, 5], one privacy-preserving computing
technology, supports secure multi-party machine learning: local data is maintained on
the participant’s device and the updates to the model are aggregated through a secure
aggregation algorithm. Federated learning generally includes a central server and various
participants. Participants upload their local models or gradients to the central server,
afterwards the server aggregates the global model and then sends it to each participant
to continue the next iteration.

However, traditional federated learning assumes a trusted central server for coordi-
nation. Due to the centralized form of federated learning, it faces some problems such as
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the single point of failure problem, the lack of verifiability of the aggregation results, etc.
In addition, some malicious participants can harm the performance of the global model
by carrying out a poisoning attack [6, 7]. Considering above problems, some studies [9–
12] have tried to combine blockchain [8] with federated learning, and complete federated
learning tasks by storing model updates on the blockchain.

Most schemes which considered poisoning attacks only discuss the scheme’s per-
formance in the presence of poisoning attacks. However, there is another situation in
practice, that is, all participants are honest, and no one carries out poisoning attacks. In
this case, most schemes may misjudge an honest participant as a poisoner, making the
scheme unfair. It’s necessary to design a scheme that can ensure the fairness of federated
learning as well as resist poisoning attack.

In this paper, we propose a blockchain-based federated learning framework and an
A-BFL (Adaptive Blockchain based Federated Learning) algorithm which can resist
data poisoning attack and ensure the fairness of the aggregation process. In the end,
we perform experiments on the MNIST [13] and Fashion-MNIST [14] datasets to test
performance of our scheme. The contributions of our work are as follows:

• A blockchain-based federated learning framework is proposed, which combines the
traditional federated learningwith blockchain to ensure the training process and results
are traceable and cannot be tampered with.

• We design an A-BFL aggregation algorithm to resist data poisoning attack, which can
identify most of the poisoners, reduce the probability of misjudgment and ensure the
fairness of aggregation.

• We use the deposit mechanism in the blockchain to ensure the task requester’s reli-
ability. If the task requester performs malicious actions, such as uploading a wrong
accuracy on the test dataset, etc., its deposit will be deducted as a penalty.

• Public key encryption and digital signature are used to ensure that no one except the
task requester can obtain the local models and to prevent local models from being
stolen.

The rest of this paper is organized as follows. In Sect. 2, we review related works.
Then, we discuss the design of the scheme in Sect. 3 and test the performance of our
scheme through experiments on the actual datasets in Sect. 4. Finally, we summarize the
paper in Sect. 5.

2 Related Works

In the process of FL, some participants may carry out data poisoning attack to drop the
accuracy of the global model. There is no proper method for resisting poisoning attack in
schemes [9, 10, 15] which combined blockchain with FL. Schemes [16, 17] focused on
the quality of the global model, which can prevent poisoning attacks to a certain extent.

Algorithms used in traditional machine learning such as Krum/Multi-Krum [18],
Zeno [19], etc. can also be used to resist data poisoning attack in FL. For example,
the first P2P machine learning system [20] proposed by Shayan et al. filtered malicious
model updates through multi-Krum algorithm. These traditional algorithms require to
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input the number of poisoners in advance, however it’s difficult to do this in reality.Unlike
the traditional algorithms, schemes [21, 22] filtered out poisoned models by setting the
threshold. However, in the absence of poisoning attacks, some normal models will also
be filter out, making these schemes unfair.

In addition to filter out models, schemes [23, 24] adjusted the weights of models
during the aggregation process according to the quality of models. If a local model
is of low quality, it will be weighted less when aggregating. However, homomorphic
encryption and the calculation under ciphertext make them non-universal.

In addition, some algorithms used in traditional machine learning such as Median
[25] (take themedian value of the localmodels or gradients submitted by the participants)
are also suitable for FL.

3 Blockchain Based Federated Learning

Figure 1 shows the pipeline of the proposed framework. The framework includes task
requester, task participants, blockchain, and cloud platform.

Fig. 1. An overview of the proposed blockchain based federated learning framework.

• TaskRequester (TR for short): The requester of the federated learning task, responsible
for publishing the task to the blockchain and collaborating with the cloud platform
to complete the aggregation of global model. TR can obtain all the local models
submitted by task participants. To reward task participants and cloud platform, TR
should pay for them.

• Cloud Platform (CP): It is responsible for calculating the distance between models
submitted by participants and cooperating with TR to complete model aggregation.

• Task Participants (P): They are responsible for training local models, who can be
from different institutions in the same industry with similar datasets. Task participants
should own eligible local datasets. (Assuming that the local datasets of all participants
are independent and identically distributed).
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• Blockchain: It records the process of model submission and aggregation.

For ease of reference, the symbols that appeared in this paper and corresponding
descriptions are listed in Table 1.

Table 1. Symbols and their descriptions

Symbol Description Symbol Description
SGD stochastic gradient descent dimension of the model

number of participants m random numbers
max iteration of FL gradient
local training epochs obscured model
learning rate private key
training data vector public key
training data labels percentage of poisoners
small batches of training data intensity of poisoning attack
model number of iterations

3.1 Assumption

TR has a very small dataset and limited computing power, and wants to obtain a better
model. Some participants may be malicious, they will carry out data poisoning attack
to drop the accuracy of the global model; in addition, they may steal other participants’
models from blockchain, and then use other people’s models to obtain rewards. CP
is semi-honest, and it may infer some relevant model information while completing
computing task honestly. There is no collusion among TR, task participants, and CP, as
well as among the task participants. Other nodes outside the federated learning process
on the blockchainwill not carry out attacks that will affect the federated learning process.

3.2 Blockchain-Based Federated Learning Framework

In this paper, we mainly focus on representative poisoning attacks: label-flipping attack.
For example, malicious participants incorrectly mark the samples with the true label to
the wrong label for misclassification. Our main ideas are as follows:

The federated learningprocess canproceedonly if the data is successfully uploaded to
the blockchain. However, uploading the data to blockchain also takes some time. In order
to achieve high accuracy with fewer iterations and reduce waiting time for participants,
task participants need to complete several training epochs locally before uploading local
models to the blockchain. Inspired by the previous work [23], we combine asymmetric
encryption with random numbers to ensure that CP and anyone in blockchain who do
not participant in the federated learning task cannot obtain the original model data.

To resist data poisoning attack, we proposed an A-BFL aggregation algorithm that
can not only identify the poisoners as much as possible, but also guarantee fairness
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when there are no poisoners. The aggregation algorithm mainly considers the following
factors: the distance (use the same method as in [18]) between the local models, and
the performance (accuracy and loss) of the local models on the test dataset. Each step is
described in detail as follows, and the A-BFL algorithm is shown in Fig. 2.

3.3 Details of Our Scheme

1. Publishing the task

TR determines the training task and training parameters, uploads the following content
to the blockchain.

(1) Training task, the target accuracy of global model or themaximum training iteration
T; the participant’s local training epochs L, the waiting time for the submission of
the local model for each iteration, etc.

(2) The hash value of the test dataset Dtest (each participant should get the original
test dataset after the overall training process to verify that the TR has uploaded the
correct results when testing the accuracy and loss of the local models).

(3) Initial global model (encrypted with each participant’s public
key). The initial m random numbers r0 = {r,i ∈ [1,m]} are selected according to
the dimension m of the initial global model, encrypted with the public keys of each
participant.

In addition, TR needs to pay a deposit to the blockchain, and the deposit will be
redeemed only when more than half of the participants agree with the training results at
the end of the training.

Fig. 2. A-BFL algorithm

2. Submitting the model
Take the first iteration as an example:
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Participants randomly select the local data of small batch B and calculate the loss
(cross entropy loss function): Lf (B, ω) = 1

|B|
∑

〈Xi,yi〉∈B Lf (ω,Xi, yi). Then each par-
ticipant calculates the gradient of the loss function: G = ∇ωLf(B,ω). Finally, the new
local model is calculated: ωl = ωl−1 − η · G.

Each participant repeats the above training process until the number of training
epochs reaches L. The local model at this time is recorded as ω0

n = ωL. Then each
participant obscures the local model with m random numbers: R0

n = ω0
n + r0, hashes

the obscured model and sign it with its private key: SR0
n = Sign(hash(R0

n), skn).
Then participants encrypt their respective models by using the public key of CP:

, upload to the blockchain.

3. Model evaluation and aggregation
Taking the t-th iteration as an example, within the specified waiting time, CP gets

TR, task participants and CP cooperate with each other to evaluate and aggregate
the local models by executing the A-BFL algorithm shown in Fig. 2. In the A-BFL algo-
rithm, CP can calculate: avg_acct = (max(acclistt[n]) + min(acclistt[n]))/2, avg_losst

= (max(losslistt[n])+min(losslistt[n]))/2 and avg_dstt = (
∑

n∈Nt dstlistt[n])/|N t|. Then
CP uploads the public key list agg_listt (participants whose local model meet (1)) and
the public key list of all participants all_listt (all participants who submit model in the
t-th iteration) to the blockchain. The corresponding task participants in the agg_listt can
get paid from blockchain.

acclistt[n] ≥ avg_acctor losslistt[n] ≤ avg_losstor dstlistt[n] ≤ avg_dstt (1)

Next, CP can aggregate the models that meet the requirement (1) to obtain a new
obscured global model: Rt+1. TR and task participants can get the new global model
ωt+1 by using the random numbers rt. After this, TR tests the accuracy and loss of
the global model, uploads the accuracy and loss to the blockchain, and continues to
generate m random numbers rt+1 for the next iteration, encrypted rt+1 with the public
key of the participant in all_listt, uploads the encrypted rt+1 to the blockchain. Then task
participants continue to train the local models and repeat above steps until the maximum
iteration is reached or the accuracy of the global model meets the requirement. Besides,
CP gets paid from blockchain.

4. End of the federated learning task
(1) When the new global model meets the training requirement or the iteration reaches

T, TR announces the end of the training, and at the same time uploads the relevant
information of the test dataset to the blockchain (for example, if it is stored in the
cloud, the link of the test dataset needs to be uploaded to the blockchain). After the
task participants obtain the dataset, they can verify whether the hash value is the
same as the hash value uploaded by the TR in the beginning.

(2) Each participant can use the historical submitted models on the blockchain to ver-
ify the accuracy and loss on the test dataset, and compares them with the results
uploaded by TR on the blockchain. If more than half of the participants believe that
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there is no problem with the aggregation process, then the deposit will be redeemed
to TR; otherwise, as a penalty, TR will not be able to get the deposit. At this point,
the training process is finished, the TR and eligible task participants have obtained
the global model.

4 Experiments Analysis and Comparison

The experiments were run on a PC equipped with a 4-core I5-6300H processor at
2.30GHz and 12GBRAM.We implemented label flipping attack and defense algorithms
in Python, using the TensorFlow and sklearn packages. In our experiments, participants
train the local model using theMultilayer Perceptron (MLP) network in TensorFlow.We
compare the performance of schemes [21, 25] with our A-BFL, the evaluation criteria
include the accuracy in test dataset and themisjudgment rate. Regarding themisjudgment
rate, the description is as follows: It mainly consider two aspects, one is the probability
that the local models submitted by poisoners are regarded as the normal models: WTC
(Wrong to Correct), on the other hand is the probability of excluding global models
submitted by honest participants when the global model is aggregated: CTW (Correct
to Wrong).

Suppose the set of all participants is expressed as P = {Ph, Pp}, the total amount
N = |P|, the number of honest participants is Nh = |Ph|, and the number of poisoners
is Np = ∣

∣Pp
∣
∣ . The set of the participants selected to participate in the aggregation in

aggregation process is donated as Pchose. Then, WTC = (Pchose ∩ Pp)/Np, CTW =
((P−Pchosen)∩Ph)/Nh . Total misjudgment rate can be calculated: err_rate = WTC +
CTW .

The federated average algorithm is denoted as: “Fed-Avg”, the aggregation algorithm
proposed in [21] is denoted as “SFL”, and the method of taking the median [25] value of
the model (or gradient) is denoted as “Median”. We use the percentage of the modified
labels to indicate the intensity of data poisoning attack. The symbols used in the following
description are described in Sect. 3.

1) Performance under data poisoning attack
It is assumed that N = 20, L = 5, pop = 0.3, iop = 1. “Fed-Avg” is set as the
baseline (the dotted line in the figure). As shown in Fig. 3, when some participants
carry out data poisoning attack, comparedwith the baseline, the accuracy of Fed-Avg
dropped by nearly 10% in the first few iterations. The Median algorithm requires
more parameter interaction rounds to achieve better accuracy. SFL and A-BFL algo-
rithm can achieve an accuracy comparable to the baseline. The total misjudgment
rate of SFL and A-BFL is almost 0, so that A-BFL can identify most of the poisoners
and exclude them to get a better global model (Because the total misjudgment rate
is always 0 in most time when there exist poisoners, we do not show the experiment
results here).
When settingN = 20, pop= 0.3, I = 10, the impact of the poisoning attack intensity
(iop) on the accuracy of the global model is shown in Fig. 3. Compared with the
baseline, the A-BFL algorithm can always maintain a high accuracy, which ensures
that TR can obtain the desired training results.
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Fig. 3. Experiments under poisoning attack

When setting N = 20, iop = 1, I = 10, the impact of the proportion of the poisoners
(pop) on the accuracy of the global model is shown in Fig. 3. When the proportion
of poisoners is less than 50%, with the increase of the proportion of poisoners, the
accuracy of Fed-Avg algorithm drops sharply. In contrast, A-BFL algorithm can still
maintain a high accuracy. In the case of more than half of the participants become
the poisoners, the accuracy of A-BFL algorithm will be seriously reduced. Because
in the model evaluation stage, the local models submitted by honest participants
are very different from the poisoning local models, which will make the honest
participants have a high probability of being judged as poisoners, resulting in a
decrease in the accuracy (It’s not shown here).

2) Performance without data poisoning attack
In addition to considering how to identify and exclude the poisoned models, we
also consider how to prevent local models submitted by honest participants from
being regarded as the poisoned models when all the participants are honest. Figure 4
shows that without the poisoners, the performance of the proposed A-BFL algorithm
is close to the baseline. In addition, we consider how to ensure the fairness of the
algorithm when there is no poisoning attack. Because the honest participant may be
identified as poisoners, which leads to normal local models cannot participate in the
aggregation, we take the probability of misjudgment into consideration. Figure 4
shows that compared to SFL algorithm, A-BFL algorithm can greatly reduce the
probability of misjudgment. Besides, from Fig. 4 we can see that the misjudge rate
of SFL varies greatly, that is because SFL algorithm uses the accuracy of the model
as the only criterion for identifying the poisoned models.
In addition, TR can choose to set a tolerable maximum number of nonparticipation
aggregation times MT, and participants who exceed this number of times will not
be eligible to continue participating in the subsequent training process. CP makes
judgment based on the aggregation history recorded on the blockchain. If the local
model submitted by a participant does not meet the requirement in consecutive MT
iterations of training, then the public key of that participant will be uploaded to the
blockchain. And after this iteration, the local model uploaded by that participant
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Fig. 4. Experiments of misjudgment rate and performance without poisoning attack

will no longer be aggregated, and TR also will no longer send m random numbers
for obscuring to that participant.

3) Experiments of MT
Under the setting of MT, if one participant whose local model does not meet the
requirements in consecutive MT iterations, then that participant will be excluded
from the federated learning task. If one participant whose local model does not meet
the requirements in a single iteration, it will not be excluded.
In addition to the total misjudgment rate mentioned above, we use a parameter
err_MT = (Pex ∩ Ph)/Nh to represent the probability of honest participants being
excluded from the federated learning task (Pex is the set of participants who have
excluded from the federated learning task).
It is assumed that N = 20, L = 5, pop = 0.3, iop = 1 and MT is 4. As shown in
Fig. 4, the poisoners are excluded in the first MT iterations. After that, even if some
honest participants are regarded as the poisoner in some iteration, they will not be
excluded from the federated learning task, unless they are regarded as the poisoner in
a consecutive MT iteration. The setting of MT can make our scheme fairer, prevent
misjudge the honest participants as the poisoners as much as possible.

4) Time overhead
Some cryptographic algorithms such as hash function are used in our scheme. We
perform experiments to illustrate the time spent by our scheme. RSA cryptosystem
is used in the experiment to encrypt, decrypt, sign, and verify. The length of the
private key is set to 1024. We do ten times of experiment and take the average as the
results.
The final results are shown in Table 2. The decryption of the model takes the longest
time. Other processes take less time compared to the process of training one local
model which is necessary in traditional federated learning.

Remark on Decryption Time Overhead. TR only need to perform one decryption oper-
ation in an iteration to obtain all local models. However, when the number of task
participants is too large, TR will spend too much time in decrypting the model set. This
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Table 2. Time overhead

Process hash sign verify encrypt decrypt train test

Time 8.07 ms 1.71 ms 8.51 ms 2.28 s 48.11 s 17.32 s 0.47 s

problemmay be solved in the future by combining public key encryption and symmetric
encryption.

Remark on Security Analysis. Due to page limitation, security analysis of robustness,
privacy, fairness is omitted and will be provided in the full version of the paper.

5 Conclusion

In this paper, we proposed a blockchain-based federated learning scheme, focusing on
the defense against data poisoning attack and the privacy protection of each participant.
In practice, TR can be specific agency, such as government, who need a lot of data to
train themodel but don’t have sufficient data. And the proposed scheme can be applied in
multiple scenarios such as Internet of Things (IoT) andMobile Edge Computing (MEC)
[26, 27].

Through experiments on public datasets, it can be seen that the proposed scheme
can effectively resist data poisoning attack, and in the absence of data poisoning attack,
the scheme can also ensure a low probability of misjudgment. In addition, our scheme
can protect the privacy of each participant, guarantee the fairness of federated learning
and reliability of the TR, ensure high accuracy of the global model.

References

1. Qiu, M., Gai, K., Xiong, Z.: Privacy-preserving wireless communications using bipartite
matching in social big data. Future Gener. Comput. Syst. 87, 772–781 (2018)

2. Gai, K., Qiu, M.: Blend arithmetic operations on tensor-based fully homomorphic encryption
over real numbers. IEEE Trans. Ind. Inf. 14(8), 3590–3598 (2017)

3. Qiu, H., Qiu, M., Lu, Z.: Selective encryption on ECG data in body sensor network based on
supervised machine learning. Inf. Fus. 55, 59–67 (2020)

4. McMahan, B., Moore, E., Ramage, D., Hampson, S., y Arcas, B.A.: Communication-efficient
learning of deep networks from decentralized data. In: AISTATS, pp. 1273–1282 (2017)

5. Li, T., Sahu, A.K., Talwalkar, A., Smith, V.: Federated learning: challenges, methods, and
future directions. IEEE Signal Process. Mag. 37(3), 50–60 (2020)

6. Goldblum,M., et al.: Dataset security for machine learning: data poisoning, backdoor attacks,
and defenses. IEEE Trans. Pattern Anal. Mach. Intell. (2022)

7. Biggio, B., Nelson, B., Laskov, P.: Poisoning attacks against support vector machines. arXiv
preprint arXiv:1206.6389 (2012)

8. Nakamoto, S.: Bitcoin: a peer-to-peer electronic cash system.Decent. Bus. Rev., 21260 (2008)
9. Zhang, Z., Yang, T., Liu, Y.: SABlockFL: a blockchain-based smart agent system architecture

and its application in federated learning. Int. J. Crowd Sci. 4(2), 133–147 (2020)

http://arxiv.org/abs/1206.6389


Blockchain-Based Fairness-Enhanced Federated Learning Scheme 339

10. Arachchige, P.C.M., Bertok, P.,. Khalil, I, Liu, D., Camtepe, S., Atiquzzaman, M.: A trust-
worthy privacy preserving framework for machine learning in industrial IoT systems. IEEE
Trans. Ind. Inf. 16(9), 6092–6102 (2020)

11. Wang, Z., Hu, Q.: Blockchain-based federated learning: a comprehensive survey. arXiv
preprint arXiv:2110.02182 (2021)

12. Qu, Y., et al.: Decentralized privacy using blockchain-enabled federated learning in fog
computing. IEEE Internet Things J. 7(6), 5171–5183 (2020)

13. LeCun, Y., Bottou, L., Bengio, Y., et al.: Gradient-based learning applied to document
recognition. Proc. IEEE 86(11), 2278–2324 (1998)

14. Xiao, H., Rasul, K., Vollgraf, R.: Fashion-mnist: a novel image dataset for benchmarking
machine learning algorithms. arXiv preprint arXiv:1708.07747 (2017)

15. Mugunthan, V., Rahman, R., Kagal, L.: BlockFLow: an accountable and privacy-preserving
solution for federated learning. arXiv preprint arXiv:2007.03856 (2020)

16. Lu, Y., Huang, X., Dai, Y., Maharjan, S., Zhang, Y.: Blockchain and federated learning for
privacy-preserved data sharing in industrial IoT. IEEE Trans. Ind. Inform. 16(6), 4177–4186
(2020)

17. Li, Z., Liu, J., Hao, J., Wang, H., Xian, M.: CrowdSFL: a secure crowd computing framework
based on blockchain and federated learning. Electronics 9(773), 1– 21 (2020)

18. Blanchard, P., et al.: Machine learning with adversaries: Byzantine tolerant gradient descent.
In: Proceedings of theNeural Information Processing Systems (NeurIPS), pp. 119–129 (2017)

19. Xie, C., Koyejo, S., Gupta, I.: Zeno: distributed stochastic gradient descent with suspicion-
based fault-tolerance. In: 36th International Conference on Machine Learning, PMLR 97,
pp. 6893–6901 (2019)

20. Shayan,M., Fung, C., Yoon, C.J.M., Beschastnikh, I.: Biscotti: a blockchain system for private
and secure federated learning. IEEE Trans. Parallel Distrib. Syst. 32(7), 1513–1525 (2021)

21. Liu, Y., Peng, J., Kang, J., et al.: A secure federated learning framework for 5G networks.
IEEE Wirel. Commun. 27(4), 24–31 (2020)

22. Qi, Y., Shamim Hossain, M., Nie, J., Li, X.: Privacy-preserving blockchain-based federated
learning for traffic flow prediction. Future Gener. Comput. Syst. 117, 328–337 (2021)

23. Liu, X., Li, H., Xu, G., Chen, Z., Huang, X., Lu, R.: Privacy-enhanced federated learning
against poisoning adversaries. IEEE Trans. Inf. Forensics Secur.16, 4574–4588 (2021)

24. Ma, Z., Ma, J., Miao, Y., Li, Y., Deng, R.H.: ShieldFL: mitigating model poisoning attacks
in privacy-preserving federated learning. IEEE Trans. Inf. Forensics Secur. 17, 1639–1654
(2022)

25. Yin, D., Chen, Y., Ramchandran, K., Bartlett, P.: Byzantine-robust distributed learning:
towards optimal statistical rates. In: 35th International Conference on Machine Learning,
PMLR 80, pp. 5650–5659 (2018)

26. Gai, K., Wu, Y., Zhu, L., et al.: Differential privacy-based blockchain for industrial Internet-
of-Things. IEEE Trans. Ind. Inf. 16(6), 4156–4165 (2019)

27. Xu, Y., Lu, Z., Gai, K., et al.: BESIFL: blockchain empowered secure and incentive federated
learning paradigm in IoT. IEEE Internet Things J., 2327–4662 (2021)

http://arxiv.org/abs/2110.02182
http://arxiv.org/abs/1708.07747
http://arxiv.org/abs/2007.03856


Cryptography of Blockchain

Ying Long1,2, Yinyan Gong1,2(B), Weihong Huang1,2, Jiahong Cai1,2,
Nengxiang Xu1,2, and Kuan-ching Li1,2

1 School of Computer Science and Engineering, Hunan University of Science and Technology,
Xiangtan 411201, China

G18873530267@163.com, whhuang@hnust.edu.cn,
jiahongcai@mail.hnust.edu.cn

2 Hunan Key Laboratory for Service Computing and Novel Software Technology,
Xiangtan 411201, China

Abstract. With the development of digital currencies and 5G technology,
blockchain has gained widespread attention and is being used in areas such as
healthcare, industry and smart vehicles. Many security issues have also been
exposed in the course of blockchain applications. Cryptography can ensure the
security of data on the blockchain, the integrity and validity of data as well as the
ability to authenticate users and anonymize them. This article therefore examines
the cryptography underlying blockchain security issues, providing an overview
of cryptographic homomorphic encryption, zero-knowledge proofs and secure
multi-party computation commonly used in blockchains. At the same time, the
development of quantum computing is bound to affect existing cryptographic sys-
tems, and blockchains applying these cryptographic systems are bound to be hit
hard, so this article discusses four of the most promising post-quantum cryptogra-
phy techniques available: hash-based public key cryptography, code-based public
key cryptography, multivariate public key cryptography, and lattice-based public
key cryptography.

Keywords: Blockchain · Homomorphic encryption · Post quantum
cryptography · Secure multi-party computation · Zero-knowledge proof

1 Introduction

In 2008, Satoshi Nakamoto introduced the concept of Bitcoin, a decentralized virtual
currency, in his published paper “Bitcoin: A Peer-to-Peer ElectronicMoney System” [1].
Blockchain is a data structure that organizes blocks of data in a chain in chronological
order and is capable of verifying, tracing, and reliably storing data on the chain through
cryptography to ensure that the data on the blockchain is not tamperedwith and cannot be
forged. The consistency of data on the blockchain is ensured through transaction signa-
tures, consensus mechanisms and cross-chain technologies [2]. Blockchain technology
is decentralized, traceable, tamper-proof, complete and open and transparent [3], which
have attracted the attention of academia and industry. Moreover, blockchain technology
will be a revolutionary technology to solve the trust crisis in the future society [4].
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As blockchain continues to develop, there is a greater demand for data protection,
anonymity and untraceability [5] in many fields. Blockchain is no longer only used for
virtual currencies [6] but is also being extended to various fields such as healthcare,
copyright protection and finance. For example, blockchain is currently the most effec-
tive solution for personal privacy protection and sharing [7]. As part of the big data
trend [8], the growing scale of the Internet of Things (IoT) [9] and the sharing of its
data requires the use of blockchain. Many insider attacks are caused by trust issues, and
blockchain can solve the problem of trust between untrustworthy users [10]. However,
the rise of blockchain technology in various fields has brought about many security
issues. For example, privacy protection and transaction protection. Also, with the devel-
opment of quantum computing, which may break many cryptographic systems [11], the
cryptography of blockchain will be severely challenged. With the emergence of vari-
ous attacks, various cryptography-based blockchain security protection techniques are
gradually developed [12]. Therefore, this paper will study the cryptography techniques
in blockchain.

2 Blockchain Overview

2.1 The Data Structure of Bitcoin

In blockchain technology, a great deal of cryptographic knowledge is used to ensure the
system’s security. Cryptography greatly protects the privacy of data on the blockchain
[13]. The blockchain is actually made up of blocks connected one by one, each block
generating a hash value from the previous block [14]. The user can then verify the
correctness of the data on the chain. Furthermore, if an attacker wants to tamper with
the data on the blockchain, he must change all the blocks after that one (Fig. 1).

Fig. 1. Bitcoin structure diagram.

A block contains a block header and a block body. The block header holds the
previous block’s hash value, version number, random number Nonce, timestamp,Merkle
root and the target hash value. In the block body is a Merkle tree, a typical binary tree.
Its root is formed by the hashes of all the transactions in the block; the leaf nodes of the
Merkle tree are the hashes generated by the transactions packed into the block, and the
values of the non-leaf nodes are generated by concatenating the hashes of their children
into a string and then hashing them, in this way working from the bottom up to generate
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the hash of theMerkle root. This structure allows a quick look at whether the transactions
packed in the block have been altered and, if found to have been altered, a quick way to
locate the altered transaction.

2.2 Security Challenges Facing Blockchain

Blockchain is a promising and growing technology but also facesmany challenges. These
challenges arise from the existing computer system [15–17] and network architecture
[18–20], the consensus mechanisms used in the blockchain and the need for data protec-
tion [21–23]. With the development of blockchain and the development and promotion
of the application of 5G technology, blockchain is gradually applied to various indus-
tries such as healthcare [24], industry [25], and finance [26]. While blockchain is widely
used, it also raises a series of security and privacy issues. The digital currencies used in
blockchain have also suffered many security threats, with attacks on trading platforms,
theft of currencies and crimes committed by hackers and criminals using blockchain’s
anonymous transactions occurring frequently. At the same time, privacy breaches [27,
28] in blockchain can also make the skeptical public of blockchain. These challenges
are very detrimental to the development and innovation of blockchain.

3 Typical Cryptography

3.1 Homomorphic Encryption

The idea of homomorphic encryption was first introduced by Rivest, Adleman and
Detouzos [29] (the R and A in “RSA”) in 1978. Homomorphic data encryption allows
direct manipulation of the encrypted data without the need for preliminary decryption
of the operands. The effect of manipulating the encrypted data is the same as manipu-
lating the data before encryption. In a blockchain, FHE (fully homomorphic encryption)
ensures that the ledger information is not compromised but can be manipulated, even if
the blockchain is attacked. FHE is a good solution to the problem of data being used
on remote devices [30]. In 2009, Gentry [31] proposed a secure and reasonable FHE
system that performs arbitrary addition and multiplication operations on the encrypted
data while also acting on the pre-encrypted data. However, the performance of FHE
algorithms is so poor that they are difficult to use in practice. In 2011, Brakerski et al.
[32] proposed a new FHE algorithm, BVG, based on Learning With Errors (LWE), an
alternative assumption to lattice encryption. The BGV system uses a somewhat more
practical LWE assumption than the system proposed by Gentry in 2009. In 2013, Gentry
[33] et al. proposed a simpler, FHE algorithm GSW based on LWE. In their scheme,
they proposed a way to construct FHE of a new technique known as the approximate
eigenvector method.

3.2 Zero-Knowledge Proofs

Zero-knowledge proof means that the prover does not need to reveal anything about
the verification to the verifier who can also do the verification. With the use of zero-
knowledge proofs in blockchain, other nodes can verify the legitimacy and correctness
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of a transaction even if both parties do not reveal any information about the transaction.
Zero-knowledge proofs are divided into interactive zero-knowledge proofs and non-
interactive zero-knowledge proofs. Interactive zero-knowledge proofs require multiple
interactions between the verifier and the prover, and the verifier improves the trustwor-
thiness of the prover by performing multiple verifications to the prover. Non-interactive
zero-knowledge proofs, on the other hand, allow the verifier and the prover to interact
once with the aid of a machine. An overview of the development of zero-knowledge
proofs is given next (Figs. 2 and 3).

Fig. 2. Interactive zero-knowledge proof.

Fig. 3. Non-interactive zero-knowledge proof.

The concept of zero-knowledge proofs was introduced by S. Goldwasser, S. Micali
and C. Rackoff [34] in 1988. After introducing this concept, zero-knowledge proofs have
also been present in the overview of the theory. The emergence of blockchains and the
need for data confidentiality has facilitated scholarly research on zero-knowledge proofs,
which can address the difficulty of aligning blockchain privacy protection with data
transparency [35]. In 2010,Groth proposed the key theory of zero-knowledge proofs ZK-
SNARK [36] (zero-knowledge succinct non-interactive knowledge proofs). The provers
can prove the correctness of their provided proofs mathematically to the verifiers without
providing information about the proofs as the verifiers do. Subsequent scholars have
workedonZK-SNARKto reduceverification time and improve efficiency.ThePinocchio
[37] protocol, proposed in 2013, is an improved version of ZK-SNARK, and in 2015
the blockchain application Zcash was used to build ZK-SNARK [38], a widespread
application of zero-knowledge proofs. In 2016, Groth [39] proposed Groth16, which is
also based on an improved version of ZK-SNARK with asymmetric pairing, and the
proof will be more efficient.

ZK-SNARKS requires public reference strings for provers and verifiers for trustwor-
thy settings when performing zero-knowledge proofs, but these public strings are again
provided by a small group of people, and thus are vulnerable to attack by some mali-
cious nodes [39]. As a result, research now prefers to discard trusted settings. In 2018, the
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Bulletproofs algorithm was introduced to eliminate the need for trusted settings. It is a
more efficient algorithm that produces proofs of logarithmically transformed size, which
would be very beneficial for storing proofs in the blockchain. Moreover, Bulletproofs
can also merge and compress proofs of the same scope, reducing the size of the space
occupied by the blockchain. In 2018, a new zero-knowledge proof scheme ZK-STARKS
was also proposed [40], a zero-knowledge proof scheme that does not require trustwor-
thy settings. ZK-STARKS has better scalability, and its proof and verification times are
linearly and logarithmically related to the initial computation time, respectively. As the
initial size increases, its proof and verification times do not increase significantly. The
more widely used non-interactive zero-knowledge proofs for blockchain applications
are ZK-SNARKS, Bulletproofs and ZK-STARKS.

3.3 Secure Muti-party Computation

Secure Muti-party Computation (SMPC) is derived from the “millionaire problem” pro-
posed by Professor Yao in 1982, i.e. Collaborative multi-party computing with third-
party guarantees may carry the risk of information leakage from third-party organi-
zations. SMPC enables distributed parties to jointly compute arbitrary functions with-
out revealing their own private inputs and outputs. In the SMPC scenario, there are
n(n ≥ 2) participants performing multi-party collaboration to compute an objective
function f (x1, x2, ..., xn) = (y1, y2, ..., yn), where x1, x2, ..., xn are the input informa-
tion of each party. When the computation is finished, each participant does not get any
other information except its own corresponding output yi, Also no input information can
be deduced from the input results (Fig. 4).

Fig. 4. Secure multi-party calculation.

SMPC provides input correctness, computational correctness and output indepen-
dence to analyze and capture the value in the data while protecting the privacy of the
data. Similar to blockchain, secure multi-party computing supports collaborative com-
puting by uniting untrusted users without a trusted third party. SMPC can collaborate
with untrusted users in the blockchain without compromising their privacy to perform
analytical calculations, analytical modelling, etc., on some sensitive data. It is also bene-
ficial for blockchain applications to industries that require data analysis and storage, such
as healthcare and industry. SMPC can be used in multi-signature, secret sharing, and
random number generation, and the wallet ZenGo [41], a wallet released by Kzen, does
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not require the use of mnemonic word and keys, but rather uses a gated signature method
that combines the advantages of multi-signature and secret sharing. However, there are
still difficulties that need to be addressed in the application of SMPC in blockchain,
such as the fact that SMPC requires the participation of multiple honest nodes, mali-
cious nodes may collude in the computation [42], and the efficiency of SMPC is low
when the network transmission rate is low.

4 Post-quantum Cryptography

If quantum computing develops as expected, it will inevitably disrupt existing cryp-
tographic systems. For example, Bernstein and Daniel J. [43] point out that quantum
computing’s well-known Shor [44] algorithm and Grover [45] algorithm will have an
impact on existing cryptographic systems. The Shor algorithm can theoretically solve
the underlyingmathematical problems onwhich the security of public key cryptographic
algorithms depends, such as discrete logarithms and large integer decomposition prob-
lems. So these public-key algorithms, such as RSA and DSA, should not be secure. And
Grover’s algorithm will halve the security effect of some symmetric cryptographic algo-
rithms and hash algorithms, requiring an increase in key length. Although it is only for
theoretical threats, to take a long-term view, it is necessary to research early cryptography
that can resist quantum attacks.

Post-Quantum Cryptography (PQC) resists an attacker even if the attacker has
a quantum computer, also known as anti-quantum cryptography. The current main-
stream schemes for PQC are hash-based public key cryptography, code-based public
key cryptography, multivariate public key cryptography and lattice-based public key
cryptography.

4.1 Lattice Based Cryptography

A lattice is a set of points in a high-dimensional space. Let b1, b2, ..., bn be a linearly
independent set of bases (n ≤ m) inRm and the lattice be the set of all linear combinations
of integer coefficients of this set of bases. That is.

L(B) =
{

n∑
i=1

xibi, xi ∈ Z, i = 1, 2, ..., n

}
(1)

The security of cryptographic algorithms relies on the underlyingmathematical prob-
lem. Furthermore, the two main difficulties in lattice problems: are the difficulty of solv-
ing the shortest vector and the difficulty of solving the nearest vector. These problems
have worst-case difficulty [46]. Many scholars have conducted many studies on lattice
problems. The most famous algorithm is the LLL proposed by H. Lenstra, A. Lenstra
and Lovasz in 1982 [47], however it can only solve the shortest vector in polynomial

time with an approximation factor (1+ε)

√
4/

√
3
(n−1)/2

of (where it is a constant). Thus
lattice-based cryptography is quantum resistant.

In the “Third Status Report on the Post-NIST Quantum Cryptographic Standardiza-
tion Process” - NISTIR 8413 published in July 2022, four algorithms to be standardized
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were announced. And three of these are all lattice-based cryptographic schemes. The
lattice-based cryptography algorithms have a better balance of security, public and pri-
vate key size, and computational speed and are considered one of the most promising
post-quantum cryptographic algorithms [48].

4.2 Hash-Based Signature Algorithm

The hash-based signature algorithm was proposed by Leslie Lamport in 1979, but com-
pared to other signature schemes, it did not to be widely used because it could produce
relatively long signatures. With the arrival of the threat of quantum computing, it is
gradually gaining attention again because hash-based signature counting has quantum-
resistant properties, such as being resistant to attacks by Shor algorithms. It is one of
the algorithms that have the potential to replace the traditional signature algorithm [49].
The one proposed by Leslie Lamport is a single hash signature, which cannot sign mul-
tiple messages, and was later improved by Ralph Merkle to form a multiple signature
algorithm based on the Merkle tree. The public key is the root of the Merkle, and the
key is each leaf node in the Merkle tree. The quantum resistance of Hash-based sig-
nature algorithm is based on the collision resistance of the Hash function because the
current quantum algorithms cannot find the collision of theHash. Swati Kumari [50] pro-
posed an enhanced hash-based post-quantum cipher (PQC) architecture called signature-
basedMerkle hash multiplication (SMHM) algorithm. The hashMerkle signature-based
algorithm is enhanced by using the Bernoulli-Karatsuba multiplication algorithm. Kon-
stantinos Chalkias [51] proposed a scalable post-quantum cryptography scheme based
on Merkle tree signatures suitable for blockchains and distributed ledgers, which can
utilize dedicated chains or image structures to reduce the cost of key generation, signing,
verification, and the size of signatures.

4.3 Code Based Cryptography

The code-based cryptosystem is derived from McEliece [52]. The algorithm is based
on the integrable binary Goppa code called classical McEliece. The encryption and
decryption of the McEliece cryptosystem are fast and secure. However, it is rarely used
in practice because of the large size of the key, so one of the subsequent directions of
research on code-based cryptography is to reduce the size of its key. The general linear
decoding hard problem on which McEliece cryptographic algorithm is based is the NP-
hard problem [53], so coding-based cryptography is very promising in quantum-resistant
cryptography. Moreover, the NIST post-quantum cryptographic algorithm standard col-
lection has coding-based cryptography second only to lattice-based cryptography. It is
mainly used in public key encryption algorithms and only two for signature algorithms.

4.4 Multivariate-Based Cryptography Regime

The security of the multivariate-based cryptography regime relies on solving the mathe-
matical problem of solving a system of randommultivariate quadratic polynomial equa-
tions over a finite field,which is nondeterministic polynomial time-hard. There is nofinite
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algorithm for solving this problem. Themultivariate quadratic polynomial problem is to
find a solution in a system of quadratic polynomial equations in a given finite field. Since
multivariate based cryptographic systems emerged late, they still need a lot of research
and experiments to prove their security [54]. Although earlier multivariable-based signa-
ture systems have been breached and are no longer secure, multivariable-based signature
algorithms are small in signature size and fast in inflammation. Therefore, multivari-
ate based signature schemes are still very promising, and multivariate based signature
algorithms are the most numerous in the NIST post-quantum cryptographic algorithm
standards collection.

5 Conclusion

With the application of the blockchain, the blockchain needs to meet various differ-
ent needs for data protection, multi-party participation and collaboration, and identity
authentication in the face of different scenarios, and cryptography is crucial to the devel-
opment of blockchain applications. In this paper, some classical cryptography and post-
quantum cryptography in blockchain were studied. First, the origin of blockchain and its
conceptswere introduced, and the structure of Bitcoin and the security challenges it faces
were presented. Subsequently, some classical cryptographic homomorphic encryption,
zero-knowledge proofs and secure multi-party computation used in blockchains were
investigated. Finally, four more promising post-quantum cryptograms were introduced
for quantum computing attacks.
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Abstract. We propose a novel smart contract re-entry vulnerability detection
model based on BiGAS. The model combines a BiGRU neural network that intro-
duces an attention mechanism with an SVM. We start from the data features of
smart contracts, learn the model layer by layer to achieve feature extraction and
vulnerability identification, introduce batch normalization, Dropout processing
and use improved model classifiers to improve the vulnerability identification
accuracy, model convergence speed and generalization capability of smart con-
tracts. We had conducted numerous experiments, and the experimental results
showed that BiGAS Detection Model has a strong vulnerability detection abil-
ity. The accuracy of vulnerability detection reached 93.24%, and the F1-score
was 93.17%. We compared our approach with advanced automated audit tools
and other deep learning-based vulnerability detection methods. The conclusion
was that our method is significantly better than the existing advanced methods in
detecting smart contract reentrancy vulnerabilities.

Keywords: Smart contract · Reentrancy vulnerability · Bidirectional gated
recurrent neural network · SVM

1 Introduction

With the development of blockchain technology, smart contracts have attracted a lot
of attention in recent years. They are widely used because they can reduce the cost of
trust compared with traditional contracts. Smart contracts are made up of computer code
written by humans, which inevitably carries the risk of flaws and vulnerabilities. If the
vulnerabilities are exploited by hackers, they will lead to the theft of assets that cannot
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be recovered, ultimately causing huge losses to users. Therefore, the current research on
smart contract vulnerability detection is particularly important.

A smart contract represents the transaction requirements of two parties to a contract
in the form of a digital rule, which usually contains a set of predefined states. When
a user on the blockchain makes a transaction (calling the address of a contract), the
contract can perform a transfer of state driven by the transaction [1]. However, there is
no effective way to guarantee the security of smart contract code [2]. Smart contracts
can simplify and accelerate the development of various applications, but they also bring
some problems [3]. In 2016, hackers attacked decentralized autonomous organization
(DAO) using a reentrancy vulnerability, resulting in the theft of over 3.6 million ETH.
Since then, Ether split into two chains, ETH and ETC [4]. In May 2021, the flash.sx
smart contract suffered a reentrancy attack in which approximately 1.2 million EOS and
462,000 USDT were stolen one after another. Although it passed a security audit before
then, the reentrancy attack was not detected in time. We propose a new approach that
goes beyond the rule-based framework. The contributions of the proposed model are
listed below.

1. TheBiGASDetectionModel is proposed to solve the problem that the use of Softmax
as a recurrent neural network classifier leads to the lack of generalization ability of
the smart contract vulnerability identification model and cannot be better applied to
vulnerability detection and classification.

2. BiGAS Detection Model combines bidirectional gated recurrent neural network
(BiGRU), attention mechanism and SVM. The loss function of SVM is squared
hinge loss (or maximum edge loss). For the problem of judging whether there is
a vulnerability, using the hinge loss does have good performance, and using the
squared hinge loss will make the model more robust on this basis.

3. BiGAS Detection Model is used for smart contract vulnerability detection. The per-
formance is compared with existing traditional vulnerability detection tools and vul-
nerability detection tools incorporating deep learning. The experimental results show
that our deep learning-based approach outperforms state-of-the-art smart contract
vulnerability detection tools and our method has high practicality and application
value in smart contract reentrancy vulnerability detection.

The article is divided into five chapters, which are structured as follows. The Intro-
duction section introduces the security issues of smart contract reentrancy vulnerabilities
in recent years and the significance and contribution of our research. The Related Work
section presents existing practical research combining SVM with neural networks. The
construction and principles of the model are described in Materials and Methods. The
Results and Discussion section describes the experimental procedure and analysis of the
results. We compared the proposed method with other currently available methods in
the experimental section. The Conclusion section summarizes the strengths, weaknesses
and future research directions of our study.
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2 Related Work

There are many existing studies that combine SVM with neural networks for various
applications. Han Qiu et al. propose a machine learning-based selective encryption
design that combines SVM with BSNs [5]. A novel approach to component assem-
bly inspection based on mask R-CNN and Support Vector Machines was proposed by
Huang et al. [6]. The method combines CNN and SVM to construct an SVM classifi-
cation model to identify assembly defects. Pedro F. et al. proposed an object detection
method based on discriminatively trained Part-Base V models [7]. They combine a mar-
gin-sensitive approach for data-mining hard negative examples with a formalism they
call latent SVM. Agarap A F combines convolutional neural network and SVM to con-
struct image classification architecture [8]. Ross Girshick et al. pro-posed rich feature
hierarchies for accurate object detection and semantic segmentation [9]. Abdulrahman
proposed a time series classification method combining SVM with an echo state net-
work (ESN), replacing the linear readout function of the output layer with the radial basis
function kernel of the SVM [10]. Yichuan Tang proposed Deep Learning using Linear
Support Vector Machines demonstrate a small but consistent advantage of replacing the
softmax layer with a linear support vector machine [11]. Agarap et al. proposed a neural
network architecture combining gated recurrent unit and support vector machine for
intrusion detection in network traffic data [12].

3 Materials and Methods

3.1 Vulnerability Detection Processing

The process of vulnerability detection for smart contracts by the model we designed
(BiGAS Detection Model) is as follows. Figure 1 shows the diagram of the model we
designed.

(1) Perform data clean up on the original smart contract. Remove blank lines, spaces,
comments, non-ASCII values, and other information that is not relevant to the
reentrancy vulnerability. Then, the code statements related to specific operations
in the program code are extracted, and these semantically and functionally related
code fragments are combined into small code fragments for analysis.

(2) Convert the smart contract into a smart contract fragment after data cleaning has
been performed. First, the user-defined variables and functions are mapped to sym-
bolic names, respectively. Information such as keywords and III operators of the
smart contract are to be preserved in this process. After that, the contract fragments
represented by the symbols are divided into a series of token lists preserving the
semantic order by word partition analysis and converted to vector representation
by word2vec.

(3) The data are randomly initialized and the training and test sets are divided in a ratio
of 8:2. The data from the training set is fed into a BiGRUmodel with a self-attentive
mechanism for feature extraction learning. BiGRU can extract deep-level features
from the input vectors. The BiGRU model can be considered as consisting of two
parts, the forward GRU and the reverse GRU, and the unit state of the GRU is
calculated from the model input and its learning parameter values.
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(4) The loss function of the SVM is used in the classification phase to compare the
input data (i.e., predicted values) with the target. The decision function of SVM is
used to calculate the prediction labels, and the calculated loss values are used to
measure how well the network predictions match the expected results.

(5) We use an optimization algorithm to minimize the losses, and we use the Adam
optimizer, which has significant advantages [13]. It is simple to implement and
computationally efficient. The parameters are updated without the scaling transfor-
mation of the gradient, the hyperparameters arewell interpreted and the learning rate
is usually adjusted automatically without adjustment or with only little fine-tuning.
It is well suited for scenarios with large-scale data and parameters for unstable
objective functions. The optimizer uses the loss values to update the weights of the
network.

(6) The above steps are repeated in the experiment by multiple epochs for the purpose
of training the model and outputting the optimized BiGAS detection model after
the training.

(7) The test set is fed into the trainedmodel to predict the labels of contract fragments to
determine the presence of re-entry vulnerabilities, and the predictions are compared
with the target data to obtain the evaluation metrics for the model.

Fig. 1. Vulnerability detection processing.

3.2 BiGAS Detection Model

BiGRU Neural Network. The following procedure calculates the hidden state of the
GRU at the time step t. We use ht = GRU (xt, ht−1) to symbolize the following process.
Our number of samples is n, the number of inputs is d, the number of hidden cells is
h, the input vector xt ∈ Rn∗d , ht−1 ∈ Rn∗h at the tth time step, the reset gate rt and the
update gate zt are expressed as below.

rt = σ(xtWxr + ht−1Whr + br) (1)

zt = σ(xtWxz + ht−1Whz + bz) (2)
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∼
ht= tanh(xtWxh + (rt � ht−1)Whh + bh) (3)

ht = zt � ht−1 + (1 − zt)�
∼
ht (4)

Self-attention Mechanism. To highlight the importance of the impact of different key-
words on the reentrancy vulnerability, a self-attentive mechanism is introduced after
the BiGRU layer of the model to assign weights to different words. The input of the
Attention mechanism layer is ht , which is the hidden vector of the output processed by
the BiGRU neural network layer in the previous layer.

First, we input the hidden layer vector to the fully connected layer (with weight W
and bias b) to obtain ut , , which is stated in (5).

ut = tanh(Wht + b) (5)

Then, we use this vector to calculate the calibration vector αt (weights normalized
by the attention mechanism), which is stated in (6).

αt = exp(uTu)
∑

t(exp(u
tu))

(6)

The ut in the above equation is the average optimal vector corresponding to the
current time step t, which is different for each time step. This vector is obtained by
training. The output of the attention mechanism layer we express in (7).

st =
∑t

i=1
αthi (7)

Classification Modul. The strategy of SVM is to minimize the loss function, and
depending on the classification task our problem can be converted into (8).

L = min
w

1

2
‖w‖2 + C

∑n

i=1
max

(
0, 1 − yi

(
wTxi + bi

))
(8)

Briefly, when SVM is introduced as the last layer of a neural network model, the
parameters will be learned by optimizing the objective function of the SVM. In addition,
the process uses the loss function of SVM instead of the cross-entropy function to
calculate the loss values. In the above equation, L is the loss value, w is the weight of the
output layer, n denotes the length of the output vector, i.e., the number of labels, yi denotes
the factual label of the unique thermal encoding, xi denotes the input, bi denotes the bias,
C is the penalty level of the error sample, and T is the transposition character.The double-
regularized SVM is denoted as L2-SVM, one of the improved algorithms of SVM,
converts soft intervals into hard intervals, i.e., linearly indistinguishable into linearly
distinguishable. In this case, the objective function is simply a constant factor 1/C added
to the diagonal of the kernel function, which can be treated as aminor modification of the
kernel function. It is differentiable and more stable compared to L1-SVM, so L2-SVM
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is used for the network structure in this paper, and its mathematical representation is as
(9).

L = min
w

1

2
‖w‖22 + C

∑n

i=1
max

(
0, 1 − yi

(
wTxi + bi

))2
(9)

The decision function of the support vector machine generates a score vector for each
classification, in order to obtain a mathematical representation of the predicted label of
the data as (10).

predictedclass = argmax(sign(wx + b)) (10)

4 Results and Discussion

4.1 Evaluation Metrics

The whole experiment is divided into a training phase and a testing phase. Our job in
the training phase is to optimize the model parameters by learning the loopholes to get a
trained model. The testing phase of our work is to use the test data as input to the trained
model and output the prediction results of vulnerability detection. The prediction results
are compared with the real tags to measure the performance of our model. In this paper,
we used widely used metrics, including accuracy (ACC), true positive rate or recall
(TPR), false positive rate (FPR), precision (PRE), and F1-score (F1).

The whole experiment is divided into a training phase and a testing phase. Our job in
the training phase is to optimize the model parameters by learning the loopholes to get a
trained model. The testing phase of our work is to use the test data as input to the trained
model and output the prediction results of vulnerability detection. The prediction results
are compared with the real tags to measure the performance of our model. In this paper,
we used widely used metrics, including accuracy (ACC), true positive rate or recall
(TPR), false positive rate (FPR), precision (PRE), and F1-score (F1). The experimental
model is built on a computer with Intel Core (TM) i7-10875H CPU, NVIDIA GeForce
GTX 2060 GPU, and 16 GB RAM.As for the parameter settings, for each model, we
use a 10-fold cross-validation method to select and train the best parameter values for
training, corresponding to the effectiveness of the reentrancy vulnerability detection.
The settings of all parameters we give in Table 1.

4.2 Experimental Results and Performance Comparison

We compare the performance of our model with an advanced automatic safety analysis.
Table 4 shows the comparison of experimental results data. The experimental results
show that: (1) The vulnerability detection performance of existing automated security
analysis needs to be improved. The Oyente [14] with the highest accuracy reached only
71.50%, the Oyente with the highest recall (TPR) reached only 50.84%, and the Securify
[15] with the highest F1 value reached only 52.79%. (2) Our model (BiGAS Detection
Model) has a high accuracy compared to the state-of-the-art tools. The accuracy of our
model is 93.75%, which is 22.25% higher than that of the state-of-the-art Oyente. In
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Table 1. Setting of hyperparameters

Hyper-parameters BIGSA

Batch size 64

Cell size 300

Dropout rate 0.3

Recurrent dropout rate 0.5

Epochs 120

Learning rate 0.001

SVM C 0.5

addition, F1-score of our model is 93.44%, which is 40.65% higher than the F1-score
of Securify. (3) Our model achieves a recall of 98.27%, which is much higher than that
of advanced automatic safety analysis. This indicates that our model has a lower false
positive rate. (4) All the metrics of our model outperform advanced automated security
analysis. The experimental data shows that our approach has great potential for smart
contract reentrancy vulnerability detection. We plot the results in Fig. 2.

Fig. 2. Visual comparison with existing automatic safety analysis tools

To verify the effectiveness of our model, we also compared it with other neural
network-based vulnerability detection methods, and the experimental results are shown
in Table 2. Based on the data in Table 2, the following conclusions can be drawn.
(1) According to models 1–5 in the table (sequential model): for our dataset, GRU
performs slightly better than LSTM; bidirectional recurrent neural network is slightly
better than unidirectional; introducing attentionmechanism in themodelwill improve the
model performance. (2) All metric values of our method are higher than existing neural
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network-based vulnerability detection methods, indicating the research significance and
development potential of our method in combining deep learning with smart contract
vulnerability detection. (3) Comparing our model with the model replaced with Softmax
classifier, the accuracy of our model (the model combined with SVM) is 4.47% higher
than that combined with Softmax, the recall of our model is 8.86% higher than that
combined with Softmax, the precision of our model is 3.27% higher than that combined
with Softmax, and the F1-score of our model is 5.29% higher than that combined with
Softmax. From the experimental data of these two models, we can conclude that our
choice of SVM as the classifier of the model greatly improves the performance of the
model. From these two sets of values, SVM as a classifier gives our BIGAS Dection
Model a higher vulnerability detection capability. And even without SVM (i.e., BiGRU-
ATT-Softmaxmodel) shows that it is not inferior to the vulnerability detection capability
of existingmore advancedmethods, which indicates that the flexible frameworkwe build
is more suitable for the task of detecting reentrancy vulnerabilities in smart contracts.

Table 2. Performance comparison with Neural Network Based Methods.

Models Metrics

ACC (%) TPR (%) PRE (%) F1 (%)

RNN 78.84 75.65 82.10 79.56

GRU 83.33 73.28 81.66 81.79

LSTM 82.78 76.41 85.26 80.06

BLSTM 85.36 85.57 85.23 84.56

BLSTM-ATT [16] 87.27 88.48 86.45 87.14

DR-GCN [17] 81.47 81.80 72.36 76.39

TMP [17] 84.48 82.63 74.06 78.11

CGE [18] 89.15 87.62 85.24 86.41

BiGRU-ATT-Softmax 89.28 89.41 86.42 88.15

BiGAS 93.75 98.27 89.69 93.44

As shown in Fig. 3, we plot the ROC curves of different methods under the same
threshold value. We use it to compare the classification effect of different methods for
vulnerability detection. The area under the ROC curve is also called the AUC value, and
the larger the value, the better the classification effect of the model. From the figure,
our method has the largest AUC value of 0.9474. This indicates that our method has the
best classification of vulnerable and non-vulnerable, i.e., the best vulnerability detection
performance.
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Fig. 3. ROC curves of Recurrent Neural Networks, this figure symbolizes the performance
visualization results of different method

5 Conclusions

In this paper, we proposed a novel smart contract reentrancy vulnerability detection
model based on BiGAS (which combines BiGRU-ATT and SVM). Starting from the
original data features, the model learns layer by layer to achieve feature extraction and
vulnerability identification, introducing batch normalization, Dropout processing and
using SVM to improve the model classifier to improve the vulnerability identification
accuracy, model convergence speed and generalization capability of smart contracts. In
addition, we compared with existing security analysis and deep learning-based vulnera-
bility detection methods. The results of the experiments showed that BiGAS Detection
Model has better performance in terms of prediction accuracy, F1-score and classifica-
tion effect. All the experimental data confirmed the effectiveness and practicality of our
approach in dealing with the smart contract reentrancy vulnerability detection problem,
which has certain advantages over the existing models.

The shortcoming of our research is that the model was only used for smart contract
reentrancy vulnerability detection. Our future work will consider combining the expert
knowledgemodel to detectmore types of smart contract vulnerabilities such as timestamp
dependencies, integer overflows, and other vulnerabilities on top of that. Our goal is to
achieve a feasible and efficient model with wider applications.
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Abstract. Blockchain, designed with cryptographic technology, is
widely used in the financial area, such as digital billing and cross-border
payments. Digital signature is the core technology in it. However, digital
signatures in public key cryptosystems face the threat of simple power
analysis in Side-Channel Analysis (SCA). The state-of-the-art simple
power analysis based on clustering mostly will appear outliers in the
process of analysis, which will reduce success rate of key recover. In this
paper, we propose a new SCA method with clustering algorithm Density-
Based Spatial Clustering of Applications with Noise (DBSCAN) and
deep learning technology Convolutional Neural Network (CNN), called
DBSCAN-CNN, to analyze public key cryptosystems. We cluster data
with DBSCAN firstly. Then we train a CNN model based on the trusted
clustering results. Finally, we classify the outliers of clustering results
by the trained model. We mount the proposed method to analyze an
FPGA-based elliptic curve scalar multiplication power trace which is
desynchronized by simulating random delay. The experimental results
show that the error rate of the proposed method is at least 69.23% lower
than that of the classical clustering method in SCA.

Keywords: Side-Channel Analysis · Outlier detection · DBSCAN ·
Convolutional Neural Network · Public-key cryptosystems

1 Introduction

Blockchain is widely used in various fields [3,4], which digital signature algorithm
is one of the core technologies in it. Side-Channel Analysis (SCA) [6] is a method
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M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 360–370, 2023.
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in which an analyst uses physical signal changes to recover secret information,
such as secret key used in digital signature algorithm. One of the analysis scenar-
ios in SCA is non-profiled. It’s consistent with the actual situation, because it’s
that the analyst can only obtain side-channel information on the target device,
e.g., Simple Power Analysis (SPA) [6].

In recent years, machine learning has a great impact on some well-known
countermeasures after being introduced into SCA [8,13]. For example, clustering-
based SCA can relieve countermeasures against SPA, which clusters data in an
unsupervised scenario according to “Samples of the same clusters are like each
other while samples of different clusters are significantly different”.

The most used clustering algorithm in SCA is K-Means [13,14], which
requires the number of clusters to be specified. K-Means is a hard clustering
algorithm based on the distance between cluster centers and sample points. So,
it only deals with convex clusters data and cannot find outliers. These problems
increase the computational complexity of cryptographic operations classifica-
tion. So, we propose to use Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) [12] instead of K-Means. Because DBSCAN can well
avoid the above problems.

Clustering generally requires Principal Components Analysis (PCA) to per-
form a projection into a lower dimensional space for computational reasons. In
this process, the loss of information may cause outliers which possibly have error
labels after clustering. These outliers still contain feature information which can
be used to distinguish between clusters. In addition, side-channel countermea-
sures, such as random delay, may cause the time samples corresponding to the
same operation on the power trace to be misaligned, and bring some outliers [1],
which will have a significant impact on the accuracy of clustering in SCA.

In order to eliminate the influence of outliers in clustering, outlier detection
and processing are usually taken to replace outliers in the preprocessing of SCA
[9,10]. However, if there are a lot of outliers, it will lead to error classification of
the cryptographic operations. We choose deep learning to mine effective features
in outliers and improve the accuracy of clustering. Applying deep learning to
execute non-profiled SCA is a new way [7].

Among them, Convolutional Neural Network (CNN) is a suited model in SCA
because of its ability to desynchronize. In 2019, Carbone et al. [2] used CNN mod-
els to attack the hardware RSA implementation and succeeded. Therefore, we
use CNN to redress the error labels of outliers, which will improve the accuracy
of clustering-based SCA.

Nascimento et al. [9] improved the unsupervised RSA horizontal clustering
attack framework. They discussed the problem of outlier processing. In order to
ensure high efficiency, they used the median of normal data to replace outliers
that detected by distance from mean or Turkey’s range test. Perin et al. [10]
proposed to use deep learning to correct the error bits generated after K-Means
clustering horizontal attack. For outlier detection and handling, they used the
Turkey test method to detect and replace the outliers with the median value. But
the approach of median replacement makes the analyst lose some information.



362 A. Wang et al.

Because they are normal data perturbed by unconventional behaviors, outliers
should contain some characteristics of normal data to a certain extent.

Contributions. In this paper we propose a new SCA method DBSCAN-CNN.
It only needs to collect a power trace on the target device, and then performs
analysis using unsupervised clustering algorithm and deep learning.

• Combining clustering and deep learning, we propose DBSCAN-CNN SCA.
Our method is unsupervised overall. Firstly, we use DBSCAN to cluster the
lower-dimensional power segments after PCA projection. Then the original
power segments is divided into training set and testing set according to the
clustered labels and outlier labels. Finally, we train CNN with training set
and test it with testing set. Through repeatability experiments, we prove that
the accuracy of key recovery through our method is about 99%.

• Deep learning is used to extract effective features in outliers. Different from
outlier processing methods such as median replacement, elimination, and
increase samples to reduce noise impact in previous work, we use the effective
feature mining method “deep learning” to help classifying outliers.

• We compare our proposed method with the classical clustering methods (i.e.
K-Means and DBSCAN) in SCA. The results show that the error rate of our
method is at least 69.23% lower than that of the classical clustering methods.

2 Preliminaries

2.1 Public-Key Cryptosystems and Simple Power Analysis

In public-key cryptosystem, the communication parties use different keys: public
key and private key. The sender encrypts the message with the receiver’s public
key. The receiver decrypts the message with its own private key. The security of
existing public key cryptosystems depends on difficult mathematical problems,
which makes it impossible to obtain the corresponding private key by calculation
when the public key is known. Representative algorithms include: RSA, ElGamal,
and ECC.

The core of ECC is scalar multiplication (Algorithm 1). Among them, R and
P represent points on the elliptic curve and k is an integer operating parameter.

Algorithm 1. Scalar Multiplication
Input: P , k = (kn−1kn−2 . . . k1k0)
Output: R = kP

1 R = P
2 for i = n − 1 down to 0 do
3 R = 2R
4 if ki = 1 then
5 R = R + P
6 end
7 end
8 return R
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In Algorithm 1, there are two different operations: Double and Add. When
ki is 0, one times Double operation. When ki is 1, one times Double operation
and Add operation. Therefore, we can have following statements: (1) There are
more Double operations than Add operations; (2) There is no continuous Add
operations; (3) There is continuous Double operations; (4) An add operation
always follows behind a Double operation.

SPA differentiates different cryptographic operations based on the difference
in amplitude of the power trace. It’s often used to analyze the square-and-
multiply algorithm of RSA and the double-and-add algorithm of ECC. Next,
we take an ECC power trace as an example to introduce how to perform SPA.

Figure 1 is a fragment of power trace during scalar multiplication calculation
in ECC algorithm. There are obviously two patterns, one for Double operation
“D” and one for Add operation “A”. Double operation corresponds to a higher
energy value while Add operation corresponds to a lower energy value. According
to the above statements about two kinds of operations, we can uniquely obtain
the binary scalar sequence corresponding to the operation sequence, to restore
the scalar value used in the scalar multiplication process.
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Fig. 1. SPA on An ECC Power Trace

When cryptanalysts want to obtain the private key in public key cryptosys-
tem through SPA, they need to have certain cryptographic theory and analy-
sis experience. But the keys for public-key cryptosystem are usually very long,
SPA is time-consuming and laborious. In practice, cryptographic products will
adopt some countermeasures against SPA and protect core chip security. There-
fore, artificial intelligence methods such as machine learning and deep learning
are introduced to improve state-of-the-art SCA techniques for the analysis of
public-key cryptosystem.

2.2 Outlier Detection and Clustering

Outlier detection is an active research field in data processing, whose goal is
to distinguish between normal and abnormal data [5]. Clustering is a common
unsupervised machine learning method in outlier detection and SCA.

In this paper, we chose DBSCAN as clustering method to analyze ECC.
DBSCAN is a density clustering algorithm [12]. This method doesn’t need to
specify the number of clusters. And it can pick out abnormal data points. The
parameters ε and θ are used to control the size of determination range of the
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search data points in clustering. The parameter ε represents the domain search
radius around the data point. The parameter θ on behalf of the minimum number
of data points within the search radius. According to this group of parameters,
DBSCAN find core points, border points and noise from all points. Border points
have the same clustered labels as their own core points.

Obviously, DBSCAN can make the points in the high-density area cluster
into the same classes, and marks points that stray far outside the clusters as
outliers. Therefore, by debugging the parameters ε and θ, we can make the
number of correct labels of clustered data as much as possible and ensure that the
cryptographic operations with the obtained clustered labels is not ambiguous.
Then we can get reliable training set and further analyze outlier data points
picked out, to reduce the computational complexity.

3 DBSCAN-CNN Side-Channel Analysis Method

In view of the shortcomings of the median replacement and rejection of outliers in
the previous work, we propose DBSCAN-CNN SCA method. Because random
delay will lead to outliers in clustering, CNN can desynchronize and extract
features. So, DBSCAN-CNN can effectively solve the effect of random delay.

This paper focus on the ECC implementation. We assume that the analyst
can collect a power trace of the target device when it is running. And the network
depth used in DBSCAN-CNN can be adjusted according to the actual situation
of the dataset.

The framework of DBSCAN-CNN method in this paper is shown in Fig. 2,
which is mainly divided into three stages: preprocessing, DBSCAN clustering
and CNN classification. The specific process of each stage is as follows:

Preprocessing Step 1.1 Collect a power trace T from the target device. The
trace contains L time samples.

Step 1.2 Cut the trace T into several power segments {t0, ..., tu}, according
to previous knowledge in Sect. 2 about the number of operations in ECC.

DBSCAN Clustering
Step 2.1 Reduce the high-dimensional segments to three-dimensional by

PCA, get the three-dimensional data points {p0, ..., pu}, the coordinate of pu is
represented by (PC1, PC2, PC3).

Step 2.2 Cluster data points {p0, ..., pu} through DBSCAN. Adjust param-
eters ε and θ and get clustering results: normal clusters and outliers. There is
K(K ≥ 2) classes in normal clusters.

Step 2.3 Divide the data into training set and testing set according to clus-
tering results. The segments corresponding to normal clusters {t0, ..., tr} is train-
ing data and their labels is {y0, ..., yr}, here yi ∈ [1, ...,K] for i ∈ [0, new]. The
segments corresponding to outliers {t0, ..., ts} is testing data. Also, r+s+1 = u.
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Fig. 2. DBSCAN-CNN Framework

CNN Classifying
Step 3.1 Extend the training set by data augmentation i.e., data

{t0, ..., tnew} and labels {y0, ..., ynew}, here yi ∈ [1, ...,K] for i ∈ [0, new].
Step 3.2 Build CNN model with depth D. Its conventional kernel size is 3*3

and padding is 1.
Step 3.3 Train the CNN model on training set obtained in Step 3.1.
Step 3.4 Test the trained model with testing set. The output is K classifi-

cation labels.
In [5], Järvinen et al. have given the method about how to recover key when

they have K kinds of labels. In this case, there are K! possible mapping π
between labels and cryptographic operations. If K is small, the attacker can try
all mappings. Then they find the correct best mapping, and finally recover the
key bits.

4 Experimental Results

In this section, we take an FPGA-based ECC implementation as example to
verify the performance of DBSCAN-CNN. All experiments were performed on
MATLAB R2022a, and the CNN we used is designed using the Deep Network
Designer App. Our experimental device is a laptop with 16 GB memory and
2.4 GHz CPU.
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4.1 Experimental Data

The dataset we used is collected from a terminal chip with unprotected ECC
implementation.

Figure 3(a) is the power trace collected during the ECC decryption process.
Figure 3(b) is the result after zooming in on a part of it. As mentioned in Sect. 2.1,
there is a repeating pattern in the power trace, each pattern corresponds to a
double or add operation. However, it is obvious that leakage cannot be found
visually like Fig. 1. Then we divide the trace into segments according to the
negative peaks of the trace as shown in Fig. 3(c). There are 372 segments. Each
segment corresponds to a double or add operation.

Fig. 3. ECC Power Trace

It is common to simulate the effect of countermeasures by modifying the
dataset [11]. In order to show a random delay scenario, we desynchronized the
power trace to simulate random delay countermeasure by inserting redundant
traces into segments. Here’s how we simulate:

We randomly select 20 segments from the segment set and insert square
waves with different signal-to-noise ratio (SNR), duty cycle and sample length
at random position. Some of the square waves we used are shown in Fig. 4.

The simulation results are shown in Fig. 5. Red stars indicate the insertion
position.
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Fig. 4. The Redundant Square Waves Fig. 5. Power Segments After Random
Delay Simulation

4.2 Experiment Results

In subsequent chapters, we use “D” representing Double operations and “A”
representing Add operations.

The results of DBSCAN-CNN are shown in Fig. 6. As Figure 6(a) shows, after
reducing the data to 3 dimensions using PCA, the data presents a distribution

Fig. 6. DBSCAN-CNN Experiment Results
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of two main clusters and a large number of outliers. Setting the parameters of
DBSCAN as ε = 1900 and θ = 15, DBSCAN clustering results are 3 classes and
33 outliers as shown in Fig. 6(b). We train a CNN on classes 1, 2, 3 of DBSCAN
clustering results and test on outliers. The CNN we used has 9 convolutional
layers and learning rate 0.001. As shown in Fig. 6(c), CNN classifies all data into
3 classes. We mark all points that are misclassified by CNN under the premise
that the mapping relationship between cryptographic operations and labels is
known. As shown in Fig. 6(d), CNN misclassified 6 points.

We repeated the experiment 9 times, redress the labels of misclassified points
by voting and the results are shown in Table 1. In Table 1, we count the number of
classification errors of 33 outliers after CNN classification. The CNN accuracy is
the proportion of the overall number of outliers correctly classified by the trained
model. Here, the DBSCAN-CNN classification accuracy obtained by voting is
improved to 87.9%, and the number of misclassification are reduced to 4.

Table 1. Repeated Experimental Results

Experiment index 1 2 3 4 5 6 7 8 9 Vote

CNN misclassification count 3 7 5 5 8 6 5 6 4 4

CNN accuracy 0.909 0.788 0.848 0.848 0.758 0.818 0.848 0.818 0.879 0.879

Fig. 7. Comparative Experiment
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4.3 Comparisons

Finally, we also compare DBSCAN-CNN with classical clustering SCA methods
K-Means and DBSCAN.

K-Means result is shown in Fig. 7(a), points are directly divided into two
clusters from the middle.

As shown in Fig. 7(b), there are many misclassified points. DBSCAN result
is shown in Fig. 7(c) with parameters as ε = 2200 and θ = 2. As shown in
Figure 7(d), there are few misclassified points. We repeated the experiment 8
times: the average number of K-Means errors is 165 and the average number of
DBSCAN errors is 13. It can be found from the comparative experiments that
under the same dataset, the accuracy of K-Means is 55.65%, that of DBSCAN
is 96.51%, and that of DBSCAN-CNN is 98.92%. The method proposed in this
paper is better than single clustering SCA method when there are outliers during
clustering.

In Table 2, we list error numbers, error rate and time consumption for three
methods. Compared with classical clustering SCA, DBSCAN-CNN always has
fewer misclassified points number, and the misclassification rate is reduced by at
least 69.23%, which confirms that our proposed method is effective for clustering
with outliers. Our method takes more time than classical methods because this
time includes the training duration of the CNN model. But it’s still within
an acceptable range. Overall, if an attacker use our proposed method, he can
complete the correction of errors and eventually recover secret information with
less brute force complexity while spending some time.

Table 2. Average Error Nums, Error Rate and Time Consumption

Method Error nums Error rate Time consumption

K-Means 165 0.4435 0.451695 s

DBSCAN 13 0.0349 0.403635 s

DBSCAN-CNN 4 0.0101 303.97 s

5 Conclusion

This paper proposed a new SCA method for public-key cryptosystems in the
scenario, which used deep learning to recover outliers in clustering results. As
mentioned before, the accuracy of clustering results was limited by abnormal (but
correct) data, so attackers needed to process these abnormal data. The method
we proposed can extract correct features contained in abnormal data and label
these data correctly. Among classical clustering SCA methods, K-Means can’t
distinguish outliers, DBSCAN can only distinguish outliers but can’t process
them. Our proposed DBSCAN-CNN trained CNN on normal data and tested
on abnormal data to improve the classification accuracy of abnormal data. The
experimental results showed that compared with classical clustering SCA, our
method reduced error rate of clustering results by at least 69.23%.
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5. Roche, T., Imbert, L., Lomné, V.: Side-channel attacks on blinded scalar mul-
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Abstract. With the development of the big data era, the amount of
data has entered an explosive growth phase. Limited by the constraints
of cost, efficiency, and security of self-built storage systems, enterprises
are forced to outsource files to cloud storage systems. However, the lack
of file security and auditability in cloud storage systems continues to
threaten the security of outsourced files. This paper designs and imple-
ments BFSOut, which is a secure file outsourcing method based on con-
sortium blockchain. It uses Hyperledger Fabric and Interplanetary File
System (IPFS) as the underlying storage engine, which solves the prob-
lem of cloud storage security issues. In BFSOut, in order to ensure the
security of outsource files, the client-side offline block encryption is used.
Furthermore, a dynamic hybrid encryption scheme is adopted, making
the overall encryption effect more Efficient. Experimental performance
analysis show that the system has good performance.

Keywords: Secure file outsourcing · Hybrid encryption · Hyperledger
Fabric

1 Introduction

With the rapid development of big data and cloud computing, more and more
enterprises are using cloud storage services. Therefore, a large amount of data
in the enterprise is stored in the cloud platform, such as employee record sheets,
company financial data, and so on. When sharing files, users only need to share
the link through the client software provided by the cloud platform, such as
Dropbox and Google Drive. However, this way of outsourcing data faces great
security threats and privacy leaks [1,2]. The user loses control of a file when it is
uploaded to the cloud storage platform in plaintext. Although the platform pro-
vides the function of deleting the file, this deletion is executed in a soft method,
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as the automatic backup mechanism of the cloud platform will automatically
retain a copy of the file. Which is worse, cloud service providers may leak user
data to unauthorized entities to obtain illegal profits. In addition, third-party
cloud platforms also have the problem of opaque auditing and the inability to
guarantee integrity [3].

For the problems existing in a cloud platform, blockchain technology is an
ideal solution [4,5]. Blockchain is a sharable database, and participants in differ-
ent networks, sharing data by synchronizing ledgers. The ledger has the charac-
teristics of traceability, decentralization, and immutable, which promotes cred-
ible interaction in an untrusted environment [6,7]. The blockchain uses smart
contracts to execute the transaction process. Smart contracts are automatically
executable codes that control operations according to contracts or agreements. It
has transaction logic that can control the entire business life cycle [8]. Through
the use of smart contracts, transactions on the blockchain can be fully automated
and run without any human intervention. The use of blockchain technology [9] in
the file-sharing system can make the file-sharing process more transparent, and
its immutable feature ensures the integrity and traceability of the data. There
are many methods to establish a blockchain network. Public blockchains require
a lot of computing power to ensure the fairness of transactions. The privacy of
transactions is extremely low or there is even no privacy at all [10], which are
important considerations for enterprises. The consortium blockchain is controlled
by multiple organizations, and these organizations can share the responsibility of
maintaining the blockchain. When all participants need to obtain permission and
are responsible for the blockchain, the consortium blockchain is the ideal choice
[11]. In addition, the consortium blockchain has higher throughput and lower
transaction delay, which can improve the overall performance of the system.

From the perspective of file itself, a feasible way to ensure the security of
the sensitive information is to use some encryption scheme for encrypting before
uploading the file to an untrusted server, while owner of the file is responsible for
it. The security strength of the file depends on the effectiveness of the encryption
key and the complexity of the encryption algorithm [12]. Common systems use
a dynamic encryption method to encrypt all files in a unified manner as file is
unstructured data.

Our Contributions. The main contributions of this paper are demonstrated
as follows:

1. This paper designs a file security outsourcing method based on consortium
blockchain, to ensure the balance of file security and efficiency in the process
of file outsourcing. It also explains the process of file outsourcing.

2. In the process of file outsourcing, a dynamic hybrid encryption scheme based
on the combination of symmetric and asymmetric encryption algorithms to
provides fine-grained protection for a single file.

3. For each operation step of the BFSOut system, its performance and consump-
tion are tested, and the block generation of blockchain is tested.

Paper Organization. The remainder of this paper is structured as follows. The
second part reviews some work related to the method. The third part explains the
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specific details. The fourth part tests the method from multiple angles. Finally,
the conclusion is in the fifth part.

2 Related Work

2.1 Distributed Blockchain Storage Systems

Azaria et al. developed a system called MedRec [13], which effectively man-
ages and stores medical records based on blockchain. Using unique blockchain
properties, MedRec can also be used for identity verification, accountability, and
data sharing. Li Z et al. designed a distributed peer-to-peer network architec-
ture based on the blockchain protocol [14] to ensure the security and stability
of cloud data transmission and sharing. Moses et al. aiming at the problem that
fingerprint templates are vulnerable to security attacks due to their asymmetry
[15], proposed to protect encrypted fingerprint templates through the symmetric
peer-to-peer network and symmetric encryption.

2.2 Data Outsoucing and Sharing Based on Blockchain

Li et al. designed a medical data fusion distributed privacy management system
based on Fabric and IPFS [16] to overcome the disadvantages of traditional
hospital data separation and solve the problems of electronic medical record data
sharing and tracking difficulties. Tang et al. designed a data storage model based
on Ethereum [17]. The purpose is to use smart contracts to implement some back-
end service functions, ensuring the transparency, openness, and traceability of
services while effectively resisting DDoS attacks. Shen et al. proposed a secure
access control scheme based on CP-ABE [18] to solve the problems of cloud
storage decentralization and data sharing.

3 Secure File Outsourcing Method

In this section, we will first introduce BFSOut’s secure file outsourcing model in
detail. Then we will demonstrate the dynamic hybrid encryption model.

3.1 Secure File Outsourcing Model

This model designs a file outsourcing method with decentralized features based
on the consortium blockchain, which allows data owners to upload or share files
to any address that exists on the blockchain, while the file receiver can safely
download the files in their address. Its model is shown in Fig. 1.

In the file outsourcing model, it is mainly divided into the sender, receiver,
dynamic hybrid encryption and decryption algorithm, smart contract and Fabric
and IPFS network. The main process of this model is listed as follows:
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Fig. 1. Secure file outsourcing model

1. System initialization. The sender and receiver use the BFSOut client to
generate a unique ID (step 1) and obtain the user’s public and private key
pair through the built-in key distribution module of the client (step 2). Then
the public key is converted into a 272-bit address by the address conversion
algorithm. At the same time, the public key and address are stored in the
Fabric platform through a smart contract.

2. File upload. In the file upload process, the sender first initiates a file
upload and sharing request (step 3). The client generates file blocks using the
dynamic hybrid encryption algorithm (step 4). The file block is divided into
file stream ciphertext(fsc) and file digest ciphertext(fdc). The fsc is stored in
the IPFS network in the form of slices (step 5). The fdc should be written to
the receiver’s address through a smart contract and is permanently stored as
a file record (step 6).

3. File sharing. The smart contract automatically determines whether the
address of the file upload is the receiver’s address. If the address is confirmed
to be correct, the smart contract will write the fdc to the corresponding
receiver’s address.

4. File download. The receiver confirms that the sender shared the file by
checking its address. The smart contract will be called first to obtain the
information of this file (step 7). Then download the fsc through the file Hash
to the IPFS network (step 8). Next, the original file is decrypted through the
decryption module (step 9). Finally, the system will check the validity and
correctness of the file, download and save the file in the local disk (step 10).
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3.2 Dynamic Hybrid Encryption Model

In the hybrid encryption scheme, the symmetric encryption algorithm is AES,
and the asymmetric encryption uses the ECC. Symmetric encryption is usually
faster than asymmetric encryption, but its security is lower, so they are often
used in combination. The method uses AES encrypt real data, and ECC to
encrypt parameters such as the key to the symmetric encryption algorithm.
This method is more efficient in encryption, and the key is easier to manage. To
enhance the file security level, we take the block-based encryption method. The
file is divided into several blocks of the same size, while each block is responsible
for different encryption processing.

Fig. 2. Dynamic hybrid encryption model

When a file is uploaded through the client program, the client’s encryption
module will be triggered. To prevent file transmission from being stolen, the file
encryption and decryption process are completely offline. The entire encryption
process is shown in Fig. 2. When file encryption is performed, it is first choose
symmetric algorithm from Symmetric algorithm group (step 1). Then the sys-
tem will generate a random symmetric key, use the key to perform symmetric
encryption on the source file to generate the file stream ciphertext fsc (step 2),
and then the model will generate the file digest ciphertext fdc by asymmetric
encryption with some parameters, including symmetric encryption algorithm,
symmetric key and random vector in block encryption (step 3). Finally, the
model will perform a persistence operation, upload thefsc to the IPFS server
for persistent storage (step 4), and store the fdc in the Fabric through a smart
contract (step 5). The algorithm description is as follows.
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Algorithm 1 describes the encryption process of this method. First, an orig-
inal encryption key fsk is randomly generated when the encryption module
is invoked after the file (f) is read. Then,fsk and fid are combined into file
encryption key fk by Hash-based Message Authentication Code (HMAC). To
prevent the key from being tampered with, the algorithm used by HMAC is
HMAC −MD5. In the block encryption process, each file block (B) will firstly
generate a unique counter (ctr). Then fid and ctri generate a unique IVi vec-
tor associated with the file block through the XOR function. Then it uses the
encryption algorithm (em) to encrypt the file block to get the file ciphertext
block (CBi). The purpose is to prevent the same or similar file blocks from being
encrypted into the same ciphertext output, so that if an attacker decrypts one
file, he cannot decrypt the others, ensuring that the block encryption is unique.
Next, all file ciphertext blocks (CB) are composed of the fsc, and the em, fk,
and ctr parameters are composed of the fd. Finally, the pk and ECC algorithm
are used to generate the fdc. To analyze the time complexity of this algorithm,
it is assumed that the length of a single file is n. The time consumption of this
algorithm mainly lies in the block encryption part, that is, a symmetric encryp-
tion algorithm is required for each file block. Since the time complexity of AES
is O(n), the time complexity of this encryption algorithm is O(n2).

Algorithm 1. File Encryption
input: fid, f , em
output: fdc, fsc
1: function FileEncryption(fid, f, em)
2: fsk ← GenerateRandom()
3: fk ← HMAC(fsk , fid)
4: B ← Call CreatBlocks(f)
5: //Generate random counters
6: for ∀Bi ∈ B do
7: ctri ← GenerateRandom()
8: end for
9: //Blocks encryption using encryption method

10: for ∀Bi ∈ B do
11: IVi ← fid

⊕
ctri

12: CBi ← Encrypt(em(Bi, fk, IVi))
13: end for
14: fsc := (CB1, ..., CBn)
15: fd := (em, fk, ctr) // generate file digest
16: fdc ← Encrypt(ECC(fd, pk)) // Keys encrytion using ECC
17: return fdc, fsc
18: end function

The decryption process is reversed. Algorithm 2 describes the decryption
steps of the file. The user takes the private key (sk) to decrypt fdc into related
parameters, and then uses these parameters to decrypt the file block CB and
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Algorithm 2. File Decryption
input: fid, fsc, fdc
output: f
1: function FileDecryption(fid, fsc, fdc)
2: //Keys decryption using ECC
3: em, fk, ctr ← Decrypt(ECC(fdc, sk))
4: //Blocks decryption using encryption method
5: for ∀Bi ∈ B do
6: IVi ← fid

⊕
ctri

7: Bi ← Decrypt(em(CBi, fk, IVi))
8: end for
9: f := (B1, ..., Bn)

10: return f
11: end function

compose the file. Again, since decryption requires one decryption for each file
block, all time complexity is O(n2).

4 Experimental Evaluation

In this section, we analyze and test BFSOut’s block generation and the system
performance is tested.

4.1 Blockchain Block Analysis

The paper uses Fabric 2.0, the time for a single block generation is adjusted
to 0.1 s, the maximum number of transactions in a block is 10, and the smart
contract is written in the Go language. In the BFSOut system, there are system
initialization phases, file upload phases, and file sharing phases that will generate
blocks. The public key and address will be uploaded during the system initial-
ization phase, and a block will be generated in this phase. The file upload stage
will generate the fdc and Hash, and at the same time generate the encryption
related parameters. The information of the file itself will generate a block, and
the storage of other parameters will generate a block. So the stage will generate
2 blocks. During the file-sharing phase, the parameters are rewritten into the
receiver address. So the file-sharing process will generate a blocks.

The blockchain system in BFSOut builds a pseudo-cluster composed of two
organizations and a single channel as a test environment. Each organization has
two Peer nodes. The blockchain system is initialized into 7 blocks, including
1 genesis block, 2 update anchor node blocks, and 4 instantiation chain code
blocks.

4.2 System Performance Test

The performance test of BFSOut is to test the upload and download perfor-
mance of various files of different sizes through experiments. The experiment
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is carried out in an experimental environment composed of 3 computers. One
of the machines is used as the server of IPFS and Fabric, and the other two
machines take the responsibility of the file sender and receiver respectively. The
server machine is running on the Centos 7.9 system and the client machine is
running on Windows 10 system. The server machine is configured with Intel
Xeon E-2225G processor, the IPFS uses version 0.4.23, and all components of
the client are written using Go1.14.4.

The execution time is measured by considering the entire process of uploading
and sharing on BFSOut. The test file uses a data set made of text and compressed
files, and the data size ranges from 1 M to 1000 M. The result of each experiment
is the average of 10 runs to reduce the randomness of a single test. The size of
the page cache is one page, usually 4 K. When linux reads and writes a file, it
is used to cache the logical content of the file, thus speeding up access to the
disk’s images and data. In order to ensure the accuracy of the results obtained,
the page cache is refreshed between each test.

Fig. 3. BFSOut file upload and download time consumption

First, we evaluate the performance of BFSOut in uploading and download-
ing files of different sizes. Figure 3 shows a comparison of the time taken to
write and read files to the server using the BFSOut. This performance data
includes the entire file operation process, that is, file hybrid encryption and
decryption, file storage and download, and related information insertion and
query on the blockchain during file reading and writing. In the whole process,
the time-consuming file upload and download increase linearly with the file size.
When the file is less than 100M, the uploading time is slightly longer than the
downloading time. This is mainly because the file uploading process will generate
new blocks and increase the time consumption. In general, the download time
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Table 1. BFSOut file upload and download time consumption (sec)

Method File upload File download

100MB 200 MB 500MB 1000MB 100 MB 200 MB 500MB 1000 MB

Read/Write 0.063 0.212 0.222 0.839 0.002 0.148 0.325 0.558

File Enc/Dec 0.189 0.365 0.912 1.804 0.161 0.326 0.782 1.799

Keys Enc/Dec 0.046 0.085 0.167 0.316 0.039 0.072 0.153 0.307

Query/Insert 0.276 0.261 0.274 0.216 0.069 0.062 0.069 0.074

IPFS Up/Down 0.894 1.617 3.993 7.280 2.037 2.992 5.728 14.113

Sum 1.468 2.540 5.568 10.455 2.308 3.600 7.057 16.851

is higher than the upload process, and the gap becomes more obvious as the file
size increases.

Table 1 shows the measured time of each process during uploading, download-
ing, and file sharing using BFSOut. Among them, the file encryption algorithm
uses AES, and the asymmetric encryption uses the ECC-512. From the table, it
can be concluded that most of the time taken for file upload and download from
IPFS and file encryption, the proxy re-encryption process and the asymmetric
encryption process also linearly increase with the size of the file.

5 Conclusion

This paper introduced BFSOut, a secure file outsourcing system based on the
blockchain Hyperledger Fabric. It was mainly to guaranteed the security and
efficiency of outsourcing files to third-party untrusted servers and file sharing.
On the premise of ensuring file security, BFSOut proposed a dynamic hybrid
encryption scheme based on symmetric and asymmetric encryption algorithms to
made the overall encryption effect more efficient in the process of file outsourcing.

In future work, this paper intended to use machine learning to model the
dynamic encryption algorithm selection part to made the algorithm selection
more accurate [20]. And explored the applicability of parallel encryption or file
stream encryption in BFShare to further improved the encryption efficiency and
resource consumption of the system.
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Abstract. Fabric is currently the most popular consortium chain platform with
a modular architecture that provides high security, elasticity, flexibility and scal-
ability. Smart contracts realize the automatic execution of transactions and the
operation of reconciliation data. The Fabric platform supports general program-
ming languages to write smart contracts. However, in the development process
of smart contracts, due to insufficient understanding of the underlying operating
logic of smart contracts, developers are prone to introduce some risky operations,
resulting in a mismatch between the execution logic of smart contracts and busi-
ness logic, resulting in a lot of losses. The read-after-write risk is a relatively
complex and common security risk in smart contracts. Currently, many detection
tools cannot detect this risk. There is an urgent need for a solution that can quickly
and accurately detect the read-after-write risk in smart contracts. This paper pro-
poses a static analysis smart contract read-after-write risk detection method based
on key methods and call chains. The scheme extracts key method patterns on the
abstract syntax tree, identifies and locates key methods with risks, greatly reduces
the interference of useless nodes on detection, and realizes rapid detection. By
constructing the key method call chain, the real call scene is restored according to
the call type and attribute of the keymethod. After experimental verification, com-
pared with the current popular smart contract risk detection tool Revive^CC, the
tool proposed in this paper has higher detection accuracy and can more accurately
locate the read-after-write risk in smart contracts.

Keywords: Fabric Blockchain · Smart Contract · Static Analysis ·
Read-after-Write Risk

1 Introduction

Fabric is an open-source permissioned blockchain platform founded by the Linux Foun-
dation. Since its inception, the Fabric platformhas dominated enterprise-level blockchain
deployments, at least 13 companies with over 1 billion dollars in revenue have built their
strategic net-works on Fabric platform, far more than any other technology or platform
in this type of deployment [1]. A wide range of applications in the Internet of Things
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[2], supply chain [3], privacy data [4] and other fields have been deployed on the Fabric
platform.

Smart contract is a digital agreement that uses algorithms and programs to formulate
contract terms, which is deployed on the blockchain, and can be automatically executed
according to the rules [5]. Smart contracts allow for trusted transactions without third
parties that are traceable and irreversible. Smart contracts are generally used to manage
digital assets, have extremely high economic value [6], and are also the most vulnerable
to attack. A research report pointed out [7] that the smart contract layer is the weakest
link in the blockchain system and one of the important incentives for blockchain security
incidents in recent years. The most representative case is TheDao Attack in 2016 [8],
where attackers used a reentrancy vulnerability [9] on smart contracts to steal 3.64
million ETH, causing a loss of about $60 million.

Fabric provides a trusted execution environment for smart contracts that can be
written in general-purpose programming languages [10]. The digital assets in Fabric are
stored in the state database, and are mainly updated in an appending manner through the
read-write interface of the smart contract [11], so there are a large number of read-write
operations in the smart contract. However, as a distributed system, Fabric does not meet
read andwrite consistency [12], so there is a risk of read-after-write. The read-after-write
risk specifically refers to the fact that the data can-not be read immediately after a data is
successfully written during the operation of the smart contract, and the value observed
at this time is still the value that was not updated before writing. The read-after-write
risk brings severe challenges to the business on the Fabric blockchain. In the process of
processing assets, the operations performed may not match the actual assets, resulting
in serious errors in business logic. At present, the tools for the read-after-write risk
detection of Fabric smart contracts have the shortcomings of low detection accuracy and
single detection scene, and cannot cover a large number of read and write logic in actual
projects. Therefore, it is urgent to find a solution that can detect the risk of write-after-
write more comprehensively. This paper uses static analysis technology to implement
a read-after-write risk detection method based on key methods and key method call
chains, and through experimental verification, the detection method proposed in this
paper makes up for the shortcomings of current tools for read-after-write risk detection.

The rest of the paper is organized as follows. Section 2 introduces the related work
of smart contract security risk detection. Section 3 analyzes the execution process of the
Fabric smart contract and the principle of the read-after-write risk. Section 4 presents
a read-after-write risk detection scheme based on key methods and method call chains.
Section 5 conducts relevant experiments on the scheme of this paper, and provides a
comparison between the scheme of this paper and the Revive^CC [13] tool. Finally,
Sect. 6 draws our conclusions.

2 Related Work

At present, the static detection work for Fabric smart contracts mainly focuses on feature
matching. By analyzing the smart contract source code or intermediate code form, fast
matching is realized on the basis of a predefined feature library to detect whether there
is a corresponding smart contract. Security risks. In 2019, K. Yamashita et al. [14]
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proposed to form a signature library through static analysis of smart contracts to detect
security risks in smart contracts. This scheme converts the source code of the smart
contract into an abstract syntax tree, and preliminarily determines whether there is a
security risk by detecting whether the package and the defined variables introduced by
the smart contract are related to the defined risk. It is a coarse-grained detection scheme.
P. Lv, Y. Wang, et al. [15] followed the idea of K. Yamashita et al., and refined the
process of feature matching into three parts: packet detection, instruction detection, and
logic detection. The package detection module detects whether there is a package that
can introduce random sources through package dependency analysis. The instruction
detection module mainly detects the existence of global variables and function calls that
can cause security risks based on the form of intermediate code. The logic detection
module detects by analyzing the function call relationship. Whether there is logic for
read after write risk. Then, a signature database is formed according to the static code
features of the three security risks, and the type and location of the risks are determined
by matching the signature database. Since this scheme loads the entire abstract syntax
tree during static analysis, the overall detection efficiency is low. Revive^CC is an open
source detection tool for the security risks of Fabric smart contracts, which is widely
used in the community. Revive^CC can support multiple security risk detection, and
has independent detection logic for each smart contract security risk. Unfortunately,
Revive^CC is designed with a single function in a smart contract as the detection target,
which leads to certain limitations in the detection of smart contract security risks spread
across functions.

Based on the above analysis, it can be seen that the existing smart contract security
risk detection schemes and tools cannot detect the read-after-write risk well, and have
the problems of low detection accuracy and single detection scenario.

3 Read-After-Write Risk on Fabric

3.1 Read-After-Write Risk Root Cause Analysis

The read-after-write risk refers to the fact that the data cannot be read immediately after
a data is successfully written during the operation of the smart contract, and the value
observed at this time is still the value that was not updated before writing.

The generation of read-after-write risk is closely related to the Fabric transaction
process. In Fabric, transactions follow the execute-order-validate phases. Any operation
that writes transaction data on the blockchain to the ledger database is performed after
the transaction is completed and the result of the transaction is verified. To maintain data
consistency, Fabric does not support read-after-write operations which means that in the
same transaction of Fabric, the data updated recently cannot be read.

As shown in Fig. 1, assuming that the initial state of the ledger database is
{“key”:“0”}. In line 6 of the code, the function reads after writing to update the value
of the key to “1” by calling the write method, and then in line 8 of the code attempts to
obtain this updated value by calling the read method. However, because the two actions
of reading and writing are in the execution stage of the same transaction, the update
operation of the ledger database will not occur during the period, and the value of the
key will become “1” only after the transaction is committed, so the return value obtained
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at this time is the original state. Therefore, there is a risk of inconsistency in read and
write, resulting in errors in business logic.

Fig. 1. Read-after-write risk code sample

3.2 Read-After-Write Risk Detection Analysis

Although the existing Fabric smart contract security risk detection has achieved good
results, there are still some problems. These problems mainly focus on the detection of
read-after-write risks, and there are a large number of false negatives in the detection of
read-after-write risks in existing solutions. Unlike other risks on Fabric smart contracts,
read-after-write risks have two notable characteristics:

1. Read-after-write risk is a risk caused by both the write method and the read method.
Other risks on smart contracts such as range query risk are only associated with one
method.

2. Read-after-write risk has strict requirements on the execution order of the write
method and the read method, that is, executing the write method first and then the
read method following.

After researching the current smart contract security risk detection tools and solu-
tions, this paper analyzes the two main factors that cause the poor performance of
read-after-write risk detection:

1. Combination of multiple functions leads to read-after-write risks.
In actual projects, it is very common to decouple the read and write operations of
the database. In the process of writing business code, developers call the read and
write interfaces in different functions, which makes the risk of read-after-write not
easy to be detected. In Fig. 2, the function Cross calls function A and function B
respectively, resulting in indirect calls to the write method and the read method,
which together lead to the risk of read-after-write.

2. Special statements affect the execution order of multiple methods.
The read-after-write risk needs to satisfy that the write method has priority over the
read method in the execution order. Existing detection tools do this by comparing
where the two methods are located in the code. As shown in the Fig. 3, the physical
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location of the write method is before the read method. However, due to the partic-
ularity of the delayed execution keyword, the delayed execution of the code block
will add a method call to the function call list. This method is always called after the
function returns, which means that the write method will actually be called after the
read method, so the write-after-reading risks will not arise.

Fig. 2. Example of read-after-write risk caused by multi-functions

Fig. 3. An example of the effect of a particular statement on the read and write order

None of the existing detection schemes can well support these two scenarios, so a
detection scheme is needed that can cover these two scenarios and improve the detection
accuracy of read-after-write risks.

4 Detection Scheme Based on Key Method and Key Method Call
Chain

Aiming at the current security risk problem of read after write in Fabric smart contracts,
this paper uses the technology of static analysis to implement a detection method based
on key methods and key method call chains.

4.1 Overview

The overall detection scheme consists of three parts: preprocess, identify key method,
and construct key method call chain, as shown in Fig. 4. Our scheme first defines key
methods, and uses pattern matching to extract features related to read-after-write risks
from the abstract syntax tree form of smart contracts. Further, by summarizing the
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different trigger scenarios of read-after-write risk, and constructing the key method
invocation chain according to the multiple attributes of the key method, to reflect the
real execution sequence of the key method in the process of invoking the smart contract.

Fig. 4. Overall process of read-after-write risk detection

4.2 Preprocessing

This paper obtains rich semantic and grammatical information of smart contracts through
preprocessing. Preprocessing includes two parts:

1. Convert the smart contract source code into an abstract syntax tree
Use Golang official toolkits Scanner and Parser [16] to perform lexical and semantic
analysis on smart contracts written in Golang and generate abstract syntax trees, as
Fig. 5 shows.

2. Prune the abstract syntax tree
Prune the converted abstract syntax tree including externally pruning nodes that
are not related to analysis outside the body of functions such as GenDecl and its
sub-nodes and internally pruning unrelated nodes such as Literal nodes inside the
function body.

Fig. 5. Abstract syntax tree form of smart contract
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4.3 Identify Key Methods

The key method is used to define the method invocation information related to the read-
after-write risk on the Fabric smart contract. As shown in Table 1, the key methods
defined in this paper mainly include the following attributes:

(1) Name represents the name of the key method
(2) Type indicates the key method whether under defer statement.
(3) Pos represents the position in the code where the key method is located.
(4) Param represents the parameters of the key method call.
(5) Function indicates whether the key method is a function call.

Table 1. Attributes of key methods

Attribute Value Type Content

Name String PutState, GetState or function name

Type Int 1 represents ordinary method or 2 in special method

Pos token.Pos Indicates the location of key method in the source code

Param []byte{} Parameters representing key method calls

Function Bool True means it is a function call, False is the opposite

The purpose of defining key methods is to describe the read-after-write risk in smart
contracts more clearly. Identifying key methods is the first step in detecting read-after-
write risks. After the abstract syntax tree converted from the smart contract source code
is preprocessed, there are still a large number of redundant nodes. This paper uses pattern
matching to quickly identify key methods in the abstract syntax tree. According to the
different calling methods, the key methods can be divided into two categories:

1. Direct call
Direct call refers to the read andwritemethods that are directly called in the function.
For the key method of directly calling the class, there is always a three-level sub-tree
structure on the abstract syntax tree as shown in Fig. 6, which is called the keymethod
pattern in this paper. The three-layer sub-tree structure is embodied as follows: the
root node is the CallExpr node, the successor node is the SelectorExpr node, and the
successor nodes of the SelectorExpr node are two Ident nodes, the specific content
is stub and PutState or GetState, which means PutState or GetState two read and
write methods. It can be seen that the type and structure of the abstract syntax tree
nodes that can represent the read and write methods are very fixed. Key methods
can be quickly identified by matching such structures in an abstract syntax tree. It
should be noted that when a structure of key method is found, in order to determine
whether the key method exists in the special statement, it is necessary to trace back
to the parent node of the CallExpr node. If the parent node of the CallExpr node is
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the DeferStmt node, it means that the key method exists in the special statement, and
the Type value is set to 2.

Fig. 6. Pattern of key method

2. Indirect call
Indirect call refers to functional call. Different from the direct call, the indirect call
implements the call to the read and write methods by calling the function. To identify
indirect call, traverse all FuncDecl child nodes in turn starting from the root node of
the abstract syntax tree, that is, traverse the first layer nodes of the abstract syntax tree
(the root node is layer 0). Extract the function name from the FuncDecl function child
node structure, and maintain a global list of function names. Starting from the node
declared with the FuncDecl function, traverse the subtree with the FuncDecl node as
the root node. During the traversal process, if the node type meets the CallExpr call
expression, extract the Ident identifier in the CallExpr node. If the Ident identifier
exists in the global function name list, indicating that there is a calling relationship
between functions.

4.4 Construct Key Method Call Chains

The key method call chain is a one-way linked list composed of a collection of key
methods, used to represent the actual calling sequence of key methods in the smart
contract.

Through the identification of key methods, all the key methods in each function
body are collected, including the position attribute of the key method, but there may be
problems if the position attribute is simply used to construct the call chain of the key
method.

Figure 7 shows the call chain constructed usingonly the position value. In the function
Func1, according to the context of the position, a logical sequence of read-after-write
is formed. However, if the writing method exists in the defer statement, due to the
characteristics of the defer statement, the delayed execution will delay the execution of
the writing method, so that the sequence of read-after-write is not formed. The actual
execution sequence is shown in Fig. 8.

Fig. 7. Constructed by position attribute Fig. 8. Under defer statement
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Another problem that needs to be solved is the impact of invocation within functions
on the calling sequence of key methods. There may be a mutual calling relationship
between functions. As shown in Fig. 9, the function body of Func1 executes the write
method first, and then calls another function, Func2. In the Func2, the read method is
executed. In this way, the logic of writing first and then reading will be formed through
this indirect call, so it is necessary to consider the call between functions.

Fig. 9. Read-after-write risk caused by indirect call

Considering the execution characteristics of the defer statement, the defer statement
will be executed when the function exits, that is to say, the defer statement will be later
than ordinary statement. Another point worth noting is that when there are multiple
defer statements, they will be executed according to the order of execution of the stack,
that is, the order of first-in-last-out, that is to say, the first defer statement defined by
defer will be executed last. In order to represent the actual call sequence of key methods
in the function body, the method call chain cannot be constructed simply based on the
position attribute, but should be considered in combination with the position attribute,
type attribute and function attribute. The process of constructing the key method call
chain is as follows:

1. Scan key methods
According to the types of key methods, the set of key methods is divided into two
sub-sets. If the key method type is ordinary, add the key method to set 1; if the key
method type is special, add the key method to set 2.

2. Construct sub-chain
For the elements in set 1, according to the position attribute of the key method, the
sub-chain S1 is formed from small to large. For the elements in set 2, the sub-chain
S2 is formed from large to small according to the position attribute of the keymethod.

3. Union sub-chains
Connect the obtained sub-chain S2 to the sub-chain S1, and get the key method call
chain S0.

4. Expand call chain
Node is expanded into the key method call chain corresponding to the function
attribute until there is no key method marked as true in the key method call chain,
and the key method call chain S is returned.

5 Evaluation

This section compares the proposed scheme with the current static detection scheme
Revive^CC to demonstrate the advantages of the scheme.
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5.1 Dataset

This experiment collects 120 smart contracts for the actual application of Fabric from the
opensource platform GitHub. Among them, the read-after-write risk samples accounted
for 24 samples. Specifically, the number of read-after-write risk samples in the multi-
function scenario was 5, and the read-after-write risk caused by special statements
accounted for 7 samples.

5.2 Comparison with Revive^CC

Revive^CC is one of the existing Fabric smart contract static analysis tools designed to
detect security vulnerabilities related to blockchain to help developers write clean and
secure smart contracts. This paper sets up two groups of experiments, one group adopts
the detection scheme based on the key method and the key method call chain in this
paper, and the other group adopts Revive^CC for control experiments. By performing
read-after-write risk detection on the collected 120 smart contracts, and counting the
number of detected risk samples, the number of false negatives and false positives in the
samples is manually screened, and finally the overall accuracy rate is calculated.

Table 2 shows the difference in read-after-write risk between the two detection
schemes. The number of risk samples, false negatives, false positives, and accuracy
detected by Revive^CC are 14, 5, 2, and 85.71%, respectively, while the number of
risk samples, false negatives, false positives, and accuracy rates are 25, 2, 3, and 88%,
respectively. The number of read-after-write risks detected by the scheme proposed in
this paper is 1.8 times that of Revive^CC, and the accuracy rate is improved by 2.3%,
which is significantly better than Revive^CC. Both in the special sentence scenario and
multi-function scenario, the false negative rate and accuracy rate of the tool proposed in
this paper are better than Revive^CC.

Table 2. Comparison of our tool and Revive^CC on read-after-write risk detection

Type Tool Risk
samples

False
negatives

False
positives

Accuracy rate

Read-after-write
Risk

Revive^CC 14 5 2 85.71%

Our Tool 25 2 3 88.00%

Special Sentence Revive^CC 2 4 1 50.00%

Our Tool 6 0 1 83.33%

Multi-function Revive^CC 0 7 0 0.00%

Our Tool 7 1 1 85.71%

The accuracy and false negative rate of our scheme are better than Revive^CC. But
the overall false positive rate is slightly higher than Revive^CC. The main reason is
that, by observing the distribution of read-after-write risk samples, we can see that one
false positive sample was introduced when detecting the read-after-write risk caused by
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multi-functions, resulting in the overall number of false positives changing from 2 to 3.
Through research, this paper finds that the false positive samples are generated because
when the risk of read after write is detected, the parameters of the read andwrite methods
may have aliasing problems, resulting in that the read and write methods do not operate
on the same object. One problem is that the alias relationship of the method parameters
cannot be identified and analyzed, which leads to the misunderstanding that the behavior
of read after write occurs.

6 Conclusion

In this paper, we proposed a static analysis-based detection scheme for read-after-write
risk in Fabric smart contracts. By identifying keymethods, it quickly located nodeswhich
were closely linked that may cause read-after-write risk. This paper also proposed to
construct a chain of key method calls to reflect the actual execution sequence between
key methods, which covered more read-after-write risk scenarios. Experiments showed
that the solution proposed in this paper made up for the shortcomings of the existing
mainstream smart contract detection tools when detecting the risk of read-after-write
and showed certain application value.
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Abstract. Smart contracts are one of the most successfully applied
technologies on the blockchain, which are decentralized and immutable.
Smart contracts cannot be modified once deployed. Therefore, security
detection of smart contracts before deployment is essential. Some smart
contracts may have tx.origin dependency vulnerabilities. In this paper,
we propose a critical path vulnerability detection method for detecting
tx.origin dependency vulnerabilities in smart contracts. Then, in order
to solve the problem that the traditional search algorithm cannot deter-
mine the critical path, we propose a path determination method based on
path priority. Our method determines the critical path in the control flow
graph, which enables us to detect the vulnerabilities existing in smart
contracts more quickly. The experimental results show that our method
is more efficient than the existing technology and the false positive rate
is lower.

Keywords: smart contract · critical path · vulnerability detection ·
control flow graph

1 Introduction

Encrypted currency is widely considered one of the most disruptive technologies
of the past few years [1]. With the rapid development of computer hardware
[2–4], parallel and distributed computing [5–7], and networks [8–10], blockchain
has emerging as a promising technique. Smart contracts are programs running
on the blockchain [11,12] that store code and state on the ledger and can send
and receive virtual currency [13]. Smart contracts can be viewed as code-based
contracts that execute transactions without third-party supervision. These trans-
action records are trustworthy and traceable, but contract transactions are irre-
versible once completed [14]. The node user interacts with the smart contract by
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calling the internal functions of the smart contract [15]. The security of smart
contracts is a hot research topic today [16]. Due to the irreversible and immutable
nature of smart contracts, making it critical to check their correctness before
deployment [17]. Existing vulnerability detection methods include formal veri-
fication, symbolic execution, intermediate relation representation, fuzzing, and
deep learning. However, most smart contract detection tools still have a high false
positive rate and a long audit time. This paper proposes a method to determine
the critical path through dangerous instructions to detect tx.origin dependency
vulnerabilities, which can effectively improve the detection efficiency and reduce
the false positive rate.
We summarize our core contributions as follows:

– We propose a method to identify critical paths by dangerous instructions to
discover tx.origin dependency vulnerabilities in smart contracts.

– We propose an algorithm to judge the critical path to identify tx.origin depen-
dency vulnerabilities in smart contracts.

The structure of this paper is organized as follows: Sect. 2 provides an intro-
duction to related work. Section 3 analyzes our focus on the issues. Section 4
introduces our proposed method in detail. Section 5 gives a detailed descrip-
tion of the core algorithms used in our method. Section 6 conducts experiments
comparing our method with other existing methods. Section 7 summarizes this
paper.

2 Related Work

Since 2016, due to the rapid growing of big data [18–20] and cybersecurity [21,22]
techniques, frequent attacks on smart contract vulnerabilities and resulting eco-
nomic losses. The security [23,24] of smart contracts has received extensive atten-
tion [16]. Checking based on symbolic execution. Oyente is the first symbolic
execution tool to perform vulnerability analysis [25]. Muller et al. proposed a
symbolic execution-based tool Mythril, which is mainly used to detect com-
mon smart contract security problems. Securify analyzes the dependency graph
of smart contracts through symbolic analysis [26]. It extracts precise contract
semantic information from code.

Based on fuzzy testing. ContractFuzzer is the first fuzzification framework
based on Ethereum platform. Regurad is a fuzzing analysis tool mainly for smart
contract reentrancy vulnerabilities [27]. sFuzz combines the strategies in AFL
blurrs with adaptive strategies for branches that are hard to find [28]. Based on
the intermediate method representation. Slither transforms the Solidity source
code of smart contracts into an intermediate representation of SlithIR [29]. Van-
dal performs abstract interpretation and transformation of bytecodes in a logical
manner through a decompiler. [30]. Ethir is also an analysis tool based on the
EVM bytecode level [31]. SmartCheck detects smart contract vulnerabilities by
transforming the Smart Contract Solidity source code into an XML intermediate
representation relationship and exploiting XPath patterns.
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3 Problem Definition

In this section, we describe the research problem. Analyze how the problem was
identified. Describes how our critical paths are determined.

3.1 Problem Description

There is a global variable tx.origin in Ethereum smart contracts. It can back-
track the entire call stack to return the address of the contract that originally
initiated the call. When the smart contract uses this variable for user authenti-
cation or authorization, the attacker can use the characteristics of tx.origin to
create a corresponding attack contract to steal ether. For example, the attacker
calls the withdrawal function of the victim contract in his own Fallback func-
tion, and induces the victim contract to transfer ether to the attacker contract.
Undetectable exception due to authentication via tx.origin. Thus, all the ether
in the victim’s contract is transferred to the attacker’s contract account.

Generate 
bytecode

Decompiler Marking critical 
path

Build the CFG

Z3 Solver

report

Smart contract

Opcode

Collect 
critical path 
information

Fig. 1. GLP Smart Contract Vulnerability Check

3.2 Problem Analysis

We analyze the contract paths related to the receipt and sending of money. For
example, if the contract never sends any Ether. To determine if the contract can
receive ether, we check to see if the contract has a payment function. Starting
with Solidity version 0.4.x, contracts are allowed to receive ether only if the
public functions in the contract are declared with the keyword payable.

When the Solidity compiler compiles a non-payble function. It inserts a
sequence of opcode instructions before the function body to indicate that ether
cannot be accepted. Therefore, we check whether the contract allows to receive
ether. We check that each path contains the above sequence of instructions.

3.3 Critical Path Determination

To allow for more effective critical path analysis, we prioritize paths based on
their likelihood of revealing vulnerabilities.For each path, we compute a criti-
cality score and determine the path based on the score. The criticality score is
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calculated as follows: Let Pa be a path and V be the set of properties that Pa
violates.

criticalpath(Pa) =
∑

s∈V ·αs

ε · depth(Pa)
(1)

where αs is a constant representing the severity of the violation of property s.
depth(Pa) is the depth bound of the path Pa, the number of times the function
is called. ε is a positive constant. Intuitively, the critical score is designed such
that the more critical the property violated by the path, the higher the score.
And the more properties it violates, the higher the score.

4 Method

In response to the above problems, we propose a method to detect tx.origin
dependency vulnerabilities based on critical paths. In this section, we introduce
our method based on control flow graph critical path detection (GLP). Figure 1
is the flow of our method GLP.

4.1 Preprocessing

Smart contracts are executed in the form of bytecode in the blockchain. However,
the bytecode is obtained by compiling the source code of the smart contract.
Ethereum bytecode is composed of 144 opcodes, each of which is encoded as a
byte and represented in hexadecimal format. In the decompilation operation, use
the solc compiler to compile the smart contract source code .sol file to obtain
the EVM virtual machine bytecode of the contract. The generated bytecode is
divided into deployment code, runtime bytecode and auxdata. Then decompile
the runtime bytecode. Starting from the first byte of the runtime bytecode,
compare each byte in the runtime bytecode in turn to obtain the instruction
value corresponding to each bytecode.

4.2 Build Control Flow Graph

A control flow graph is a directed graph structure. Each of the vertices corre-
sponds to the basic block of the program. There are no branching jump instruc-
tions in this basic block, and the basic block starts with a branch purpose and
ends with a branch.

The Ethereum Virtual Machine currently supports 144 instructions. Among
them, the two instructions JUMP and JUMPI represent unconditional jump and
conditional jump respectively. They can generate branches of execution paths.
The instructions JUMP and JUMPI will be used as the end of the basic block.
They indicate a jump to the next basic block. The instruction JUMPDEST
identifies the destination offset for JUMP and JUMPI jumps. And the jump
destination offset of the instructions JUMP and JUMPI can only be the offset
where the JUMPDEST instruction is located. Therefore, JUMPDEST needs to
be the beginning of the basic block. REVERT, RETURN and INVALID in EVM
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indicate termination. They are also the end of the basic block. We prioritize the
basic blocks in the control flow graph according to JUMPDEST. Then perform
more detailed block partitioning according to JUMP and JUMPI instructions.

4.3 Critical Path Generation

In determining the critical path, we mainly mark the paths that may have vul-
nerabilities, and then detect the paths that may have vulnerabilities. We do
not need to instrument all paths in the generated control flow graph. Through
this method, we can improve the detection efficiency and reduce the average
detection time of a single contract.

When using the global variable tx.orgin for authentication and authorization
operations, the smart contract is at risk of being attacked. We get the bytecode
of the contract by preprocessing the contract. The control flow graph of the
contract is created through bytecode to simulate the running process of the
smart contract. When generating the contract control flow graph, we judge the
information in the generated block in each path. We mainly focus on dangerous
instructions such as contract calls and reading and modification of balances, such
as CALL, CALLVALUE, CALLDATALOAD, SLOAD, SSTORE instructions,
etc. We label the paths with this information and get the critical path. We
label the paths with this information and get the critical path. Then we judge
the instruction information of the block in the critical path, whether there is
the use of ORIGIN for authentication and authorization. When it exists, the
contract may be vulnerable. The z3 solver is called on the path with dangerous
information to judge the reachability of the path. Finally output the detection
result.

5 Algorithms

This section mainly describes the algorithms for critical path determination.
As shown in Algorithm 1. The algorithm for this purpose is applied to the
collection of critical path sections. The algorithm mainly introduces the process
of determining the critical path. The algorithm takes the generated control flow
graph as input, and then judges the block information generated in the control
flow graph. When the current block contains dangerous instructions, such as
CALL, CALLVALUE, CALLDATALOAD, SLOAD, SSTORE, etc. Then mark
the current path, and then traverse the marked path. When the marked path has
an instruction to use ORIGIN for authentication and authorization, the current
path is added as a critical path. Finally output the critical path.

In Algorithm 2. The algorithm is applied to the tx.origin dependency vulner-
ability detection section. The algorithm mainly introduces the use of the gener-
ated critical path information to judge whether the contract has vulnerabilities.
The algorithm takes the generated critical path as input. First, we traverse all
the generated critical paths. And make judgments on all critical paths. If the
current path contains dangerous instructions that meet the requirements, collect
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Algorithm 1. Select critical path.
Input CFG.
Onput path.
1: for blocks[i] in CFG.blocks do
2: if blocks[i].instruction in CFG.blocks.instruction then
3: a ← blocks[i]
4: end if
5: if boleanjudge(a) then
6: newpath ← a
7: end if
8: end for
9: for newpath in CFG.blocks do

10: if boleanMark(newpath) then
11: pathAdd(newpath)
12: end if
13: end for
return path

the current path constraints. Continue to traverse the information of the cur-
rent path. Determine whether the current path contains the opcode feature of
the tx.origin dependency vulnerability. If the current path contains the opcode
characteristics of tx.origin dependency vulnerability. Then call the solver to solve
the constraint of the current path to judge the accessibility of the current path.
Finally, return the detection result.

boleanjudge(n) is A bool value. When the current command contains dan-
gerous commands such as CALL, CALLVALUE, CALLDATALOAD, SLOAD,
SSTORE, etc., the bool value is true. boleanMark(p) is A bool value. When the
marked path basic block contains the ORIGIN directive, the bool value is true.
Collect(p) represents a collection. When the judgment conditions are met, the
constraints of the current path are collected. boleanFinal(p) is A bool value.
Determine whether the current path contains the opcode feature of the tx.origin
dependency vulnerability. Solver(p) is A bool value. Call the solver to judge the
reachability of the current path.

6 Evaluation

This section includes the environment in which we conduct experiments, data
sources, comparative experiments with other detection tools, and analysis of
results. We first introduce the data sources and experimental configuration, and
then evaluate the effectiveness of our method GLP in detecting tx.origin depen-
dency vulnerabilities in real smart contracts. We conducted experiments on the
accuracy of Mythril, SmartCheck, Vandal, and ContractGuard in detecting this
vulnerability, and compared GLP with these four tools in terms of accuracy.
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Algorithm 2. Vulnerability detection.
Input path.
Onput result
1: for CurrentPath in path do
2: if current opcode is dangerous instruction. then
3: Code ← current opcode
4: Code.Path ← CurrentPath
5: end if
6: end for
7: for opcode in code do
8: if opcode is a characteristic of tx.origin . then
9: Collect(Code.Path)

10: end if
11: if boleanFinal(Code.Path) then
12: result ← Solver(CurrentPath)
13: end if
14: end for
return result

6.1 Experiment Configuration

The dataset we use for evaluation is 6500 real smart contracts collected from
Ethereum. We divided the collected smart contracts into three datasets. The num-
ber of contracts in the first dataset is 500, including 100 vulnerable contracts. The
number of contracts in the second dataset is 1,000, of which 150 contain vulnerable
contracts. The number of contracts in the third dataset is 5000, including 200 vul-
nerable contracts. We also added smart contracts that correctly use the global vari-
able tx.origin to the dataset. This experiment mainly compares the three aspects
of true positive, false positive and false negative of each tool. Finally, the average
time to detect vulnerabilities by each tool is compared. We use these three datasets
to make an empirical evaluation of GLP. We compare the performance of GLP with
that ofMythril, SmartCheck,Vandal, andContractGuard and show thatGLPout-
performs all systems in terms of accuracy and runtime. The experiment is mainly
implemented in the Linux system.

6.2 Experiments and Results

We compared the smart contract detection accuracy of GLP and four detection
tools, Mythril, SmartCheck, Vandal and ContractGuard, under the same exper-
imental environment. We conducted three sets of experiments for verification.
As shown in Fig. 2. In the figure, we use TP to represent the number of true pos-
itives, FN to represent the number of false negatives, and FP to represent the
number of false positives. We use the first dataset for experiments. We observed
that Mythril, SmartCheck, Vandal and ContractGuard have different degrees of
false positives and false negatives, and Mythril and SmartCheck have the most
false positives and false negatives. Our method outperforms all tools in terms of
contract detection accuracy.
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Figure 3 shows the results of the second group of experiments were compared.
As the number of smart contracts increases. Mythril, SmartCheck, Vandal and
ContractGuard experienced a significant increase in false positives and false neg-
atives. We see that GLP has the highest accuracy rate and lowest false positive
rate compared to all other tools.Fig. 4 shows the results of the second group
of experiments were compared. In the last set of experiments, we added 200
contracts with vulnerabilities to 5000 smart contracts. We see that SmartCheck
detected the least number of vulnerable contracts, followed by Mythril. Out of
these tools, we observed that GLP flagged more vulnerable contracts and had
a small number of false positives and false negatives. As the number of smart
contracts increases. Accuracy rates of Vandal and ContractGuard detections
decreased, while false positive rates increased. The experimental results show
that Vandal and ContractGuard are superior to Mythril and SmartCheck in
detection accuracy. Experiments show that our method outperforms other tools
in accuracy.

Finally, we also compared the time taken for detection. The average detec-
tion time comparison results are shown in Fig. 5. Mythril was used the longest
in average detection time. The average detection time of Mythril was 71.4s. The
second is ContractGuard, which has an average detection time of 29.6s. The aver-
age detection times of SmartCheck and Vandal are 8.6s and 5.9s, respectively.
The average detection time of GLP is the shortest compared to other tools.
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The average detection time of GLP is 4.7s. In terms of total detection time,
Mythril and ContractGuard are the two longest-used tools. The total detection
time of Mythril was 129.1 h. The total detection time of ContractGuard is 53.5h.
GLP is the least used in total detection time compared to other tools. The total
detection time of GLP is 8.4h. Comparing processing time, GLP uses the least
time. Experiments show that compared with other tools, GLP can effectively
reduce the false positive rate and false positive rate, and can effectively reduce
the detection time.

Overall, our experimental results show that GLP is effective in discovering
tx.origin dependency vulnerabilities and determining smart contract correctness.
Compared with existing detection methods, GLP is overall better than existing
detection methods in terms of accuracy and detection time.

7 Conclusion

We proposed a method to detect tx.origin dependency vulnerabilities existing
in smart contracts by determining the critical path. We show examples of vul-
nerable contracts and how to attack them, and propose a critical path method
to detect vulnerabilities. Finally, we experimented with real smart contracts on
Ethereum. Compared with existing methods, our method performs better over-
all in detection efficiency and false positive rate, indicating that our method is
both efficient and effective.

Acknowledgement. Natural Science Foundation of Shandong Province (Grant No.
ZR2020ZD01).
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Abstract. Due to the unique global state and transaction sequence
characteristics of smart contracts, the detection method based on a single
test case cannot improve the vulnerability detection rate during contract
detection. The current contract testing methods based on genetic algo-
rithms have not yet solved the problems caused by these characteristics.
Therefore, we propose an adaptive fuzzing method based on dynamic
taint analysis and genetic algorithm, SDTGfuzzer. SDTGfuzzer focuses
on dynamic taint analysis to collect runtime information as feedback,
and focuses on solving the challenges brought by global variables and
transaction sequences for contract testing. Genetic Algorithms work well
in test case generation for fuzzing. Therefore, SDTGfuzzer optimizes the
genetic algorithm based on an efficient and lightweight multi-objective
adaptive strategy, focusing on solving the problem that the contract con-
straints cannot be covered due to the global state. Experimental results
show that our method has a higher vulnerability detection rate than
other tools for detecting contract vulnerabilities.

Keywords: Smart Contracts · Vulnerability Detection · Fuzzing ·
Genetic Algorithms · Taint Analysis

1 Introduction

With the development of computer capability [14,16] and distributed cloud
[6,13], blockchain [1,15] is emerging as very promising techniques for various
applications. Fuzz testing, as a common vulnerability detection method, is widely
used in program detection. Smart contracts are different from traditional C lan-
guage and other languages in terms of operating environment and program char-
acteristics. Therefore, when designing a fuzzing method for smart contracts, it
is necessary to consider the properties specific to smart contracts.
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There are three main challenges when fuzzing contracts. 1) Influence of trans-
action sequence on global variables 2) Influence of global variables on constraints.
3) The impact of transaction-related variables on constraints. Although various
fuzzy testing tools have been proposed to detect contract vulnerabilities, these
problems are still not well solved.

This paper mainly solves the problems brought by the above three chal-
lenges for contract testing. We propose SDTGfuzzer, a fuzzing method combining
dynamic taint analysis and genetic algorithm. SDTGfuzzer uses dynamic taint
analysis to obtain the pendencies of variables in the contract, and improves the
efficient and lightweight multi-objective adaptive strategy based on sfuzz [11].

Our main contributions are as follows:

– For the impact of transaction sequences on contract testing, we divide trans-
action sequence generation into two steps, and use feedback to generate trans-
action sequences that are easier to find potential vulnerabilities.

– For the challenges brought by global variables for fuzzing, we modify the
genetic algorithm based on an efficient and lightweight multi-objective adap-
tive strategy. It can better solve the problem of contract testing under the
condition that the value of global variables is uncertain.

– We propose a smart contract dynamic taint analysis and genetic algorithm
fuzzing method, SDTGfuzzer. The model centers on dynamic taint analysis,
captures runtime feedback, and optimizes for features such as smart contract
special transaction variables.

The remainder of the paper is organized as follows: We introduced the rele-
vant work in Sect. 2 . We introduces the system architecture of SDTGfuzzer in
Sect. 3. Section 4 Algorithms for Methods In Sect. 5, we conduct experiments to
compare our method with other methods. Concludes is in Sect. 6.

2 Related Work

Various tools are proposed to detect contract vulnerabilities. teEther [5],
SGUARD [10], Sereum [17] ,Osiris [18], Mythril [9] use symbolic execution meth-
ods for contract testing. But the symbol execution has the problem of facing the
path explosion. Although machine learning [3,7,12] is used for contract detec-
tion, it is itself less interpretable. Static analysis produces many false positives

Fuzzing is widely used for contract detection due to low false positives. Con-
tractFuzzer [4] uses black-box testing to detect contracts. Reguard [8] converts
specific smart contracts into the traditional language C++. Ethploit [21] con-
structs pollution graphs to generate target sequences. sfuzz [11] combines policies
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in AFL fuzzers and lightweight multi-objective adaptive policies. ADF-GA [20]
uses the exception stop statement as the basis to generate test cases. In addi-
tion, Harvey [19] uses gray box testing for contract fuzzing, and ILF [2] uses a
combination of deep learning and fuzz testing for vulnerability detection.

Many fuzzing methods are used for fuzzing of smart contracts, but the
research on the problems caused by the transaction sequence and global vari-
ables faced by fuzzing is still insufficient. In addition, we found that although the
genetic algorithm is widely used in contract fuzzing, it does not solve the prob-
lems caused by the global state and transaction sequence. Therefore, we intro-
duce dynamic taint analysis and improve the genetic algorithm of lightweight
multi-objective adaptive strategy. Use dynamic taint analysis to obtain feedback,
and solve the problem of global state and transaction sequence faced by genetic
algorithm applied to fuzzing through program feedback.

3 SDTGfuzzer Method

The main task of this section is to construct transactions. A smart contract
transaction consists of four parts: FROM, TO, VALUE, and DATA. Figure 1
shows the logic for test parameter generation. In order to solve the FROM,
VALUE, DATA required for transaction generation.

3.1 Feedback Stage

Since storage is stored in the form of key−value pairs, it is possible to obtain read
and write operations on those storage variables in the function. Dependencies
between constraints and storage variables are available through constraints and
storage variables. Due to the influence of the storage variable, individual trans-
actions directly affect each other. When the global variable directly or indirectly
affects the branch constraints, the coverage of the branch cannot be completely
dependent on the unit test of the function, and the calling order between func-
tions needs to be considered. Take SLOAD as source and JUMPI opcode as sink.
Record the key value in the storage variable to SLOAD. The storage variable
flowing into the branch will have an effect on the operands of the opcode, which
will affect the test.

3.2 Transaction Sequence Generation

The first step in generating a transaction sequence is to look for a danger trans-
action function. The second step generates a sequence of transactions based on
the selected function.
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Fig. 1. Overview of invocation model parameter generation.

Transaction Function Selection. The first step in transaction sequence gen-
eration is transaction function selection. The method selects functions by tak-
ing coverage, dangerous opcodes and abnormally stopped branch statements
as important influencing factors. We first combine the dangerous opcode and
block coverage as the first set of parameters. The more dangerous opcodes in
uncovered blocks, the greater the probability of a vulnerability. We combine the
Abnormally stopped branch and branch coverage as the second set of param-
eters. The more Abnormally stopped branch that are not covered, the harder
it is to code overwrite the contract We uses the roulette algorithm to pick the
probabilities.

Generate Transaction Sequence. The second step in transaction sequence
generation is generate transaction sequence. Smart transaction may modify
global variables, thereby affecting the coverage of contract branches. It is for
the above reasons that some contracts can only execute the logic in a specific
order. The storage variable is a variable stored globally, which greatly affects the
transaction sequence of the contract. To this end, it is necessary to obtain the
situation of the storage variables associated with the uncovered branches, and
then obtain the dependencies on the storage variables.

At this stage, the functions obtained in the Transaction Function Selection
stage are first analyzed. There may be multiple storage variables in the function,
which will have different effects on the Constraint branch. Different storage vari-
ables affect different Constraint branches. In order to reduce the impact of irrele-
vant storage variables on JUMPI constraints, and generate transaction sequences
more accurately. When performing dynamic taint analysis, use SLOAD as the
taint source and JUMPI as the taint sink to record the key of the storage vari-
able that affects JUMPI. That is, construct < constraints, Storage variables >.
Only these storage variables directly or indirectly affect the constraints of the
function Constraint, and they are regarded as global variables that affect the
transaction sequence. The storage variable is composed of key and value, and
a storage variable can be located by key. According to the collected < Storage
variables, function name>, that is, the SLOAD and SSTORE information in
each function. In addition, due to the principle of assigning first and then using.
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The SSTORE of the key flowing into JUMPI will have a greater impact on the
contract. Collection of functions that write to SSTORE variables, which help to
generate transaction sequences.

Let the transaction sequence be Tra = 〈fun1...funn〉. Where Funn is the
danger function chosen from transaction function selection. Analyze Funn to get
the JUMPI constraint that SLOAD flows into. Obtain a JUMPI whose storage
quantity is greater than 0 from Funn’s uncovered JUMPI, and then obtain the
set of keys that affect the storage variable of this branch. Search for the function
that writes the key set in < key, SLOAD,SSTORE >. And then make the
function part of the transaction sequence 〈fun1...funn−1〉. At the same time,
the sequences with increased coverage are stored.

3.3 Genetic Algorithm-Based Test Cases

A complete transaction call should include functions and their corresponding
parameters. The second step of the invocation module faces the problem of test
case generation. Efficient and lightweight multi-objective adaptive strategies in
sFuzz had been shown to be very effective for generating test cases. However,
the algorithm used in sFuzz does not consider the influence of the uncertainty
of the value of global variables, which makes some vulnerabilities undetectable.
Factors that affect branching in a contract may be parameters of functions or
due to global variables. Therefore, on the basis of considering the transaction
sequence, it is necessary to consider the case where branch constraints depend
on global variables. For the case where the branch constraint does not depend on
the global variable in the function. We take the method used by sfuzz, combined
with the factor of coverage, to generate test cases for uncovered branches.

Genetic algorithm first considers generative fitness. Two kinds of fitness are
adopted, one for the branch constraints that do not depend on global variables,
and one for considering branch constraints that depend on global variables. The
first method does not consider global variables. The fitness algorithm has better
coverage for hard constraints. According to the branch constraints, the branch
distance is determined by using the comparison opcode in the EVM. The smaller
the branch distance, the more suitable the test case is to survive, and it is taken as
the selected test case t. In this method, the branch distance is no longer obtained
for the covered branch, so that the algorithm is more focused on covering the
uncovered code.

Second, consider the impact of global variables, as shown in Algorithm 1.
During each execution of the genetic algorithm, for the branch constraints that
are not covered and have global variables flowing in, the branch distance is
obtained in the same way as the first fitness. However, the test cases with small
distance from the branch do not necessarily contribute to the coverage of the
branch. Rather, other transactions indirectly affect the branch by affecting global
variables. Therefore, for the fitness of this branch, functions with global variable
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Algorithm 1. getTestCase
Require: fun
Ensure: returnParameter, relatedFunTestCase
1: if There is an uncovered branch in fun then
2: if storageDependencyNum[fun] > 0 then
3: if η then
4: relationFuns ← [ ]
5: for key in compareStorage [comparepc] do
6: relationFuns.append (writefun(key))
7: end for
8: totalLength ← λ
9: for totalLength>0 do

10: if iscfun(relationFuns) then
11: relatedFunTestCase[cfun] ← (cfun related test case, fun current branch

distance)
12: end if
13: end for
14: end if
15: else
16: GeneticAlgorithm ()
17: return returnParameter,relatedFunTestCase
18: end if
19: else
20: outFunctionGeneticAlgorithm()
21: return returnParameter
22: end if

dependencies need to be considered. In order to get the test cases that depend on
the function, it is necessary to traverse the historical transactions. Get the posi-
tion of the current test case in the whole testing process, look for the dependent
function from this position forward, and record the test case of the dependent
function that affects it.

After obtaining the fitness, the selection operation needs to be performed
according to the fitness. There are two options. The first option: a function
whose branching constraints do not depend on global variables uses branching
distance as an important factor to select test cases suitable for survival. For
each branch in the function, a test case with the smallest branch distance is
selected as the fit for survival test case. The second option: For the sequence <
fa, fb >, the current function fa indirectly affects the function fb by affecting
the global variable. While using the first method to select test cases suitable
for covering branches in fa, it is also necessary to select test cases suitable for
covering branches in fb. In this method, the test case of fa which makes the
branch distance of fb small is regarded as the test case suitable for survival.
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3.4 Build Mutation Pool

In order to test the contract more quickly, we built a mutation pool and used
it in the mutation phase of the genetic algorithm. We build mutation pools for
hard-coded and transaction-related global variables. Hardcoding helps in some
cases to generate test cases. The system uses dynamic taint analysis to obtain
hard codes. Take CALLDATALOAD and CALLDATACOPY as the source to
obtain the direct dependencies between transaction parameters and constraints.
With comparison opcodes as tainted sinks, comparison opcodes usually exist as
constraints. The operands to get the comparison opcode are used to generate
hardcoding. The transaction-related global variables of the blockchain have a
greater impact on the coverage of fuzzing. The system uses dynamic taint anal-
ysis to build a special global variable mutation pool to quickly cover constraints
that are dependent on special global variables.

4 Algorithm

In order to deal with the impact of global variables on fuzzing, the impact of
global variables on branching needs to be considered in the genetic algorithm.
To do this, the fitness between functions needs to be calculated, and the algo-
rithm is shown in Algorithm 1. This algorithm is used for the second fitness
generation. The algorithm mainly introduces how to generate survival-fit test
cases in relationFuns that affect fun coverage. The algorithm takes fun that
reaches the genetic algorithm condition as input, outputs the test case returned
by returnParameter, and relatedFunTestCase, which is the test case suitable for
survival in the correlation function. callFunHistory is the call status of trans-
actions in history, and storageDependencyNum is the number of dependencies
between global variables and branches. The read-write relationship of the stor-
age variable in the funStorage is in the form of { key: {’SLOAD’: function name,
‘SSTORE’: the function name}}, and the direct relationship between storage and
the comparison operator in the compareStorage is in the form of {functionName:
{comparePC:{key}}}. comparePC is the pc for comparing opcodes.

η is a bool value that is true when a branch comparepc is selected from the
branch, and the branch contains a global variable dependency . writefun( key)
is the name of the function in funStorage that performs the SSTORE operation
on the key. writefun( key) is the relationship between the storage variable and
the function name .λ is the subscript of the position where the test case is found
from back to front in callFunHistory. callFunHistory is the historical transaction
information .iscfun(relationFuns) is a bool value. Traverse callFunHistory from
λ forward, when the function cfun in relationFuns is found, the bool value is
true.
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Fig. 2. Contract detection rate for dataset.

5 Experiment Evaluation

In this section, we introduces the content of the experiment, and verifies the
effectiveness of this method by comparing it with advanced fuzzing tools.

5.1 Experiment Configuration

We used dataset tests the accuracy of our method for a given labeled contract.
For the design of the dataset, We adopted smartbugs’ SB Curated dataset. And
we used 4 types of vulnerabilities to test for unchecked return value exceptions,
block-dependent and timestamp-dependent vulnerabilities, and Arithmetic. For
contracts with inheritance relationship, we only tested the last contract. For
datasets marked by smartbugs, Arithmetic, Bad Randomness and Time Manip-
ulation each have a contract that does not directly cause the vulnerability.

We writing system in python and runs on the win10 system. The system uses
the solc version of 0.4.25+commit.59dbf8f1.Windows.msvc,and use Ganache as a
private chain platform. The CPU is Intel(R) Core(TM) i5-9500 CPU @ 3.00 GHz
and the memory is DDR4, 8 G. We ran each method for up to 10 min

5.2 Results and Analysis

In this section, We test each tool based on the number of vulnerable contracts
detected for each contract.

Testing on the Dataset. We tested each method in the database. Compared
with sFuzz, SDTGfuzzer has been greatly improved in contract Vulnerability.
The results are shown in Fig. 2. Since Smartian, sFuzz, and Mythril simultane-
ously support vulnerabilities in all datasets, we calculate their accuracy under



A Dynamic Taint Analysis-Based Smart Contract Testing Approach 411

13

49

7
4

12

43

3 3

13

48

7

2
6

33

4
2

13

1

9

4

0

10

20

30

40

50

(d) Time Manipulation(c) Bad Randomness(b) Unchecked Low  Level 
       Calls

(a) Arithmetic

N
um

be
r o

f c
on

tra
ct

s 
w

ith
 v

ul
ne

ra
bi

lit
ie

s 
de

te
ct

ed

 SDTGfuzzer
 Mythril
 Smartian
 sFuzz
 Oyente
 ILF

Fig. 3. Detection results of each method in dataset.

the dataset. Compared to smatian, we can detect 3.9% more vulnerabilities in
contracts. The reason for the low detection rates of Oyente and ILF is that they
do not fully support these vulnerabilities. Oyente does not support Unchecked
Low Level Calls, and ILF does not support Arithmetic. Figure 2 shows the detec-
tion rates of these methods in the smartbugs dataset.

For the test in Arithmetic. The detection result is shown in part (a) of Fig. 3.
Since sFuzz does not perform vulnerability analysis for multiplication, the mul-
tiplication related vulnerabilities cannot be detected. The vulnerability detec-
tion method proposed by DTGfuzzer for Arithmetic refers to the method of
Osiris, but the method of Osiris does not carry out detailed analysis on integer
overflow between functions, so it cannot detect cross-contract vulnerabilities.
Our method can further analyze cross-contract vulnerabilities by designing taint
analysis tools.

Because SDTGfuzzer adopts dynamic taint analysis, it can avoid the prob-
lem that sFuzz must use interactive contracts to cause exceptions to detect
unchecked return value vulnerability. Compared with Smartian, SDTGfuzzer
can still obtain a better vulnerability detection rate within a certain period of
time. We found that smartian is not good at detecting contracts that require a
specific address to call. SDTGfuzzer can easily find the correct address of the
calling contract by using the mutation pool, and unlock the contract address on
the private chain. It is possible to override contracts that need to be called from
a specific address. The detection result of unchecked return value vulnerability
is shown in part (b) of Fig. 3.

Both Bad Randomness and Time Manipulation are essentially dependent on
the blockchain. For these dependencies, sFuzz may have false positives. Since
sFuzz does not analyze the data flow, it cannot correctly judge the flow of vari-
ables, and false positives may be generated. There may be situations where an
environment variable is not used by a dangerous operation, but sFuzz reports a
vulnerability. Since our tool uses dynamic taint analysis, it can track the opcode
and determine whether it flows into JUMPI or CALL to determine vulnerabil-
ity, thereby avoiding false positives. Meanwhile, through the mutation pool, our
method can quickly cover the branches constrained by environmental variables.
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Parts (c) and (d) of Fig. 3 are the detection situations of each tool. Compared
to smartian, our method builds mutation pools for special global variables. For
some constraints that require a specific address to call the contract, our method
can pass these conditions smoothly.

6 Conclusions

In this work, We proposed SDTG fuzzy model. It mainly solves the problems
caused by the global state and transaction sequence. The experimental results
showed that the proposed method can effectively detect vulnerability in contract.

Acknowledgement. Natural Science Foundation of Shandong Province (Grant No.
ZR2020ZD01).
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Abstract. It is necessary to accelerate digital development to make dig-
ital economy, society and government shine brightly in the future. Digital
technology and the real economy will be deeply integrated, and a large
number of new industries and new models will emerge. Cloud comput-
ing is an important industry to create further advantages in the digital
economy. As the key to the development of enterprise business, cloud
computing is the decisive factor. The ability to support billing for the
entire cloud is a vital link, and it is the core capability of the whole sys-
tem. It requires high accuracy and performance. Based on cloud billing,
this paper analyzes the challenges cloud computing service support faces.
It studies the architecture upgrade, builds the cloud service billing sup-
port capability based on stream native technology, meets the flexible
billing needs of cloud services, and realizes the rapid and efficient opera-
tion support of cloud services. This system has been put into production
and played a significant role strongly supporting the high-quality devel-
opment needs of cloud business billing.

Keywords: Stream Native · Cloud Computing Billing · Billing
Message

1 Introduction

With the requirement of digital economy, society and government, a large num-
ber of new industries and new models appear and develop quickly. Cloud com-
puting [1,2] has recently emerged as a buzzword in the distributed computing
community and one of the scenarios of the digital outline. Cloud computing is
a model for enabling convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applica-
tions, and services). It can be rapidly provisioned and released with minimal
management effort or service provider interaction [3].

There are five essential elements of cloud computing: on-demand self-service,
broad network access, resource pooling, rapid elasticity and measured service
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 414–427, 2023.
https://doi.org/10.1007/978-3-031-28124-2_40
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[4]. Depending on the different types of cloud service, cloud community has
three service models: Software as a service (SaaS), Platform as a Service (PaaS)
and Infrastructure as a Service (IaaS). Furthermore, cloud community can also
be classified as private cloud, community cloud, public cloud and hybrid cloud
according to the deployment.

However, the development of cloud computing technology also has many bot-
tlenecks [5,6]. The existing cloud computing market is highly centralized. A few
technology giants dominate the market share. Relying on their highly central-
ized server resources, they monopolize the entire cloud computing market and
enjoy high profits, leading to high computing service prices. Blockchain-based dis-
tributed cloud computing infrastructure will allow on-demand, secure, low-cost
access to the most competitive computing infrastructure. Blockchain technology
achieves the ledger’s consistency among distributed nodes through a specific con-
sensus [7,8]. Distributed cloud computing based on blockchains can arouse trans-
actions between participants triggered by off-chain behaviors, such as providing
data sets in real-time, transferring files, performing calculations, and providing
professional services [9]. Besides, sharding blockchains [10–12] are prominent solv-
ing tools to realize scalability for cloud computing. Also, blockchain-based access
control methods [13] could be adopted to keep data safe in cloud environments.

Current researches focus on accelerating the iterative upgrade of cloud oper-
ating systems, promoting technological innovations such as ultra-large-scale dis-
tributed storage [14,15], elastic computing, data virtual isolation and improving
cloud security [16,17]. They are the basis of hybrid cloud industry solutions, sys-
tem integration and maintenance management. Cloud computing is an impor-
tant industry to create new advantages of digital economy. By giving full play
to the benefits of cloud computing’s massive data, artificial intelligence and rich
application scenarios, it can promote the deep integration of digital technology
and the real economy, enable the transformation and upgrading of traditional
industries, spawn new industries, new formats and new models, and strengthen
new engines for economic development.

OurContributions. This paper builds a cloud service support system to support
stream native billing capabilities. It surpasses the application of cloud computing
technology and meets the diverse needs of different vertical industries. In Sect. 2,
we introduce the structure and each part property of our cloud support system.
The system charges cloud service with microservice and docker technologies. In
Sect. 3, we list the challenges to build a cloud service billing support and build our
support system in Sect. 4. The system can carry out multi-dimensional and differ-
entiated billing designs for users. Finally, we summarize our system capabilities
and show its combination with state-of-art blockchain technologies in Sect. 5.

2 Cloud Service Support System

2.1 Cloud Support Technology Architecture Based on Cloud-Native

The system adopts a “cloud-native” architecture with microservices + container-
ization as the core technical support. It can flexibly scale the support capability
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according to the system’s real-time business volume, effectively improving each
business’s processing efficiency and performance. Figure 1 is the technical archi-
tecture of cloud support system.

Fig. 1. Technical Architecture of Cloud Support

Cloud-Native Definition. Cloud-native includes a set of applied patterns
that help enterprises deliver business software quickly, continuously, reliably,
and at scale. Cloud-native consists of microservice architecture, DevOps, and
agile infrastructure represented by containers.
Cloud-native applications changed the application architecture, development
method, deployment and maintenance technology. It achieves cloud elasticity,
dynamic scheduling, automatic scaling and other capabilities that traditional IT
does not have. The most significant feature of cloud-native applications is that
new services can rapidly deploy.

Cloud-Native Features. There are three classic cloud-native features:
microserviced, containerized and DevOps.

(1) Microserviced
Microservice is a style of software architecture that composes large, com-
plex applications in a modular fashion based on small functional blocks
focused on a single responsibility and function. It follows the principle of
a single operation, independent deployment of services, decoupling of func-
tions, high scalability, simplified development testing and deployment, and
friendly to development teams. Improve the overall agility and maintain-
ability of the application through loose coupling. An application container
is a lightweight runtime environment that provides applications with files,
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variables, and information bases required for their operation, thereby max-
imizing portability, supporting distributed deployment, elastic scaling, and
massive business access.

(2) Containerized
Containers provide applications with an isolated running space: each con-
tainer contains an entire, complete user environment space, and changes in
one container will not affect the running environment of other containers.
Container technology uses namespaces for space isolation, in which the con-
tainer can access files through the mount point of the file system and how
many resources each container can use through groups.

(3) DevOps
DevOps (the combination of Development and Operations) is a set of best
practice methodologies that provides agile collaboration, code management,
build engine, automated testing, automated deployment and other capabil-
ities. Facilitates collaboration and communication among IT stakeholders
(including development, operations, and testing) throughout the applica-
tion and service lifecycle, resulting in:

– Continuous Integration: Easily switch from development to testing and oper-
ations.

– Continuous Deployment: Release continuously or as often as possible.
– Continuous Feedback: Seek rapid feedback at all application and service life-

cycle stages (Fig. 2).

2.2 Key Technologies and Implementation Schemes

Microservice Technology Framework and Implementation. The system
microservice framework follows the principle of “high cohesion and loose cou-
pling”. It divides the cloud business support services into microservices and
microservices transformation. It builds a microservice governance system to
improve the governance capabilities of services. A critical problem that needs
to be solved is the communication and invocation problem between microser-
vices (service discovery and service routing). The cloud support system adopts
the ServiceMesh microservice framework. It is a new generation of microservice
architecture currently promoted by CNCF (Cloud-Native Computing Founda-
tion). ServiceMesh is a complex infrastructure layer for handling communica-
tion between services. It is essentially a service network composed of network
agents. These agents are deployed next to the user’s application, and the appli-
cation’s code is unaware of their presence. Through the sidecar of ServiceMesh,
the service application itself and the microservice governance framework are
decoupled entirely. Business developers can focus on the business itself. Microser-
vice framework engineers focus on microservice orchestration and governance to
solve cloud-native applications. The complexity of the microservice architecture
ensures reliable and fast delivery of applications. ServiceMesh is an intelligent
service network, and the sidecar is a critical component in this intelligent net-
work - a smart router. Relying on Sidecar, ServiceMesh provides a complete set
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Fig. 2. Cloud Supports Microservice Business Architecture

of microservice architecture solutions, including advanced functions such as ser-
vice routing, load balancing, traffic control, and circuit breaker. The ServiceMesh
components are more streamlined, the interaction efficiency between services is
improved, and the business response is faster. The microservice architecture for
the cloud support system is shown in Fig. 3. It includes application service layer,
microservice PaaS layer and IaaS layer.

Application service layer. First, we introduce the application service layer.

(1) CRM microservice division
Our system divided CRM into 11 microservices:
1. Account management microservice: Realize cloud customer account open-

ing, customer data synchronization, customer manager change and other
customer-related management services.

2. Order management microservice: Realize the generation of cloud business
orders, order instance management, and order attribute management ser-
vices.

3. Activation-type microservice: When ordering cloud basic password prod-
ucts, it synchronizes EC enterprise information to the cloud platform and
sends basic password products to the cloud platform for activation ser-
vices.

4. Marketing rule microservice: Implement management services for market-
ing rule elements, templates and relationships.

5. Marketing activity microservice: Realize management services for mar-
keting activity information, marketing target groups, and marketing sce-
narios.

6. Order acceptance microservice: Realize order creation, order modification,
order cancellation, order closing, order feedback and other services. They
are the core services supporting channel business sales acceptance.
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Fig. 3. Cloud Supports Microservice Technology Architecture

7. Order management microservice: realize the functions of order decompo-
sition, scheduling, merging, completion, work order dispatching, feedback,
and filling, and complete the execution of external or workflow according
to the business, and realize the core scheduling service of sales perfor-
mance.

8. Product microservice: Realize configuration management of related
attributes that constitute products, including configuration services for
product creation, product catalogs, product attributes, and product
changes.

9. Commodity microservice: Realize total life cycle management of com-
modities and commodity-related configuration services.

10. Cross-center query microservice: Realize data cross-center common query
to solve the situation after the system is microserviced. Each center is
independent of the other and cannot be directly related to query access.

11. Payment management microservice: When cloud Internet customers make
payments, the cloud business supports the service of invoking unified
payment capabilities.

(2) Microservice division of billing and accounting system

The billing and accounting system of the cloud support system is divided
into 12 microservices:

1. Collection microservice: Realize the acquisition of original offline bills from
the cloud platform and bill reconciliation auditing.
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2. Offline gateway microservice: Parse and convert offline bills into files and
convert bill records into messages.

3. Preprocessing microservice: Format offline CDR messages and convert them
into messages meeting the billing format requirements.

4. Duplication microservice: Verify offline CDR messages using the defined key
fields extracted and stored in the duplicate checking table.

5. Element retrieval microservice: Verify and restore CDR elements. Return
the call result of the CDR processing node (normal/abnormal order and
data transfer). The bureau data and customer data are obtained from the
memory bank.

6. Rating microservice: Implement various checks, calculations, records,
updates, and execution of event processes for the traffic and costs of received
bill messages. Provide necessary data basis for downstream billing services.

7. Deduction microservice: Obtain the billing account according to the evalu-
ation result of the bill. Get the account, account book, balance and other
information according to the customer id and deduct the account book
cyclically.

8. Billing processing microservice: Generate monthly bills for customers based
on accumulated charges and fixed charges based on customer bills. Provide
discounts and guarantees based on customer order statements.

9. Billing management microservice: Provide external billing queries, billing
data statistics and other services according to the bills generated by the
billing processing.

10. Account write-off management microservice: Obtain customer payment
records from the centralized ERP system and match them against unwritten
bills. Provide the matching results to the front page for display. According
to the displayed results, the account manager updates billing record includ-
ing unpaid amount, bill status, etc., and triggers the signal control startup
service after confirming the write-off.

11. Credit control management microservice: Remind customers who exceed
the payment cycle and operate shutdown according to the customer’s credit
control level. Receive the startup request of account write-off management
microservice and perform the startup operation.

12. Balance management microservice: Receive customer balance recharge
requests and change the balance. Receive the deduction request sent by
the batching microservice and change the balance.

Microservice PaaS layer. Next, we introduce the microservice PasS layer.
The service registration center is realized through the PaaS platform as well

as the circuit breaker, current limit, and downgrade of services. PaaS platform
also provides functions such as service deployment, port, domain name manage-
ment, and automatic capacity expansion.

IaaS layer. Finally, we describe the IaaS layer.
IaaS layer is provided by IT Ningbo resource pool, including physical equip-

ment, power security, equipment access control, equipment security configuration
optimization, and regular security inspections of physical equipment.
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Containerization Technology Framework and Implementation. The
system adopts a containerized architecture based on k8s+docker, packages appli-
cations into containers, and releases them to run on the PaaS platform, realiz-
ing the transformation from traditional resource-centric to application-centric.
Applications do not need to care about the process running on the platform. On
which host only resource requirements need to be raised. Kubernetes is used to
manage Docker containers, containers are isolated from each other, and microser-
vice applications form clusters through Docker to provide high-availability ser-
vices. Kubernetes can manage each container effectively. It has the following
characteristics.

1. Separation of application and configuration
Applications use port numbers, IPs, etc. in the service configuration cen-
ter. The service configuration center provides unified storage, change, and
version maintenance for all configuration files and management. In the sub-
sequent application startup and deployment, the operation and maintenance
personnel can associate the application configuration with the application to
complete the deployment to avoid repackaging the image every time when the
configuration is modified.

2. Application image asset construction
The basis for container operation is the image, and each application writes a
docker file to generate a container image.

3. Ability Arrangement
The atomic service interfaces are combined according to the expected output
capabilities, and the service orchestration layer realizes the control of the
calling sequence and service status between the atomic service interfaces to
ensure the integrity and consistency of the output capabilities. Service routing
can realize multiple instances of the original aggregation capability. It ensures
each atomic service request and parameter of the orchestration call correctly
passed to the appropriate service instance and returns the result and status.

4. The application provides a health check interface
The application provides a survival and service availability check interface
for the K8S to call. Once the application is unavailable, the K8S will kill the
original container and restart the new container to improve the reliability of
the application.

5. Application log
Stream collection method transmits the logs generated by the computing
nodes to ELK or big data platform in real-time, which realizes the real-time
display of business report data.

Cloud Service Charging Framework and Implementation. In the model
of cloud service billing 1.0, each module interacts thru files and processes offline
CDR in the traditional way shown in Fig. 4.

Traditional offline CDR file processing must go through multiple steps,
such as collection, preprocessing, deduplication and rating. It relies on a high-
performance distributed shared file system with large demand storage and high
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Fig. 4. Traditional Offline CDR File Processing

Fig. 5. Cloud-based and Distributed Billing

cost. Dealing with traditional offline file processing flaws, cloud service billing
2.0 in Fig. 5 meets cloud-based and distributed processing. It generally realized
X86 and elastic expansion under a service-oriented, centralized capacity build-
ing, in line with the development trend of the industry. The bottom layer adopts
distributed database technology to support the storage of many bills, achieving
high reliability, maintainability and online capacity expansion.

3 Challenges Faced by Cloud Service Billing Support

In business development, the cloud is the key to the success of government and
enterprise affairs in the cloud. The billing capability is an essential part of the
cloud business and the core capability of the entire system, which requires high
accuracy and performance. At the same time, the number of cloud business cus-
tomers, subscriptions and bills continue to grow rapidly, placing higher require-
ments on billing efficiency and system resource utilization. The cloud business
has thrived with various products, increasing business complexity, and complex
and diverse billing methods. Cloud services have higher and higher requirements
on billing scenarios and complexity and require billing systems to have higher
support efficiency and more substantial support capabilities (Fig. 6).

4 Cloud Service Billing Support

4.1 Stream Native Architecture

The new generation of stream native (Pulsar) technology architecture is based
on the interactive data flow mode and adopts a flexible and unified message
processing model. It realizes the message nation of the whole system process
and solves the high I/O brought by the existing file processing method, which
achieves high throughput and low latency CDR processing capability.
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Fig. 6. Stream Native Application Framework Diagram in Billing System

1. Acceleration of Message Processing. We build a distributed stream billing
system based on the new stream native queue component combined with the
stream processing concept. It realizes the full message bearing of the billing pro-
cess and reduces the number of file landings to improve the overall execution effi-
ciency. 2. Consolidation and streamlining of business links. By re-abstracting the
existing billing business process, dividing the functions and merging the links, we
encapsulate the business implementation with a functional and service-oriented
architecture that supports multi-mode business carrying. 3. Visualized process
standard By using the call chain tracking and APM components to track the
link call relationship and performance in units of billing “request packets”. The
standardized and general RPC protocol is used between business components,
which is convenient for upgrades and function expansion. 4. Balanced and hier-
archical resource storage. The system introduces distributed message storage
components to strengthen the utilization of local disk resources. With exist-
ing memory libraries, distributed file storage, and shared storage, they formed
a five-layer storage architecture that decouples high-performance shared stor-
age dependencies and reduces storage expansion costs. 5. Center-level cluster
takeover. The cross-regional replication and synchronization of message data
support the switching between message processing clusters, allowing quick tak-
ing over other centers with billing center-level exceptions. 6. Non-interruption
online business. With the release capability of pulsar components, the billing pro-
cess will not be interrupted to realize the ability of lightweight and fast support
for billing when the version is upgraded. A set of billing logic can realize various
supports for service, batch and real-time processing (Fig. 7). The billing module
of the cloud support system connects to the Pulsar stream to input and output
data streams, and implements functions such as message adaptation, process
engine, service management, and configuration management through the service
control CN node. The business carries modules such as preprocessing, duplicate
checking, pricing, deduction, and auditing. The Pulsar streaming native tech-
nology implements streaming processing, load balancing, and exception retry
for billing. The offline gateway microservice converts the bill file into a mes-
sage and puts it in the Pulsar stream native message queue for business control
acquisition and processing. The business control performs message adaptation
according to the type of the CDR message, and the process execution engine
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Fig. 7. Stream Native Application Implementation Diagram in Billing System

calls different microservices for message processing. After the message process-
ing is completed, the message is put into the Pulsar stream native message queue
for business control calls for further processing. After the billing message is pro-
cessed, the Pulsar stream natively outputs the processed message as a file for
subsequent detailed bill storage and other applications. The ability to support
lightweight and fast billing is realized through the application of the streaming
native architecture in the billing system. A set of billing logic can realize multiple
support modes of service, batch, and real-time processing. At the same time, the
service-oriented business access capability can better support the development
of vertical industries and provides various external service capabilities, including
authority billing, pay-per-view, and differentiated rate billing.

4.2 Security Policy of Data Transmission Based on Stream Native
Billing Capability

In the process of data transmission using pulsar, based on the security needs of
the project itself, it is necessary to encrypt the transmitted data. There are usu-
ally two types of encryption algorithms: symmetric and asymmetric. In symmet-
ric encryption, the same key is used for encryption and decryption; in asymmetric
encryption, two keys are used. Generally, the public key is used for encryption
and the private key is used for decryption. Symmetric encryption and decryp-
tion are relatively fast, while asymmetric encryption and decryption take a long
time and the speed is relatively slow. Because stream native has extremely high
real-time requirements for data processing, asymmetric encryption algorithms



Construction Practice of Cloud Billing Message Based on Stream Native 425

cannot meet the needs in terms of processing efficiency. Symmetric encryption is
used here. The stream native in the EBOSS system includes a large amount of
data information, such as the current user’s order data, the message body itself
is large, and the message length is further expanded after AES encrypts the data.
The encryption takes a long time, which affects the timeliness of message deliv-
ery and increases. It increases the network load pressure of the streaming native
system. To solve this problem, we construct Huffman coding trees to improve
the efficiency of data encryption and decryption. It reduces the stress of data
network transmission. In the traditional Huffman algorithm, data compression
is based on character statistics of the current data to be compressed and then
encoded. However, in combination with stream native application scenarios, if
each stream data is constructed with a separate Huffman coding tree, the cost
of processing massive stream data will be very high, and the transmission effi-
ciency will also be affected. Considering that in our business system, different
single stream data have high similarity and repetition, we use pre-timed to con-
struct a Huffman coding tree based on global stream data and load it into each
stream native application node. The compression method that only encodes and
decodes based on the existing code tree maximizes the data compression ratio
on the premise of ensuring compression performance.

In the future, cloud business support will continue to study system imple-
mentation based on technologies such as artificial intelligence, neural networks,
and blockchain systems, continuously optimizing system capabilities in terms
of intelligence. With blockchain consensuses, such as PBFT [18], Hotstuff [19]
and SSHC [20], different clouds can communicate as nodes in blockchain system
and achieve agreement on the computing results. As one of the most promising
and appealing notions in blockchain technology, the self-enforcing and event-
driven features of smart contracts is also adapted to cloud computing applica-
tion deployment [21]. Some digital rights management [22], cross-chain technol-
ogy [23], and cloud storage [24] could be combined with cloud computing [25]
to realize a better application. At the same time, we will continuously improve
the professionalism and flexibility of cloud business support based on in-depth
support and understanding of cloud business.

5 Conclusion

This paper systematically studied the architecture upgrade and built the cloud
service billing support capability based on stream native technology. The
upgraded cloud service billing capability can meet the multi-scenario billing
needs of the cloud business and realize the intelligent operation support of the
cloud business. The system had been put into production and had achieved
remarkable results, which strongly supported the high-quality development of
cloud business.
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Abstract. Internet of Things (IoT) data from different trust domains is
usually shared to assist in providing more services, where privacy sensitive
information of shared data will be leaked or accessed without authoriza-
tion. The traditional centralized access control method is difficult to adapt
to the current dynamic and distributed large-scale IoT environment, and
there is a risk of the single point of failure. To address these challenges,
we propose a fine-grained access control framework for shared data based
on cross-blockchain technology and Interplanetary File System (IPFS). In
this framework, we firstly introduce a cross-blockchain module to realize
cross-domain data sharing and solve the problem of data isolation between
different data domains in IoT. Then IPFS is used to store the shared data,
avoiding the risk of centralized storage. Combining symmetric encryption
algorithm with ciphertext policy attribute based encryption (CP-ABE)
algorithm, the fine-grained access control of shared data is guaranteed. In
addition, the blockchain is applied to store the decryption key and the stor-
age address of the original data, which records the authorization operation
of access transactions and audits the access behavior of users. Experimen-
tal results show that the proposed scheme can provide higher performance
compared to centralized access control methods.

Keywords: cross-blockchain · IPFS · data sharing · CP-ABE ·
fine-grained access control

1 Introduction

With the development and implementation of 5G, Internet of things (IoT), big
data, artificial intelligence and other technologies, especially with the continuous
increase of IoT device [1], a large amount of data has also been generated, which
needs to be stored, processed and analyzed to create value [2,3]. The traditional
cloud based access control schemes [4] cannot prevent malicious cloud servers
from disclosing users’ data, the privacy of the stored data is damaged [5,6].

At present, the blockchain-based cloud data management schemes [7] that
have been proposed still have problems such as the risk of cloud server central-
ization and the low storage capacity of blockchain network nodes. What is more,
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the data domains of the IoT [8] are not interconnected, which also results in dif-
ferent degrees of data isolation. Cross-blockchain technology [9] is an important
method to realize the data interaction between different blockchains, and can be
used to construct the communication infrastructure between different blockchain
networks composed of IoT devices in different trust domains.

At the same time, secure data sharing has high requirements for the pri-
vacy [10], confidentiality and security [11]. Therefore, fine-grained access control
has become an important means to protect user data privacy and share data
efficiently and securely.

Interplanetary File System (IPFS) [12] is a network transmission protocol
aimed at creating persistent and distributed storage and sharing files. As a dis-
tributed storage solution, IPFS has the characteristics of low cost, high efficiency
and high security. Compared with cloud server, IPFS is a distributed storage solu-
tion, which solves the single point of failure problem caused by cloud storage.

As an open, transparent, tamper proof and traceable emerging decentral-
ized network, blockchain technology is widely used in various fields. Distributed
blockchain network can well solve the defects of centralized access control scheme.
The exit of any accounting node in the blockchain will not affect the stability of
the whole system. The blockchain programmable smart contract [13] can realize
data sharing in the state of encryption, while automatically processing user data
access requests, effectively avoid the disclosure of sensitive information caused
by the openness and transparency of the blockchain.

In this paper, we use the cross-blockchain technology and the IPFS to design
a novel data sharing scheme in the IoT scenario. In this method, IPFS is used to
realize distributed data storage, blockchain is used to realize shared data storage,
cross-blockchain module is introduced to realize cross-domain data sharing. Since
CP-ABE technology [14] can make specific access policies, only the data users
who meet the attributes can access the data successfully, which can flexibly
manage user’s access rights. The main contributions of this paper are as follows:

• This scheme adopts the IPFS to realize the distributed storage of shared data,
avoiding the risk of centralized storage.

• This scheme uses blockchain to realize the on-chain storage of shared data.
The introduced cross-blockchain module can realize cross-blockchain data
sharing, which solves the problem of data isolation between different trust
domains in traditional IoT.

• This scheme uses CP-ABE technology to encrypt the key, which can flexibly
specify the access authority of a single user. Only when the attribute meets
the access policy can the access be successful. It solves the problem of fine-
grained access control of shared data.

The rest of this paper is organized as follows. In Sect. 2, some related work
about the existing data access control methods is presented. The proposed model,
data access process and security analysis are proposed in Sect. 3. To demonstrate
the validity of our method, experiment analysis is presented in Sects. 4. The
application scenario of the proposed scheme is introduced in Sects. 5. Finally,
the conclusion is shown in Sect. 6.
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2 Related Work

In order to achieve data secure sharing and privacy protection [15], a personal
data management system based on blockchain technology [16] was proposed.
This system combines blockchain and non-blockchain storage to construct a
privacy-focused personal data management platform, which can better protect
users’ data privacy [17]. Unfortunately, this scheme still uses a centralized cloud
to store data. In order to solve the confidentiality and privacy protection of data
in the IoT system, a blockchain architecture system for IoT [18] was proposed,
which used Attribute Based Encryption (ABE) technology to achieve data access
control to solve the privacy and confidentiality of data shared in the blockchain
IoT ecosystem. Among them, the data recorded by the sensors of the IoT needed
to be transmitted to the cluster head for centralized processing and encryption,
which still has the risk of centralization.

In addition, in order to solve the problem that traditional access control meth-
ods cannot support the security of private data access control process in the current
IoT, an auditable and attribute-based access control system based on blockchain
[19] was proposed. [20] proposed a privacy-protecting medical data sharing scheme
based on blockchain, which is supplemented by proxy re-encryption and zero-
knowledge proof technology. At the same time, a decentralized access control
mechanism based on blockchain and ABE [21] was proposed. This scheme re-
designs blockchain transaction, token encryption, token initialization and token
update schemes to achieve cross-domain, fine-grained and flexible permission man-
agement.

In [22], a fine-grained access control scheme for attribute revocation in the
blockchain IoT system was proposed. This scheme combines chameleon hash
and ABE technology on the multi-layer blockchain scheme to realize the dynamic
update of attributes. However, the key generation and distribution of this scheme
heavily relies on a centralized authority. [23] proposed an intelligent usage-based
insurance system premium competition scheme with privacy protection based
on cross-chain. This scheme uses cross-chain technology to connect multiple
blockchains to form an open multi-chain premium competition ecosystem. In
order to solve the interconnection of the system and the need of data sharing
among multiple organizations in cross-organizational collaboration, a blockchain-
based access control scheme [24] was proposed. This method uses the consortium
blockchain to establish a trusted environment. Then the Role-Based Access Con-
trol (RBAC) model is deployed in this environment using multi-signature pro-
tocol and smart contract approach.

3 The Proposed Scheme

3.1 System Model

In this section, we describe a data sharing scheme based on IPFS and cross-
blockchain. The system model is shown in Fig. 1. The model includes four enti-
ties: source blockchain, target blockchain, cross-blockchain module, and IPFS.
Among them, the source blockchain contains the data owner, who owns the data
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can be shared. The target blockchain contains the data user, who needs to use
the shared data and can interact with the cross-blockchain module. Besides,
IPFS can generate Content Identifier (CID), which is the storage address of the
original data. In our scheme, assume that IPFS is not trusted, the execution
process of the designed system is as follows:

Fig. 1. The model of cross-blockchain data sharing access control.

• System initialization: The data user sends a registration request to the cross-
blockchain account module. After the cross-clockchain account module verifies
the registration request, it helps the user complete the registration process
and return the registration result. Then, the data owner generates the system
public key PKCP−ABE and system master key MKCP−ABE .

• Data publishing: The data owner encrypts the original data using a sym-
metric key Key to obtain the ciphertext CTdata. The data owner uploads
the ciphertext CTdata to IPFS and receives the unique content identifier CID
corresponding to the data. Then, the data owner encrypts CID and the sym-
metric key Key using the system public key PKCP−ABE in conjunction with
the access policy

CTCID,Key = Enc(PKCP−ABE , Policy, CID,Key) (1)

The ciphertext is associated with the access policy, and can be decrypted
only if the attributes meet the access policy in the ciphertext. Then the data
owner publishes the ciphertext of data CTCID,Key and access control policy
to the source blockchain.

• Data request: The data user on the target blockchain logs in the cross-
blockchain account module, checks the cross-blockchain resource list, and
sends a data request to data user by calling the relevant contract. If the
contract is called successfully and the attribute set of the data user meets the
access policy, then the smart contract will send the ciphertext CTCID,Key

of the CID and symmetric key to the data user, and send the public key
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and attribute set of the data user to the data owner. The data owner uses
the attribute set to generate the attribute private key SKCP−ABE and uses
public key of the data user to encrypt the attribute private key to gener-
ate ciphertext of attribute private key. The data owner sends the cpabe-key
ciphertext to the cross-blockchain account of the data user through the secure
channel. The data user can obtain the ciphertext of attribute private key by
logging into the cross-blockchain account.

• Data acquisition: After obtaining two parts of the ciphertext, the data user
uses his own private key to decrypt the ciphertext of attribute private key and
obtain the attribute private key SKCP−ABE . Among them, the ciphertext
of CID and symmetric key is associated with the access policy formulated
by the data owner. Only when the attributes meet the access policy can the
ciphertext be decrypted. Therefore, if the attributes of the data user meet the
access policy, the attribute private key can be used to decrypt the ciphertext
and then obtain the CID and symmetric key.

(CID,Key) = Dec(CTCID,Key, SKCP−ABE) (2)

Finally, the data user uses CID to find and obtain the ciphertext of original
data CTdata on the IPFS, and then uses the symmetric key to decrypt CTdata

and obtain the original data.

3.2 Data Access Process

In our proposed scheme, the data access process is realised by the following five
algorithms, including Setup(), KeyGen(), Encrypt(), Match() and Decrypt(),
the detailed process is as follows:

Setup() : The input of the initialization algorithm is set as the secure parameter
λ. Firstly, the algorithm randomly selects the bilinear group G0 and the bilinear
map e : G0 × G1 → GT whose generators are g and order p. The whole set of
attributes Ω = {a1, a2, · · · , an} and random elements t1, t2, · · · , tn, tn+1, tn+m ∈
Z∗

p are then generated. The algorithm randomly selects parameters α1, β1 ∈ Z∗
p

to generate the main private key MKCP−ABE = (β1, g
a1) and the main public

key PKCP−ABE = {G0, g, h1 = gβ1 , e(g, g)α1}.

KeyGen() : The key generation algorithm first takes the user’s attribute set
U as input. The algorithm first selects a random number r1 ∈ Z∗

p , figures out
d1 = ga1−r1 , then randomly select rj ∈ Z∗

p for each property in attribute set U ,
figures out dj = gaj−rj and generates the attribute private key SKCP−ABE =
(d1 = ga1−r1 ,∀j ∈ U : dj = gaj−rj ).

Encrypt() : The encryption algorithm is run by the data owner and consists
of the following two sub-algorithms:

• DataEncrypt(). The data owner randomly selects a string from the key space
as the symmetric key Key and figures out CTdata = EncKey(data), which
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indicates that data is encrypted by AES algorithm, and the encryption key
is Key. The data owner uploads the ciphertext to IPFS and records the CID
returned by IPFS.

• KeyEncrypt(). In order to encrypt the Key and CID under the access policy
T , the algorithm first selects a random number s1 ∈ Zp and assigns it as the
root node of tree T , then it assigns a shared secret to each non-leaf node in T
in a recursive way. Given that the value of this node is s1, if this node is an
AND operation and its leaf node is not marked, mark this node and assign
a random value si(1 ≤ si ≤ p − 1) to each of its child nodes. Set the last
child node to st = s1 − ∑t−1

i=1 si mod p. If the node is an OR operation, mark
the node and set the value of all its children to s1. For every leaf node aj,i ∈
T , it calculates cj,i = gtjsi

, where i is the serial number of the attribute in
the tree. The data plaintext that needs to be encrypted is M = (CID,Key),
and then it calculates c∗ = Me(g, g)a1s1 , c1 = gs1 respectively. Finally, it can
output CTCID,Key = (T, c∗, c1,∀aj,i ∈ T ) as ciphertext.

Match() : The smart contract first determines whether the attributes of the
user U meet the access control policy T . If the attributes do not meet the access
control policy, the access fails. Otherwise, result = CTCID,Key, the result is
returned to the user.

Decrypt() : The decryption algorithm is run by the data user and consists of
the following two sub-algorithms:

• KeyDecrypt(). If the user attribute set U does not satisfy T, decryption
fails. Otherwise, a minimum subset of U satisfying T is selected for calcu-
lation

∏
e(cj,i, dj) =

∏
e(gtjsi , grtj−1) = e(g, g)r1s1 , e(c1, d1) · e(g, g)r1s1 =

e(gs1 , ga1), and calculate the plaintext c∗
e(gs1 ,ga1 ) = M = (CID,Key).

• DataDecrypt(). Data user downloads the ciphertext of original data CTdata

from IPFS according to CID and figures out data = DecKey(CTdata), which
indicates that CTdata is decrypted by a symmetric key.

In order to ensure the correctness of the model, our original data is encrypted
and stored on IPFS, and the storage address of the data, namely CID, uniquely
corresponds to the ciphertext of the original data. Therefore, as long as the
user obtains the correct CID, he can accurately search and obtain the required
ciphertext of original data on IPFS. At the same time, in order to achieve the
requirement of fine-grained access control, our access control strategy adopts an
access structure tree composed of many attributes. In the access structure tree,
each leaf node is an attribute set by the data owner, and the attribute value is
the secret value passed to the node by the parent node. Only when the attributes
of the user accurately meet the access structure tree, the ciphertext of CID and
the symmetric key can be obtained and decrypted, and then the ciphertext of
the original data can be decrypted to obtain the original data.
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3.3 Security Analysis

In this section, we will describe the security analysis of our scheme from the
aspects of confidentiality and privacy.

1) Confidentiality. To ensure that no adversary can decrypt the published data,
we use the symmetric encryption algorithm DataEncrypt() and CP-ABE
algorithm to ensure confidentiality. In the model, the data owner first encrypts
the data by a symmetric key and then uploads it to IPFS. The symmetric key
is stored on the blockchain. Even if IPFS is malicious, it cannot obtain the
clear text of the data. The reason is that its attributes cannot match the access
policy, the ciphertext of symmetric key cannot be obtained and decrypted. In
addition, the data owner uses CP-ABE algorithm KeyEncrypt() to encrypt
the symmetric key, and then uploads the ciphertext to the blockchain. Only
data user with attribute private key can decrypt the ciphertext, which makes
the confidentiality of the entire system more complete.

2) Privacy. In order to ensure that the privacy of the data is well satisfied, the
data owner encrypts the data before uploading the data to IPFS, and then
uploads the ciphertext. The key information is stored on the blockchain, and
only the users who meet the access policy can successfully obtain it. Even if
the IPFS can obtain the ciphertext data uploaded by the data owner, it cannot
obtain any useful information. In order to achieve secure access control, the
CP-ABE attribute private key is generated by KeyGen() algorithm. Only
the data owner know it. This part avoids the problem of exposing access
policies and realizes the privacy protection of attributes in the access policy.
In addition, the symmetric key and CID are encrypted by KeyEncrypt()
before being uploaded to the blockchain to ensure their privacy.

4 Experiment Analysis

In terms of experiments, we implemented a prototype to analyze the feasibility
and performance of the scheme. The specific configuration of the experimental
platform and environment are as follows: the operating system is Ubuntu 20.04.2
LTS, the processor is AMD Ryzen 7 5800U with Radeon Graphics, 4GB mem-
ory, and the programming languages are C++ and Solidity. The cross-blockchain
module is mainly implemented through WeCross [25], which enables interoper-
ability between heterogeneous blockchains.

Table 1. Comparison of upload speed between cloud server and IPFS

Size of data (KB) 1000 5000 10000 15000 20000

The upload speed of cloud (M/s) 1.01 0.95 0.99 1.01 1.03

The upload speed of IPFS (M/s) 10.95 37.25 52.51 64.28 70.57



A Fine-Grained Access Control Framework for Data Sharing 435

Table 2. Comparison of download speed between cloud server and IPFS

Size of data (KB) 1000 5000 10000 15000 20000

The download speed of cloud (M/s) 31.26 35.84 26.14 30.56 35.26

The download speed of IPFS (M/s) 10.98 47.54 74.67 97.06 122.75

Firstly, we generated a group of test data on Linux to compare the upload
and download speeds of IPFS and cloud servers. The experiment had five groups
of tests in total. Table 1 and Table 2 show the size of test data, upload speed and
download speed of the two schemes respectively. Each group of test was carried
out 100 experiments on IPFS and cloud server respectively. Finally, we calculated
the average value of the 100 results. The test results are shown in Fig. 2. Since
IPFS uses content-based addresses instead of domain-based addresses and just
needs to simply validate the hash of the content, so it can get faster transfer
speeds than cloud server.

Fig. 2. (a) The comparison of upload speed between cloud and IPFS, and (b) the
comparison of download speed between cloud server and IPFS.

From the experimental results, we can see that the upload speed of data on
IPFS is much faster than that on cloud server. And when the data size is about
1000 KB, the download speed of data on IPFS is slower than that of the cloud
server. But with the data size increasing, the download speed of data on IPFS is
much faster than that of the cloud server. In other words, when the data is very
small, the cloud server may be faster than IPFS download speed, and when the
data is larger, the IPFS download speed is more advantageous. Therefore, the
data transmission speed of IPFS can well meet the needs of users.
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Fig. 3. The gas cost of deploying smart contracts.

In addition, we also test the gas cost of three smart contracts on Remix.
The test results are shown in Fig. 3. The data publishing contract is responsible
for storing data that needs to be published to the blockchain. The function of
the access control policy contract is to determine whether the user’s attributes
meet the policy. The data look-up contract is responsible for retrieving the data
requested by the user.

5 Application Scenario

The application of IoT and the continuous expansion of data scale have put for-
ward higher requirements for the sharing of IoT data. At present, the selection
and combination of hardware modules in the IoT industry are very diverse, and
the supporting capabilities of the blockchain platform are not the same. Once
the hardware deployment is completed, it is difficult to update. What is more, a
single blockchain platform will inevitably encounter bottlenecks when connect-
ing diversified IoT devices. However, the cross-blockchain module of our scheme
supports the cross-blockchain expansion of IoT devices. The blockchain con-
necting multiple IoT devices can be securely integrated to realize cross-platform
linkage of IoT devices. For example, hospitals in different regions use different
underlying blockchain systems to record medical data. For medical data sharing
in different regions, our scheme uses CP-ABE access control strategy, which can
provide effective privacy and security protection for medical data and realize
secure sharing of patient medical data between hospitals in different regions. In
addition, when the IoT devices in one region need to obtain and use the data
of IoT devices in another region, the cross-blockchain data access control func-
tion of this scheme can realize the secure data sharing between IoT devices in
different regions.

6 Conclusion

In this paper, we proposed a data sharing access control model based on IPFS
and cross-blockchain, which realizes the secure sharing of cross-blockchain data
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between users in different data domains. Secondly, we designed an access control
scheme based on CP-ABE, and control the access rights of data users through
the permission of smart contracts. The IPFS-based data storage method reduces
the storage overhead on the blockchain and avoids the risk of centralized stor-
age. Finally, the experiment shows that the scheme can achieve the autonomous
access control of data on the blockchain, and can realize the secure data sharing
between heterogeneous IoT domain.
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Abstract. In today’s world, with the deepening of population aging, chronic dis-
eases have become the main diseases which affecting human health. Diabetes is
a common chronic disease. Its incidence rate is high and rising year by year. For
patientswith diabetes, it is very important to predict the development of the disease
and the possible complications for their follow-up treatment and recovery. How-
ever, the existing prediction of diabetes is mostly limited to the prediction of the
incidence rate of patients, and only uses collaborative filtering or features for pre-
diction, and rarely uses the patient’s condition information to construct sequences
and predict the development of the disease. Our aim is to make a accurate pre-
diction on the development of diabetes patients and the possible complications.
We need to use the historical development information of patients. Therefore, we
propose a sequence based model fusion prediction algorithm, which effectively
fuses the sequence and feature information.We use the high-order Markov Chains
with attention mechanism as the basic learner for learning sequence information,
and we also use XGBoost and CatBoost as the basic learner for learning feature
information. Finally, LightGBM is used as a meta learner to fuse the output of the
base learner. Experiments on the data of diabetes patients show that our method
achieves better results than the original sub learner.

Keywords: Diabetes Patients · Development Prediction · Markov Chains ·
CatBoost · Sequence Prediction · Model Fusion

1 Introduction

Diabetes is a chronic disease with a large number of patients and a high incidence rate. It
is of positive significance in disease control and complication prevention to predict the
disease development and possible complications of diabetes patients. With the develop-
ment of medical informatization, various medical institutions have also accumulated a
large number of patient’s medical electronic data in the process of patient diagnosis and
treatment. Making full use of these data and mining valuable laws from them will help
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doctors adjust treatment plans in time according to the development of patients’ con-
ditions, improve treatment efficiency, and help patients better control their own disease
development and conduct follow-up recovery and treatment more scientifically [1].

In recent years, researchers have made many explorations in the research and pre-
diction of diabetes. Peijie Du used statistical methods to collect the statistical data of
diabetes incidence rate, prevalence and risk factors of community residents over 40 years
old in Zhengzhou, China, and summarized the main factors leading to the disease; Pal
et al. used naive Bayes, decision tree, SVM and other machine learning algorithms to
establish a prediction model for retinopathy, and analyzed its prediction performance
and so on. However, most of the existing diabetes prediction is only used to predict
the incidence rate. They mainly use collaborative filtering or human characteristics to
predict the incidence rate, rather than using the diagnosis and treatment sequence of
diabetes patients to predict the disease development [2].

Sequence prediction is to learn the change rule of user’ behavior or preference from
the user’ behavior sequence, so as to predict the subsequent behavior of the user [3]. In
the prediction of the development of diabetes, namely learning the rule of the change of
the patient’s condition from the historical diagnosis and treatment sequence of diabetes
patients, so as to predict the development degree of the patient’s condition. Sequence
prediction can make good use of rich historical data and mine corresponding rules. In
this paper, the high-order Markov Chains with attention mechanism is used to learn the
sequence information of the disease development of diabetes patients, which helps to
achieve a more accurate prediction of the disease development of diabetes [4].

Model fusion is a method to complete learning tasks by building multiple learners
and combining them. A learner is a model. Different models have their own advantages.
By combiningmultiplemodels, model fusion gives play to the advantages of eachmodel,
and obtains a learnerwith stronger effects. Stacking is a relatively advancedmodel fusion
method. Its idea is to train multiple base learners based on the original data, and then
combine the prediction results of the base learners into a new training set to train a new
learner. The new learner is also called a meta learner, so as to reduce the dependence on
a single learner and improve the performance of the model [5]. In this paper, high-order
Markov Chains with attention mechanism, XGBoost and CatBoost are selected as the
base learners of model fusion, and LightGBM is selected as the meta learner for the
experiment. In feature engineering, XGBoost is used to obtain the highest accuracy,
CatBoost is used to process category features, and LightGBM is used to achieve the
highest accuracy as quickly as possible. From the analysis of the experimental results,
it can be seen that the effect of the fused model is better than any single model.

The content organization structure of this article is as follows:

Section 1: Introduction. First, the status quo of diabetes disease prediction is introduced.
Secondly, the applicability of sequence prediction in diabetes prediction is analyzed,
and the method of model fusion in this paper are introduced. Finally, the main work of
this paper is introduced.
Section 2: Related work. Firstly, the disadvantages of traditional recommendation
algorithms are introduced. Secondly, the advantages of sequence based recommenda-
tion algorithm are introduced. Finally, we introduce the high-order Markov algorithm
combined with the attention mechanism and the model fusion technology.
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Section 3: Our Methods. First, we introduce the high-order Markov algorithm combined
with attention mechanism. Secondly, the basic learner of the feature-based prediction
algorithm for the development of diabetes is introduced. Finally, the specific scheme
design of model fusion is introduced.
Section 4: Experiment and result analysis. The experimental environment is introduced,
and the experimental results are displayed and analyzed.
Section 5: Conclusion and future work. First, the work of this paper is summarized, and
then the future research direction is proposed.

2 Related Work

In recent years, with the rapid development of the Internet and the popularity of mobile
devices, the amount of information that people are exposed to has reached an explosive
level. The recommendation system can help people find the information they need accu-
rately and quickly from the redundant information. The recommendation algorithm is
the core factor that affects the accuracy of the recommendation system. There is a large
amount of historical preference information of users in such a large amount of data.
Although traditional recommendation algorithms, such as content-based recommenda-
tion algorithm and collaborative filtering algorithm, have achieved good results on the
whole, they have the problem of insufficient model expression ability. In particular, it can
only simulate the interaction between users and projects statically, and can only capture
the general preferences of users, and can not make full use of the existing historical
preference information of users. While the sequence based recommendation algorithm
generally considers that the user’s behavior at a certain time is determined by the user’s
historical behavior. It regards the user’s historical behavior or preference as a dynamic
and sequential sequence, and through such serialization, it understands and learns the
user’s historical behavior, so as to predict the user’s subsequent behavior or preference
more accurately [6]. Sequence recommendation algorithms includeMarkov chain based
recommendation algorithm and deep learning based recommendation algorithm. Both of
them make prediction and recommendation based on user historical behavior sequence.

2.1 High Order Markov Chains with Attention Mechanism

Markov chain is a kind of random time series with no aftereffect. It considers that
the sequence state of a random sequence process at a certain time is only related to
the state of the previous time, and not related to the state at an earlier time. It is a
mainstream sequence modeling method. This method is widely used in the research
of population quality of life, disease prediction and prevention, and has good effect.
The factorized Markov Chains (FPMC) model was proposed in 2010 as a method for
sequence prediction by combining matrix decomposition andMarkov Chains by Rendle
et al. The model learns a corresponding transfer matrix for each user, and then uses
maximum likelihood estimation to solve the parameters. However, it has sparsity and
long tail distribution onmany data sets [7]. Fusing similaritymodelswithMarkovChains
(Fossil) model is a high-order Markov Chains model proposed by Ruining He et al. in
2016 [8]. The model smoothly combines similarity based methods with Markov Chains,
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uses similarity based methods to model users’ long-term preferences, and uses high-
order Markov Chains to model users’ short-term preferences, Then, the combination
of long-term and short-term preferences realizes personalized sequence prediction for
sparse data and long tail data sets. The meaning of high-order is to extend the traditional
view that a state at a certain time is only related to the state at the previous time to
the state at the previous multiple times. The number of related states is reflected as
the order. This parameter can be set by yourself. Therefore, we can make full use of
the user’s historical behavior sequence, learn more information through the high-order
Markov Chains, and high-order Markov Chains have stronger practical significance. On
this basis, we think that we should consider that there may be differences in the degree
of influence of the states at the previous times on the current state. Therefore, we add
the attention mechanism to the algorithm, which can help adaptively learn the weight
of the influence of the past states on the current state, so as to achieve stronger practical
significance and more accurate recommendation effect [9].

2.2 Model Fusion

Model fusion is to train multiple learners according to a certain method, that is, to train
multiple models. It has been proved mathematically that with the increase of the number
of individual classifiers, the error rate of the integration will decrease exponentially, and
eventually it will be zero. Model fusion can make different models learn from each other
and achieve the effect of model optimization. Stacking is a relatively advanced model
fusion method, which uses raw data to train multiple base learners, and then combines
the prediction results of the base learners into a new training set to train a new learner.
The new learner is also called a meta learner. The most common stacking structure is
that only one layer of meta learners is stacked on the base learner, and the single-layer
stacking can flexibly select their favorite models on the base learner and themeta learner.
This structure improves the effect of the model at the cost of increasing relatively small
complexity [10].

3 Our Method

In order to predict the development of diabetes patients, the historical diagnosis and
treatment information of patients is very important. We use the high-order Markov
Chainswith attentionmechanism to learn the historical diagnosis and treatment sequence
information of diabetes patients. The characteristics of patients are also essential for the
prediction of disease development. Therefore, we selected several classical machine
learning algorithms to learn the characteristics of patients and then predict the disease
development [11]. Finally, we use model fusion to fuse the above sub models to obtain
the final model.

3.1 High Order Markov Chains with Attention Mechanism

In this paper, the high-order Markov Chains with attention mechanism is selected as one
of the basic learners. The operation steps of the model are shown in Fig. 1.
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Fig. 1. Running steps of the model

First, the high-order Markov Chains with attention mechanism will project the
patient’s historical state of illness category vector into the low-order potential space,
and then the patient’s long-term state of illness information is modeled.

(1)

−→
Q j represents the state of disease at the final time to be predicted in each disease

sequence,
−→
P i represents the patient’s condition at each historical moment before the

final moment. Then, the high-order Markov Chains is used to model the short-term
condition state information of the patient, and the probability that the condition state j
becomes the state of the patient’s next condition under the given condition state sequence
is calculated.

(2)

represents the patient’s short-term state sequence, and each patient
has a global deviation vector ηu1, η

u
2, . . . , η

u
L. The basic idea is that each patient’s previous

state of illness has different weights for the high-order smoothness.
The attention mechanism is realized by calculating the similarity between the histor-

ical state of illness and the target state. The specific method is to calculate the implicit
vector of the historical state of illness category in the learning sequence and the implicit
vector inner product of the state to be predicted, and replace the original vector with the
newly generated implicit vector of the historical state of illness category. Thus, different
weights are assigned to the state of illness at different times in the history of diabetes
patients, It reflects the influence degree of the historical state of illness at different times
on the target state.

−→a i,j = <
−→
P i,

−→
Q j> (3)

(4)
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(5)

(6)

u represents the current patient, j represents the state of the patient at the target time, i
and represents the patient’s state of illness at different historical times, I+

u indicates

the patient’s condition state set,
−→
P i represents the hidden vector of the patient’s state

of illness at the historical time,
−→
Q j represents the hidden vector of the patient’s disease

state at the target time, −→a i,j denotes attention weight, η Represents a global parameter
shared by all patients, ηu represents a personalized weighted scalar for a specific patient,
which is used to control the relative weight of the long-term and short-term patient’s
state of illness.

Finally, the maximum a posteriori probability (MAP) estimation and stochastic gra-
dient descent (SGD) method are used to solve the model parameters, and the algorithm
training and model optimization are carried out to obtain the final model. By calculating
the conditional transition probability of the target disease state, the matching probabil-
ity of the candidate disease state to be recommended is calculated using the softmax
function and the obtained prediction probability to generate the K disease states with
the highest probability as the final prediction result. The final prediction result formula
of the high-order Markov model combined with the attention mechanism is as follows,
β_j is the offset term used to normalize the long-term dynamic component.

(7)

3.2 Feature-Based Basic Learners for Predicting the Development of Diabetes

We use feature engineering technology for feature selection firstly, and then use two
classical machine learning models as the basic learners for predicting the development
of diabetes.

3.2.1 Feature Engineering

Feature engineering is particularly important in machine learning. In this experiment,
the characteristics of diabetes patients have a very important impact on the develop-
ment of diabetes. Through the observation and analysis of the data set, we can obtain
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the personal information of diabetes patients, including basic information, previous his-
tory, family history, personal history, marriage and childbearing history, etc., the basic
information including the patient’s age, height, weight, occupation, etc. For the needs of
the later experiments, we standardized continuous digital features, and coded discrete
classification features using one-hot code [12].

After preliminary screening, we selected 81 dimensions of features. In order to
ensure the effectiveness of features, we use logistic regression and XGBoost to process
features of patients. XGBoost is an integrated learning method. Its corresponding model
is multiple CART trees with dependency. By adding CART trees that can improve
the overall effect, it uses features to split, fit the residuals of the last prediction, and
continuously reduce losses. At the same time, in order to reduce the risk of over fitting,
it limits the number of leaf nodes by adding penalties in the objective function. The
algorithm finally adds the predicted value of each tree together as the final predicted
value [13]. CatBoost is a GBDT framework with fewer parameters and high accuracy
that supports category variables based on symmetric decision tree based learners. It
uses combined category features and can take advantage of the relationship between
features, which greatly enriches feature dimensions and can efficiently and reasonably
handle category features [14].

3.2.2 Learning and Training

By inputting the personal information of patients with diabetes, we can output the prob-
ability corresponding to the development status of diabetes patients in the next stage.
About the objective function, we choose the cross entropy loss function as the objective
function, and the calculation formula is as follows.

L
(
y
∧) = −

∑m

i=1
yilog

(
yi
∧) + (1 − yi)log

(
1 − yi

∧)
(8)

y
∧

is the matching probability of the disease development state of the diabetes patient in
the next stage predicted by the base learner, and m is the number of candidate states.

3.3 Model Fusion

The method framework of this paper is shown in Fig. 2. Our method is a model fusion
algorithm based on stacking, and the method steps are as follows.

• Firstly, preprocess the original data to obtain the characteristics of diabetes patients
and the development sequence of their state of illness.

• Secondly, we choose the high-order Markov Chains with attention mechanism,
XGBoost and CatBoost as the base learners; Among them, the inputs of XGBoost
and CatBoost are the characteristics of diabetes patients, and the inputs of the high-
order Markov Chains with attention mechanism are the state sequence of diabetes
patients. The output result of these basic learners is the matching probability of the
development state of diabetes patients in the next stage.

• Then, we choose LightGBM as the meta learner to obtain the highest accuracy in the
shortest possible model training time; We take the output of the base learner as the
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Fig. 2. Framework diagram of our method

input of the meta learner and learn through the meta learner LightGBM; The output
result of the meta learner is the final matching probability of the development state of
diabetes patients in the next stage.

• Finally, according to the final matching probability, predicting the development status
of the Top-k next stage of diabetes patients.

4 Experiment and Result Analyzing

4.1 Experimental Setting

The data set in this paper comes from the patient visit data of some hospitals in a certain
area. The final experimental data set is obtained by manual labeling, rule screening and
personal information data masking. Our experimental data set includes two types of
tables: diabetes patient information table and diabetes patient diagnosis and treatment
record table. The information table of diabetes patients records the relevant information
of diabetes patients, including the patient’s age, height, weight, occupation, previous
history, family history, personal history, marriage and childbirth history, etc.; The diag-
nosis and treatment record of diabetes patients is the diagnosis and treatment information
of the diabetes patients from admission to discharge. We obtain the historical disease
development sequence of each diabetes patient from the diagnosis and treatment record
table of diabetes patients, and select the influencing factors of disease development from
the information table of diabetes patients as the characteristics of the algorithm.

4.1.1 Classification of Disease State

According to the development stage of diabetes, the patient’s condition was classified.
The state of the disease is mapped into a two bit numeric code. Among them, the first
one represents the major category of diabetes to indicate whether the patient has diabetes
complications and the types of complications. The second one represents the severity of
the disease corresponding to the current major category of diabetes. The specific method
is to normalize each index examined by the patient, convert it into a numerical value,
and then carry out a weighted average. Finally, sixty disease status labels are obtained.
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4.1.2 Generating Disease State Sequence

Based on the diagnosis and treatment record table of diabetes patients and the classifi-
cation results of the disease status, the corresponding codes of the current disease status
of the patients are calculated according to the classification of the disease status and the
current detection indicators of the patients, thus generating the sequence of the patient’s
disease development. Then for sequence s, assuming its total length is n, s [k] is the
prediction target (k ∈ [0, n]) of sequence s [0: k]. Therefore, a sequence with a total
length of n can generate n − 1 pieces of training data. Among all the data, 60% of the
data of diabetes patients were used for training, 20% for validation, and the remaining
20% for testing.

4.2 Results and Analysis

We chose Recall and NDCG (normalized discounted cumulative gain) to evaluate the
effect of the experiment.

Recall is also called recall rate, which means the probability of being predicted as
positive samples in the actual positive samples, so as to find out how many of the actual
positive samples are predicted as positive.

Recall = TP

TP + FN
(9)

TP represents the number of positive samples predicted to be positive, and TP+FN
represents the total number of positive samples actually.

NDCG (normalized cumulative gain) uses the ratio of DCG and IDCG of each
patient as the normalized score, and DCG (Discounted cumulative gain) can evaluate
the recommended list. Its core idea is that when there is a relatively high correlation
result in the lower position of the search result list, punishment should be imposed on
the evaluation score, and the punishment proportion is related to the logarithmic value
of the corresponding result location. Therefore, it takes into account the factor of sorting
order. IDCG is the maximum DCG value under ideal conditions.

DCGp =
∑p

i=1

2reli − 1

log2(i + 1)
(10)

IDCGp =
∑|REL|

i=1

2reli − 1

log2(i + 1)
(11)

nDCGp = DCGp

IDCGp
(12)

In these formulas, i indicates different sorting positions in the recommendation results,
and reli represents the correlation at i, p represents the recommended number of results,
and |REL| indicates the optimal ranking of recommendation results.

In order to evaluate the performance of our method, we conducted experiments on
data.The experimental results are shown in Table 1. It can be seen from the results that
our method is superior to the other base learner in terms of Recall and NDCG, and we
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have achieved better prediction performance. Model fusion combines Markov’s good
at processing sequence data, XGBoost and CatBoost’s use of rich feature information,
makes each sub model give full play to its advantages, uses other sub models to make
up for its shortcomings, and finally achieves better results than a single model [15].
Affected by the relatively detailed classification of disease state, the overall accuracy of
the model is not particularly ideal. However, in general, the model has a high accuracy
in predicting the development of diabetes patients and has good practical significance.

Table 1. Experimental Results Of Our Method And Baseline

Method Top-5 Top-10 Top-20

Recall NDCG Recall NDCG Recall NDCG

XGBoost 0.7529 0.5483 0.8064 0.5681 0.8237 0.5735

CatBoost 0.7697 0.5452 0.8023 0.5729 0.8317 0.5798

High order Marcov Chains with attention
mechanism

0.7876 0.5782 0.8325 0.5977 0.8754 0.6201

Our method 0.8254 0.5949 0.8751 0.6198 0.9192 0.6317

5 Conclusion and Future Work

In this experiment, we quantified the examination indicators of diabetes patients and
obtained the disease degree value of the patients. Then we used the high-order Markov
Chains with attention mechanism to learn the disease development sequence of diabetes
patients, and used XGBoost and CatBoost to learn the influence of the characteristics
of the patient’s personal information on the patient’s disease development. We choose
these three algorithms as the base learners, and we chose LightGBM as the meta learner
for model fusion. We took the output of the base learner as the input of the meta learner
and output the final prediction result through the meta learner. The experimental results
show that compared with using a single model, the model fusion method has obvious
advantages. Moreover, Markov model and model fusion technology are widely used in
the research of population quality of life, disease prediction and prevention, and have
good effects. This experiment proves that Markov model and model fusion technology
also have good effects in using the patient’s disease progression sequence to predict
the patient’s disease progression. In future work, we will try the combination of other
algorithms in model fusion, including changing the number and types of learners, so
as to explore whether we can further enhance the effect of the model and explore the
application of this model fusion in other scenes.
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Abstract. With the rapid development of blockchain technology, smart contracts
(SCs) applied in digital currency transactions have been widely used. However,
SCs often have vulnerability in their code that allow criminals to exploit them
to steal associated digital assets. Benefiting from the development of machine
learning technology and the improvement of hardware performance, one can use
deep learning techniques to analyze code and detect vulnerabilities. This paper
proposes an innovative combination of opcode sequences and abstract syntax trees
for source code parsing. And a method based on the combination of self-attention
mechanism and bidirectional long-short termmemory neural network is proposed
to detect the vulnerability of SCs after word embedding. Experimentation results
show that the two parsing methods can complement each other and effectively
improve the accuracy of vulnerability detection.

Keywords: Blockchain · Smart Contract · Deep Learning · Vulnerability
Detection

1 Introduction

With the development of blockchain (BC), smart contracts (SCs) running on top of a BC
have received significant attention. Since 2009, BC has gone through several significant
innovations with different architectures, consensus protocols, and transaction processes.
For example, instead of single BC systems completing all the steps of financial trans-
actions, new BC systems often perform only one step of a financial transaction, such as
KYC (Know Your Customers), trading, or settlement. As a BC is responsible for only
one step of a financial transaction, the complexity of the involved BC is significantly
reduced. Thus, the overall system can have much better scalability, optimization, and
performance. Passed through the first generation of BC system Bitcoin, the second gen-
eration of BC system Ethereum, and then to the third generation of BC with multi-chain
structure ChainNet [1]. Nowadays, with the emergence of concepts such as the meta-
verse, BC is undergoing innovation, and therewill be amore powerful andwell-regulated
BC system architecture. SC, as an electronic agreement that can execute contract terms
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without mutual trusts, is of great significance in both legal theory and the development
of computer technology.

SC code is stored and run on a BC. Due to the BC characteristics, it is difficult to
change, and the content of BC can be seen by all participants. If the code with vulnerabil-
ity is submitted to the chain, it will be easy to be maliciously exploited. Sometimes it can
even lead to serious losses. The DAO incident, an attack against SC [2], appeared in the
Ethereum, and caused huge economic losses. Attackers used a reentrancy vulnerability
to steal more than 3.6 million ETH, causing losses of up to $70 million. Because of this,
vulnerability detection of SC has become an important research topic.

Some studies have used methods of symbolic execution [3, 4] and fuzzing [8, 9].
However, the efficiency of detection is slow, and it relies too much on expert knowl-
edge. There are also some studies that use machine learning-based methods [10, 12,
13]. Some of them use source code as inputs while others use opcode. There are 145
different opcodes designed in the Ethereum Yellow Book. Each opcode corresponds to
an operation.

This paper proposes a deep-learning-based vulnerability-detection method for SCs.
This approach parses the SC source code into opcode and abstract syntax tree (AST).
And the two vectors are represented respectively, and the neural network model is used
for feature learning. Then, the vectors are fused, and the obtained fusion features are clas-
sified to obtain whether the code has vulnerabilities. In the deep learning method, we use
RNN, GRU, and LSTM (Long Short-Term Memory) to learn the features. Meanwhile,
we add the attention mechanism.

This paper is organized as follows: Sect. 2 introduces relatedwork; in Sect. 3 proposes
a vulnerability detection method based on the combination of self-attention mechanism
and BiLSTM neural network; Sect. 4 discusses experimental results; Sect. 5 finally
concludes this paper.

2 Related Work

The existing research mainly focuses on three general directions, which are symbolic
execution, fuzzing, and machine learning. Symbolic execution can use symbols to ana-
lyze unknown variables, and it can use the information stored on the BC outside the
SC to deduce it as symbols. Slither [3] proposed by Feist, S-gram [4] proposed by Liu,
Manticore [5] proposed byMossberg and Osiris [6] proposed by Torres all use symbolic
execution to detect SC vulnerability. Although symbolic execution can detect vulnera-
bilities in SCs, it may not be able to solve with the constraints of the program are too
complex. At the same time, it cannot get rid of the heavy dependence on the prior knowl-
edge of experts. The time required to detect a SC often ranges from tens to hundreds of
seconds, depending on the complexity of the code.

Fuzzing is another detection method. For example, Torres’s study [7], Sereum [8],
and Jiang’s Contractfuzzer [9]. These dynamic analysis tools can execute the code.
However, with dynamic analysis, analysts need to implement and execute attack patterns
to prevent vulnerabilities in advance, so analysts need to be fully aware of attacks on
SCs. Therefore, these dynamic analysis tools rely heavily on the rule setting, and on the
prior knowledge of experts. At the same time, dynamic analysis takes a long time to
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execute, because the probability of detecting a contract vulnerability can be higher only
if more inputs are executed. Such detection methods often need to run for hundreds of
seconds to detect vulnerabilities.

With the improvement of machine learning technology, SC vulnerability detection
methods based onmachine learning have been proposed. It usesmachine learning to learn
the features of SCs, to classify the code into two cases: vulnerability and no vulnerability.
Ashizawa proposes Eth2Vec [10], a neural network training tool based on the PV-DM
model [11]. There are also some SC analysis tools that cannot automatically extract
features and require human input. For example, the studies of Momeni [12] and Wang
[13] use classical machine learning algorithms for analysis, but they may output wrong
results when the code to be analyzed is rewritten. Qian proposed VulDeeSmartContract
[14], an automatic feature extraction method based on Word2Vec and LSTM [16], but
it can target re-entrancy vulnerability only.

3 Methodology

3.1 Overview

This paper proposes SC vulnerability detection method based on deep learning is mainly
divided into the following contents: First, the SC code is preprocessed into opcode
sequences and abstract syntax tree sequences. Next, the Word2Vec [15] model is used
to process the input into vectors. Then, a method based on the combination of self-
attention mechanism [17] and BiLSTM [16] is used for feature learning, and finally a
fully connected network is used to classify vulnerabilities.

There are many types vulnerabilities of SCs, and this paper mainly analyzes four of
them: integer overflow, integer underflow, timestamp dependency, and reentrancy vul-
nerability. Integer vulnerability is divided into two cases: integer overflow and underflow.
Overflow or underflow occurs if the stored integer is larger or smaller than the maximum
or minimum value of the data type. If an attacker exploits the overflow or underflow,
it may cause problems such as infinite loops or failure of execution conditions [18].
Timestamp dependency vulnerability is the use of timestamp related variables in the SC
[2]. Some malicious miners will set the timestamp within the allowed range to benefit
the SC and even steal the digital asset. The reentrancy is exploited in the DAO incident
[2]. A reentrancy can be achieved if the attacker designs the callback function so that
some function of the contract, such as a money transfer function, is called again.

The opcode sequences generated are generated from source code. Firstly, the SC
source code.sol file should be compiled to generate the opcode file. After that, according
to the division of each contract in the source code, the opcode to each contract is stored
separately. InSCswritten inSolidity, each.sol file can containmultiple contracts. This can
be compared to the structure of multiple classes in a source file in other object-oriented
programming languages. The structure of the SC.sol file is shown in Fig. 1.

Instead of storing all opcodes in a source file together as many existing studies, this
paper chooses to divide according to contracts. This can provide a finer granularity for
code vulnerability detection, and can detect which contract is vulnerable in a source
code file. The SC vulnerability detection method proposed in this paper is based on the
BiLSTM neural network model, that can consider the connections between contexts in
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Fig. 1. The structure of.sol file

the SC. It can detect vulnerabilities with high accuracy in a short time, and combine the
self-attention mechanism to further improve the effect of the model. Figure 2 illustrates
the vulnerability detection algorithm.

Fig. 2. Vulnerability Detection Algorithm

The vulnerability-detection algorithm consists of four steps: Firstly, the source code
of the SC is preprocessed, and the abstract syntax tree sequence and opcode sequence are
generated; Secondly, the word embedding operation is performed on the two sequences
to generate the vectorized representations; Thirdly, the vectorized representation matrix
put into the neural network for feature learning, and obtain vecopc and vecast ; Finally,
binary classification detection was performed. To make full use of the extracted feature
vectors, the algorithm concatenates vecopc and vecast to obtain vecmix. Then the vecmix
is input into the fully connected layer, and the classification result shows whether there
is a vulnerability.

3.2 Smart Contract Preprocessing

SC code is written in Solidity, that contains a lot of redundant content, including com-
ments and identifiers. Therefore, it is not appropriate to use the source code of SCs for
vulnerability detection. This paper uses two different methods to preprocess the SC,
compiling it into opcode and extracting the AST from it.

Since there are many kinds of opcodes in the Ethereum virtual machine, it needs to
be simplified. By analyzing the function and structure of opcodes, this paper finds some
opcodes that can be reduced. The simplification of these opcodes with similar semantics
can reduce the features for vectorization, and reduce the complexity of feature learning.
The opcodes are simplified according to the reduction rules, shown in Table 1.

By analyzing the characteristics of Solidity syntax, this paper designs a rule for struc-
tured traversal of Solidity AST. An AST does not represent every detail that in the code,
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but it preserves important parts of the source code. In Solidity, the structure represented
by AST can be mainly divided into Definition, Expression, Statement and TypeName
structure. For example, the Definition structure mainly includes Event, Function, Struc-
ture and Contract Definition. To better reflect the syntax structure information contained
in Solidity, a rule for structured traversal sequence is formulated. First, each structure in
the AST is represented by the structure type name and the node name, with the structure
name placed first. Then use parentheses to indicate the contents of the subtree, followed
by the struct type name or node name. For the Definition structure, after the closing
parenthesis, there is a definition identifier. In Expression structures, structure name is
used at the end again.

Table 1. Opcode simplification rules

Original opcode Simplified opcode

PUSH1~ PUSH32 PUSH

DUP1~DUP16 DUP

SWAP1~SWAP16 SWAP

LOG0~LOG4 LOG

3.3 Embedding

After processing the SC code into opcode and AST, it is not possible to directly input this
information into a neural network. The input must be in the form of vectors. Therefore,
opcode andASTmust be vectorized. This paper uses word embeddingWord2Vecmodel.
First, all the input will be decomposed to extract all the words and use one-hot encoding,
but the dimensionof one-hot encoding is large, and is not convenient to use.Therefore, the
CBOW(ContinuousBag-of-Words) [15]modelwill be used to learn theword embedding
matrix. In this way, all the words can be mapped to a short vector through the word
embeddingmatrix, and the dimension of the vector can be reduced while the relationship
between the identifiers is preserved. Using this method, all opcodes and AST can be
vectorized.

3.4 Feature Learning

Once the code is processed into aword vector, it can be used for feature learning. This step
uses the LSTM model. There are RNN, GRU, and LSTM in recurrent neural networks.
GRU and LSTM, are both optimized models based on RNN. In terms of performance,
both are able to capture long distance dependencies, unlike RNN, which can only pay
attention to the previous word. And code vulnerabilities are not only related to the
previous word, but may be related to several words in the context. Through analysis, it
can be found that the number of parameters in the GRU is less than that of the LSTM.
When the features to be learned are relatively simple, this difference is not obvious, and
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may even produce gains. But when the features are more complex, such as the features
of the SC vulnerability, this difference will show up. At the same time, some studies
have also found that when the amount of data to be learned is large, the effect of LSTM
is also better than that of GRU, and this is also confirmed by our experimentation. As
the number of parameters of GRU is small, the time cost required for training is also
low. However, in the task of vulnerability detection, the effect of the model is prioritized
over the training cost, so this paper finally chooses to use the LSTM.

LSTM is an improved recurrent neural network. There are gradient vanishing and
gradient explosion problems in ordinary recurrent neural networks, which is also the
reason why ordinary recurrent neural networks cannot deal with the problem of long-
distance dependence. The idea of LSTM is to add a stateC to preserve the long-term state
based on the original recurrent neural network. The hidden layer ht can be calculated by
the following formula.

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Ct = ft × Ct−1 + it × C̃t

ft = σ
(
Wf

[
ht−1, xt

] + bf
)

C̃t = tanh
(
WC

[
ht−1, xt

] + bC
)

it = σ
(
Wi

[
ht−1, xt

] + bi
)

ot = σ
(
Wo

[
ht−1, xt

] + bo
)

ht = ot × tanh(Ct)

(1)

Meanwhile, this method adds the attention mechanism, and chooses the Self-
Attention mechanism. It is a variant of the attention mechanism [17], that can better
find the correlation within the data features and deal with long-distance dependencies.
Through this method, the relationship between the input sequences can be further ana-
lyzed. By adding the self-attention layer, the model can focus on the key words, so that
the effect of the whole model is enhanced. This paper inputs all the output of the BiL-
STM layer into the self-attention mechanism layer, so that the attention mechanism can
fully learn. In the self-attention mechanism, the three parametersW , b and u need to be
trained.W and b parameters are used to obtain ut , and the calculation formula of vec is
as follows.

ut = tanh(W [hLt, hRt] + b) (2)

at = softmax
(
uTt · u) (3)

vec = ∑T
t=1at[hLt, hRt]

4 Experimental Verification

4.1 Evaluation Metrics

As a classification model, the SC vulnerability detection model needs to use certain met-
rics to evaluate its classification effect. The evaluationmetric needs to be able to show the
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effect of the model accurately, and can compare the pros and cons of different models.
There are four types of SCvulnerabilities studied in this paper,which are Integer overflow
(IOF), Integer underflow (IUF), timestamp dependency (TD), and reentrancy (REN).
Detecting each vulnerability is a binary classification. For the binary classification prob-
lem, the evaluation metrics used in this paper are accuracy (ACC), Recall and F1 score
(F1). We calculate the metrics using the following formula: ACC = TP+TN

TP+TN +FP+FN ,

Precision = TP
TP+FP , Recall = TP

TP+FN and F1 = 2 ∗Precision ∗Recall
Precision+Recall .

4.2 Data Sets

According to the method of selecting data sets in existing research, such as the work of
Momeni [12] andWang [13], this paper collects source code, makes labels, and builds its
own data set Contract5000 in the same way. At the same time, the datasets in the study
of Eth2Vec [10] are used for experimentation. The base case statistics of the two datasets
are shown in Table 2. By collecting a large number of SC source code from Etherscan,
the Contract5000 dataset retains 5321 SC codes that are different from each other at the
opcode level by compiling to opcode and removing duplication. Among them, there are
20327 contracts, 8560 contracts have IOF, 3396 contracts have IUF, 452 contracts have
TD, and 96 contracts have REN. We label each of these contracts separately, with the
presence of vulnerabilities marked as 1 and the absence of vulnerabilities marked as 0.
The Eth2Vec dataset contains 5000 SC source code, which contains a total of 17237
contracts. There are 8730 IOF, 3594 IUF, 323 TD, and 58 REN.

Table 2. Dataset statistics

Data Set Source Code Contracts IOF IUF TD REN

Eth2Vec 5000 17237 8730 3594 323 58

Contract5000 5321 20327 8560 3396 452 96

4.3 Training Environment and Parameter Settings

We use Keras and Tensorflow to build the model, and the language we use is Python. The
hardware environment used for all the experiments is CPU: Intel Xeon at 2.50GHz, GPU
at RTX 2080 Ti and 43 GB Memory. In terms of parameter setting, for each dataset, we
use 7:3 to divide the training set and test set, and choose binary cross entropy as the Loss
function. The optimal gradient descent algorithm Adamwas used in all the experiments.
For the learning rate lr, we experimented with multiple values, and to prevent the model
from overfitting, we added a dropout layer and set the parameter dr. We used [5, 10, 20]
for the word vector dimension vop of opcodes, and [50, 80, 100] for the word vector
dimension vast of abstract syntax trees. In the experimental results, we use the following
parameters: lr = 0.001, dr = 0.2, batch = 128, vop = 10, vast = 50.
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4.4 Results and Comparison

In the experiment, we use the Eth2Vec and Contract5000 dataset to train and test the
model. During the training process of Eth2Vec and Contract5000, the changes of Acc,
Loss and F1-score of the training set are shown in Fig. 3 and Fig. 4.

Fig. 3. Eth2Vec training set ACC, Loss, and F1 curves

Fig. 4. Contract5000 training set ACC, Loss, and F1 curves

The final effect in the test set of the two datasets is shown in Table 3. In the exper-
iments, we respectively experiment the effects of RNN, BiGRU, BiLSTM and AttBiL-
STM models on various vulnerabilities in this part, each model will input the opcode
sequence and the abstract syntax tree sequence for learning at the same time, and the
recurrent neural network hidden layer hyperparameter Settings of each model are the
same. In the self-attention mechanism layer, we pass the output sequence of the hid-
den layer of BiLSTM at different moments for learning, so that the self-attention layer
learns the whole sequence. The other parameters of the model remain the same, and the
Eth2Vec dataset is uniformly used for the corresponding experiments. The division of
training and test set is 7:3, and the specific experimental effects are shown in Table 4.

From the data in the table, one can see that when simple RNN is used for vulnerabil-
ity detection, except for the integer overflow vulnerability, the detection performance of
the others of vulnerabilities is relatively poor, and the features of vulnerabilities cannot
be well identified. However, the model using BiGRU and BiLSTM can achieve good
detection effects on the four kinds of vulnerabilities, which also shows that the char-
acteristics of vulnerabilities are indeed context-related. Only by taking full account of
the context, can we achieve more accurate detection of vulnerabilities. When comparing
the effect of BiGRU and BiLSTM, we find that the effect of using BiLSTM model is
slightly higher than that of BiGRU. Although GRU is improved based on LSTM, it has
fewer parameters than LSTM, so it is normal that the actual effect is slightly worse
than LSTM. Considering the time of model training, GRU takes less time than LSTM.
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Table 3. Test set effect of Eth2Vec and Contract5000

Metrics Dataset

Eth2Vec Contract5000

IOF IUF TD REN IOF IUF TD REN

Acc 0.9331 0.9476 0.9233 0.9048 0.9569 0.9688 0.9079 0.8844

Recall 0.9542 0.9365 0.8912 0.8333 0.9626 0.9195 0.8897 0.8621

F1-score 0.9404 0.8913 0.7994 0.7500 0.9495 0.9079 0.7634 0.7143

Table 4. Results for different models

Models Type

IOF IUF TD REN

Recall F1 Recall F1 Recall F1 Recall F1

RNN 0.793 0.762 0.493 0.391 0.320 0.383 0.647 0.386

BiGRU 0.946 0.928 0.912 0.848 0.866 0.740 0.706 0.511

BiLSTM 0.954 0.933 0.921 0.882 0.887 0.785 0.765 0.684

AttBiLSTM 0.954 0.940 0.936 0.891 0.891 0.799 0.833 0.750

Since the problem of this paper is the vulnerability detection of SCs, the final effect of
the model is more important, and the requirement for the time of model training is not
very high. Therefore, the LSTM neural network can better meet the requirements of this
paper.

AttBiLSTM represents the BiLSTM network using self-attention mechanism.
AttBiLSTM is the best one among the four network models in the table. In the IOF
and IUF, the advantage of AttBiLSTM model is not obvious. However, on the REN,
the effect of the network model with the self-attention mechanism has a more promi-
nent performance, which indicates that the self-attention mechanism layer has learned
more information, which improves the performance of the model. Combined with the
whole comparison test, we can see that adding the self-attention mechanism can indeed
improve the classification effect of the model, especially for the REN, that proves that
the method proposed in this paper is effective. To verify the effectiveness of the vulner-
ability detection method proposed in this paper, this paper selects five related works for
comparison, and the comparison results with related works are shown in Table 5.

Through the experimental data, the effect of this paper is better than that of SVM
and Eth2Vec. The method proposed in this paper can effectively detect vulnerabilities.
Within comparison with ABCNN, we find that the method in this paper is superior to
the comparison work in the detection of IOF and IUF, which indicates that under the
condition of sufficient learning, BiLSTM has better ability to extract sequence features
than TextCNN. However, it is slightly inferior to the comparison work on the REN. This
is since the number of positive samples of the REN category in the dataset is small,
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Table 5. Comparison result with related work

Models Type

IOF IUF TD REN

Recall F1 Recall F1 Recall F1 Recall F1

SVM [12] 0.731 0.783 0.392 0.500 0.028 0.053 0.078 0.123

Eth2Vec [10] 0.576 0.701 0.560 0.637 0.170 0.273 0.548 0.615

ABCNN [18] 0.830 0.858 0.903 0.886 0.832 0.870 0.862 0.820

DR-GCN [19] — — — — 0.789 0.749 0.809 0.764

CGE [20] — — — — 0.881 0.878 0.876 0.864

AttBiLSTM 0.954 0.940 0.936 0.891 0.891 0.799 0.833 0.750

and it is difficult to learn the features of the REN, which affects the final effect of the
model. Within comparison with DR-GCN and CGE, since these two works both detect
TD and REN, only the effects of these two vulnerabilities can be compared. The method
in this paper is better than DR-GCN, but it is slightly inferior to CGE. Under the same
conditions, the expert mechanism is used in CGE, which theoretically improves the
effect of the model. In addition, CGE uses the callback point and edge specifically for
the REN, and further optimizes the detection of the REN. However, the work of DR-
GCN and CGE uses graph neural network, which cannot detect long code and needs to
use specific methods to intercept fragments in the code, so it is not more universal than
the method in this paper. Through the comparison of related work, the method proposed
in this paper has a good performance in IOF and IUF, and can also show good results
in TD and REN. In comparison with other methods, the method in this paper also has
certain advantages, which can well complete the task of SC vulnerability detection.

5 Conclusion

To detect Ethereum SC vulnerabilities efficiently, this paper proposes a SC vulnerabil-
ity detection method based on self-attention mechanism and BiLSTM neural network
that integrates multiple code extraction techniques. Experiments show that the SC vul-
nerability detection method proposed in this paper can detect vulnerability with great
coverage and efficiency. While this paper analyzes four kinds of vulnerability, the same
method can be used with a different dataset to detect other kinds of vulnerability.
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Abstract. Since the launch of Ethereum in 2013, the smart contract
has been a momentous part of the blockchain systems due to its charac-
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ual so far, which limits the scalability of the smart contracts. In this
paper, we put forward a new method to generate smart contracts auto-
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tracts. We will describe this method in more detail based on the logistics
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1 Introduction

Blockchain has attracted broad academic attention since its inception. With
decentralized and tamper-proof characteristics, blockchain can establish a dis-
tributed ledger and help solve the trust issue. Cryptography technology is pri-
marily used to ensure data security in a decentralized scenario, including, but
not limited to, encryption, digital signatures, and hash functions. Nowadays
blockchain technology has been widely applied in many scenarios such as finance,
agriculture, the medical industry, logistics, and so on. The focus of research is
often on improving its scalability [1].

In a blockchain system, smart contracts are common. Smart contract was
first proposed in the 1990s. It is essentially a type of computer program that
can be executed automatically when certain conditions are met [2]. Due to this
attribute of smart contracts, they can be observed and executed by multiple
untrusted nodes in a distributed system. The characteristics of blockchain are
quite consistent with those of smart contracts. The smart contracts, combined
with cryptography technology which ensures the difficulty of tampering or inter-
vening in the content and execution of contracts, help to establish a set of guide-
lines for distrustful nodes to follow together.

Smart contracts have been successfully implemented in multiple blockchain
systems such as Ethereum, Hyperledger Fabric, and so on. While making a splash
in the blockchain, smart contracts are also faced with a series of problems, the
most crucial among which is its generation. There are already some Turing com-
plete languages, such as Go and Solidity that can be used for its generation.
However, when it comes to smart contract coding, since the absence of a uni-
fied standard for developing decentralized solutions for business processes, the
development of smart contracts, especially their automatic generation is chal-
lenging [3]. In addition, the tamper resistance of smart contracts brings difficul-
ties to error correction. All these issues limit the scalability of smart contracts
and the overall efficiency of the blockchain system. Therefore, researches on the
automatic generation and security check of smart contracts have drawn more
attention in recent years [4].

To fundamentally solve the aforementioned problem, we still need to start
with the natural language (NL) contract. In this paper, we introduced natural
language processing (NLP) technology to preprocess the original NL contracts
and extract knowledge from them. Based on the result of knowledge extraction,
we can further understand the various state transition processes experienced
during the operation of smart contracts. In addition, the entities involved in the
contract and the relationship between them will also be extracted. Using the
extracted knowledge, we can first construct the smart contract template of the
involved fields. Since the execution of smart contracts is essentially the running
process of a finite state machine, the template will be presented in the form
of a state diagram. Based on this template, the template will be further filled
according to the specific contract content. When the state diagram template
is populated, we can further convert the state diagram into a formal smart
contract code. In [3], Smart contract code is proven to be generated from UML
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state diagrams. In this paper, we use the UML modeling method to model and
populate the smart contract template. Specifically, we first define all possible
states of the contract, use these states to create a state diagram template, and
then supplement the events that may occur in each state, especially those that
may cause state transition, according to the various actions that the subject may
take in each state.

We will take the application of blockchain in the logistics field as an example
to show the process of automatically generating smart contracts according to
our method. In the logistics industry, goods generally pass through the process
of shipment, transportation and unloading inspection. Due to the relative lack
of mandatory supervision, there may be many violations in this process. The
enforceability of smart contracts helps to better monitor both parties and reduces
the occurrence of defaults.

2 Related Work

Automatic code generation is considered an effective method to improve the
degree of automation and the final quality of software development and is widely
used across academia and industry. At present, the technology of automatic code
generation is mainly used in fields such as automatic code completion, and its
purpose is to help programmers write programs.

In this paper, we aim to automatically generate smart contract codes accord-
ing to NL contracts. This is automatic code generation based on function descrip-
tion, which is more challenging. In [5], a computer algorithm named Deepcoder is
proposed, which can be used for automatic code writing. To generate codes, deep
learning was used along with a graphical user interface (GUI). [6] takes advan-
tage of UML and abstract syntax tree(AST) to generate JAVA codes. When it
comes to smart contracts, [7] provides a method based on domain-specific ontolo-
gies and semantic rules to generate templates of smart contracts first, then insert
constraints of the contracts by manipulating an AST. Moreover, [8] introduces
the concept of controlled NL and uses it to rewrite the traditional NL contract,
so that the computer can understand the contract content more accurately. In
addition, this paper also proposes using a state diagram to describe the execution
process of smart contracts. In [9], a code development platform is introduced to
auto-generate and deploy the smart contract, which simplifies the deployment
of a supply chain management (SCM) solution on the blockchain. The creator
(the user who creates a supply chain) only needs to enter personal details and
company or organization details through the user interface, and then submit
product details, including its name and personalized attributes.

3 Main Technologies

3.1 Knowledge Extraction

Knowledge extraction, whose target is to extract knowledge from unstructured
data from different sources and store it in the knowledge map, is an impor-
tant technology to realize the automatic construction of large-scale knowledge



464 P. Ran et al.

Knowledge Extraction

Entity Extraction

Extract subjects and events 
involved in the contract

Relationship Extraction

Extract relationship 
between subjects and 

events

Event Extraction

Extract the trigger 
conditions that drive the 
contract status transfer

Fig. 1. Knowledge extraction classification and its role in processing NL contracts

atlases in NLP. Knowledge extraction mainly includes three sub-tasks: named
entity recognition, relationship extraction, and event extraction. The goals of
the three are to determine the entities in the text, determine the relationship
between entities [10], detect the occurrence of specific types of events, and extract
parameters respectively [11]. At present, there are many methods for knowledge
extraction, especially event extraction. The methods based on are mainly graph
convolutional networks [12], heterogeneous information networks [13], reinforce-
ment learning [14], and so on. There are similar methods for entity and relation-
ship extraction using graph neural networks [15] and heterogeneous information
networks [16].

As shown in Fig. 1, in our method, we mainly use entity extraction and
event extraction to analyze contract participants and events that trigger contract
terms. We also use relationship extraction to analyze the relationship between
multiple entities that may be involved in the contract. After this step, the con-
tract written in NL will be simplified and structured.

Contracts written in NL generally exist in an unstructured form, and contract
terms will be converted into structured data after knowledge extraction. This
has laid the foundation for the establishment and filling of the smart contract
template. With these structured data, it will be easier to analyze the execution
process of smart contracts. For example, the contract specifies the possible breach
of contract and the punishment method. After event extraction, the breach of
contract and the punishment method can be extracted completely. In addition,
unnecessary and redundant words can be deleted, which will make the computer
more accurate in understanding and implementing the contract terms. In addi-
tion, the probability of errors in the process of generating the contract state
diagram and even the code will be reduced accordingly.

3.2 UML Class Diagrams Generation

UML class diagram is a powerful modeling tool. As a result, it is closely related
to object-oriented (OO) programming and can help developers fully understand
relevant modeling for businesses. UML class diagrams show a set of classes, inter-
faces, collaborations, and their relationships. Before modeling with the UML
class diagram, we must specify the business requirements. In the context of
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smart contracts, pre-written NL contracts are essential. We can start with NL
contracts, first describe the requirements in NL, and then define the objects,
classes, and methods involved in the contracts through object-oriented program-
ming. Then we can model the implementation process of smart contracts on this
basis.

Though mapping from user requirements to UML diagrams provides great
convenience, it is difficult to complete the direct conversion from contract
requirements written in NL to UML class diagrams, since almost all NLs con-
tain redundancy, fuzziness, and imprecision. In addition, artificially prepared
contracts may sometimes even have omissions, resulting in more serious conse-
quences. Therefore, this research has always been a hot spot in the academic
circle, especially in the field of NLP [17]. Some methods have been proposed to
solve this difficulty. In [17], an approach which can maps user’s requirements to
UML class diagram based on the MDA is proposed. With the rule-based NLP
approach, the processed text will be mapped into an XMI file first, then the XMI
file will be converted to UML diagram by a CASE tool such as ArgoUMLFur-
ther, [18] proposed a kind of heuristic rule based on NLP. They developed a set
of pre-defined rules to extract OO concepts such as classes, attributes, methods,
and relationships to generate a UML class diagram from the given requirements.
The paper also referred to the reconstruction and normalization of NL text,
whicprovided inspiration for our preprocessing.

There is one thing in common between [17] and [18]. Both of them recon-
struct the NL contract based on certain semantic or grammatical rules and then
construct the classes and objects in the UML class diagram. We do not sub-
scribe to this idea. Instead, we use knowledge extraction to directly structure
the contract content, which saves the trouble of defining semantic rules.

3.3 UML Class Diagrams to Smart Contract

There have been previous studies on knowledge graphs embedding [19]. As men-
tioned earlier, since the smart contract will execute itself after meeting the trigger
conditions, we can regard it as a finite state machine, and the process of executing
a smart contract as a state transition process when a finite state machine runs.
Coincidentally, the UML class diagram is also a powerful tool to describe the
running process of finite state machines. Therefore, it is not difficult to imagine
that transforming UML class diagrams into smart contracts will be an effective
way to automatically generate smart contracts.

In [3], the algorithm for model transformation and generation of executable
smart contracts is outlined. This paper also compares their generated smart
contract with the original contract, and the results are highly similar, which
further illustrates the feasibility of transforming UML class diagram into smart
contract. Besides, the modeling method for smart contract state diagram is not
unique. In addition to UML class diagram, [9] used another modeling language
named State Chart XML (SCXML). Although the modeling languages used are
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Fig. 2. Flow chart of the framework

different, these methods are based on the state diagram to realize the automatic
generation of smart contracts. The method proposed in this paper is also based
on this idea, using the state diagram constructed by UML to generate smart
contracts.

4 Methods

In this section, we will introduce the whole process of automatically generating
smart contracts from natural language contracts under our method. Figure 2
gives a flow chart of the framework.

4.1 Preparation and Preprocessing of NL Contracts

Firstly, we need to Clarify the rights and obligations of all parties involved in the
contract to avoid possible mistakes in natural language contracts. As previously
stated, almost all the NLs have more or less redundancy, fuzziness, and impreci-
sion. Therefore, it is necessary for us to preprocess the natural language contract
after its content is determined. For example, we can observe the following two
contract terms. One term is ’Party B will be fined if it releases false information
and other acts that damage Party A’s reputation’. The other term is ’Party A
shall test the goods (iron ore) and compare them with the specified indicators.
If the iron grade difference is greater than 1.5 and not greater than 2.5, 500
yuan/vehicle will be deducted each time. If the difference is greater than 2.5 and
not greater than 3.5, all the vehicle freight will be deducted’. It is straightforward
that the former term’s description is hard for computers to understand because
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it does not clearly define the so-called “false information” and “damage Party
A’s reputation”. So, this kind of terms are not suitable for smart contract exe-
cution. In contrast, the latter term has a much clearer definition of the default
of substandard goods, which is also much easier for computers to understand.

The above example illustrates the importance of the accurate description of
contract terms to computer understanding of contracts. Therefore, in the process
of preprocessing NL contracts, we need to focus on the regulations that are not
fully and clearly described in the contract and modify or delete them so that the
regulations can be fully understood by the computer.

4.2 Data Structured Representation

After preprocessing the NL contracts, we can further analyze the contract with
the method of knowledge extraction. Specifically, we need to use entity extraction
and relationship extraction to extract the parties involved in the contract (such
as contract participants) and their relationships, and use event extraction to
extract all events that may occur in the process of contract execution.

In practice, according to [10] and [20], we can jointly extract entities and their
relationships. We will introduce a multi-round question and answer mechanism
to “poll” the contract content, so as to obtain the parties involved in the con-
tract and their relationships. Given that the smart contract application scenario
is dominated by blockchain, which is a distributed ledger, the subjects involved
can also be roughly considered as contract participants and their property or
employees. Before multiple rounds of Q&A, we can set the question template
in advance, and then fine-tune this template according to the changes in the
application scenarios. For example, in the scenario of the logistics industry, in
addition to the contract between Party A and Party B, the subjects involved
also involve a series of entities such as the goods transported, the employees
involved in the transportation, and the assets of the entrusting party, and their
relationship networks need to be clarified without any omission. If we change
scenarios, such as car leasing, then the entities we involve include not only the
lessee and the leasing company, but also the information about related vehicles,
the qualifications of the leasing company, the driver’s license of the lessee, etc.
Although the entities involved in the above two scenarios are different, the com-
mon parts can be summarized, such as the rights and obligations of Party A
and Party B, both parties, certain items to be traded, and the qualifications or
characteristics.

Similarly, inspired by [11] and [21] Event extraction can also take the form of
similar multi-round question and answer. The only difference is that it focuses
more on the process of contract execution. It needs to take into account every
event in the contract execution process, and further consider the contract state
transition when an event occurs. Therefore, the accuracy of NL contracts descrip-
tion directly determines the quality of event extraction results. In addition, when
designing the template for multiple rounds of question and answer, we also need
to focus on the state changes during the implementation of the smart contract.
For each state, we need to ask about the possible behavior of the subject in
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Fig. 3. QA for extracting the event in the loading stage of the logistics contract

the state and the state changes that may be caused by it. Finally, the results
of multiple rounds of inquiry are output in a structured form of triple groups of
subject, behavior, and state changes. Figure 3 is an example of some questions
and answers involved in the loading phase of the logistics contract for event
extraction.

As for the generation of dialogue, we learned from the mode in [11], which is
divided into two modules. One is to generate a question and answer based on the
current contract statement, and the other is to generate the predictive answer
based on the existing statement. In different scenarios, Module 1 will generate
a question and answer dialogue template according to the characteristics of the
scenario. Correspondingly, module 2 extracts parameters that may be used as
responses on the basis of existing contract statements to fill in the template.
Specifically, the filling process needs to use the statement embedding vector
obtained in the previous stage to locate the parameters to be selected (such as
the keywords used for answering). We can use the following probability formula
to calculate the probability of the k-th word (Pk) being selected: [11]

Pk =
exp(H ·WEk)

∑N
i=1 exp(H ·WEi)

(1)

In the formula, WE refers to the final representation of the i-th word embedded
in the sentence, H refers to the vector that maps a word vector to a scalar. H
will change due to different scenarios.
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Fig. 4. A template of state diagram

4.3 Construction of Smart Contract State Diagram

With the help of the structured contract information obtained from the previ-
ous knowledge extraction, we have clarified the subject and state information
involved in the smart contract. Next, we will build the state diagram of the smart
contract. We will use a UML class diagram to describe the change of contract
state. Therefore, in the process of UML modeling, the established objects will
also focus on different states of the contract. The involved entity objects can
perform certain activities in each state and cause corresponding state changes.

The construction of a smart contract state diagram based on structured data
is mainly divided into two steps. First, it is necessary to define all the state
changes experienced in the whole process of smart contract execution and the
sequence of states, and then draw the general framework of the UML state dia-
gram. The state graph drawn at this stage only contains the states experienced
by the contract. Different nodes of the graph represent different states, and the
edges point to the order of the surface states. This completes the construction of
the state diagram template. Figure 4 shows a template of a state diagram. The
specific contents need to be further supplemented.

Then we will further fill in the state diagram template according to the
entities involved in the contract and their possible behaviors in each phase.
Specifically, for a certain subject involved in the contract, he may play different
roles in different stages of contract execution and lead the execution of the
contract to different directions. For example, for the goods that need to be
transported in the logistics contract, they are in the state of being unloaded for
transportation in the preparation stage before transportation. Whether they are
delivered on time or not will lead the contract execution into two different states:
“normal delivery, normal contract execution” and “default of the carrier, overdue
delivery”. In the transportation stage, whether the goods are in good condition
during transportation also determines the trend of the contract status. If the
goods are in good condition, the contract will be executed normally. If the goods
are damaged or lost, it will be deemed that the carrier is in breach of contract.
Similarly, in the unloading inspection stage, the quality inspection results of
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the goods will also lead to the bifurcation of the contract status. Therefore, in
the process of filling in the state diagram template, it is necessary to take into
account all entities and their relationships, and consider all possible impacts of
each entity on the contract state trend.

When all the structured data corresponding to the contract related subjects
are filled into the UML state diagram template, the state diagram should cover
the complete process of smart contract execution, including but not limited to
the start state, various intermediate states, and end states. These states will exist
as nodes in the diagram, and they will be directly or indirectly related by directed
edges. Each connected edge corresponds to one or more events that cause state
transitions. When all the structured data corresponding to the contract related
subjects are filled into the UML state diagram template, the state diagram
should cover the complete process of smart contract execution, including but
not limited to the start state, various intermediate states, and end states. These
states will exist as nodes in the diagram, and they will be directly or indirectly
linked by directed edges. Each connected edge corresponds to one or more events
that cause state transitions. It is worth mentioning that the starting state of each
state diagram is unique, but the ending state may not be unique. This indicates
that the execution of the contract may have different trends.

4.4 Transformation from State Diagram to Code

After the UML state diagram describing the smart contract is constructed, we
can further convert it into smart contract code. Since UML class diagrams are
closely related to object-oriented programming, UML class diagrams were used
to generate JAVA code at an early stage [22,23], based on object-oriented meth-
ods. Their ideas are much the same, almost all of them use the state changes
depicted by UML class diagrams to build the hierarchical state, concurrent state,
and historical state of the corresponding code [24].

For smart contracts, the mainstream method is based on Model Driven Archi-
tecture(MDA). The MDA-based approach makes the development of smart con-
tracts more systematic and helps to change the dilemma that there is no unified
approach to smart contract development [25].

In addition, there are tools that can directly translate UML state diagrams
into the Solidity codes. For example, Eclipse has introduced an extension package
called UML to Solidity. It contains a UML profile and a set of Acceleo code
generators to model smart contracts in UML and generate Solidity code. Usable
with the Papyrus UML modeler for Eclipse. In addition, the UML state diagram
here is drawn using Papyrus, which is a UML 2 modeling tool based on the
Eclipse platform and supports the UML 2 standard specified by the Object
Management Group (OMG) and the second-generation Diagram Interchange
(DI2) standard.
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Fig. 5. A general process of logistics transportation

5 Example

In this section, we will give an example of automatic generation of smart con-
tracts for logistics and transportation to explain our method in more detail.
Figure 5 illustrates the general process of logistics and transportation.

In a logistics contract, Party A and Party B are generally the shipper and
carrier respectively. The contract will first include the basic information of both
parties, such as company name, legal representative, address, and then the period
of validity of the contract. Both Party A and Party B are participants, which
can be considered two different objects of the same category. The validity period
of the contract indicates the starting and ending time of the code.

When a logistics contract is formally implemented, it is generally consid-
ered that it can be divided into preparation stage, transportation stage, arrival
inspection stage and freight settlement stage. In addition, a special default sta-
tus should be set to deal with the default of both parties. Each stage can be
considered as a state that the contract needs to pass through.

In the preparation stage, the goods (assumed to be iron ore) have not been
loaded. In this state, goods and trucks are the main players. In addition, the
latest departure time and the destination of goods is also involved, which can
be used as a variable. If the goods are delivered on time, it will enter the next
stage (transportation stage); otherwise, it will be treated as Party B’s breach of
contract and enter the default state.

During the transport stage, the main body involved is typically the goods
being transported. It is the state of the goods during the transportation process
that determines whether they enter the default state. In addition, weather, road
conditions, and road fees need to be considered. These will all exist in the form
of variables.

If the goods are delivered to the place specified by Party A on time, it will
enter the goods inspection stage. At this stage, Party A will first weigh the
received goods (iron ore) to check whether the weight is up to the standard. If
it is up to standard, samples will be taken for testing, focusing on the difference
between the weight of iron ore and the iron grade value and the standard value,
and determine whether freight is deducted according to the difference. If the



472 P. Ran et al.

difference is significantly more than a certain critical value, it will directly enter
the default state. Specific weight standards and iron grade standards will be
uploaded in the form of predefined parameters before the deployment of smart
contracts.

Upon passing the quality inspection, the contract will enter the freight set-
tlement phase. In the settlement status, Party A needs to settle the freight
according to the tonnage of the goods arrived this time and the unit quality
freight agreed by both parties in advance, and then pay the freight to Party B
before the specified payment date. If Party A fails to pay when due, the smart
contract will automatically execute the payment process and transfer the freight
payable by Party A to Party B’s account. The variables to be set at this stage
are mainly freight per ton of goods, payment period of Party A, etc.

The above is the normal state experienced during the execution of the con-
tract, while the abnormal state is the default state mentioned previously. The
abnormal state will be divided into several sub states, each of which corresponds
to the possible breach of contract at a certain stage of contract execution. For
example, in the preparation stage, if the goods are not delivered on time, it will
enter default sub state 1, which will be regarded as inheriting the sub class of
default status, and the other sub states are the same. In each sub class, the
handling methods for violating the corresponding provisions of the contract will
be clearly specified. This will include but not limited to a certain amount of
liquidated damages, fines, and even termination of the contract.

To date, the state refinement of the logistics contract has been completed.
This process will be completed by knowledge extraction based on multiple rounds
of questions and answers. It should be emphasized that data preprocessing before
refining is essential. The entities and variables involved in the contract mentioned
above must be explicitly written into the NL contract after data preprocessing.
According to the structured data extracted from knowledge, we can generate the
state diagram as shown in the figure. After the smart contract state diagram is
determined, we can directly use the Eclipse plug-in to convert it into Solidity
code. So far, the source code of the smart contract has been generated.

6 Conclusion

In this paper, we propose an automatic generation method of smart contracts
based on NLP technology and UML. Based on the knowledge extraction tech-
nology in NLP, we used multi-round dialogue to extract the entity relationship
joint extraction and event extraction of the preprocessed NL contract, used the
obtained structured contract data for UML state diagram modeling, and finally
transformed the UML state diagram into a smart contract.

The method of knowledge extraction can eliminate the relatively complex def-
inition of semantic rules in the process of transformation from natural language
to UML class diagram, and the use of UML, a unified language, to model smart
contract state diagram has a similar effect, without the need to define additional
domain-specific languages for each application scenario. Therefore, we have rea-
son to believe that the automatic generation of smart contracts based on these
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two technologies will further shorten the development cycle of smart contracts.
This will improve the scalability of smart contracts based on existing methods.
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Abstract. As the underlying implementation technology of the current main-
stream digital currency, blockchain can establish a trusted distributed system
without relying on third-party trusted institutions or a privacy-protect system.
The decentralized characteristics of blockchain have broad application scenarios,
such as the Internet of Things, financial technology and other fields. However,
the scalability of the current blockchain is seriously insufficient, such as limited
throughput in performance, small storage capacity, and difficulty in scaling func-
tions. This paper introduces the definition and technical classification of scalabil-
ity, analyzes the current problems of scalability and briefly introduces the current
main-stream expandable technologies such as sharding, on-chain and off-chain
storage, off-chain payment channel and cross-chain technology from two aspects
of performance and function, as well as the principles and ideas of these technolo-
gies. Finally, the research progress of current blockchain extension technology is
summarized, and the problems faced by the current extension scheme are pointed
out, which provides a direction for future research work.

Keywords: Blockchain · Cross-chain · Off-chain · Scalability · Sharding
Introduction

1 Introduction

In 2008, Nakamoto published a technical white paper [1], Bitcoin: “a point-to-point
electronic cash payment system”. The Bitcoin system first proposed and implemented a
decentralized digital payment system that uses blockchain technology as the underlying
support technology and does not rely on trusted third parties in an open network [2]. The
security trust model in Bitcoin system is greatly different from the existing commercial
digital payment system [3]. In a Bitcoin system, trust between users comes from trust in
the entire payment system [4]. The continuous development of blockchain has brought
more possibilities in many areas. However, the development of blockchain technology
is still subject to the trilemma [5]. The throughput of Bitcoin is 7 transactions per second
[6], and Ethereum is 10–20 transactions per second. Scalability has become the biggest
bottleneck for blockchain applications [7], as shown in Fig. 1. Aiming at the problems
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faced by blockchain scalability, this paper introduces the current mainstream scalability
technologies in Sect. 3, analyzes their characteristics and compares them. In Sect. 4, the
technical bottlenecks of these problems are analyzed, and the future research directions
are pointed out.

Fig. 1. ETH block size from 2015 to 2022 in Mb.

2 Correlation Technique

With the development of computer hardware [8–10], networks [11–13], and new algo-
rithms [14–16], large amounts of data [17–19] can be generated in a short period. Data
mining and machine learning [20–22] techniques had been applied in various datasets.
However, the concerns about privacy and security [23–25] become a big challenge.
Blockchain is a promising tool for solving this problem [26–28]. The current mainstream
methods for improving blockchain scalability contains two aspects.

2.1 Sharding Technology

In the blockchain system based on sharding technology, the formation of a committee
for transaction verification and consensus has reduced the storage burden of nodes to a
certain extent and achieved the effect of scalability.

2.2 Payment Channel off Chain

Spilman proposed the micro-payment channel protocol [29], which establishes one-way
channel cumulative transactions for small high-frequency transactions in the blockchain
without the need for blockchain consensus.

3 Research Statue

This chapter will begin to introduce several blockchain extension methods mentioned
above.
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3.1 Scalable Performance

Performance-scalable methods include sharding and off-chain payment channels. The
sharding mechanism was first applied to traditional distributed databases, and Elastico
[30] and Zilliqa innovatively applied this technology to the consensus mechanism of
the blockchain. Several typical sharding methods and offline payment channels will be
introduced below.

Elastico. The core idea of the Elastico sharding protocol is to divide the nodes in the
blockchain network into committees. Each committee has the same number of members.
The disjoint transaction subsets in the blockchain are assigned to the committee and the
PBFT consensus protocol is independently performed internally. Elastico defines an
intra-fragment consensus process as an Epoch, in which the agreement is carried out
in five steps, as shown in Fig. 2. There are several key points in the Elastico protocol.
First, in the authentication and confirmation committee grouping phase, each processor
now locally selects their own identity information group (IP, PK) [31], representing
their IP address and public key, respectively [7]. In order for the network to accept their
identity, each processor must also find a PoW solution (nonce), which must correspond
to their own chosen identity, and everyone in the system can verify the nonce. Using this
method can effectively avoid sybil attack. But this is not enough; to prevent the node
from calculating the nonce value in advance and then submitting it in the current era, the
system also introduces an epoch Randomness variable as a random source for an era.
This random source was published after the last step of the previous era was generated.
The Nonce value calculated by the node needs to meet the following conditions [30].

H (epochRandomness|PK ||IP|nonce) ≤ 2(r−D) (1)

Among them, D is a pre-set workload proof difficulty, r refers to the number of output
bits generated by calculating the hash valueH, and thefinal calculated hash valuewill also
be used as the ID of the node. The last s bits of the node ID will determine the committee
grouping of the node. When assigning the committee, if each member independently
confirms the nodes in the committee through broadcast, the allocated message overhead
O(n2), Elastico establishes a directory committee to determine the committee grouping
results, and broadcasts them to each node, so that the message overhead is controlled at
O(nc), where c is the number of committee nodes. The directory committee consists of
the first c nodes that first calculate the nonce value.

In the consensus phase, the committee group conducts partial consensus through the
PBFT protocol [32]. The final consensus is carried out by the final committee established
by Elastico. The final committee is randomly selected and responsible for broadcasting
the consensus results to the blockchain network nodes and calculating the next random
source to generate new nonce values.

As the first sharding scheme, Elastico provides many guiding ideas for the next
research. In terms of scalability, the Elastico scheme greatly improves the blockchain
throughput, which is almost linear growth. However, Elastico also has some defects. For
example, the PBFT protocol used by the consensus within the committee has too many
communication rounds. It is a protocol with extremely high communication complexity,
so the protocol delay is as high as 100 s. At the same time every time after an era of
redistribution committee also brought a lot of time consumption.
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Fig. 2. Elastico workflow.

OmniLedger. OmniLedger [33] was proposed by Philipp et al. The OmniLedger proto-
col improves the sharding tendency of the Elastico protocol and the lack of cross-shard
transaction guarantees,while increasing transaction throughput. First, the Elastico shard-
ing mechanism has a nonce value calculation to determine the grouping. Even if the ran-
dom source is announced after the end of an era, it still cannot avoid the aggregation of
malicious nodes. OmniLedger determines the location of the slice based on the randomly
generated rndn, and rndn uses the unbiased random number generation scheme Rand-
Hound, which avoids the centralization problem caused by third-party participation, and
also solves the tendency sharding problem caused by calculating the nonce value, as
shown in Fig. 3. RandHound requires a Leader to generate unbiased random numbers,
which is determined by the VRF-based leader election algorithm. In the consensus algo-
rithm [34], OmniLedger and Elastico protocol use the same PBFT consensus algorithm.
Not the same with Elastico, OmniLedger divides the fragment into a sub-chain, and then
uses the PBFT consensus on the fragment sub-chain. OmniLedger named this consensus
algorithm ByzCoinX.

Fig. 3. OmniLeder sharding structure.

In dealing with cross-shard transactions, OmniLedger is completed by the user
(client). If it is necessary to transfer the unspent transaction output (UTXO) of different
fragments to other fragments, the input fragments (ISs) only need to provide proof, and
the user locks these fragments. If all the input fragments provide proof, the user will
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send the proof to the output fragments (OSs). As long as one of the fragments rejects
the transaction, unlock all the fragments and return these unspent transaction outputs.
OmniLedger’s cross-slice transaction processing method does not require communica-
tion between slices. The disadvantage is that users may be lazy in some application
scenarios, resulting in the infeasibility of cross-slice transactions, as shown in Fig. 4.

Fig. 4. Cross-chain transaction progress of OmniLedger.

For small transactions in slices, OmniLedger adopts the ‘trust-but-verify’ authen-
tication mechanism. When small transactions accumulate to a certain amount, a small
number of nodes perform the first verification, and then the other part of the node per-
forms the second verification. The two-layer verification ensures that malicious behavior
can be detected in a timely manner, and users can choose to perform only one verifi-
cation. The verification method of cumulative confirmation improves the transaction
throughput to a certain extent. Table 1. Compares Elastico with OmniLedger from three
different aspects.

Table 1. Compare between Elastico and OmniLedger.

Approach Sharding method Consensus protocol Efficiency

Elastico Pow solution PBFT Depend on
PBFT and
duration of an
epoch

OmniLedger RandHound ByzCoinX Depend on ByzCoinx

Off-Chain Payment Network. The payment channel network deals with high-
frequency small transactions through off-chain processing, which indirectly improves
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the transaction throughput of the blockchain system [34]. Among them, the blockchain
plays the role of an arbitration platform. In the process of channel payment, if the two
parties disagree on the status of the channel, the perpetrator can be punished by triggering
a penalty transaction (the penalty transaction will be confirmed on the blockchain). The
payment network under the chainmainly includes two protocols, payment channel proto-
col and cross channel payment protocol [35]. The payment channel protocol implements
off-chain payment, which does not need to wait for confirmation from the blockchain.
The cross-channel payment protocol is used to implement transactions between channels
[36].

A typical implementation is the lighting network [37], which consists of two proto-
cols: RSMC (Recoverable Sequence Maturity Contract) and HTLC (Hashed Timelock
Contract). In the Lightning network system, RSMC implements a two-way payment
function for both parties in the channel [38], that is, either party participating in the
channel can send a transaction to the other party through the payment channel with-
out the transaction being linked and confirm it immediately [39]. HTLC implements
the function of cross-channel payment, that is, any two indirectly connected nodes can
transfer money through a payment channel connecting them. RMSC uses the timelock
mechanism to make it take longer for one party to retrieve the assets in the channel than
the other party, and introduces a penalty mechanism to suppress the possible malicious
behavior of any party in the channel, as shown in Fig. 5.

Fig. 5. Payment path of lighting network.

3.2 Function-Expandable

At present, blockchain also has shortcomings in function scalability. At present, there
is a lack of credible data exchange mechanism between different blockchain systems,
which makes it impossible to share information between different blockchain systems,
so as to realize more complex commercial applications. This paper introduces several
mainstream cross-chain technologies.

Notary Model. Notary Schemes is a cross-chain technology that is easy to maintain
and scale. It mainly realizes data collection, transaction confirmation and verification by
electing notaries between blockchains. The main representative program is Ripple [40].
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Sidechain Technology. In 2014, BlockStream proposed sidechain technology [41] to
solve the scalability problem of Bitcoin system. It is a blockchain system independent of
themain chain, using bidirectional anchoring technology tomake the side chain attached
to the main chain. The bidirectional anchoring performs the internal exchange of assets
between the main chain and the side chain at a preset rate. The side chain technology
uses the managed mode or the SPV mode to act as the connecting party of the main
chain and the side chain. The managed mode is divided into two types: single managed
and alliance managed.

3.3 Other Storage Solutions

The literature [42] proposes a blockchain light node verification protocol FlyClient. To
reduce the number of blocks downloaded by light-node clients during a validation trans-
action, FlyClient uses a probabilistic validation mechanism to download the blockhead
validation chain for log(n) (n is the number of blocks). If the blockchain is validated as
a valid chain, the light-node client only needs to store one block information to verify
that the blockchain has the transactions it looks for.

The literature [43] proposes a lightweight node ESPV. Because the request for new
blocks in the blockchain system is large and the request for old blocks is small, ESPV
adopts a fully redundant storage strategy to store new blocks. The new block is updated
using the sliding windowmechanism [44].When a new block is generated, the last block
in the window is deleted and the new block is added to the window.

The literature [45] proposes a layered edge cloud blockchain structure LayerChain.
LayerChain stores blockchain data from IIoT (Industry Internet of things) [46] devices
in a three-tier architecture of cloud blockchain layer [47], edge blockchain layer, and
IIoT device layer [48].

4 Summarized and Prospected

This section will point out the challenges faced by these methods and provide some
possible directions for future research work.

4.1 Challenges for Scalable Programs

Efficiency. Under the chain payment network, the side chain technology performs trans-
action processing and data storage outside the blockchain. When data exchange with the
blockchain is needed, the efficiency is not high [49].

Security. The Elastico sharding protocol uses the method of calculating the nonce value
to confirm the committee grouping in the formation committee stage, so it is very likely
that malicious nodes will gather [50]. Light nodes still rely on transaction data provided
by all nodes when conducting transaction verification, which may also cause security
problems.
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4.2 Future Research Direction

Research on Efficient Data Query Model. In the side chain technology, the data shar-
ing between the side chain and the main chain will cause a relatively large burden on the
system. The transactions submission in the payment channel under the chain also needs
to transmit data with the block chain. Therefore, the next step can be to study efficient
data query mode.

Research on Secure Data Protection Mechanism. In the current blockchain technol-
ogy research, security is still a very important direction. For example, in the Elastico
sharding protocol, how the formation of the committee avoids the aggregation of mali-
cious nodes. Therefore, the next step is to study secure data protection mechanisms
[51].

5 Conclusion

This paper introduced some current technologies to improve the scalability of blockchain
from twoaspects: performance and function.These technologies havedifferent emphases
on scalability, security and decentralization. Finally, the challenges faced by the cur-
rent blockchain scalability technology were analyzed, and the future direction was
prospected.
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Abstract. Smart cities bring new ideas to solve the social, economic,
and environmental problems existing in traditional cities. However, the
services of smart cities suffer from centralized data storage and untrust-
worthiness. As a decentralized distributed database, blockchain provides
distributed and trusted infrastructure technology for the construction of
smart cities. In this survey, we conduct a brief survey of the literature
on blockchain applications in smart cities. We review the application of
blockchain in smart cities from the four main application scenarios of
energy, transportation, medical care, and manufacturing. Then, we dis-
cuss the realization of blockchain-based smart cities from the perspectives
of privacy and storage. We believe this survey provides new ideas for the
development of smart cities.

Keywords: Blockchain · Smart City · Smart Contract · Distributed
Storage

1 Introduction

With the continuous increase of urban population, the medical level, convenient
transportation, education level and living environment have been dramatically
improved in cities. A large number of citizens are mitigating to bigger-sized cities
for seeking a better living. However, a large growth of urban population also has
brought many issues, for example, the limited energy resource, traffic congestion,
air pollution, lack of medical resource, and manufacturing shortage. Construct-
ing a digital transformation towards smart city, i.e., integrating Information
Technology (IT)-based solutions with city infrastructure, is an alternative solu-
tion to solving some known city issues. The goal of the smart city is to build
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Table 1. Summary of the application of blockchain in specific fields

Ref.s Fields Description

[6] Smart grid Blockchain-based data protection model;
strengthening the defense of smart grid against
external network attacks

[7] Medical Hybrid storage model; improving the scalability of
blockchain for the medical field

[8] Transportation Blockchain-based Internet of Vehicles trust system;
realizing transportation detection management

[9] Supply sys Ethereum-based supply chain system; ensuring the
security and traceability of the information

a sustainable city through new technologies. New technologies (e.g., blockchain
[1,2]) provide technical supports for the construction of smart cities. This survey
focuses on new adoptions of blockchain in smart city.

Blockchain [3–5] is known as a distributed data ledger that jointly maintains
system tamper-proof, immutability, and traceability in a decentralized and trust-
less manner. Blockchain-based smart cities can solve some existing city issues.
For example, decentralization and trustless mechanisms secure the execution of
distributed environments without a trusted third party; immutability ensures
security of data transmissions; traceability is conducive to the realization of
the full life cycle management of block storage data; the deployment of smart
contracts, moreover, realizes automated executions of transactions and expand
applications in various fields in smart city.

Many prior researches have explored blockchain applications from various
dimensions, for instance, as shown in Table 1. However, investigations targeting
at blockchain adoptions in smart city are rare. To make up for the application gap
in this field, this survey mainly synthesizes blockchain-based smart city solutions
from perspectives of transportation, medical, energy [10], and manufacturing. In
addition, we further discuss major factors of blockchain-based smart city in order
to provide a fundamental view of the blockchain adoptions in smart city.

The rest of this survey is organized in the following order. Section 2, 3, 4,
5 elaborate on the four main application scenarios of blockchain-based smart
cities, namely medical, transportation, energy and manufacturing, respectively.
The discussions of the smart city are presented in Sect. 6. Finally, we concluded
the work in Sect. 7.

2 Blockchain-Based Smart Energy

Energy is a crucial foundation for urban economic development. The traditional
centralized energy system is no longer appropriate for the current situation,
and the energy system is gradually evolving from centralized to dispersed [11].
Blockchain includes attributes like anonymity, decentralization, and traceability
that can be utilized to change the way the energy system operates.
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The smart grid [12] is a new grid infrastructure that supports the two-way
delivery of energy and information. A smart grid must effectively manage the
data related to distributed energy. To ensure the secure sharing of distributed
energy data, a safe and auditable data exchange system [13] for smart grids based
on blockchain was proposed, which establishes a framework for data exchange
that includes fine-grained access control, computation of sensitive data, and data
traceability. Furthermore, to ensure the security of private information, an out-
of-chain smart contract based on the trusted execution environment is designed
in this scheme.

The smart grid is vulnerable to cyberattacks because network communication
technology based on TCP/IP and Ethernet protocols exposes it to the public
network. To strengthen the smart grid’s defenses against outside cyberattacks, a
distributed data protection model [6] based on blockchain was presented. In this
model, smart meters are used as nodes in the blockchain to capture and store
power data to ensure data security. Aiming at the security problems of smart
grids in an open environment, Bera et al. [14] proposed a blockchain-based access
control for the smart grid, which provides anonymity and non-traceability.

The decentralization of blockchain is consistent with distributed energy trad-
ing. There are many designs that combine blockchain and energy trading [15–18].
To ensure privacy in smart grid energy transactions, Gai et al. [15] presented
a consortium blockchain-based energy trading system. To defend against link-
ing attacks and malicious data mining algorithm attacks, this scheme protects
private data such as energy trading trends by building an account mapping
mechanism on the smart contract.

In addition, some scholars have been interested in the efficiency of the energy
trading process. Ali et al. [16] proposed an adaptive network model for P2P
energy trading. In this model, the smart contract is used to create and man-
age prosumer groups, which improves the scalability of the prosumer grouping
mechanism and eventually improves the overall system performance. For dis-
tributed energy, the use of P2P energy trading can reduce energy consumption
costs. Khalid et al. [17] designed a hybrid P2P energy trading model based on
blockchain. This scheme makes use of three smart contracts to realize a com-
plex energy trading market. Among them, the master smart contract manages
all energy trading operations, the P2P smart contract is used to control the
relevant information between producers and consumers. The prosumer-to-grid
(P2G) smart contract is used to manage the data related to the main power
grid. AlSkaif et al. [18] constructed a full P2P energy trading model based on
blockchain for residential energy systems with different distributed energy types.
In this scheme, two new trading strategies are proposed, one is the matching
strategy of supply and demand, and the other is the matching strategy based
on distance. In the supply and demand matching strategy, the transaction coef-
ficients are calculated according to the power demand and excess power. In
the distance-based matching strategy, P2P trading between nearby participants
is encouraged to reduce the loss of long-distance transmission, thus improving
energy efficiency.
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3 Blockchain-Based Smart Medical

In current city life, medical data is basically stored and managed by each hospital
separately. However, the centralized storage of medical data will cause certain
security problems. As a distributed ledger, blockchain provides distributed and
secure medical data storage.

Blockchain provides an efficient and low-latency method for data storage.
For example, Gaetani et al. [19] use blockchain to ensure data integrity. They
design a database based on blockchain to solve the low throughput and high
latency in the original cloud computing environment. However, the medical data
of patients are stored separately in each hospital, resulting in the fragmentation
of the medical data storage of patients, which brings inconvenience for patients
to seek medical treatment across hospitals.

To build a full life cycle of medical data storage management for patients, Yue
et al. [20] proposed a Healthcare Data Gateway based on blockchain, which guar-
antees patients to control their private information. The complete data storage
framework was built through the blockchain, which built a lifelong traceable and
tamper-proof data record for patients. Since all data in a single blockchain system
has been stored. However, the data storage capacity of the current blockchain
is limited. To improve the scalability of blockchain, Sun et al. [7] proposed a
hybrid storage mode based on blockchain pluses IPFS. Therefore, in the face of
massive medical data, the hybrid storage model can safely and irreversibly store
medical data in blockchain and IPFS without violating the concept of blockchain
distributed and trusted storage, which satisfies big data storage requirements to
a certain extent.

In addition, there is a problem with privacy disclosure in the process of
sharing medical data. To realize the safe and reliable sharing of medical data
under the premise of ensuring user privacy, Kumar et al. [21] proposed a patient-
centered framework and a data access control mechanism for PHRs stored in
semi-trusted servers. This scheme uses ABE technology to encrypt the PHR files
of each patient. However, the ABE system needs additional computing overhead
to perform attribute revocation and encrypt the data again. To reduce costs,
Gu et al. [22] proposed a more effective ABS scheme using monotone predicates,
but it cannot solve the problems caused by access control modifications. In this
regard, Guo et al. [23] introduced a signature scheme with multiple permissions
to ensure the effectiveness of medical data in the blockchain.

In the smart medical system, blockchain can effectively solve the problems of
data isolation. In addition, it can tamper with the current medical data storage,
and relieve the pressure on data storage caused by massive medical data.

4 Blockchain-Based Smart Transportation

In this section, several of the newly developed blockchain applications that
relate to the transportation industry will be thoroughly discussed. Transporta-
tion serves as both the urban development’s infrastructure and the heartbeat of
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the city. Promoting the establishment of smart cities requires the development
of smart transportation. Smart transportation scenario refers to the industry
developed by using cutting-edge technologies (e.g., blockchain etc.) combined
with the traditional transportation industry.

Traditional transportation system has two main problems. First, the level of
intelligence and digitalization of traditional transportation infrastructure is low,
and the capability of controlling information is weak. Second, some data-centric
transportation applications, such as vehicular ad-hoc networks (VANETs), suffer
from the lack of a fixed infrastructure and dynamic information communication.
Blockchain can assist in building a distributed, secure and trustworthy smart
transportation system. Applying blockchain technology to the transportation
industry can achieve borderless connectivity and flat sharing of transportation
system data.

Currently, many related research [8,24,25] are applying blockchain technol-
ogy to various aspects of transportation. In the aspect of big data manage-
ment. To solve the serious road safety problem caused by the easy modification
of car odometer data, Preikschat et al. [24] proposes a blockchain-based dis-
tributed database. This distributed database enables data sharing of odometers
and ensures that data is protected from tampering. This scheme enhances the
public transparency of odometer data to a certain extent.

In the aspect of transport detection management, Yang et al. [8] give an
implementation of an IoV trust management system using blockchain. The
scheme focuses on verifying the received information by the Bayesian model
and calculating the trust offset value of the received information. It realizes the
combination of data and blockchain. Additionally, Liu et al. [25] assert that
blockchain technology might be used to plan the charging and discharging of
electric vehicles. In this scheme, electric vehicles firstly place charging and dis-
charging orders to the public blockchain trading platform of the smart grid.
Then, matching orders are processed and authenticated by peer nodes within
the blockchain network. Finally, both organizations save the confirmed requests
in a distributed manner. All the above researches prove that blockchain provide
some technical support to ITS, thus improving the distributed capability as well
as the security of the system.

Some related research has shown that blockchain can help build vehicular
VANETs and manage vehicle communications. Conventional VANETs suffer
from the lack of fixed infrastructure and dynamic information communication.
It has been demonstrated that dynamic VANETs can be safely managed using
software-defined VANETs [26]. Following that, it is incorporated with blockchain
technology to offer distributed control over the entire network. Moreover, To
improve the interactive security of electric vehicles in VANETs, data coins and
energy coins stimulated by blockchain can be defined as a new type of cryptocur-
rency and can be applied to the vehicles [27]. This literature focuses on workload
proofs using data contribution frequencies and energy contribution amounts to
achieve distributed consensus among vehicles. In addition, a significant problem
that needs to be resolved is how to store and transmit data securely in VANETs



490 S. Wang et al.

environment. It has been demonstrated [28] that the issue of safe data storage
on VANETs can be resolved by implementing a distributed transaction storage
method based on a blockchain.

Further, to address the consistency and non-tamperability of transmit-
ted data, Zhang [29] proposed a data sharing and storage system based on
blockchain. The system allows having digital signatures in a self-organizing on-
board network. Roadside units (RSU) can also execute smart contracts to define
the parameters of data exchange and store replica sensor data in a distributed
method.

All the above applications prove that blockchain technology can bring certain
technical support to the transportation field, thus making transportation under
smart cities more efficient and safer.

5 Blockchain-Based Smart Manufacturing

Smart manufacturing achieves production optimization and improves production
efficiency by utilizing new-generation information technologies, including but not
limited to the Industrial Internet of Things (IIoT) and automation [30,31]. How-
ever, smart manufacturing is currently facing challenges such as security, inter-
operability, privacy protection, and traceability [32,33]. As a decentralized and
trustless distributed data ledger, blockchain provides new ideas for solving the
problems existing in smart manufacturing. Next, the applications of blockchain
in IIoT and supply chain management are discussed below.

IIoT is an application of the IoT in industry and one of the core technologies
of smart manufacturing. However, the traditional IIoT has problems of high cost,
high communication overhead, low security, and high latency. The distributed
storage of blockchain can effectively solve the problems of a single point of failure
in centralized IIoT and improve its robustness of it [34].

A variety of solutions have been proposed by researchers in response to
the problems existing in IIoT. Huo et al. [35] proposed a trusted identifier co-
governance architecture with the fusion of blockchain and Handle technology.
The architecture is divided into three levels. In the second level, blockchain
is introduced to provide efficient and stable identity resolution services. The
proposed solution not only further improves the performance of identity resolu-
tion services, but also ensures data security and reliability. Although blockchain
can make IIoT securer, there are still shortcomings in communication efficiency.
Wang et al. [36] attempted to replace the Merkle tree in the blockchain with
incremental aggregator subvector commitment, which realizes the aggregation
proof of multiple data blocks. It effectively solves the problem of low commu-
nication efficiency caused by verifying data. In addition, the combination of
blockchain and other technologies (e.g., cryptography, machine learning, artifi-
cial intelligence) can better ensure the security of IIoT. Tan et al. [37] proposed
an IIoT key data protection scheme based on blockchain, where the private
key is split and encrypted through the Shamir secret sharing algorithm. They
also publish it on the blockchain. Besides, Mansour [38] proposed an Intrusion
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Detection System for IIoT, which not only improves the accuracy of intrusion
detection, but also uses blockchain to achieve secure data transmission. The
above applications show that the deep integration of blockchain and IIoT can
solve the problems of insecure data transmission, low communication efficiency,
which improves the security and stability of the IIoT equipment.

Supply chain is an important part of smart manufacturing and is mov-
ing towards digitization. However, it faces challenges and problems in informa-
tion sharing, data security, traceability and enterprise interconnection [9,39].
Blockchain provides new ideas for optimizing the management of smart manu-
facturing supply chain.

Many studies focus on blockchain-based solutions to the supply chain. For
example, Wu and Zhang [40] investigated the problem of supply chain trust man-
agement. They proposed a framework for trust management utilizing blockchain
to make the interactions among supply chain entities more reliable. The improved
EigenTrust algorithm used in it optimizes the trust management model. Specifi-
cally, the malicious nodes are identified by calculating the trust value of the node.
Thus, the influence of malicious nodes, who may give a negative evaluation, can
be reduced.

To achieve supply chain transparency and traceability, Xu et al. [9] put
forward a supply chain management system based on Ethereum. The combi-
nation of traditional database technology and blockchain enables producers,
managers, and customers to obtain the required information according to their
needs, and ensures the correctness and credibility of the information. In addi-
tion, Weaterkamp et al. [41] designed a supply chain system with traceability
utilizing smart contracts. In contract, the ingredients of products are defined as
recipes. Every ingredient is a token, which represents a batch of real goods. The
token is unique and unforgeable. When products are manufactured, the input
tokens are consumed and new tokens are created. It is more convenient to trace
the conversion process of products.

The above applications show that blockchain effectively solves problems in
the supply chain. It makes the smart manufacturing supply chain more secure,
reliable and transparent and improves its efficiency.

6 Discussions

While blockchain brings convenience to smart cities, we also hope to protect
citizens’ data security and privacy. However, there are some privacy leakage
issues with the blockchain. For example, users participating in the construction of
the blockchain cannot guarantee complete anonymity, resulting in the disclosure
of user identity data. This is because the blockchain is open and transparent,
and all network participants can see all the information stored on the blockchain.
Although the blockchain maps network participants to pseudonymous addresses
in order to ensure anonymity. However, attackers can use the combination of
public information stored in the blockchain and external information to track
the actions of users, so as to obtain the real identity of the user, resulting in the
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disclosure of user privacy. Therefore, it is crucial to study the anonymity of the
blockchain to ensure the privacy of users.

In addition, the scalable storage of smart blockchains is a prerequisite for
future urban applications. In smart cities, various data collection devices will
generate a large amount of data, which requires blockchain technology to process.
However, each node in the traditional blockchain contains complete transaction
information, which cannot store all transaction information due to the limited
storage space of the blockchain. Therefore, it is impossible to directly apply the
blockchain to smart cities. We need to study the scalability of the blockchain
to meet the application needs of massive data in smart cities. In addition, we
can use decentralized storage methods in the blockchain system to increase its
storage, thereby providing the possibility for a wide range of applications in
smart cities.

7 Conclusion

This survey explored the application of blockchain technology in smart cities.
First, we discussed in detail the relevant applications of blockchain technology in
smart cities from the perspectives of medical, transportation, energy and man-
ufacturing. Further, we also discussed the privacy and scalability of blockchain-
based applications in smart cities. To sum up, the application of blockchain to
smart cities improve people’s quality of life. Moreover, we also believe that this
survey provides new ideas for the development of smart cities.
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Abstract. This paper introduces an early content propagation popu-
larity prediction model based on graph neural network and variational
inference topic dependent dynamic variational autoencoder model (CD-
VAE). CD-VAE captures the dynamics in the content propagation pro-
cess, aggregates the topological information in the information diffusion
process using GraphSAGE, approaches the uncertainty in terms of time
and node from the perspective of probability by introducing two varia-
tional autoencoders, considers the changes in semantic characteristics in
the process by integrating natural language processing methods into the
model, and therefore significantly improves its prediction performance.

Keywords: Graph Attention Network · Attention Mechanism ·
Topic-dependent · Variational Autoencoder · Artificial Neural Network

1 Introduction

With the growing prevalence of mobile devices, online social networks have
become one of the most important service of the Internet [1]. A large number of
famous social APP, such as Twitter, Facebook and Youtube, have appeared all
over the world. This study is conducted on the Weibo, a famous microblogging
network in China.

In Weibo network, users are connected by directed following relationships
and the information can diffuse through users’ reposting behavior from their fol-
lowees. When users retweet or post information, the platform pushes the infor-
mation to his/her fans, which will accelerate its diffusion.

Models that predict the popularity of content can be roughly divided into
three categories. Over the past few years, feature-based methods are used to

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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predict popularity, which emphasize devising effective festures and adopt classi-
cal machine-learning models [2–5], such as Naive Bayes, Support Vector Machine
(SVM) and Multi-Layer Perceptron (MLP), for prediction. However, those meth-
ods rely heavily on the devised features. Then, generative models based on
Hawkes process [6,7] or Possion process [8,9] are used in predictive model Gen-
erative models are used to model the intensity of the information diffusion. How-
ever, those models assume that later retweeting is only affected by the previous
publishing or retweeting, which is not satisfied in real diffusion process. Recently,
deep learning models are developed to predic diffusion process [10–12]. In a deep
learning model, a diffusion process is embedd into a vector, which can be used
to predict user behavior or diffusion. However, the existing deep learning models
only rely on time-series information, while other features such as user preference,
text content and user relationship are not extracted.

In summary, the difficulties of information diffusion models include: (1) Insuf-
ficient use of structure, time, and text features, ignoring joint modeling at the
text-structure-temporal level; (2) There is little information, and the uncertainty
of users and time levels is large, making early prediction difficult; (3) The pre-
diction model has poor migration and generalization ability.

Our work can be concluded as follows: a deep generative model-Topic-
dependent Dynamic Variation-al Autoencoder (CD-VAE) is proposed to achieve
early content propagation popularity prediction. Specifically, the model learns
structural features using an inductive graph neural network GraphSAGE, uses
Transformer network that is based on attention mechanism to learn time series
information. Finally, CD-VAE uses two variational autoencoders to model the
node-level and temporal-level uncertainty to achieve propagation prediction.

2 Preliminaries

2.1 Problem Definition

The popularity prediction discussed in this paper is defined in Definition.

Definition. Information Popularity Prediction. For information Ci, the
observation time window is [t0, T ], and the prediction time window is (T, T + τ).
The diffusion process can be expressed as Gi = G(E, V ), in which eij ∈ E
means user uj retweet the information from ui. Based on the diffusion process
Gi, text content of the tweet and the time information in the observation window,
the target is to predict the popularity increase size ΔPi in the prediction time
window.

2.2 Topic-Wise Propagation Scale

Consider the conditions of time delay, time, user historical activity, edge histor-
ical contact, published text, and forwarded generated text, the content cascade
is divided into different scale intervals to obtain the distribution Y. The user’s
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historical activity is expressed by the number of contents published and for-
warded by users in history, while the historical contact degree is measured by
the number of contents forwarded between two users in history, that is, the fre-
quency of side occurrence. They are divided into different intervals according
to the frequency to get their distribution. In this section, published texts and
forwarded generated texts are divided into 10 categories, namely sports, finance
and economics, real estate, home furnishing, education, science and technology,
fashion, politics, games and entertainment, and their distribution is obtained.
According to different X, the obtained joint distribution is as shown in Fig. 1:

Fig. 1. Joint distribution of propagation scale of different topics

3 Model

3.1 Popularity Prediction Model

Framework. CD-VAE tackles the challenges of existing prediction models by
considering the following characterstics of information diffusion on social net-
works.

• Topic dependence of user behavior. User social relationship and User Gen-
erated Content (UGC) are factors that influencing information diffusion and
are topic dependent.

• Structure dependence. When the retweeting structure changes, some users’
retweeting behavior of the information will be changed.

• Realtime dependence: The retweeting sequence is composed of a time
sequence. In addition, information retweeting will decay over time. Informa-
tion has a greater popularity scale during the day than at night, which can
cause the time series to be unstable.
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These three characteristics make our problem more complicated, and our
model is to deal with the difficulties above.

We propose an end-to-end neural network framework to deal with these three
characteristics. The popu-larity prediction model is mainly composed of 5 parts
as is shown in Fig. 2:

Fig. 2. CD-VAE model framework

• Structure embedding: CD-VAE mainly focuses on the structure patterns in
the content propagation process and the potential relationships in the net-
work. Specifically, the model uses an inductive graph neural network method
GraphSAGE to embed nodes to learn the network structure.

• Time embedding: CD-VAE adopts Transformer network based on attention
mechanism to embed time series information in the propagation process.

• Uncertainty embedding: CD-VAE uses the Variable Autoencoder (VAE) to
model the node level and time level uncertainties in the content propagation
process.

• Text embedding: CD-VAE uses natural language processing methods to rep-
resent non node attributes in text, and uses GraphSAGE to embed an undi-
rected acyclic graph with attributes to obtain text representation.

• Prediction: CD-VAE combines Transformer, variational inference, and text
embedding to get the final representation, and inputs it into the MLP for
classification and regression prediction tasks.
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Diffusion Dynamic Graph. For a piece of information Ci, the first step is
to jointly model the user, content, time, and structure characteristics in the
observation time window into the diffusion dynamic graph Gi. The N retweet-
ing sequences in the observation time window are represented as N subgraphs
Gi = {gi(t0), gi(t1), · · · , gi(tN−1)}. The sequence set from t0 to tN−1describes
the time characteristics. gi(tj) = (V tj

i , E
tj
i ,D

tj
i , F

tj
i ) contains the set of nodes

and edges, that is, describes the structural characteristics. User characteris-
tics are described by attribute D

tj
i , and content characteristics are described

by attribute F
tj
i . The user’s behavioral characteristics and social characteris-

tics are a process that depends on long-term formation, so we assume that
the user’s characteristics remain unchanged during the observation period.
Social characteristics are presented in the form of edge attributes, so there is
D

tj
i = Si = {si(0), si(1), · · · , si(Ke − 1)}. User behavior characteristics and

content characteristics belong to the node level, next we combine content char-
acteristics and user behavior characteristics to node attributes.

Compared with the traditional method, we take retweeting generated
text by each user as its text feature to form the user text content set
Texti = {texti(0), texti(1), · · · , texti(Kv −1)}, where texti(k) represents a word
sequence. Then we use the text embedding method to embed the user text con-
tent. We use the self-attention content embedding model (SACE) shown in Fig. 3
to learn text representation.

Fig. 3. SACE text embedding model

Spatio-Tempooral Dependence. We model and represent information diffu-
sion dynamics in a structure-time mode. In order to obtain structural informa-
tion, we need to use graph embedding technology to learn the representation of
diffusion dynamic graph Gi. User B retweeting information of user A appears
to be a one-way process, and direction needs to be considered. Therefore, g is a
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directed acyclic graph with node attributes and edge attributes, and it is diffi-
cult to embed it effectively. Therefore, g is a directed acyclic graph with node
attributes and edge attributes, and it is difficult to embed it effectively. We use
graph attention network to achieve this, as shown in Fig. 4. The GAT action pro-
cess is divided into 3 steps: 1) Segmentation: divide the graph into 4 subgraphs
according to direction, node and edge; 2) Aggregation: Use the attention mech-
anism to learn features for the graphs where the nodes and edges are located; 3)
Combination: aggregate the sub-graphs representations.

Fig. 4. Improved graph attention network: uses three layers of segmentation, aggrega-
tion, and combination to learn directed acyclic graphs with node attributes and edge
at-tributes.

Prediction. The result of representation is a tensor containing three dimen-
sions: node, time, and feature. We sum them to eliminate the node and time
scale, as shown in formula (1).

Yi =
tN−1∑

t=t0

Kv−1∑

k=0

x′′(t, k) (1)

Yi is the final representation of information Ci through the proposed model,
then we connect it to a multilayer perceptron (MLP) for prediction tasks.

ΔPi = f(Ci(User, Content, Structure, T ime)) = MLP (Yi) (2)

Our goal is to obtain the popularity increment ΔPi within the predicted
time τ according to the user, content, structure, and time characteristics of the
information Ci within the observation time T. The loss function is defined as
formula (3):

loss =
1
c

j∑

i

(log ΔPi − log ΔPi)2 + μLreg (3)

Among them, c is the quantity of information, (ΔPi) represents the predicted
increment of information Ci, and (ΔPi) represents the true increment. Lreg
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represents the L2 regularization term, which is to prevent overfitting during
training, and µ is a hyperparameter.

4 Experiments

4.1 Dataset

We used Weibo, China’s largest Weibo platform to obtain real-world data. Specif-
ically, we tested CD-VAE on the dataset in the 2021 Artificial Intelligence Chal-
lenge contest hosted by People’s Daily Online. These Weibo data are sampled.
The posts with less than 10 retweets are filtered and we get a total of 18000 posts
finally. For contrast, we also tested our model on the dataset that DeepHawkes
used to compare the performance of CD-VAE and DeepHawkes. Figure 5 shows
the relationship between the number of posts and the popularity of posts.

Fig. 5. Blog post popularity distribution relationship

User behavior characteristics and social characteristics will change over a
relatively long period. Therefore, we consider user characteristics to remain
unchanged in the short-term, we use the data to extract user-related priors
characteristics.

Node and edge information of the dataset are listed in Table 1.

Table 1. Dataset statistics

Dataset 2021 Contest DeepHawkes

Content count 18000 119313

Avg. nodes 63.51 142.24

Avg. edges 63.67 143.90
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4.2 Baselines

In this part, we mainly refer to some of relevant models in the 3 types of informa-
tion popularity prediction mentioned in the Introduction as the baseline model:
Feature-deep: A method based on feature design.
TopoLSTM:A method based on diffusion model [13].
DeepHawkes: A method based on generative models [14].
CasCN: A model based on deep learning [15].
NPP: A model based on deep learning [16].
CasFlow: A model based on deep learning and generative process [17].

4.3 Experimental Result

For popularity prediction, we define the information popularity prediction prob-
lem as a regression problem, and use MSLE for evaluation.

MSLE =
1
c

c∑

i=0

(log ΔPi − log ΔPi)2 (4)

Among them, c is the amount of information, ΔPi and ΔPi are the predicted
popularity increment and true popularity increment. The smaller the MSLE, the
better the effect.

We compare CD-VAE with the baseline models, and the results are shown
in Table 2.

Table 2. Model performance result

2021 Contest Data DeepHawkes Data

Model Acc MSLE Acc MSLE

Feature-deep 52.03% 2.36 57.58% 3.58

DeepHawkes 64.84% 1.74 65.67% 2.67

CasCN 65.57% 1.72 66.27% 2.58

NPP 67.19% 1.62 66.52% 2.55

CasFlow 65.98% 1.64 65.12% 2.39

CD-VAE 74.02% 1.39 69.42% 2.23

From Table 2, we can see that Feature-deep model requires manual design
of structure, time, content, and user characteristics, which is inefficient, and
its performance is not as good as other methods. As described in Sect. 2, the
method based on feature design relies heavily on feature selection and design.
CD-VAE also uses structure, content, time, and user characteristics to achieve
better results.
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Although DeepHawkes method introduces a deep learning method on the
basis of Hawkes, the focus is still on the learning of temporal characteristics.
CasCN fully obtains temporal and structural information, but it does not con-
sider the characteristics of users and content. In addition, CasCN learns net-
work characteristics through the GCN layer. In contrast, our CD-VAE performs
local graph learning during structural dependence modeling, which has bet-
ter results. It can also handle directed acyclic graphs with attributes (nodes,
edges). NPP fully mixes user, content, time characteristics, and establishes the
relationship between content and user characteristics, showing better results.
But in the process of information diffusion, the network topology changes with
time, and NPP does not consider the structure-dependent information. From the
above experimental results, we conclude that CD-VAE comprehensively consid-
ers user, content, structure, and time information, models user topic dependence
and spatiotemporal dependence, and shows excellent performance on the Weibo
datasets.

5 Conclusion and Future Work

We propose a topic-dependent dynamic variational autoencoder model (CD-
VAE) to predict information popularity. CD-VAE is a model based on deep
learning and Bayesian learning. It considers the characteristics of early propaga-
tion of Weibo content, and learns structural information via GraphSAGE, learns
time information using Transformer, and deploys two variation autoencoders to
learn the uncertainty of users and time in the content propagation process. The
text information of users is embedded as node attributes using NLP methods,
and text features are learned in a graph-dependent way. We use Weibo data
to conduct experiments to predict the information popularity. The results show
that CD-VAE has better results, and existing deep learning methods on different
datasets.

Acknowledgement. This work was supported by the Open Funding Projects of the
State Key Laboratory of Communication Content Cognition (No. 20K05 and No.
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Abstract. Artificial neural network has achieved great success in many
fields. Considering the unique advantages of naturally generated net-
works, we combine the geometric complex network model with the exist-
ing neural network model to build a neural network with geometric space
structure characteristics. We proposes a GeoNet neural network model
based on a random geometric network structure and finds that the neu-
ral network with a natural structure has good classification performance,
and the classification accuracy is higher than the widely used neural net-
work structure.

Keywords: Complex Network · Geometric Network Model · Network
Generation · Residual Structure · Artificial Neural Network

1 Introduction

Artificial neural network (ANN) has achieved great success in machine learning
such as image recognition, object detection, computer vision, natural language
processing, and so on, which drives deep learning to become a very popular
research topic. As an important hyperparameter, the structure of a network is
a significantly vital factor promoting the development of the neural network.
Currently, ANNs have evolved from simple chain-like models to structures with
multiple wiring paths such as ResNets [1], DenseNets [2], etc. In deep learn-
ing, how computational networks are wired is crucial for building intelligent
machines.

A large number of studies show that the naturally formed network structure
has many advantages such as high information transmission efficiency [3,4], high
economy [3,5], and good robustness [6]. Therefore, we have reason to doubt the
superiority of the traditional structure: whether the naturally formed network
structure has more advantages than the current artificially designed structure.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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In this paper, the network structure with natural characteristics is combined
with the neural network, and the naturally formed complex network is applied to
the structural design of the neural network. By comparing the artificial residual
model with the real network structure, this paper believes that the structural
features of efficient training naturally exist in the natural network. In this paper,
stochastic geometric networks are used to describe the topological connection of
artificial neural networks, so that the neural networks have the key characteristics
of natural networks, such as small-world effect, powerlaw degree distribution,
and high aggregation. According to the existing neural network technology, this
paper proposes a GeoNet neural network model based on a random geometric
network structure and finds that the neural network with a natural structure has
good classification performance, and the classification accuracy is higher than
the widely used neural network structure.

2 Related Work

In 2006, the concept of deep learning accelerated the research of neural networks,
in which convolutional neural networks are widely used. In 2012, AlexNet [7] con-
volutional neural network won the championship in the ImageNet image recog-
nition competition. The network uses a Rectified Linear Unit (ReLU) instead of
the traditional sigmoid activation, which alleviates the problem of gradient dis-
appearance in the backpropagation of the neural network, and uses dropout tech-
nology to prevent the neural network from overfitting. Subsequently, the vision
group of Oxford University proposed the VGG network [8] in 2014, which uses
3 × 3 The small-size convolution kernel replaces the large-size convolution kernel
and improves the network representation ability by cascading. The research also
explores the relationship between the depth of the convolution neural network
and its performance, showing that the depth of the neural network is a key
factor in the network performance. Because of VGG’s excellent feature extrac-
tion ability, the VGG network has been widely used in image processing tasks
such as style migration. In the same year, Google proposed GoogLeNet [9–11],
which uses the multibranch Inception structure to increase the adaptability of
the network to multi-scale features. In 2015, He Kaiming and others proposed
ResNet [?], aiming to alleviate the problem of gradient disappearance of network
backpropagation training, so that networks can be stacked to a deeper depth.
Although the residual structure of ResNet reduces the training difficulty of the
network, there is evidence that the design will result in only a small number
of residual blocks learning useful information, and this problem is described as
dividing feature reuse [12]. To alleviate this problem, WideResNet [13] studied
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the impact of increasing the residual block width on the performance of the
residual network. This study shows that increasing the number of convolution
cores is beneficial to the performance of the residual neural network. Pyramid-
Net [14] studied the scale change of network width and depth on this basis and
achieved a good balance between them. DenseNet model [2] uses a dense con-
nection structure to enable all layers in the network to accept the features of all
previous convolution layers. This structure can effectively alleviate the problem
of gradient disappearance and promote feature reuse.

The performance of the convolutional neural network is improved with the
growth of model size. Generally, better network performance can be obtained
by increasing the depth and expansion width. However, the high computa-
tional complexity, memory consumption, and delay limit the practical appli-
cation of deep networks. MobileNet [15] uses depth separable convolution to
reduce the redundant parameters of traditional 3D convolution and the compu-
tation required for convolution. At the same time, the network uses the RELU6
activation function to maintain the robustness of the network under low float-
ing point numerical accuracy. MobileNet’s low computational complexity and
low latency make it suitable for mobile device deployment scenarios. In 2018,
Google proposed MobileNet V2 [16], which uses expansion convolution compres-
sion reverse residuals and Linear Bottlenecks to retain feature information as
much as possible. Recently, Google proposed MobileNet V3 [17]. By introducing
lightweight attention [18] and the h-swish activation function, the network has
significantly improved its performance in classification, semantic segmentation,
and target detection tasks. In addition to manually designing the neural network
structure, the neural network architecture search [19–23] (Neural Architecture
Search, NAS) uses deep learning to automatically screen the neural network
structure, which is also widely used in the current neural network design.

3 Geometric Neural Network Model

Real networks are usually characterized by high concentration and small-
worldness. Among them, the high aggregation is reflected in the triangular con-
nection relationship in the network, which forms the same connection form as the
shortcut connection of the residual network. At the macro scale, the small-world
feature of the network makes the path length between network nodes shorter,
which is conducive to slowing down the gradient attenuation phenomenon of
neural network training. Figure 1 shows the structural similarity between the
residual network and the real network. The real network naturally has struc-
tural characteristics that are easy to train.
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Fig. 1. Schematic diagram of residual network and real network. (a) Resnet network
structure; (b) Real network structure. In the figure, red lines are used to identify a group
of triangular connections in the network. The triangle connection in the real network
has the same connection form as the shortcut structure in the residual network. (Color
figure online)

3.1 Network Connection Structure and Function

Connection Structure of the Network. The generation network of the
S1 model has the characteristics of scale-freeness, high aggregation and small-
worldness, and the network nodes have the characteristics of spatial distribution.
Its model features are highly consistent with the structural features of the brain
neural network [24,25], so this paper uses S1 model to simulate the real network
structure, and the connection relationship of the neural network is generated
according to the following model. The n nodes of the network are uniformly
distributed in the ring with a radius of R = n

2π . Each node in the network has a
parameter κ which follows that κ∼cκ(−γ). The connection probability between
two nodes follows that

p(x) = p(κ, κ′, d) =
1

1 + d
μκκ′

β
(1)

x =
d

μκκ′ (2)

where μ = 1
2I〈κ〉 ; I =

∫
p(x)dx; 〈κ〉 represents node variable κ Expectation

of distribution. The expectations for generating node degrees in the network
are k̄(κ) = κ. β(>1) is the parameter that controls the network aggregation
coefficient.

Function of Nodes and Edges. In this paper, network edge connection
describes the data flow in the network, and the edge connection transfers the
output characteristics of the node to its neighbors. The edge connection direc-
tion reflects the direction of data transmission; The network node realizes the
feature processing function of data, specifically including three stages of feature
aggregation, feature transformation and feature distribution [26].
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3.2 Network Nodes Model

Based on the neural network technologies such as batch normalization [27],
deeply separable convolution [28], inverse residual structure [16] and channel
attention mechanism [18], this paper considers the following node feature trans-
formation model, as depicted in Fig. 2.

Fig. 2. Characteristic transformation of nodes.

The feature transformation of nodes includes three convolution layers. Aggre-
gation characteristics of nodes are used in the first convolution layer. 1× 1 con-
volution is used for improving the number of channels of the feature. The second
convolution layer is 3× 3 depth convolution, which is used to extract the spa-
tial features of the image and reduce the number of parameters of the model.
The third layer is a 1× 1 convolution for restoring the channel dimension of the
original feature. After the first convolution layer, this paper uses a lightweight
channel attention mechanism to weigh the importance of different channels to
improve the network performance. The first 1× 1 convolution layer and depth
convolution adopt batch normalization and nonlinear activation to improve the
training speed of the network and the nonlinearity of feature transformation; In
the node model, the last 1× 1 convolution layer is used to realize linear weighting
between characteristic channels [29].

3.3 Geometric Neural Network Architecture

According to the connection structure and node model of the neural network,
this paper constructs the image classification convolution neural network GeoNet
model with the network structure shown in Table 1.

GeoNet model is mainly divided into three parts. The first part consists of
two 3 × 3 Convolution layer conv1 and conv2, which is used to extract low-level
features of images. The second part is composed of random geometric networks
conv3 and conv4. In order to realize feature reuse in neural networks, this paper
uses two 32-node random geometric networks stacked to replace a single 64-node
random geometric network. For the input nodes of conv3 and conv4, the stripe
of the depth convolution is set to 2 to reduce the size of the feature. Finally,
the GeoNet uses 1280 dimensional 1 × 1 convolution layer conv5 to realize the
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Table 1. GeoNet network architecture.

Stage Output Layer Output Channel

input 32× 32 - 3

conv1 32× 32 3× 3 conv 36

conv2 32× 32 3× 3 conv 36

conv3 16× 16 geonet, n= 32 expansion ratio = 4 72

conv4 8× 8 geonet, n= 32 expansion ratio = 3 144

conv5 8× 8 1× 1 conv 1280

gp 1× 1 global pooling 1280

fc fully connected layer #classes

linear combination of feature channels and uses global pooling to form the global
features of the image. The logit vector of global features that distinguishes the
category is output through the full connection layer. In order to reduce the risk
of overfitting, the dropout layer [30] with a probability of 0.5 is used to regularize
the network after the full connection layer.

4 Performance Evaluation

4.1 Experimental Data Set

The experiments in this paper use the public CIFAR-10 and CIFAR-100 datasets.
Because of their rich categories and appropriate image size, CIFAR-10 and
CIFAR-100 datasets are suitable for model verification under complex connec-
tion structures.

4.2 Model Training

For image classification, this paper uses the cross-entropy loss function and the
Minibatch Gradient Descent method for training. The initial learning rate is set
to η = B

256ηbase, where B is batch size set to 64; basic learning rate is set as
ηbase = 0.1. The momentum parameter is set to 0.9.

This paper adopts the half cycle cosine attenuation adjustment strategy [31]
and the linear warm-up strategy [32] to gradually adjust the learning rate in the
training process. For the linear warm-up strategy, the learning rate is linearly
adjusted from 0 to the initial learning rate in the first five epochs.

In this paper, label smoothing [10,33], regularization and data enhancement
techniques are used to avoid the overfitting problem of the network. In which,
the label smoothing parameter is set to 0.1. The regularization method of weight
attenuation is used for the training of weight parameters in the network, and the
weight attenuation parameter is set to 5e–5. In this paper, data enhancement
techniques such as whitening, random translation (the translation distance is less
than or equal to 4 pixels), and horizontal random flipping are used to process
the training image and serve as the input of the neural network.
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4.3 Image Classification Performance

In this paper, the convolution step of the benchmark model is adjusted to adapt
to the image input size of CIFAR-10 and CIFAR-100 datasets, while the net-
work connection mode remains unchanged. In order to achieve the comparison of
network structures, this paper constructs the Resnetlike-GeoNet network, which
uses the node model proposed in this paper, but uses the connection mode of
the residual network to compare the performance of natural network structure
and residual network structure. Through experiments, Table 2 shows the classi-
fication performance of this model and the benchmark model.

Table 2. Image classification performance

Model Number of parameters accuracy(%)

CIFAR-10 CIFAR-100

Resnet-50 [1] 23.74M 93.36 75.74

Resnet-50 v2 [13] 23.72M 94.31 77.21

Densenet-121 [2] 7.14M 94.33 75.85

Mobilenet [15] 3.33M 92.43 72

Mobilenet v2 [16] 2.38M 93.19 73.22

GeoNet 9.39M 95.59 79.73

GeoNet-Reslike 9.39M 95.20 78.39

The parameters of GeoNet: γ = 9. β = 5.5, 〈κ〉 = 3.
The experimental results show that the GeoNet model in this paper achieves

good classification accuracy in CIFAR-10 and CIFAR-100 datasets, with accu-
racy rates of 95.59% and 79.73%. Compared with other models, this paper
achieves the best classification performance; Compared with the results of other
models, the accuracy of the GeoNet model in this paper has been greatly
improved. The results show that the network structure based on the geometric
network model in this paper is superior to the classical model with residual struc-
ture in classification performance. To verify the advantages of network structure,
the GeoNet model in this paper is superior to the Resnetlike-GeoNet model in
classification performance. The network structure with natural characteristics
is conducive to the improvement of neural network performance. Moreover, we
draw the accuracy change curves of different models in the training process,
as shown in Fig. 3. Compared with other models, GeoNet network has a faster
convergence speed.
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Fig. 3. Accuracy curve. The solid line in the figure represents the accuracy of the
training set, and the dotted line represents the accuracy of the test set. (a) CIFAR-10
data set training curve; (b) CIFAR-100 dataset training curve.

5 Conclusion

The realistic biological neural network is distributed in a certain geometric space.
This paper combines the geometric complex network model with the existing
neural network model to build a neural network with geometric space structure
characteristics. This chapter clarifies that due to the high aggregation charac-
teristics and small world effect of the real network, the real network structure
has some similarities with the current artificially designed residual network. The
shortcut connection naturally exists in the real network structure, meeting the
characteristics of efficient training of the backpropagation algorithm. With the
help of current neural network components, this paper designs GeoNet neu-
ral network and tests the classification performance of the neural network with
geometric space structure. Experiments show that GeoNet network has good
classification performance, and its performance exceeds the current commonly
used network structure.
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Abstract. With the continuous development of blockchain technol-
ogy, smart contract has become an important research object among
the achievable technologies on blockchain technology. Based on the
characteristics of decentralization, tamper-proof and transparency of
blockchain, it provides a reliable technical support for the implementa-
tion of smart contract. Based on blockchain smart contract technology,
this paper aims to design a smart contract management engine with
higher versatility, security, and feasibility to develop a smart contract
from the joint participation of multiple users. The smart contract is pro-
liferated through the P2P network and deposited into the blockchain.
And the blockchain is designed to automatically execute the smart con-
tract, providing a new solution to the problems of opacity, easy tamper-
ing, and low efficiency of the traditional contract. It is safer and more
reliable. By specifying the treaty and trigger conditions through the pro-
gram code, once the conditions are met, the contract will be automat-
ically executed, which greatly reduces the time and space costs. Using
Ether and smart contracts to develop distributed applications to real-
ize this technology, the feasibility of applying blockchain technology in
this field is explored, and a new technical implementation is provided for
traditional contract signing.

Keywords: Blockchain · Smart contracts · Decentralization ·
Byzantine fault-tolerant algorithm

1 Introduction

As digital assets have become more and more important in our lives, the protec-
tion of digital assets, transactions, etc. have also become more and more impor-
tant in our lives. At present, our control of digital assets is not secure enough,
our operation of digital assets are dependent on the third party, our digital assets
are stored in the database of the third party, the security and privacy of digital
assets are realized through the third party, that is to say, the preservation of our
digital assets need to rely on the trustworthiness of the third party.

Since 2016, smart contract technology, represented by Ethernet, has suddenly
become a hot topic in all walks of life. Smart contracts are essentially programs
that digitize contracts and then run them on a computer. The concept was

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 515–524, 2023.
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first proposed by Nick Szabo back in 1994, but because there was no suitable
platform for the development of smart contracts, they remained at a conceptual
stage until the rise of blockchain technology, which provided a suitable platform
for smart contracts.

Based on further optimization of the Byzantine fault-tolerant algorithm, this
paper analyzes and designs an improved S-PBFT based on this algorithm to
achieve a more stable smart contract system by optimizing the algorithmic mech-
anism in it. The experimental data in this paper illustrates that the performance
metrics of the smart contract system in terms of latency and resource utilization
are significantly improved after the optimization of S-PBFT.

The main contents of this paper are as follows:

– Introduce smart contract technology from the traditional contracting system
for smart deployment and execution of contracts.

– Further modularize and analyze the body of smart contracts, loading meth-
ods, consensus algorithms used, and deployment environment.

– Combine the optimized Byzantine fault-tolerant algorithm S-PBFT with the
practical application of the system, and verify the optimized algorithm in the
application. The results show that the method of this paper largely improves
the efficiency of system processing in practical applications.

2 Background

Blockchain technology is a new application model of computer technology such
as distributed architecture data storage, P2P real-time transmission, and secrecy
algorithm, which solves the core problem of Decentralization through distributed
architecture database, digital encryption technology and unique consensus algo-
rithm without the premise of third-party credit institutions, and realizes a decen-
tralized and credible system without third parties. The theoretical basis of the
consensus algorithm is Byzantine fault tolerance algorithm, common consensus
algorithms such as proof of stake (PoS) [16].

And smart contract is based on the digital asset control program in blockchain
2.0. In layman’s terms, smart contract is to code the relevant business logic and
algorithm involved, and program the complex relationship between the legal
agreement, business agreement and network in reality, which contains four core
parts: one is digital asset and smart property; two is digital identity, building
digital identity authentication service; three is digital asset custody, relying on
blockchain technology to keep all kinds of property; fourth is contract arbitration,
the arbitration platform to execute delivery contracts [3].

In a broad sense this technology is not only applicable to business, but also
has great application prospects in distributed computing, Internet of Things,
artificial intelligence and other fields.



Research on Blockchain-Based Smart Contract Technology 517

3 Related Work of the Smart Contract Operation
Mechanism

3.1 Contract Subject

The operation mechanism of a smart contract is shown in Fig. 1. The smart
contract, which has both value and state attributes, is pre-programmed with
What-If and If-Then statements in the code to provide trigger scenarios and
response rules for the contract terms. The user will be provided with the returned
contract address and contract interface information and can invoke the contract
by initiating a transaction [18]. When miners receive a contract to create or
invoke a transaction, they create or execute the contract code in a sandbox
execution environment. The contract code automatically determines whether the
current scenario meets the contract trigger conditions based on trusted external
data sources and world state checks to strictly enforce the response rules and
update the world state [11]. After the transaction is validated and packaged into
a new data block, the new block will be certified by consensus algorithm and
linked to the main chain of the blockchain, and all updates will take effect [21].

Fig. 1. The operation mechanism of smart contracts

3.2 Data Loading Method

The data layer includes state data, transaction data, application data, contract
code, etc. State data and transaction data are generally stored on-chain for
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verifiable and observable purposes [25]. The majority of blockchains adopt the
on-chain method to publish the application data and code to the chain, and
then load the data and code from the chain and execute them, but there are
disadvantages. The storage burden will make the efficiency low [7].

3.3 Consensus Mechanism

The consensus mechanisms currently used are Proof of Stake (PoS), Proof of
WorkProof of workload mechanism (PoW), (DPoS), and Proxy proof-of-stake
mechanism (DPoS), [24] and the state machine Byzantine system requires all
nodes to perform a uniform operation to maintain the consistency of the system
state [15]. Most of the existing state machine Byzantine systems are based on
the PBFT algorithm, whose mechanism increases exponentially with the num-
ber of system nodes, thus lacking practical application value, which requires
optimization of the Byzantine protocol in conjunction with practical application
scenarios. An improved Byzantine algorithm, S-PBFT, is designed for the possi-
ble communication instability in distributed networks [12]. With the help of its
algorithm, it can The request and reply phases in the PBFT algorithm are the
interactions between the system nodes and the clients, while in the Blockchain
consensus process the data blocks are generated directly by the master node
without the participation of a dedicated client, and the system is able to main-
tain a certain level of functionality in the event of a network outage in up to
1/3 of the nodes, and after the network is restored, all nodes can quickly reach
Consistent state [5].

The set of consensus nodes is G, denoted by 1, 2, ..., g, and in order for the
algorithm to reach an effective consensus, the number of consensus nodes g in the
S-PBFT algorithm must not be less than 2f + 1, combined with the consensus
principle of Byzantine protocol; the set of candidate nodes is H, denoted by
1, 2, ..., h; the set of reserve nodes is Y, denoted by 1, 2, ..., y. The sum of the
number of candidate nodes h and the number of reserve nodes y is f. Figure 2
shows the results of consensus delay comparison [1].

4 Related Work to Smart Contract Implementation
Technology

4.1 Ether

Ethernet is used to build applications through a complete set of Ethereum Vir-
tual Machinecode scripting language, which is similar to assembly language [2].
We know that programming directly in assembly language is very painful, but
programming in Etherium does not require the direct use of the EVM language,
but rather something likeC language It is similar to a high-level language like
Python, Python, etc. Lisp and other high-level languages, and then converted
to EVM language by compiler [20].
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Fig. 2. Consensus Latency Comparison Results

4.2 Core Technologies

The general model of blockchain is shown in Fig. 3. It usually has six layers,
including the application layer, contract layer, incentive layer, consensus layer,
network layer, and data layer. Among them, consensus layer and incentive layer
are usually bound together, the reason is that in a large P2P network, a certain
incentive is needed to reach most consensus [8], so the design of consensus algo-
rithm also needs to take the rules of incentive distribution into account. The data
layer is the most critical part of the blockchain, it is the root of the blockchain and
will determine the organization based on the connectivity of individual blocks
[19]. It can be considered as a composite data structure. The network layer is
mainly responsible for the validation and distribution of data throughout the dis-

Fig. 3. Blockchain general model
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tributed network. Smart contracts can be seen as a blockchain-based specificity
application [14]. The contract layer consists mainly of a number of scripts, called
smart contracts, which are prerequisites for the programmable functionality of
the blockchain [23]. And the application layer is the layer where the blockchain
development applications are located. In the blockchain model, each layer has a
variety of implementations, and complex combinations produce a wide variety
of blockchain types for different scenarios. The development of smart contracts
has also liberated the use of blockchain scenarios, making it more flexible and
diverse [9,22].

5 Smart Signing System for Smart Contracts

5.1 System Function Implementation

The IDE used is STS (Spring Tool Suite). Part of the experimental environment
is shown in Fig. 4.

Fig. 4. Experimental environment version information

Fig. 5. Create contract source code
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A contract system based on smart contracts and blockchain is proposed for
software implementation. 1) This system digitizes traditional contracts and then
deploys them to the blockchain environment, and utilizes the enforceability of
programmed contracts and the decentralized features of blockchain to achieve a
reliable smart contract behavior that is de-trusted between users [4]; 2) The Truf-
fle framework, Testrpc test environment, and MetaMask wallet are organically
combined together to form a complete system development and testing environ-
ment [17]. After rigorous testing, the intelligent distributed application of the
contract system designed in this paper has the characteristics of robustness, sim-
plicity of operation and practicality, and the system part of the implementation
code is shown in Fig. 5.

5.2 System Functional Framework Diagram

Unlike the traditional application architecture, this system adopts the Ether-
net decentralized application architecture. Smart contracts are executed on the
Ethernet virtual machine EVM, and the client only needs to make RPC calls
through the web browser to interact with the instance, and the client does not
need to request access to the centralized server [6].

The framework of each function of the system is shown in Fig. 6.

Fig. 6. System function diagram
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By simulating and maintaining the operation of the whole Blockchain net-
work through two computers together, each computer acts as a node, and these
participating nodes prove the information and reach consensus through the
improved S-PBFT mechanism based on the one proposed in Sect. 3.3. After con-
sensus is reached, the management node broadcasts and stores the transaction
information in the supply chain, and the other consensus nodes make relevant
queries and traceability of the transaction information. Through a specific case
implementation, the technical feasibility and the actual demand in the society,
once again proves that the potential of smart contract technology in the future is
not limited to this, and its technical maturity will be slowly shown in the future
[10,13] (Fig. 7).

Fig. 7. Block information in the application backend

6 Conclusion

With the development of the information age, intelligent and digital related
technologies are realized, and Smart contracts based on Blockchain are one of
the most promising technologies among the currently achievable technologies
with the help of this development. Smart contracts can not only be applied to
more complex application scenarios and more advanced functional requirements,
but also Smart contracts can provide an effective way for disciplines such as big
data.

Smart contracts are still in a preliminary stage, and there is a lack of fur-
ther exploration of some key technologies and theoretical knowledge, as well as
some social and legal challenges brought about by them in reality are not taken
into account, this paper only introduces and summarizes the smart contract
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technology itself, and verifies the actual effect of smart contract technology in
application through a specific case, aiming to provide some reference for scholars
in related fields. This paper only introduces and summarizes the smart contract
technology itself, and verifies the practical effect of smart contract technology
in application through a specific case, aiming to provide some reference and
reference for scholars in related fields.
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Abstract. Due to the high degree of privacy and sensitivity, it is difficult
to share distributed digital identity with multiple parties. Blockchain-
based distributed digital identities could address the issues of data shar-
ing. However, the blockchain systems contain a wide variety of heteroge-
neous autonomous systems, and each blockchain system performs inde-
pendent identity authentication. To be specific, it is difficult to realize
mutual recognition and trust in digital identity. In this survey, we intro-
duce the technical architecture of distributed digital identity and research
the technical principle and development application of cross-chain tech-
nology. In addition, we expound the research status of cross-chain tech-
nology and the cross-chain-based distributed digital identity mechanism
to realize unified and trusted cross-chain identity mutual recognition.

Keywords: Distributed digital identity · Cross-chain technology ·
Blockchain · Relay chain

1 Introduction

With the continuous enrichment and complexity of the application scenarios of
the Internet, activities in the physical world are increasingly dependent on digital
identities. Digital identity can support users to obtain different network services.
However, in the traditional digital identity situation, a user has different digital
identity accounts in multiple application systems, which will lead to decentralized
information management and complicated identity authentication. In order to
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make digital identity more secure and complete, the World Wide Web (W3C)
proposes Distributed Identities (DID). Due to the characteristics of security,
credibility and decentralization [1,2], the blockchain-based DID can adapt to
the new Internet system Web3.0 [3]. In addition, DID fundamentally addresses
the issues of large-scale and messy user identities and limited data sharing in
the Internet. As the key to trusted interaction, the blockchain-based DID is of
great significance in interconnection and privacy identity management.

Distributed digital identity not only facilitates digital services, but also makes
the demand for data sharing and application collaboration among blockchains
increasingly apparent. The interoperability and scalability have always limited
the large-scale application of blockchain [4]. Specifically, cross-chain technology
facilitates the wider application of DID. At present, due to the independence
of blockchains in different application fields [5,6], distributed identity informa-
tion is in an isolated state, which violates the original intention of distribution.
Therefore, cross-chain technology is introduced into distributed identity. Cross-
chain-based DID can realize mutual identity recognition, identity transfer and
multi-party authentication, thereby promoting mutual trust and efficient collab-
oration of different blockchain systems.

Currently, the cross-chain-based DID faces an important challenge of ensur-
ing the authenticity, validity, and legitimacy of the information source. Cross-
chain identity authentication requires secure access to identity data and user per-
missions, making the process highly secure and reliable. Specifically, distributed
digital authentication requires identity authentication and two-way verification.
Therefore, the cross-chain-based DID technology needs to provide authentica-
tion services for different certificate domains, so as to realize the authentication
of various digital certificates. The application of cross-chain technology in DID
will bring about the security and credibility of identity data cross-chain.

In order to deal with these challenges, we researched a relay chain-based dis-
tributed digital identity. We proposed a Cross-chain Channel-based DID (C3-
DID) model that enabled distributed storage of DIDs and was resistant to mul-
tiple threats [7]. In addition, we proposed a relay chain-based cross-chain system
that achieved asynchronous consensus and improved the defensiveness and scal-
ability of the cross-chain system [8].

The rest of the paper consists of the following sections. Section 2 gives the
architecture and functionality of distributed digital identities and shows related
research and landing projects. Section 3 introduces cross-chain related technolo-
gies. In addition, in Sect. 4, we present the existing research and project of the
cross-chain-based distributed digital identity. Finally, Sect. 5 gives a summary
and outlook.

2 Distributed Digital Identity

Distributed Identity (DID), as defined by the W3C distributed digital identity
specification, is a new globally unique identifier. This identifier can be used not
only for people, but also for everything, including a car, an animal or even a
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machine [9]. The core components of DID technology consist of three parts: the
DID, the DID Document, the Verifiable Credential and the Verifiable Expression.
Figure 1 shows the architecture of DID. A DID identification is a string of a
specific format used to represent the numerical identity of an entity, which in
this case can be a person, machine or object [10,11].

The DID Document (DID Doc) contains all the information related to the
DID identity and is linked to the DID by a generic data structure Uniform
Resource Locator (URL). Moreover, the DID controller is used to write or change
data in the DID Doc. The DID document itself cannot represent the real iden-
tities of the users, so we provide the Verifiable Credentials (VCs) to support
identity authentication. The binding of a user-centric identity to other identi-
fiers issued by the Certificate Authority (CA) is known as the VC. It also provides
a system similar to a PKI [12,13].

Fig. 1. Distributed Digital Identity Architecture

The distributed identity system has attracted extensive research from schol-
ars. Zhou et al. [14] propose the EverSSDI framework, a distributed identity man-
agement system that relies on smart contracts, blockchain and the Interplanetary
File System (IFS). In this framework, users first encrypt personal information
and store them in the IPFS system, then use smart contracts for data verification.
Another blockchain-based distributed identity management scheme, DNS-Idm,
is proposed in [15]. In DNS-Idm, users and service providers can authenticate
and declare identity attributes using real identities, while smart contracts protect
the relevant operations among the authenticators and the users in this scheme.

Efat et al. [16] have proposed DT-SSIM, a distributed and trusted frame-
work for self-sovereign identity management. DT-SSIM combines blockchain-
based smart contract technology with a secret sharing scheme that can provide
a reliable self-sovereign identity-based service for the IoT and can prevent tam-
pering of IoT identity credentials. DT-SSIM uses the secret sharing method and
smart contract technology to manage the generated identity shares and verify the
user’s identity declaration. In addition, DT-SSIM has proposed a series of novel
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algorithms to ensure the information security of externally stored identity cre-
dentials. It has realized identity verification without disclosing the original iden-
tity data. For this framework, future improvements could be directed towards
replacing dynamic active secret sharing with a moving target defence mecha-
nism, in which the external sharing of identities could be updated periodically
and the storage location dynamically refreshed, a modification and integration
that could significantly improve the stability of the framework and increase the
cost of attack for attackers.

Deepak et al. [17] have proposed CanDID, a user-friendly and usable dis-
tributed identity implementation platform in which users can manage their own
certificates. CanDID uses a decentralized committee of nodes to provide a robust
solution for users’ real identities, while preventing users from generating multiple
identities and allowing for the identification of sanctioned users.

One effective technique to address distributed authentication is Distributed
Hash Tables (DHT) [18], which can perform fast lookups and load identifiers
on key-value pairs. Blockchain can be combined with DHT technology for dis-
tributed authentication and is used as a verifiable data registry that can store
public key DID. With the signature of the issuers, the DID stored on the
blockchain can support the authenticity and validity of the credentials.

Digital credentials and digital identities have evolved, and the latest evolution
of digital credentials is the VC, which is a digital representation of real-world
physical credentials. The validity and portability of physical credentials is trans-
ferred to digital devices through encryption algorithms and digital signatures,
and the declared content, signature and metadata can be digitally verified in
seconds. It is a standardised representation of digital credentials and is designed
to bring the benefits of physical credentials to the digital world by referring
to real-world physical credentials in terms of usage scenarios and core model
design. Typical features of VCs are cryptographic security, privacy protection
and machine readability.

Figure 2 shows the VC model proposed by the W3C. There are three main
user roles in this model. Issuer is the certificate issuer who can be an individual
or an organization. The certificate issuer actually issues a certificate to the public
key of the person who will hold the certificate and digitally signs it with his or
her private key. In this way, when the certificate holder presents the certificate,
it also needs to use a digital signature method to prove that it is indeed the
owner of the public key of the person to whom the certificate is issued (a very
common method of digital signature verification). The certificate is digitally
signed by the certificate issuer, so using the digitally signed verification method,
anyone can instantly verify that the certificate is valid, and any tampering with
the certificate will result in the invalidation of the digital signature. As the
certificate issuer needs to know the holder’s public key, it is generally the case
that the certificate holder first applies to the issuer, providing his or her public
key and proof of digital signature with this public key, as well as other evidence
and data required by the issuer when applying. The issuer will verify these data
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and after confirming that they are correct, the certificate can be generated and
sent to the certificate holder.

Fig. 2. Validatable Credential Data Model

The certificate holder is responsible for keeping his or her own certificate
after the above process has been applied for. Usually these certificates are in
digital form and can be downloaded and saved, and some advanced digital wallet
systems have full digital certificate storage and management capabilities. In most
cases, the responsibility for keeping the certificate rests with the certificate holder
and the certificate issuer can decide for itself whether or not to keep a copy of
the issued certificate. If the certificate holder loses the certificate, or the private
key used to prove their identity, they will have to reapply for a new certificate.
When a certificate needs to be verified, the certificate holder is responsible for
providing a digital certificate and providing a digital signature to prove that it
has the public key of the person to whom the certificate was issued.

The certificate verifier only needs to use the digital signature algorithm to
verify the identity of the certificate holder and verify the correctness of the
digital certificate to basically determine the authenticity of the certificate and
the legitimacy of the certificate holder. Usually the certificate also contains some
meaningful information inside, such as the expiry date, which is also used as a
basis for determining the authenticity of the certificate.

3 Cross-Chain Technology

The interoperability of blockchains limits the large-scale application of
blockchains. The cross chain technology is a key technology to achieve the Inter-
net of Value and a bridge for blockchain expansion. Three cross chain technolo-
gies were mentioned, notary mechanism, side chain and relay chain and hash
locking. In this section, We briefly introduce and compare these cross chain
technologies, as shown in Table 1.

Notary mechanism is essentially a way of mediation by introducing a third-
party intermediary to verify and transmit cross chain messages between two
chains that cannot directly interoperate. By introducing one or more trusted
third parties as credit endorsements, notary mechanism continuously monitors
events on the chain, and is responsible for verifying and forwarding cross chain
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Table 1. Comparison of Different Cross-chain Technologies

Cross Chain Advantage Disadvantage

Notary
mechanism

It is the simplest and most
effective form of cross chain
technology.

It needs to introduce notaries,
which is equivalent to adding a
centralized intermediary, and is
contradictory to its own
concept of decentralization.

Side chain
and relay
chain

It can complete cross chain
asset transfer, exchange, cross
contract, mortgage and other
applications.

It is difficult from technology.

Hash
locking

It can also be used to exchange
cross chain assets without
mutual trust.

It does not realize cross chain
transfer of assets, nor so-called
cross chain contracts, but only
cross chain exchange.

Distributed
private key
technology

Users always have control over
their assets.

The contract is incomplete and
needs further optimization.

messages on other chains according to the obtained event information. It is a sim-
ple solution to achieve blockchain interoperability. It does not require complex
proof of workload or proof of equity, and is easy to interface with existing het-
erogeneous chains. However, its disadvantage is that it can cause asset exchange
and has the problem of over concentration.

As for side chain and relay chain technology, the side chain is referred to the
blockchain which is parallel to the main blockchain. The side chain implemen-
tation is to lock the temporary digital currency on the main chain and release
the equivalent digital assets on the side chain through the two-way pegging tech-
nology. Relay chain is the role of “intermediary”, which is the integration and
expansion of notary mechanism and side chain mechanism [19]. From the per-
spective of form, relay chain is a way, and side chain is a result. Side chain
expresses the relationship between two chains, not a cross chain technology or
scheme.

Due to the unidirectional and low collision of hash function, Hash locking is
a mechanism that takes advantage of the delayed execution of transactions in
the blockchain. In order to realize the asset security on each blockchain, for the
asset transaction process, hash locking needs to ensure the transaction atomicity,
that is, asset transactions are either completed or not completed [20]. A contract
with a hash locking mechanism is used to lock assets to achieve pledge effect,
providing a trust basis for transactions between different assets. The advantage
of hash lock is that if the transaction fails due to various reasons, the time lock
can enable all parties involved in the transaction to recover their own funds to
avoid losses caused by fraud or transaction failure.
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Distributed private key technology [21] is a technology based on multi-party
computation and threshold keys in cryptography. It separates the use right and
ownership of digital assets, so as to realize the decentralization of assets control
rights. The assets on the original blockchain are safely mapped to each blockchain
system, thus realizing the cross chain circulation and value transfer of assets
among multiple blockchain systems.

Early cross chain technologies such as BTCRelay [22], they focus more on
asset transfer. Interleader protocol first proposed by Ripple Lab [23] allows two
different accounting systems to freely transmit currency to each other through a
third-party “connector” or “verifier”. It is applicable to the accounting systems
of various blockchains and can accommodate their differences, so it can be used
as a unified payment standard. BTC Relay connects Ethereum network and Bit-
coin network through Ethereum smart contract, enabling users to verify Bitcoin
transactions on Ethereum [24]. However, the existing cross chain technologies,
represented by Polkadot and Cosmos, pay more attention to cross chain infras-
tructure. Polkadot integrates a variety of blockchain technologies of different
public blockchains, and various public blockchains can communicate with each
other by any message and exchange tokens. Cosmos provides convenience for
application developers to use their own public blockchains by providing modular
blockchains. This mode is very suitable for public blockchains focusing on verti-
cal fields. The emerging FUSION realizes multi currency smart contracts, which
is a public blockchain with great application value and can generate rich cross
chain financial applications.

A large number of blockchain systems with different characteristics have
formed a large number of value islands, and direct value circulation cannot be
carried out among blockchains. It limits the functional expansion and devel-
opment space of the blockchain. The security concerns observed on centralized
cryptocurrency exchanges motivated the design of atomic swaps, which apply to
the exchange of money between any two users. However, there is currently no
atomic swap protocol that is both universal and multi-asset, that is, compatible
with all cryptocurrencies and supports the exchange of multiple coins in a single
atomic swap. [25] introduced a general currency exchange protocol for securely
exchanging multiple coins from any currency to multiple currencies of any other
currency, for any kind of currency, in addition to the ability to verify signatures,
the protocol no need to rely on any special scripts in the blockchain.

4 Relay Chain-Based Identity Cross-Chain Technology

The relay chain is to establish an additional chain between the source chain
and the target chain to complete the verification and execution of cross-chain
transactions. The nodes in the relay chain are deployed in various blockchain
networks, and the information of initiating cross-chain transactions is synchro-
nized at all times. After the user initiates a cross-chain transaction in the source
chain, the relay node will forward the information to the relay chain and ver-
ify the transaction data. After the verification is completed, the corresponding
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transaction will be constructed through the consensus node in the relay chain,
and complete the signature, and finally transport it to the target chain through
the relay node.

BitXHub adopts the relay chain to provide safe and efficient cross-chain ser-
vices, and solves the core problems of capturing, transmitting and verifying cross-
chain transactions. It focuses on the interoperability of ledgers between hetero-
geneous and homogeneous consortium chains, and supports asset exchange, data
interoperability and service complementarity. XuperChain has implemented a set
of trusted digital identity solutions, which aims to connect multiple industries
and promote cross-institution and multi-scenario identity authentication and
data cooperation. TencentCloud Decentralized Identity (TDID) provides infras-
tructure for trusted digital identity and data exchange services across systems
and institutions. Based on the blockchain, TDID provides a mechanism for dis-
tributed generation, holding and verification of identity identifiers and VC that
carry identity data to encrypt security, protect data privacy. It can reliably
express various types of identities and credentials in the real world on the Inter-
net in a way that can be machine-verified by a third party.

The use process of digital identity in BitXHub in practical application sce-
narios is as follows.

1. Apply for a DID: Initiate a request to the management relay chain and send
the DID name;

2. Approval the DID: The administrator approves the user’s application request,
and the result is “approved” or “rejected”;

3. Register the DID: After approval, the user can register the DID. First, orga-
nize the relevant information of the chain identity into DID Doc for storage to
obtain the storage address docAddr and content hash docHash. Then initiate
a registration request to the highest relay chain with docAddr and internal
docHash as parameters;

4. Parsing the DID: The information of the DID is synchronized on all relay
chains, so DID parsing can be initiated to any relay chain. First, the client
initiates a resolution request to any relay chain, and obtains the relevant
information of the identity. Then obtain the actual DID Doc through the
storage address, perform hash verification, and if it passes, it proves that the
DID Doc is credible.

5 Conclusion

The scalability of blockchain has always been a research focus. The early
blockchain technology was developed with an independent single chain, but
due to the limitations of the efficiency and performance of the single chain,
it could not support the application requirements of Web3.0. Therefore, the
single blockchain technology was gradually extended to multi-chain collabora-
tive development. Many cross-chain approaches have emerged. As a solution to
maximize the scalability and interoperability of blockchains, cross-chain technol-
ogy has received widespread attention since the birth of Bitcoin. In this survey,
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we researched the recent project on DID and cross-chain technology and ana-
lyzed cross-chain-based DID methods and business processes. In the future, we
will conduct more in-depth research on the interoperability and robustness of
cross-chain technology, the secure transmission of cross-chain data, and cross-
chain efficiency.
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Abstract. At present, the security strategy of the lower boundary protection
equipment of the power systemcanno longermeet the needs of the current business
growth. A large number of redundant strategies cause the protection performance
of the boundary firewall to decline. At the same time, the large number of business
growth causes the network boundary order of the power grid system to be blurred.
In order to prevent the paralysis and partial collapse of the network and ensure the
reliability and integrity of the power business data and enterprise information, this
paper develops a smart border firewall optimization tool. This tool can not only
integrate the security device policies of different manufacturers through Simple
Policy Specification Description Language (SPSDL), but also prioritize security
rules according to the frequency of use through keyword filtering algorithms and
rule optimization decision trees, then realize the classification, streamlining, opti-
mization and upgrading of firewall security rules. The research results show that
the power system firewall can achieve an accuracy rate of more than 90%when the
strategy is imported. The rule optimization part can reduce the unique correlation
addition index of this paper to about 0.2, which solves the problem of firewall
security strategy import language diversification. It further eases the pressure of
firewall policy redundancy under the power system.

Keywords: Blockchain · Food Safety · Traceability technology · Information
dentification · Consensus mechanism

1 Introduction

With the upgrading and the improvement of the software [1, 2], hardware [3, 4], and
network [5–7], the security demand for power grid business is diversified and explosive,
and the relevant security hardware equipment, software systems, and alarm emergency
protection measures are constantly upgraded and improved. The traditional network
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architecture mainly considers the communication requirements of business applications
[8], simply implements static security policies [9] in the aggregation layer and access
layer and does not consider the security requirements of terminal devices for multi-
source requests in different operating environments. To solve this problem, the security
protection of firewall boundary devices uses an ECA (Enforcement Object/Controlled
Object/Action) based policy description language to uniformly normalize the policies of
various types of firewall network security devices into a standard format, and realizes
real-time control of terminal device traffic through policy account building, grouping
classification, log analysis, etc. It has become an effective security policy management
mode [10].

At present, the research on firewall boundary devices mainly includes filtering opti-
mization of security policies, quantification of firewall performance indicators and appli-
cation of distributed firewalls. As early as 1997, Lupu and Sloman published a conflict
optimization analysis on firewall security policies at the IFIP/IEEE International Sym-
posium. Based on this research [11], Bartal et al. developed the Firmato Firewall Man-
agement Toolkit [12] in 1999, realized the ternary separation management of security
policies, network topology, and firewall hardware devices, and automatically generated
firewall configuration files for multiple gateways and implemented advanced debugging.
However, on the rule set with more than 20 host groups, firewall security policy rules
are as dense as “spaghetti”; Moreover, Firmato does not allow users to control the order
of rules, which makes it impossible for users to achieve finer control. To enable users
to sort out firewall security rules, Hu et al. proposed a firewall framework based on
rule segmentation, which effectively improved nearly 70% of rule conflicts through the
network packet space segmentation and redundancy elimination mechanism defined by
the firewall [13].

In addition, Han Guolong, WangWei and Sheng Honglei took the firewall of Tianjin
Electric Power Company as an example in 2018 to propose an optimization scheme
for expired rules, duplication and unreasonable configuration, and introduced practical
application scenarios to expand the way of strategy optimization [14]. In 2021,Michigan
State University proposed a cooperative firewall security policy framework VGuard
based on Virtual Private Networks (VPNs), which processes data packets through Xhash
(XOR and Secure Hash functions are parallel) and decision graph, and the processing
efficiency is much higher than the linear search mode. The privacy and security of data
packets are also guaranteed through VGuard. However, VGuard is a product based on
VPC and lacks certain adaptability [15]. With the development of artificial intelligence
and deep learning, in 2022, Journal of Shaanxi University of Science and Technology
proposed the application of a security policy tool based on Improved Mayfly Algorithm
(IMA) in the firewall [16] and optimized the parameters in the Support Vector Machine
(SVM) firewall configuration model by training and testing the firewall dataset.

2 Power System Boundary Firewall Security Architecture

In order to realize the multidimensional analysis of the security strategy of the multi-
node boundary firewall under the distributed power network information system and to
clearly and accurately grasp the real-time state of the boundary equipment, this paper
constructs the security boundary firewall model according to Fig. 1.
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Fig. 1. Border Security Firewall Architecture

Considering the intelligent filtering and standardized parsing of external network
traffic information and the merging and de-duplication of border device security policies
[17], this paper uses Simple Policy Specification Description Language (Simple Policy
Specification Description Language, SPSDL and DFA algorithms filter key information,
and combine with decision tree algorithm to merge, de-duplicate and classify firewall
security policies. Finally, key information in the security policy (SRC_IP, DEST_IP,
PORT, and ACTION) is selected to determine the functional dimensions of the fire-
wall security policy architecture, including the import accuracy, correlation addition
coefficient, rule scanning time, and coverage rate of key information.

Before the policy management of the firewall at the security boundary of the power
network information system, it is necessary to interpret the extensibility and formalize
the traffic data of the A-node and use themultivariate group theory to reify the traffic data
as the set D(I, P, A, T, C), where I represents the source IP address set of the traffic data,
P indicates the source port set of the traffic data, A indicates the protocol (TCP/UDP)
carried by the traffic data, T indicates the sending time of the traffic data, andC indicates
the specific content of the traffic data. Based on this, the multiple sets of traffic data are
transferred to the firewall of each security boundary node under the power network
system. The boundary firewall combines the existing policy library to compile the traffic
set into an extensible language for formal processing. Different from the traditional
firewall protection system, the intelligent boundary firewall under the power network
system can monitor the network traffic in real time through the log storage detection
system (Splunk, ELK, etc.) during the use of the application platform [18]. Combined
with the intelligent security policy differentiation mode under the boundary firewall, the
data packet can be filtered more efficiently. The boundary firewall architecture adopted
in this paper will regularly apply:

BOOL(E,T ,L) (1)

Verify the effectiveness of the firewall policy. Where, E indicates whether the policy
belongs to the policy library, T indicates the policy life cycle, and L indicates whether
the policy log exists. Any Boolean value in the three rules is false, and the overall
Boolean value is false. The firewall policy will no longer be effective. Aiming at the
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classification of intelligent border firewall strategies in power network system, this paper
uses key information retrieval and matching algorithm to filter data packets and extract
key information. Then match the firewall policies and remove the duplication.

3 Method

3.1 Design of Security Policy Import Module for Border Firewall

The Overall Architecture of the Border Firewall Import Module. The main content
of the key information filtering algorithm constructed in this paper is to build a firewall
security policy library, and combine the original data flow to match and retrieve the
security policy information. Finally, the key information is filtered out and finally output
to the rule optimization function module in the format of Json data flow. The specific
construction mode is shown in Fig. 2:

Fig. 2. Security Boundary Firewall Import Module

As there are many types of firewall network security devices, the current policy
description language cannot meet the description of the policy. If a new firewall device
type is added, its policy cannot be quickly imported and analyzed, resulting in poor flexi-
bility and scalability [19–21]. Therefore, through the simple policy description language
SPSDL and the key information matching algorithm, a Json format based formalization
mechanism is proposed, which can realize the unified formalization of various types of
firewall network security device policies into the standard format under the condition
of the complex and changeable firewall network devices, so as to be imported into the
system, laying a foundation for policy analysis.

Policy Standardization of Border Firewall. In order to solve the problem of policy
description, this paper designs a Simple Policy Specification Description Language
(SPSDL) based on ECA (Enforcement Object/Controlled Object/Action).

SPSDL Morphology. Morphology is the basic grammatical unit of language, which has
definite meaning and plays various roles in policy compilation. How the words of a lan-
guage are classified, divided into several categories, depends mainly on the convenience
of processing. In SPSDL language will be divided into four categories:

1) key words: also called the reserved word. These words have a fixed meaning in the
SPSDL.
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2) operator: including logical operators, assignment operator, etc.
3) constants: such as digital constant, Boolean constants, character constants, etc.
4) delimiter: such as “;”, “{“,”}”, etc.

Application of Key Information Matching Algorithm in Security Policy Import
Module of Border Firewall. Many accurate key information retrieval and matching
algorithms are based on deterministic finite automation (DFA). However, the key infor-
mation of the security policy is changeable, and there are many key information dimen-
sions to be retrieved, and the algorithm and time complexity are high, which cannot be
completed through the retrieval sensitive word matching algorithm. This article is based
on the following strategies:

S : {{S1 : r1, r2.., ri},
{
S2 : ri+1, ri+2.., ri+j

}
...

}
(2)

Key information such as IP address, port, action and time is found by combining
lexical analysis, syntax analysis and function judgment such as IP and PORT, and finally
exported to the policy optimization module in JSON format. The algorithm simplifies
the complexity of the model and improves the running speed (Fig. 3).

Fig. 3. Key information matching algorithm implementation model

3.2 Rule Optimization of Firewall Strategy in Power System

The security policy of the boundary firewall under the power system integrates a series of
rules and information, which define the operations to be performed on the specified data
packets and are finally presented in the form of<Condition”, “Action”>. The conditions
in the rule consist of a set of fields used to identify the matching of specific types of
packets (such as src_ip, dest_ip, src_port, dest_port, protocol, TCP/UDP, Expiration,
Explanation, Log, etc.).

Judgment on the Validity of Rules for Flow Control. In the process of matching and
optimizing traffic rules of firewall security policy, the unilateral relationship of rules is
analyzed first. You only need to scan the rule column once, and then scan the rule’s time
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parameter, comment parameter, generation log flag, and effective flag in turn. For exam-
ple, check whether the comment is empty, and whether the calculation time parameter
is expired. For each rule, the corresponding analysis results can be obtained without
relying on the information of other rules. Therefore, context related parameters such as
priority need not be considered. The specific process is shown in Fig. 4.

Fig. 4. Rule Valid Judgement Fig. 5. Rule Optimization Decision Tree

Judge thePairwiseRelationshipBetweenSecurityPolicyRules inReal-TimeTraffic
According to theDecisionTree.Next, the correlation analysis of firewall security policy
traffic rules is carried out. The identified key information is shown in Table 1.

Table 1. Key Info Query Table

Id Src_IP Dest_IP Service Action Frequency

1 A B C permit f1

2 any any any permit f 2

The relationship analysis of rules is generally divided into irrelevant, intersecting,
subset or exclusive relationships. If there is no association between the two rules, the next
step will not be processed; If the two rules are intersected or included, the union is used;
If the relationship between the two rules is mutually exclusive, select the one with higher
priority for the next action after judging the priority. Due to the existence of priority, if
the actual matching traffic of a high priority rule is small, it will result in a large number
of matching attempts. Therefore, moving the rules with high matching frequency to the
high priority direction as far as possible can reduce the cumulative matching frequency.
Obviously, this also requires the matching information of the traffic and rules previously
analyzed. Due to the existence of the rule security zone, in order to ensure that moving
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the rule locationwill not cause changes in the actions of the security devicewhen filtering
packets, the movable location of the rule will be limited within its security zone. The
rule optimization decision tree is shown in Fig. 5.

Regularly Identify and Update Flow Control Rules. For the formed policy rule base,
it is necessary to regularly check the relationship and effectiveness of rules. At first, judge
the validity of all rules in the firewall policy rule library, delete invalid rules, and repeat
the previous operations for valid policy rules, as shown in the following figure (Fig. 6):

Fig. 6. Rule Optimization Flow Chart

Finally, the correlation coefficient Cor () between two pairs of rules is used to deter-
mine whether all rules have been processed. If all correlation coefficients are zero, the
processing is completed; otherwise, continue to process the rules with non-zero corre-
lation coefficients until the correlation coefficients cannot be reduced. The processing
table is shown below. If the following conditions are achieved, the scanning and updating
will be completed (Table 2).

Table 2. Rule Validation Judgement Table

Regular_update_time_T Rule_Validation_BOOL (E, T, L) Is_Cor (r1 & r2, r1 & r3…ri&rj)

Date True False

4 Calculation

Throughput, number of concurrent connections, new connection speed, delay, packet
loss rate, data backup speed, system recovery time, etc. can all be used as the main
performance test indicators of the security boundary firewall. This paper focuses on the
normalization import of firewall security boundary policy information and the optimiza-
tion of security policy rules. Therefore, the accuracy rate of key information imported
by security boundary firewall policy, the running time of policy import, the coverage
rate of policy key information, the rule scanning time, the rule priority and correlation
addition indicators are selected as the experimental evaluation results.
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Border Firewall Security Policy Import Module. The import effect of key informa-
tion is affected in many ways. This paper mainly evaluates the import effect of the
security policy import module through the import time of key information, the cover-
age of key information in all policies, and the accuracy of relevant information when
importing into the rule base.

1) Key Information Import Time
The import duration of key information is mainly aimed at the timewhen the firewall
boundary filters out IP, port number, action and other related information in all policy
databases. After verification, Fig. 7 shows the time required to filter key information
such as IP, port and action from 8–1000 firewall security policies.

Fig. 7. Filter time of IP、PORT、ACTION

2) Key Information Coverage
To ensure the efficiency of the border firewall security policy import module, this
paper also counts the frequency of key information, that is, key information coverage.
The calculation formula and process are as follows (Fig. 8)

F = 1

N

N∑

i=1

k

ni
(3)

Through the calculation of the above process, the frequency of key information such
as IP, port and action of the security boundary firewall is calculated as shown in
Fig. 9. It can be seen that the frequency of the ACTION field is relatively high, and
the error of the ACTION field in the statistical process is minimal.

3) Key Information Import Accuracy
In the border firewall based security policy import module, the key information
matching algorithm also counts the matching accuracy of key information. The
experimental results show thatmore than 90%of the key information can bematched
successfully, and the identification error is mainly due to the confusion of subnet
mask and IP address. In addition, according to the statistical results, the source
IP address and actions appear frequently in the security policy, so they have high
priority. The specific results are shown in Table 3:
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Fig. 8. Key info. Coverage Rate Fig. 9. Key Info. Coverage Rate Result

Table 3. Key Info. Match Accuracy

SRC_IP DEST_IP PORT ACTION TOTAL

Match_Accuracy 0.9091 0.9091 0.9231 1.00 0.9353

Error_Rate 0.0909 0.0909 0.0769 0.00 0.0647

Frequency_f 0.7273 0.2727 0.5455 0.8182

Evaluation Index of Policy Rule Optimization Module of Boundary Firewall.

1) Correlation Bonus Indicator.
To judge the performance of firewall policy rules based on traffic control, it is neces-
sary to consider whether the correlation indicators in the firewall policy rule library
meet the standards. Therefore, the correlation plus indicator S is introduced:

S = Cor1(r1, r2) + Cor2(r1, r3) + ... + Cor n×(n - 1)
2

(rn, rn−1) (4)

When S is close to 0, it indicates that the rules in the firewall policy rule base are
uncorrelated. At this time, the simplification of the firewall policy rule base reaches
the optimal state.

2) Rule Priority Indicator.
The priority of rules in the rejected domain is often higher than that of rules in the
accepted domain. Based on this, the rule priority needs to be determined according
to frequency f and action A. The specific calculation is as follows:

P = k1 × f + k2 × A+ ε (5)

3) Performance Analysis of Rule Optimization.
In this paper, 55 rules in the security policy library are randomly selected for
performance optimization analysis and the final results are shown in Table 4:
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Table 4. Rule Scan Condition Table

Priority_P Correlation_S

R1–R11 R11 0.2310

R12–R22 R17 0.3001

R23–R33 R31 0.2945

R34–R44 R39 0.1453

R45–R55 R53 0.2247

The results show although the rules are deduplicated and optimized, some rules
cannot be completely irrelevant, so the optimization algorithm needs to be further
improved.

5 Conclusion

In order to solve the problem of identification and standardization of diversified security
policy description languages, this paper adds a security policy description language
based on policy knowledge base and completes the policy normalization import. In
addition, aiming at the redundancy, invalidity and all pass problems of firewall security
policies, a group of firewall policy analysis and optimization algorithms are designed
to help administrators automatically analyze redundant, conflicting, overlapping, loose
and other policy problems, solve the boundary leak caused by firewall configuration
problems, reduce the security operation and maintenance costs, and improve the border
protection capability.
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Abstract. Effective vulnerability detection of large-scale smart con-
tracts is critical because smart contract attacks frequently bring about
tremendous economic loss. However, code analysis requiring traversal
paths and learning methods requiring many features training is too time-
consuming to detect large-scale on-chain contracts. This paper focuses
on improving detection efficiency by reducing the dimension of the fea-
tures, combined with expert knowledge. We propose a feature extrac-
tion method Block-gram to form low-dimensional knowledgeable fea-
tures from the bytecode. We first separate the metadata and convert
the runtime code to opcode sequence, dividing the opcode sequence into
segments according to some instructions (jump, etc.). Then, we mine
extensible Block-gram features for learning-based model training, consist-
ing of 4-dimensional block features and 8-dimensional attribute features.
We evaluate these knowledge-based features using seven state-of-the-art
learning algorithms to show that the average detection latency speeds
up 25 to 650 times, compared with the features extracted by N-gram.

Keywords: Smart Contract · Bytecode · Opcode · Knowledgeable
Features · Vulnerability Detection

1 Introduction

Smart contracts are widely deployed on blockchain to implement complex trans-
actions, such as decentralized applications on Ethereum [1]. As of August 9, 2022,
the number of smart contracts exceeded 51.1 million on Ethereum1. These smart
contracts are written in a domain specific language (e.g., Solidity), compiled into
bytecodes, executed as opcodes in EVM after being deployed on-chain by the
1 https://explore.duneanalytics.com/.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 546–557, 2023.
https://doi.org/10.1007/978-3-031-28124-2_52

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28124-2_52&domain=pdf
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consensus mechanism [2]. Due to running on distributed nodes of blockchain,
once vulnerabilities are found, they are difficult to upgrade and repair [3,4]. For
example, hackers exploited a re-entrancy vulnerability in the DAO contract to
steal 3.6 million ETH2. According to SlowMist Hacked, a huge economic loss of
more than $10 billion has been caused due to the security issues of smart con-
tracts3. With the rapid increase in smart contracts, an efficient smart contract
vulnerability detection method is particularly important for the blockchain [5].

Nowadays, the mainstream smart contract vulnerability detection methods
include code analysis and machine learning. For code analysis, we can analyze
the types or causes of vulnerabilities with expert knowledge through formal ver-
ification, symbolic execution, fuzz testing, etc. [6–10]. But these methods need
to traverse more paths of code or complexity mathematical proofs, the detec-
tion is time-consuming and labor-intensive. For machine learning, they primarily
capture code features by training machine learning models to infer whether it is
vulnerable. Some smart contract vulnerability detection algorithms are based on
the combination of text information and neural network [5,11,12] or based on
the combination of smart contract graph information and neural network [13,14].
But all of them need a large feature space for training, and the dimensional of
features will influence the model performance and detection latency.

In this paper, we focus on detection efficiency of large-scale smart contracts
and face the following challenges: (1) how to improve detection performance com-
bined with vulnerability features through expert knowledge; (2) how to reduce
the dimension of feature space for optimizing the detection latency without influ-
encing the model performance. To tackle the first challenge, we preprocess the
bytecode to opcode sequences according to the disassembling rules of Ethereum
and divide the opcode sequences into flow graphs through some instructions
(jump, etc.) for extracting 4-dimensional block features. For the second chal-
lenge, we mine other 8-dimensional attribute features of vulnerabilities through
expert knowledge, to construct extensible 12-dimensional Block-gram features.
The Block-gram features have lower dimensional than thousand dimensions fea-
tures by N-gram, and will significantly reduce the detection latency without
influencing the model performance. In summary, the contributions:

– We mine the extensible low-dimensional Block-gram features from bytecode,
including 4-dimensional block features, and 8-dimensional attribute features
by smart contract vulnerabilities analysis.

– We introduce expert knowledge when constructing opcode sequence flow
graphs and extracting attribute features, and combine vulnerability analy-
sis to improve the performance of the above low-dimensional features.

– We validate the efficiency of Block-gram features on seven state-of-the-art
machine learning algorithms. The evaluation shows that the above low-
dimensional features can flexibly support multiple detection algorithms and
significantly reduce detection latency.

2 http://www.coindesk.com/daoattacked-code-issue-leads-60-million-ether-theft,
2016.

3 https://hacked.slowmist.io/en/.

http://www.coindesk.com/daoattacked-code-issue-leads-60-million-ether-theft
https://hacked.slowmist.io/en/
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2 Preliminaries

2.1 Ethereum Smart Contract

Ethereum Virtual Machine. EVM provides 142 opcodes or bytecodes with
10 functions, such as STOP and PUSH operations, etc. There are only 256
opcodes at maximum, but some instructions are not defined now, only for future
expansion. EVM has a simple stack structure with a maximum stack size of
1024. Each opcode is allocated one byte (for example, STOP is 0x00 ), pushes
or pops a certain number of elements from the stack, and can obtain informa-
tion about the execution environment, or interact with other blockchains smart
contracts [15]. During execution, the bytecode is split into bytes (1 byte equals
2 hex characters). Bytes in region 0x60–0x7f (PUSH1–PUSH32 ) are treated
differently because they contain data that needs to be pushed into the stack. If
the call count is over 1024, the call-stack attack may take place. EVM explains
how to change the system state given a series of the above instructions and a
small part of environmental data.

Smart Contract Compilation. As shown in Fig. 1, the developers write the
source code in a high-level language (e.g., Solidity). The source codes are com-
piled into byte arrays encoded by hexadecimal digits with a compiler as bytecodes
[16]. Then, the bytecodes are uploaded to EVM with an Ethereum client and can
be translated into EVM instructions or opcodes [17]. After the source code of the
contract is compiled into EVM bytecode and ABI, it can be deployed using the
Web3.js interface. For contract deployment, it is essential to execute a transac-
tion, which has no destination address but the data field is EVM bytecode [18].
When processing this transaction, the EVM executes the input data as code. The
bytecode is divided into deployment code, runtime code, and metadata. After
the contract deployment, EVM will store the runtime code and metadata on the
blockchain, and then match their storage addresses to the contract account to
complete the deployment of the contract. It would be easier to analyze smart con-
tracts with bytecodes or opcodes, because: (1) bytecodes or opcodes are not had
man-made variables that are defined in source codes; (2) bytecodes or opcodes
are easy to collect from the public blockchain.

Fig. 1. Smart Contract Compilation Process.



Block-gram: Mining Knowledgeable Features 549

Table 1. Comparisons among smart contract vulnerability detection methods.

Type Name Base Model Detection Source Platform

Code analysis KEVM Formal Verification Bytecode EVM
Oyente Symbolic Execution Bytecode & ETH Condition EVM
Contractfuzzer Fuzz Testing EVM ABI & EVM Log EVM
Ethir Intermediate Representation Bytecode EVM

Learning methods DR-GCN GCN Source code ETH & VNT
TMP TGNN Source code ETH & VNT
Deescvhunter DNN Source code ETH
Eth2vec DNN Bytecode ETH
Escort DNN Bytecode ETH
Rechecker BLSTM Sourcecode ETH
ContractWard XGBoost Bytecode ETH
Vscl DNN Bytecode ETH
EtherGIS GNN Bytecode ETH
SafeSC LSTM Opcode ETH

2.2 Smart Contract Security Analysis

Code Analysis. As shown in Table 1, most of the traditional smart contract
vulnerability detection methods are based on program code analysis and program
path analysis. Hildenbrandt et al. [6] present KEVM based on formal verification
and provide an executable formal specification for EVM’s program language
using the K framework. Luu et al. [8] use symbolic execution to implement
Oyente which traverses smart contract execution paths based on control flow
graphs to detect vulnerability. Jiang et al. [9] propose Contractfuzzer that sets
up test cases and analyzes smart contract behavior logs to detect vulnerabilities
based on fuzz testing. Albert et al. [10] implement Ethir based on intermediate
representation and analyze the security properties of bytecode by converting
Oyente’s control flow graph into a rule-based representation. Due to the need
to traverse most paths of the code, the detection is time-consuming and labor-
intensive, and difficult to use for large-scale contract detection.

Learning Method. As shown in Table 1, Wang et al. [5] propose ContractWard
that can extract bigram features from smart contract opcodes and use multiple
machine learning algorithms for vulnerability detection. Mi et al. [12] apply novel
feature vector generation techniques from bytecode and metric learning-based
deep neural network to detect vulnerability. Zhuang et al. [13] use DR-GCN to con-
vert source code into contract graph and use graph convolutional neural network
to build a vulnerability detection model. Based on DR-GCN, TMP considered the
time sequence information in the contract graph and used the time sequence graph
neural network to build a vulnerability detection model. Zeng et al. [14] use graph
neural network and expert knowledge to build the control flow graph with attribute
and input graph attribute features into graph neural networks to detect vulnera-
bilities. However, due to the lack of expert knowledge, most learning methods use
high-dimensional feature spaces for training, such asN-gram extracting thousands
of dimensional features. The detection is still time-consuming and may not be suit-
able for batch vulnerability detection. Therefore, combining the expert knowledge
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used in code analysis with the learning methods is precisely the problem that our
work mainly solves.

Fig. 2. The Block-gram feature extraction method overview.

3 Detailed Design

3.1 Overview

As shown in Fig. 2, we present a detailed description of the features extrac-
tion method Block-gram using smart contract bytecode. We first extract the
4-dimensional bytecode block features from the opcode sequence flow graph
according to EVM disassembling rules. Then, we divide the opcodes into eight
categories and count their ratios as 8-dimensional attribute features through six
vulnerabilities analysis by expert knowledge. Finally, we use these 12-dimensional
Block-gram features by seven state-of-the-art machine learning algorithms to
detect six vulnerabilities. The Block-gram features include in:

– Rule-based bytecode block features. We first collect the bytecode of the
metadata header of various solidity versions. The metadata in the bytecode
is separated from the runtime code by string matching, and convert the run-
time code into opcode according to Ethereum disassembling rules. Then we
divide the opcode sequence into blocks through JUMP opcode, and generate
the opcode sequence flow graph, denoted by the adjacency matrix. We extract
4-dimensional bytecode block features from the adjacency matrix. These fea-
tures can preserve the relationship between different bytecode blocks.

– Attribute Features with Expert Knowledge. We first divide the opcodes
of Ethereum into eight categories, such as block opcodes, system opcodes,
stack opcodes, etc. Each type of opcode corresponds to several smart contract
vulnerabilities according to the vulnerability analysis with expert knowledge.
We count their ratios as 8-dimensional extensional attribute features. These
features can preserve the expert knowledge on vulnerability, and extend with
the new vulnerabilities.

3.2 Rule-Based Bytecode Block Features

The key to bytecode preprocessing are metadata separation and bytecode con-
version. In the metadata separation module, we separate metadata and runtime-
code according to metadata header(e.g., 0x65 ‘bzzr0’ 0x58 0x20 <32 bytes swarm
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hash> 0x00 0x29). Then we convert the runtimecode to the opcode according
to Ethereum conversion rules. The bytecode of each non-PUSH class opcodes is
converted into the corresponding opcode(for example, STOP is 0x00, ADD is
0x01 ). But for the PUSH class opcodes, we get the length of their parameters
according to the type of the PUSH opcode, so as to convert the bytecode.

The existing processing methods of opcode sequence are divided into block-
sequence method and natural language processing method. Block-sequence
method divides the opcode sequence into blocks and edges. Natural language
processing method uses N-gram method to process the opcode sequence. We
choose block-sequence method to process opcode sequence and build adjacency
matrix. First, we divide the opcode into blocks according to the jump class
instruction, and then determine the edges between blocks according to the jump
type at the end of each block. Each blocks has the following boundary.

– Starting point: JUMPDEST...
– End point: JUMP, JUMP I, STOP, REVERT, RETURN, SELFDESTRUCT,
INVALID

In order to construct the edges between blocks, we divide edges into three
categories according to the end point of blocks:

– JUMP: If there is PUSHn before JUMP, the parameter of PUSHn is the destination
address of JUMP. If there is not PUSHn before JUMP, we using stack execution
algorithm provided by EtherSlove [19] to calculate the destination address.

– JUMP I: JUMP I is a conditional jump. True edge’s target is the parameter of
the PUSH opcode; false edge’s target is the offset of the following block. This
means that if a basic block ends with JUMP I, then there will be two edges
starting from this block.

– REVERT, SELFDESTRUCT, RETURN, INVALID, STOP: These opcodes mean
the interruption of control flow, so they have no subsequent basic blocks.

When we get the blocks and edges, we can build an opcode sequence flow
graph. Because the opcode sequence flow graph is a directed graph, we use
the adjacency matrix to represent the opcode sequence flow graph and extract
sequence features from the adjacency matrix. Then, we extract four-dimensional
smart contract block features according to the adjacency matrix. These features
represent the sequence attribute of the opcode.

– Number of nodes. The number of rows or columns of the adjacency matrix
is the number of nodes. The number of nodes represents how many basic
blocks are in the opcode sequence flow graph.

– Number of edges. The sum of the elements in the adjacency matrix is the
number of edges. The number of edges represent how many basic edges are
in the opcode sequence flow graph.

– Maximum out-degree. The maximum value of the sum of the elements in
row i is the maximum out-degree. Out-degree is the sum of the times when
a block of the opcode sequence flow graph is used as the starting point.
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– Maximum in-degree. The maximum value of the sum of the elements in
row j is the maximum in-degree. In-degree is the sum of the times when a
block of the opcode sequence flow graph is used as the end point.

Table 2. Block-gram Knowledgeable Features.

Feature Opcode Value Knowledge

Block Feature Node None >0 Feature of block
Edge >0
Maxout >0
Maxin >0

Attribute Feature Unary-arithmetic ratio ISZERO, NOT... (0, 1) Feature of integer overflow
Binary-arithmetic ratio ADD, AND, SHA3... (0, 1)
Block ratio NUMBER, BLOCKHASH, COINBASE... (0, 1) Feature of timestamp dependency
Control-flow ratio JUMP, JUMP I, JUMPDEST... (0, 1) Feature of re-entrancy
Environment ratio CALLER, CALLDATASIZE... (0, 1) Feature of TOD
System ratio CALL, RETUREN, REVERT... (0, 1) Feature of callstack depth attack
Stack ratio POP, PUSH, SWAP... (0, 1)
Invalid ratio Others (0, 1) Feature of invalid opcodes

3.3 Attribute Features with Expert Knowledge

There are some common vulnerabilities in Ethereum, such as integer overflow
vulnerabilities, integer underflow vulnerabilities, callstack depth attack vulner-
ability, transaction-ordering dependence vulnerability, timestamp dependency
vulnerability, and re-entrancy vulnerability. We analyze above vulnerabilities
and opcodes related to them and extract attribute features. We divide the
opcodes into eight categories, such as unary arithmetic opcodes, binary arith-
metic opcodes, block opcodes, control-flow opcodes, environmental opcodes, sys-
tem opcodes, stack opcodes, and invalid opcodes. As shown in Table 2, each type
of opcode corresponds to several smart contract vulnerabilities according to the
vulnerability analysis with expert knowledge. These features can preserve the
expert knowledge on vulnerability, and extend with the new vulnerabilities. We
define count (opcode, i) as the number of all opcodes of the smart contract i and
count (j, i) as the number of opcodes corresponding to feature j in the smart
contract i. For example, count (1, 1) is the number of unary arithmetic opcodes
in smart contract 1. count(1, i)/count(opcode, i) is ratio of feature 1.

– Unary and Binary arithmetic opcodes ratio: In Ethereum, some
opcodes are responsible for arithmetic operations, including unary, binary,
and ternary arithmetic opcodes. Only these arithmetic opcodes cause integer
overflow. In our research on smart contract, we find that almost no contract
contain ternary arithmetic codes, so we only consider unary(e.g., ISZERO,
NOT) and binary(e.g., ADD, AND, SHA3) arithmetic opcodes.

– Block opcodes ratio: In Ethereum, some opcodes are related to the block
information. BLOCKHASH shows the hash value of the block, COINBASE is the
address of the miner. At Ethereum system layer, block information is often
used as a seed for generating random numbers. However, the block timestamp,
number, and other information are often used by attackers. Block information
opcodes are related to timestamp dependency vulnerabilities.
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– Control-flow opcodes ratio: Some opcodes are used to change the control
flow. JUMP is an unconditional jump that takes the top element of the stack
as the destination address. JUMP I is a conditional jump that has the same
destination address with JUMP if the top element of the stack is not zero;
otherwise, EVM will execute the opcodes following JUMP I. The re-entrancy
vulnerability stems from the attacker’s cyclic call changing the control flow.
Control flow opcodes are related to this vulnerability.

– Environmental opcodes ratio: Some opcodes are responsible for interact-
ing with contracts and message calls and transactions. ADDRESS is the address
of the currently executed contract. ORIGIN is the address of the initiator of
the transaction. CALLER is the address of the caller of the message. Since the
environmental opcodes can obtain transaction information, they are related
to Transaction-Ordering Dependence vulnerabilities that also rely on trans-
action information.

– System opcodes ratio: The system opcodes are responsible for calling
between smart contracts. CALL calls the function in other contracts. RETURN
returns from the contract calls. REVERT reverts transaction and return data.

– Stack opcodes ratio: EVM is a stack machine, and all calculations are per-
formed on a data area called the stack. Some opcodes deal with the elements
of the stack. POP pops the top element of the stack and discards it. SWAP1
exchanges the top two members of the stack. They are stack opcodes. Sys-
tem opcodes and stack opcodes act on calls and stack operations, and these
opcodes may cause callstack depth attack vulnerabilities.

– Invalid opcodes ratio. Invalid opcodes refer to the opcodes irrelevant to
the six vulnerabilities detected.

3.4 Low-Dimensional Knowledgeable Features

During feature extraction, to make the trained model suitable for all smart con-
tracts, we first select 4-dimensional block features to highlight the relationship
between different opcode blocks. The 4-dimensional block features are the num-
ber of nodes, the number of edges, the maximum out-degree, and the maximum
in-degree of the control flow graph. These 4-dimensional features represent the
complexity of the smart contract, emphasizing the role of the features of the
smart contract itself in vulnerability detection. Then, we investigate the causes
of vulnerabilities in smart contracts and mine 8-dimensional attribute features
for opcodes associated with them. For example, unary-arithmetic and binary-
arithmetic opcodes modify integers in Ethereum, and improper arithmetic oper-
ations can lead to integer overflow vulnerabilities; block information opcodes are
closely related to timestamp vulnerabilities and block parameter dependency
vulnerabilities; control flow opcodes are related to the re-entrancy vulnerabil-
ity stems from the attacker’s cyclic call changing the control flow. As shown
in Table 2, we combined the 4-dimensional block features and 8-dimensional
attribute features together for efficient vulnerability detection. When construct-
ing the opcode sequence flow graph, we used depth-first-search algorithm, and
the time complexity is O(N). When constructing the adjacency matrix, the



554 T. Li et al.

time complexity is O(N2). Therefore, the time complexity of feature extraction
is O(N +N2), where N represents the nodes amount of the above graph.

Features Normalization. Due to the difference in feature extraction, the first
four-dimensional features are large integers, and the last eight-dimensional fea-
tures are decimals between 0 and 1. Therefore, if these 12-dimensional features
are directly used as the input of machine learning models, some machine learn-
ing models (such as K-Nearest Neighbors) will only focus on the first four-
dimensional features while ignoring the last eight-dimensional features during
training. In addition, some machine learning models also have requirements for
the format of input data. To make Block-gram features suitable for most main-
stream machine learning models, we use linear normalization to process these
features. The normalization method is defined in Eq. (1).

x∗
(n,f) =

x(n,f) − min
0<i<r

x(i,f)

max
0<i<r

x(i,f) − min
0<i<r

x(i,f)
(1)

where x(n,f) represents the value of the feature f in the n row.

4 Evaluation

4.1 Experimental Setup

Configuration. We perform experiments on a Windows 10 machine with 12th
Gen Intel Core 2.10GHz CPUs and 32 GB RAM and use the GPU of a 1060ti
graphics card to train the model and predict the results. To verify the effi-
ciency and the validity of the above 12-dimensional feature, we choose seven
state-of-the-art machine learning algorithms, such as eXtreme Gradient Boost-
ing (XGBoost), Random Forest (RF), K-Nearest Neighbors (KNN), Logistic
Regression (LR), Decision Tree (DT), Naive Bayes, and Long short-term mem-
ory (LSTM), as the training and detection model. We use the sklearn library in
python3.6.8 to build the machine learning algorithms. We also select accuracy,
recall, F1-score, and latency as the measured metrics of the model.

Datasets. We select 3000 smart contracts as the dataset for performance anal-
ysis from Contractward [5], 70% for training, and 30% for testing. The size of
the dataset is 62.7 MB. There are 871 contracts with vulnerabilities and 2179
contracts without vulnerabilities. The vulnerabilities of the dataset include inte-
ger overflow and integer underflow vulnerabilities, callstack depth attack vul-
nerability, transaction-order dependence vulnerability, timestamp dependency
vulnerability, and re-entrancy vulnerability.

4.2 Performance Analysis

Detection Performance. As shown in Table 3, in terms of accuracy, the max-
imum value of the seven models is 82.22% and the minimum value of the seven
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Table 3. Model Performance by Block-gram Features.

Model Feature Accuracy (%) Recall (%) F1-score (%) Latency (ms)

XGBoost Block-gram 82.22 93.27 88.16 0.2

N-gram 80.4 95.3 87.33 15
Random Forest Block-gram 81.77 95.00 88.10 0.3

N-gram 70.55 98.27 82.58 12
K-Nearest Neighbors Block-gram 75.44 84.51 83.01 0.004

N-gram 51.55 36.62 51.77 0.1
Logistic Regression Block-gram 75.44 98.28 85.04 0.01

N-gram 75.88 87.17 83.70 0.4
Decision Tree Block-gram 77.44 84.66 84.20 0.004

N-gram 76.11 83.72 83.27 2.6
Naive Bayes Block-gram 76.66 87.17 84.13 0.0003

N-gram 60.33 58.37 67.63 0.09
LSTM Block-gram 73.88 66.28 59.55 1

N-gram 69 75.10 58.42 90

models is 73.88% when they use Block-gram features. When they use features
extracted from opcodes by N-gram, almost all models’ accuracy drops. Block-
gram features perform better than features extracted by N-gram in terms of
accuracy. In terms of recall and F1-score, the performance of K-Nearest Neigh-
bors and Naive Bayes drops significantly when they use features extracted by
N-gram. And other measured metrics of K-Nearest Neighbors and Naive Bayes
also dropped significantly. The two models poor perform when dealing with N-
gram features. The reason is that we have considered the real jump relationship
when the smart contract runs and the expert knowledge of six vulnerabilities
but the N-gram method only extracts the combination of the opcode sequence.

Detection Latency. As shown in Fig. 3, the detection latency of all models is
greatly improved when they use Block-gram features. Among the seven models,
the detection latency of the decision tree model has reduced 650 times when
using Block-gram features compared with using N-gram. In addition, compared
with the traditional method Oyente and other machine learning methods (for
example, VSCL and EtherGIS), the latency of using Block-gram features is also

Fig. 3. Comparisons among smart contract detection latency.
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significantly reduced. Since VSCL and EtherGIS did not publish open-source
code, we directly cited the detection delay published in the paper. Their experi-
mental environment is far better than our work. The reason is that the dimension
of the feature space extracted by N-gram is too high, as high as tens of hun-
dreds of dimensions during the initial extraction. In training, the features will
be expanded up to tens of thousands of dimensions. When using Block-gram
features, the initially extracted feature space is only 12-dimensional. Even if it
needs to expand during the training process, it is only 15-dimensional at most.
Significant differences in feature space dimensions lead to differences in latency.
The experimental results demonstrate that Block-gram features are efficient and
can be used by mainstream machine learning models.

5 Conclusion

This paper addressed improving the detection efficiency for the quick detec-
tion requirements of large-scale smart contracts. We only used extensible 12-
dimensional features mining from bytecode and opcode. The low-dimensional
features will speed up the detection time 25 to 650 times without influencing
the model performance (accuracy etc.). We can also extend these features to
support more vulnerability detection and security analysis in the future. Com-
pared with the existing thousand-dimensional feature space, the features improve
the detection efficiency and extend the detection range. The evaluation based
on seven state-of-the-art learning-based methods has shown the effectiveness of
Block-gram features and can significantly improve detection efficiency.
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Abstract. This paper explains how large-scale IT systems balance secu-
rity and enabling under the pressure of supporting complex business
models, constantly introducing new technologies, maintaining unified
identity management, and meeting the business diversification of digi-
tal transformation. The paper introduces the necessity and basic idea
of using China Mobile Super SIM technology to realize the enhanced
Authentication, Authorization, Accounting, and Audit (4A) identity
authentication center. We then describe the system’s design principles,
references, and architecture and detail several key processes and capabil-
ities. Finally, the implementation and evolution of the enhanced identity
authentication system are described.

Keywords: Super SIM card · Identity authentication · 4A · Treasury
mode · Operation review

1 Introduction

With the continuous deepening of the development of the digital economy around
the world, thanks to the rapid progress in cloud system [1,2] and computer capa-
bility [3,4], various companies have accelerated the pace of digital transformation
[5,6]. In this context, it is a considerable challenge for all communication indus-
try businesses and security personnel to manage the identity, authentication,
authorization, and access control of various operation and maintenance activi-
ties so as to ensure the security of crucial systems and sensitive information [7].
On November 19, 2020, China Mobile released the Super SIM card at the Global
Partner Conference. It is an integrated security product based on the SIM card
security chip and uses different functions to achieve different levels of authenti-
cation [8,9]. It contains an encryption chip and NFC function, which can be used
as a meal card, access control card, transportation card, and key to a car offline,
or can perform financial security authentication, 5G electronic signature [10],
and large-value transfers online.
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This paper combines the super SIM authentication technology with the 4A
system, adopts the concept of zero trust and multi-factor authentication, takes
the 4A system as the core, and uses the super SIM to achieve the security capa-
bility of EAL5+, so as to build a convenient authentication process that supports
hundreds of millions of times a day. If an identity authentication center is to be
implemented based on super SIM technology, the following basic requirements
must be met:

Independent Computing Requirements. Use the independent and remov-
able key computing entity to achieve chip-level security assurance and achieve
the self-security capability of EAL5+; Implement centralized remote manage-
ment of the chip to avoid the risk of man-in-the-middle attacks and data replay
attacks, and increase the complexity and time of cracking.

No Perception/Less Perception Requirement. Perform multiple auto-
matic authentications in scenarios such as user login, resource login, multi-
factor authentication, secondary authentication, and vault mode, and combine
zero-trust technology to achieve a non-perceptual, non-disturbing automated
authentication process [11], which improves security and reduces users’ number
of passive authentications;

Centralized Management Requirements. Realize the management of sub-
ject, object, authorization relationship, trust degree, and operation review; Allow
different business operation and maintenance modes to adopt different authen-
tication strengths and authorization relationships and simultaneously perform
remote manual intervention control on abnormal subjects, access relationships,
devices, and SIM cards.

In summary, the contributions of this paper include the following points:

– We put forward some design principles based on the super SIM technology,
thus completing the design of the enhanced 4A identity authentication center
so that it can well meet the three basic requirements mentioned above.

– Based on the design architecture of the enhanced 4A identity authentica-
tion center, we have realized the four capabilities of the identity authentica-
tion center, namely, no perception/low perception authentication capability,
multi-factor authentication capability, secondary authentication capability,
and operation review (vault mode) capability.

– Considered and designed the security of the enhanced 4A certification cen-
ter, improved its security performance in the process of authentication and
transmission, and enhanced the robustness of the certification center so that
it can automatically detect and process abnormal behaviors in operation.

The remainder of the work is organized as follows. Section 2 introduces the
design principles of the enhanced 4A identity authentication center and its over-
all process. Section 3 analyzes the unique capabilities of the enhanced 4A iden-
tity authentication center. The security of the system and its ability to handle
abnormal behavior are discussed in Sect. 4. Finally, concluded remarks of the
conducted work are discussed in Sect. 5.
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2 Design of Enhanced 4A Identity Authentication Center

By designing an identity authentication center that combines super SIM and
4A, system security can be further improved, user perception can be optimized,
information systems and physical systems can be connected, and refined man-
agement can be achieved. The core design principles are as follows:

The principle of dual-core certification. Two cores are formed by super SIM
and 4A, combined through a secure and open channel. The core of the super
SIM is the authentication capability of the EAL5+ level to realize the security
root on the user side. The mobile phone and the super SIM integrate biometrics,
geographical location, behavioral characteristics, and zero-trust capabilities of
the mobile terminal to achieve financial-level authentication. It has become a
universal ID card and pass card for users in the physical and information worlds.
As the core capability of identity management and control of various business
systems, the 4A system has gradually evolved into an identity middle platform
to integrate current new, and future advanced identity-related capabilities.

User-perceived optimization principle. Achieving “safety” and “convenience”
has always been challenging. It is necessary to use intelligent analysis, environ-
mental perception, and chip-level security technologies to judge the security
certification status through technical means. Only when certification is required
are users required to authenticate, so that to improve security capabilities. At
the same time, it optimizes user perception and improves refined identity man-
agement and control, reducing the “repetitive” and “tedious” experience of users
in the authentication process.

The principle of advanced security management and control. In the face of
critical systems and sensitive data operations, security controls must be improved
to achieve real-time authentication and real-time audit of people, data, and
behavior.

The principle of minimum authorization and convenient permission applica-
tion. Due to the complex business scale of operators and the complex roles and
permissions of operation and maintenance and operation personnel, in order to
ensure access to the gateway system and sensitive data, it is necessary to adopt
an on-demand, and per-event authorization mode, which is intuitively reflected
in that users can see the function entry. However, it is necessary to apply for per-
mission before use. The approval action is automatically performed by the work
order or authorized by the superior. The user obtains the temporary permission
and withdraws it immediately after the work is completed or after the timeout.
In order to simplify the authorization work of the superior supervisor, it is neces-
sary to combine the super SIM computing power of the supervisor to complete the
authorization through a simple click operation on the mobile phone.

2.1 Identity Authentication Logic Combining Super SIM and 4A

In order to realize the integration of super SIM and 4A, it is necessary to incor-
porate the “5G super SIM card authentication open platform” into the identity
security infrastructure connected with 4A to implement the overall integrated
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identity authentication logic. The enhanced 4A identity authentication center
logic based on super SIM technology is shown in Fig. 1.

Fig. 1. Logic diagram of enhanced 4A identity authentication center based on super
SIM technology

2.2 The Main Functions of 4A Security APP

Due to super SIM technology’s emergence, smartphones’ security has been dra-
matically improved, and mobile phone authentication, operation, and approval
have been greatly improved. It is necessary to redesign a 4A security APP based
on super SIM cards and smartphones. Its main functional structure is shown in
Fig. 2.

4A security APP is to transform the 4A capabilities from the traditional PC
field to the mobile Internet field. It utilizes the security features of current smart-
phones and super SIMs. Based on the characteristics of mobile phones being
carried around and closely related to natural persons, the APP program is used
to convert the identity of natural persons into the information world. Its main
features are divided into two fields, one is the functional field, including secu-
rity authentication function, operation review function, and zero trust function;
the other is its own security field, including software-based security capabilities,
security capabilities based on mobile phone chips, and security capabilities based
on super SIM card.

2.3 Certification Process of Enhanced 4A Authentication Center

Authentication Process of Enterprise-Level Application System. The
main principle of enterprise-level application system authentication is based on
the 4A system to achieve “one point authentication, everywhere authentication;
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Fig. 2. The main function of the 4A security APP

one point exit, everywhere exit”, that is, after the user completes the “man-
device” verification and “man-identity authentication” in combination with the
Super SIM and the 4A system, the authentication of the system, operation and
data within its authority is also completed at the same time. It is only necessary
to realize the simplified single sign-on process from the 4A system to other
application systems. Once a login terminal is withdrawn from the 4A system,
other login rights on the login terminal will also be withdrawn.

As shown in Fig. 3, the user authentication process in the information system
is as follows:

1. The user first logs in to the 4A portal and sends an authentication request
to the 4A system;

2. 4A system sends an authentication challenge to the login portal, such as
a username and password or a QR code that needs to be scanned with a
mobile phone;

3. In the process of combining the super SIM, the user needs to use the 4A
login APP on the mobile phone to scan the code;

4. While using the mobile phone, user must use fingerprint, face, encryption,
and other technologies to pass the “man-device” authentication. Most of
these authentication processes are completed by mobile phone software or
exclusive security chips (such as Apple’s T2 chip);

5. After the “man-device” authentication is completed, the “man-enterprise
identity” authentication needs to be completed again. At this time, it needs
to be completed by the authentication computing power of the super SIM;

6. The 5G-based super SIM security application will be connected to 4A
through the base station, core network, and super SIM card authentication
open platform to complete the authentication of “man-enterprise identity”;
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Fig. 3. Authentication application of super SIM and 4A technology in information
system

7. After the certification is completed, the mobile phone super SIM application
will complete the challenge response required for 4A certification, manifest-
ing as passing the code on the 4A certification portal.

8. The 4A system judges the authentication process to be passed, and a com-
plete set of enterprise identity authentication from natural persons, mobile
devices, and PC terminals has been completed at this time;

9. In the second stage, the user requests to log in to a specific application at
this time, which can be jumped through 4A or directly logged in to the
application;

10. The modified applications will use the 4A single sign-on function to initiate
a ticket login verification request to 4A;

11. 4 System A will re-verify factors such as people, PC terminals, mobile
devices, enterprise applications, and related policies to determine whether
the single sign-on process is released;

12. After the application login determination is completed, 4A will notify the
application to release the user, thus completing the authentication login of
the user to the application system.

In the above process, the user’s recognition perception is the process of log-
ging in to the 4A portal. In the subsequent use process, unless the security
policy, timeout, user offline, secondary authentication, vault mode, and other
processes are triggered, the user can use it within the adequate time. Log in to
use authorized applications.

3 Enhanced Capability of 4A Certification Center

3.1 No Perception/Low Perception Authentication Capability

In the identity authentication logic, a smartphone with a super SIM card acts as
a convenient and credible man-machine trust consistency system, in which the
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mobile phone itself and its security chip (such as Apple’s T2 security chip) can
realize “man-device.” The super SIM card realizes the unique authentication of
“device-enterprise identity.” After combining the two, a smartphone with a super
SIM card can realize the authentication of “natural man-enterprise identity.” This
authentication process is obtained by convenient means such as the face, finger-
print, forged voiceprint. It is enhanced by enterprise-level security technologies
such as zero trust, realizing the coexistence of security and convenience.

Taking the steps of logging in to the application system through the 4A sys-
tem as an example, only 3 of the 11 steps in the entire login process require user
responses, and after successfully logging in to 4A, logging in to each application
again only requires clicking on the relevant entry.

3.2 Multi-factor Authentication Capability

Multi-factor authentication is a method of computer access control. Users must
pass two or more authentication mechanisms before being authorized to use com-
puter resources. For example, the user wants to enter a PIN, insert a bank card,
and finally, through fingerprint comparison, these three authentication methods
can obtain authorization. This authentication method can improve security.

Smartphones with a Super SIM card are equipped with a security token func-
tion, which can form two-factor authentication with a username and password
in certain situations. This specific situation is based on the evaluation of the
zero-trust mechanism. When the security score of the user’s device, network,
behavior, and other factors is too low, the two-factor authentication will be
turned on. The security score will be restored and returned under single-factor
authentication if the two-factor authentication is passed.

3.3 Secondary Authentication Capability

The secondary authentication capability will be activated when the user’s opera-
tion behavior triggers the policy. These behaviors include dangerous operations,
access to sensitive data, behavior deviations from the baseline, and changes in the
security status of the registrant’s terminal. The action of the secondary authen-
tication is to change the implicit authentication judgment to the explicit one and
require the user to re-enter the user name, password, or super SIM card token code.

After the secondary authentication is passed, there will be no secondary
authentication until the following secondary authentication action is triggered.

3.4 Operation Review (Vault Mode) Capability

Vault mode will be activated when user actions trigger policies. These actions
include pre-determined actions involving dangerous operations and accessing
sensitive data. The action of operation review is to suspend the operation process
first and introduce a reviewer into the review process. The reviewer is usually
the superior leader of the user or a post with management responsibility in the
relevant operation field.
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The operation reviewer will use a smartphone with a super SIM card to com-
plete most of the operation review actions. The reviewer first needs to log in
to the 4A security APP on the mobile phone and complete the “man-device”
authentication and “man-enterprise identity.” Due to the high frequency of par-
ticipation in operation review, the 4A security APP will support interface click
and batch confirmation methods, allowing reviewers to submit review results to
ensure safety quickly.

4 The Security of the Enhanced 4A Certification Center

A smartphone with a super SIM card is a security-increasing computer with inde-
pendent computing and storage capabilities. Combined with some smartphones’
existing independent security chips, the architecture of dual independent secu-
rity computers is formed. The independent secure computer architecture formed
by the super SIM card is shown in Fig. 4.

Fig. 4. Independent secure computer architecture formed by super SIM cards

4.1 Security Enhancement During Authentication and Transmission

Because the super SIM card has storage and computing capabilities, it supports
domestic SM2, SM3, SM4, and SM9 security algorithms and supports RSA 2048,
SHA 256, TDES, AES, ECC (Secp256r1), X 25519, ED 25519 algorithms. It can
realize the encryption ability of the root key without the SIM so that the mobile
phone carrying the SIM card, related applications, and network links cannot
unilaterally steal or tamper with the transmission and storage containers. The
transmitted data can be decrypted only through the internal program of the
super SIM card and the super SIM authentication center. Code protection is
enabled on the super SIM card, the long-term key K stored in the SIM card
can only be accessed by the SIM card itself and the card-issuing operator, while
most smartphones are used in network access and data transmission. The keys
are all derived based on the key K, which shows that the communication process
of the smartphone has exceptionally high security.
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Authenticity of Data Transmission: In the communication of the authentication
request, it is indispensable to ensure the authenticity of the identity of the person
transmitting the data to prevent the user authentication data from being coun-
terfeited during the transmission process. A smartphone with a Super SIM card
first digitally signs the basic security messages (BSM) it advertises using the pri-
vate key corresponding to the pseudonymous certificate. Then the smartphone
sends that signed message along with the pseudonymous certificate or the digest
value of the pseudonymous certificate. The application system that receives the
message first uses the certificate of the certificate authority (CA) that issued the
pseudonym certificate to verify whether the signed certificate in the message is
valid and then uses the public key in the pseudonym certificate to verify whether
the signature in the signed message is correct. Finally, the receiving initiator uses
the verified BSM content to determine the sent data content.

Data Transmission Integrity: In authentication communication, it is necessary to
ensure the integrity of the transmitted data and prevent the message from being
tampered with during the transmission process. The integrity of the transmitted
data can be guaranteed by using cryptographic hash algorithms (such as SM3)
and digital signature algorithms (such as SM2). The smartphone equipped with
the super SIM card uses the hash cipher algorithm to calculate the digest value
of the BSM and sends the BSM together with the signature of the digest value;
the application system that receives the BSM re-uses the hash cipher algorithm
to calculate the digest value of the BSM, and use the signature public key of the
authentication initiator to verify the signature of the digest value to ensure the
integrity of the transmitted data.

Data Transmission Confidentiality: In authentication communication, it is nec-
essary to ensure the confidentiality of critical data to prevent the essential data
in the message from being leaked during transmission. Confidentiality of trans-
mitted data can be guaranteed by using a symmetric cryptographic algorithm
such as SM4. The authentication initiator, 4A system, and application system
can obtain the symmetric encryption key through the key distribution platform
or preset methods, use the symmetric key to encrypt the important information
in the BSM, and then the main certificate initiator sends the BSM out. The
application or 4A system that receives the message uses the symmetric key to
decrypt the important information encrypted in the BSM.

Anti-replay: Multiple parties in the authentication process can use timestamps or
cache queues to prevent anti-replay attacks. The authentication initiator, appli-
cation, and 4A should all judge whether the timestamp in the received message
has expired. Both communication parties need accurate time synchronization
and guarantee the time source from a legitimate authority, such as GNSS (Global
Navigation Satellite System) time.

Behavioral Non-repudiation: The authentication initiator uses the private key
to sign the BSM digitally, and the applications and 4A systems that receive the
data use the sender’s public key to verify the signature data, preventing the
sender from denying its behavior of sending the BSM.
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Discovery and Disposal of Abnormal Behavior: The enhanced 4A identity
authentication capability based on super SIM technology also has security risks,
mainly from the following directions: 1) On the mobile terminal side, the user’s
mobile phone and the super SIM card may be lost, fraudulently used, or replaced
with the super SIM card. 2) On the communication network side, there may be a
network configuration error, which may cause it to fail to connect with the right
SIM card authentication center or fail to connect with the 4A system. 3) On the
application side, there may be security issues in the 4A system itself, leading to
risks such as leakage, tampering, and unavailability of user identity data.

Therefore, the project must have various abnormal behavior detection mech-
anisms and handling plans during the operation process. For security issues
on the terminal side, it is necessary to conduct data analysis on the behavior
of terminals, SIM cards, and users and analyze possible physical intrusion, net-
work hijacking, and user impersonation. If the secondary authentication fails, the
device and SIM card will be temporarily locked and confirmed by the security
operator through dialogue with the direct user. When addressing network-side
security issues, the 5G network evaluation process should be combined to mini-
mize network infrastructure’s hidden dangers in advance. When addressing the
security risks on the application side, it is indispensable to improve its security
and simultaneously design a bypass plan for the system’s unavailable risks.

The super SIM could be used in 5G, which is a research hotspot. 5G could
be combined with the emerging blockchain technology [12] to realize better per-
formance [13], scalability [14], and higher lever of security [15,16]. Blockchain
consensus [17,18] is the most important fundamental, which decides the the sys-
tem performance and security [19]. Sharding blockchain [20,21] can be used in
5G authentication protocol, combined with the super SIM as a trusted hardware,
to process large-scale user requests. Moreover, the 5G and blockchain technology
can be used to process the cloud storage, access control problems, etc. [22–24].

5 Conclusion

The enhanced 4A identity authentication center based on Super SIM technology
was an important innovation that combined the 4A system covering the entire
network with Super SIM technology. The system provided a new method of
identity control for the problems of expanding business scale and complex team
composition faced by enterprises in digital transformation. In the future, when
identity control needs are more diversified, the identity control system must
achieve higher security, smarter perception, and finer management and control.
At the same time, the system will also need to balance the contradiction between
security and convenience, and unify the contradiction between identity and busi-
ness complexity. The main evolution direction of this project is to create a safe,
convenient, highly compatible identity authentication system. This system will
use the capabilities of Super SIM fully and current smartphones, making mobile
phones a powerful identification tool for natural persons, thereby creating a
modern identity control solution.
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Abstract. With the increasing maturity of Industrial Internet of Things
(IIoT) technology, resource-constrained devices are widely applied to
segments of the factory, which puts significant pressure on their com-
putational capacity. In order to address this issue securely, we pro-
pose a verifiable and privacy-preserving outsourced computation system
that employs SRAM PUF to safeguard the hardware security of devices
and blockchain to achieve public verifiability and data privacy, thereby
greatly guaranteeing the security of outsourced computation in the IIoT
environment. Additionally, we protect the rights of calculators using a
mechanism that identifies malicious calculators. Finally, compared with
other existing schemes, the experimental results demonstrate that our
scheme provides more efficient and secure outsourced computation ser-
vices for IIoT devices.

Keywords: IIoT · Blockchain · Outsourced computation · PUF ·
Verifiability · Privacy

1 Introduction

The Industrial Internet of Things (IIoT) is the extension of the Internet of
Things (IoT) in industry [15,17,19]. At the advent of the fourth industrial revo-
lution, applying IIoT technology will become comprehensive, eventually realizing
the transformation of manufacturing processes. In the IIoT environment, mas-
sive data [3,8,13] makes it impracticable for resource-constrained devices [20–22]
to process it locally. This practical necessity is effectively addressed by the emer-
gence of outsourced computation.

As shown in Fig. 1, Edge outsourced computation is a new computing
paradigm [32] of providing real-time computational services, which originates
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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from outsourcing customers’ computing overhead to the cloud [7]. The advance-
ment of edge outsourced computation benefits several applications in the IIoT
environment, including data processing in supply chain optimization, smart grids
and intelligent industrial parks. However, due to the distributed network envi-
ronment, security and accuracy of outsourced computation cannot be protected
[6]. Further, hardware security of IIoT devices is not fully guaranteed, which
gives more weight to device authentication. PUF is a novel hardware primitive
utilized in authentication, whose unclonability and low-power dissipation meet
the needs of authentication in the IIoT system.

To address the aforementioned problems, we present a blockchain-based out-
sourced computation system with PUF and implement outsourced linear regres-
sion computation. Linear regression (LR) is a simple but efficient machine learn-
ing algorithm utilized in the IIoT environment [2,23]. A standard model of lin-
ear regression is: y = Xβ, where y and β are m × 1 and n × 1 vectors in R

m

respectively and X is an m × n matrix in R
m×n, for m > n [1]. We apply

the least squared error method to find an approximation of β using the for-
mula β = (XT X)−1XT y [1]. Then, in order to verify the results, we introduce
blockchain [4,5] into our system, which is a decentralized ledger using cryptog-
raphy to host applications, store data, and share information securely [18,25].

Fig. 1. The model of edge outsourced computation

The main contributions of our paper can be concluded as follows: (1) We pro-
pose a verifiable and privacy-preserving outsourced computation system using
PUF and blockchain, which achieves data privacy and public verifiability and
allows IIoT devices to access computing resources securely. (2) Our proposed
scheme guarantees the hardware security of IIoT devices with low security lev-
els utilizing SRAM-PUF-based authentication scheme, which only allows PUF-
authenticated outsourcers to initiate outsourced tasks. (3) We introduce a mech-
anism to identify malicious calculators, allowing the selection of calculators on
the blockchain. The experimental results indicate that our scheme not only is
in milliseconds level with high verification success rate, which is more efficient
than other related schemes, but also achieves privacy, verifiability, and fairness.

In the rest of this paper, Sect. 2 reviews the related work. Fundamental knowl-
edge is interpreted in Sect. 3. Section 4 presents the system model and the threat
model. We detail our scheme in Sect. 5. We implement our proposal and analyze
the experimental results in Sect. 6. Section 7 concludes our work.
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2 Related Work

Researches in outsourced computation cover diverse directions, the majority of
which focus on data privacy and verifiability. In the study of data privacy, Liu
et al. [16] presented a privacy-preserving outsourced computing scheme that
employs Intel SGX as a trusted execution environment to guarantee data privacy.
Compared with them, Zhang et al. [30] avoided introducing a trusted third party
and proposed an IoT RSA outsourced computation scheme based on the Chinese
residual theorem that simultaneously assures the privacy and security of the
scheme. In the study of verifiability, Li et al. [12] devised a secure distributed
outsourced computation system for modulo power operations, which combines
logical partitioning and segmentation methods to verify the results. However,
the verification can only be performed by users. Further, Li et al. [14] and Zhang
et al. [29] achieved public verifiability. Li et al. [14] validated the results based
on the Elgamal algorithm and protected data privacy. Zhang et al. [29] created a
safe, equitable, and verifiable method to outsource linear regression computation
to unreliable cloud, which enables public verifiability.

3 Preliminaries

3.1 Physical Unclonable Function

Physical Unclonable Function (PUF) is a hardware primitive employing intrinsic
random deviations introduced during the manufacture, which provides a unique
fingerprint for a physical entity. It inputs a challenge C and outputs an unpre-
dictable and unique response R using its inherent unclonability [11]. Particu-
larly, SRAM PUF generates response bits based on unpredictable initial values
of SRAM cells that are determined by manufacturing process, which makes it
convenient to be integrated into IIoT devices without additional changes [10].
Therefore, we employ SRAM PUF in the authentication phase of our system.

3.2 Sparse Matrix Masking

The core concept of Sparse matrix masking (SMM) technique is to mask sen-
sitive data using a randomly selected sparse matrix, which can be utilized in
matrix-related calculations to avoid expensive encryption operations and secure
data privacy effectively [31]. In order to reduce computational consumption while
protecting information related to zero elements, we introduce the definitions of
χ–sparse matrix and adaptive adjustment function in [31], which adjusts place-
ments of non-zero elements according to non-zero elements of the input matrix,
thereby concealing zero-element-related information of the original matrix.

4 Problem Formulation

4.1 System Model

Five entities compose our system as illustrated in Fig. 2: task outsourcers,
task calculators, certificate authority(CA), authentication committee, and
blockchain.
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Fig. 2. System model

• Task Outsourcers and Task Calculators. The task outsourcers are resource-
constrained devices initiating the outsourced tasks and the task calculators
are resource-rich devices accomplishing the outsourced tasks.

• CA and Authentication Committee. CA is responsible for issuing certificates
for task outsourcers and distributing the information of CRPs to nodes in the
P2P network, which comprise the authentication committee. In our system,
each participant in authentication committee holds a part of CRPs.

• Blockchain. Blockchain is a recorder of all transactions in the system that
shows the outcomes of authentication and outsourced tasks.

4.2 Threat Model

We present our threat model in this part. The primary security threats originate
from calculators and adversaries in the P2P network, therefore, we define identity
unforgeability, privacy-preserving, and verifiable.

• Identity unforgeability. The adversary cannot forge the identity of low-
security-level devices from the physical layer to steal their assets, and the
forged authentication information of the adversary cannot be authenticated.

• Privacy-preserving. The outsourced computation should protect the privacy
of the outsourced data that belongs to outsourcers, even if the openness and
transparency of the blockchain-based system introduce the issue of privacy
disclosure, which makes private data susceptible to eavesdropping.

• Verifiable. Under the premise of guaranteeing data privacy, the verification
algorithm does not validate a calculator if the calculator submits inaccurate
results in an attempt to obtain rewards.
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5 Concrete Scheme

In this section, we provide the details of our scheme that consists of six phases:
Setup, Task announcement, Task selection, Result calculation, Verification and
Payment. We denote the linear regression calculation

→
y = X ·β as ΦLR = (X,

→
y ),

where X is a n1 × n2 matrix and
→
y , β = (Xt · X)−1 · Xt · →

y are vectors with
respective sizes of n1 × 1 and n2 × 1, where n1 > n2 [1].

5.1 Setup

KeyGen. On inputting the security parameter λ and the size of matrix (n1, n2),
the outsourcer Oi randomly creates a diagonal matrix A and a χ-Sparse matrix
Mχ

post with respective size of n1 ×n1 and n2 ×n2 to secure data privacy. Specifi-
cally, A satisfies At ·A = ϕ2 · I, where ϕ is a random value chosen by Oi, I is an
identity matrix of size n1 × n1 and Mχ

post is constructed according to [31]. Set A
and Mχ

post as the private key k, which is indicated as k = (A,Mχ
post).

ProbGen. On inputting the private key k, Oi produces an encrypted LR
problem Φ

′
LR = (X

′
,−→y ′

). Firstly, Oi executes the function Mχ
adj−post ←

adj(X,Mχ
post) in [31] to obtain matrix Mχ

adj−post. Then, Oi calculates X
′
=

A · X · Mχ
adj−post and −→y ′

= A · −→y , which are outputted as encrypted inputs of
the LR problem.

Registration. This phase is performed jointly by CA, authentication committee
and outsourcer which is embedded in a SRAM PUF. Firstly, Oi sends its identity
to CA, who issues a certificate to Oi in response. Then CA randomly assigns the
memory address fields of SRAM PUF to nodes in authentication committee [10].

5.2 Task Announcement

Authentication. According to [10], first, Oi randomly chooses CRPs on the
basis of the distribution of memory address fields and submits the challenges
to authentication committee. Given the challenges, each node delivers the hash
value of the response H(Ri) to the smart contract based on its possession of the
partial CRPs. After powering on the SRAM PUF, Oi concatenates the responses
R

′
1, R

′
2, . . . , R

′
n into a string and signs it as σ = Sigsk(H(R

′
1 . . . R

′
n, r)), where r

is randomly chosen. Subsequently, Oi calculates the value of Re1 , Re2 , . . . , Ren
,

where Rei
= gH(R

i
′ )(1 ≤ i ≤ n). Then, Oi sends σ and Rei

to the smart contract,
which checks the validity of the signature and the equation gH(Ri) ?= Rei

(1 ≤ i ≤
n). The authentication of Oi will be successful if the equation and the signature
are validated, otherwise, it fails.
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Initialization. On the premise that authentication is successful, Oi initi-
ates the outsourced task Ti = (ID, input(X

′
,−→y ′

), Φ
′
LR = (X

′
,−→y ′

), reward,
deposit, T ime). Six parameters characterize Ti: ID denotes the task identifier;
input(X

′
,−→y ′

) is the input data; Φ
′
LR = (X

′
,−→y ′

) represents the description of the
problem; reward indicates the task reward; deposit denotes the deposit required
to be submitted; Time is the deadline for the task. After initialization, Oi submits
Ti to the smart contract.

5.3 Task Selection

In this phase, calculators select public tasks on the blockchain according to
their computational resources by signing tasks and submitting the deposit. The
selections will be confirmed if calculators pass the related validation.

5.4 Result Calculation

First, Cj calculates of β
′
= (X

′ t · X
′
)−1 · X

′ t · −→y ′
locally, which guarantees

data privacy. After that, Cj calculates the hash value H = H(β
′ ||address) and

submits it to the smart contract. Eventually, Cj submits β
′

and its public key
address after the confirmation of H.

5.5 Verification

First, the smart contract validates the identity of Cj by comparing the hash value
H

′
= H(β

′ ||address) with H. Then, it checks whether the equation Δ−→y ′
=−→y ′ − X

′ · β
′

holds. If ∀i ∈ {1, . . . , n}, Δ−→y ′
(i, 1) is within the standard error

interval, the result will be accepted, otherwise, rejected. After validation, the
result β

′
is recorded on the blockchain, which can be decrypted using the private

key k of Oi according to the formula β = Mχ
adj−post · β

′
.

5.6 Payment

In this phase, all honest calculators that submit correct results on time are
rewarded, while the ones that submit inaccurate results or fail to complete the
task before deadline are deemed malicious. Calculators marked as malicious are
forced to submit more deposits than honest ones and their deposits are fully
deducted for the purpose of protecting the rights of all calculators. As all nodes
are considered rational, we believe that this strategy can effectively decrease
malicious calculators in the system.

6 Performance Evaluation

In this section, We first compare our scheme with other existing works, and
then we evaluate the time cost and the predictive performance of our scheme.
The scheme is performed using the Combined Cycle Power Plant Data Set from
the UCI Machine Learning Repository [9,26]. Finally, we prove that our scheme
achieves the security requirements.
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6.1 Performance Comparison

We compare the performance of our scheme with some existing works, including
verifiability, fairness, privacy, authentication, and security. Based on the com-
parison results displayed in Table 1 using “Yes” and “No”, we can observe that
our scheme is more advanced than other related works.

Table 1. Performance comparison with existing schemes.

Ref. Verifiable Fairness Privacy Authentication Security

[27] No Yes Yes No Yes
[24] No Yes Yes No Yes
[28] Yes Yes Yes No Yes
[14] Yes Yes Yes No Yes

Our scheme Yes Yes Yes Yes Yes

6.2 Prototype Evaluation

Our scheme is implemented on a consortium blockchain using Hyperledger Fab-
ric v2.3. We deploy Go-language-based smart contracts on a desktop with a
quad-core processor, 4 GB RAM and 20 GB memory, which is running Ubuntu
22.04.1. The implementation can be separated into three parts. In the first part,
we evaluate the time cost of each stage multiple times and average the results.
From Fig. 3, we can clearly see that the overhead of all stages is milliseconds,
which is efficient and applicable in the IIoT environment. Compared with the
scheme mentioned above, our scheme is more advanced in that it achieves iden-
tity unforgeability, data privacy and public verifiability with acceptable time
consumption. Then, we analyze the time complexities of our algorithms as shown
in Table 2.

Table 2. Time complexities of our proposed algorithms.

Setup Task Task Result Verification Payment
announcement selection calculation

O(n2
1) O(n) O(1) O(n3

2) O(n2
2) O(1)

In the second part, we evaluate the ratio of verification that successfully
identifies malicious calculators and show the resistance of our scheme to malicious
calculators in Fig. 4. With the percentage of malicious calculators varying from
10% to 50%, a graceful increase in the ratio of verification that identifies incorrect
results can be observed, which proves the effectiveness of the verification.

In the third part, we evaluate the predictive performance of the linear regres-
sion model. The comparison between measured and predicted data is presented
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Fig. 3. The time consumption of each
stage

Fig. 4. The success ratio of verification
that identifies malicious calculators

in Fig. 5. As we can see, the majority of the predicted results fall in the standard
error interval indicating that the predictive performance satisfies the require-
ments of the IIoT environment, which demonstrates the practical application
value of our proposal.

Fig. 5. Comparison between measured and predicted data

6.3 Security Analysis

We analyze the security requirements in this section, including identity unforge-
ability, privacy-preserving, and verifiable.

• Identity unforgeability. We assume that adversaries attack the hardware of
devices in the system from the physical layer to forge their identity, which
can be detected through authentication. Due to the unclonability of PUF,
this attack changes the CRPs of PUF and consequently leads to the failure of
authentication. Devices that fail to pass the authentication can not publish
outsourced tasks in our system, as a result of which the assets of devices are
protected.

• Privacy-preserving. In our system, a malicious entity can eavesdrop private
and sensitive data contained in the outsourced tasks from the transmission
channel and blockchain. Therefore, we use the SMM technique to encrypt the
original input data so that malicious eavesdroppers can not decrypt private
information from public task-related data in the P2P network and the privacy
of data is protected.
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• Verifiable. We assume that malicious calculators submit inaccurate results in
order to obtain rewards, which can be detected with the verification algorithm
in our scheme. If a calculator tries to submit results without accomplishing
the calculation correctly, the submission shall not pass the verification phase
as the smart contract fails to verify the equation mentioned in Sect. 5. The
malicious calculators will be punished to guarantee the rights of both out-
sourcers and calculators.

7 Conclusion

In this paper, we proposed a new edge outsourced computation scheme for
the IIoT environment. Our scheme adopted SRAM PUF to accomplish device
authentication and guarantee their hardware security. To the best of our knowl-
edge, our scheme was the first outsourced computation scheme that achieved
hardware security of IIoT devices. In addition, to verify the accuracy of results
and protect sensitive data, the scheme utilized blockchain and SMM technolo-
gies to achieve public verifiability and data privacy. Furthermore, the scheme
introduced a mechanism for identifying malicious calculators. Our scheme pro-
vided a verifiable, fair and privacy-preserving outsourced computation method
for resource-constrained IIoT devices with low security level. Eventually, the
experimental results illustrated that our scheme was at the millisecond level
with high verification success rate and achieved data privacy, public verifiability
and identity unforgeability, proving our scheme to be feasible and fair.
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Abstract. Deep learning has become a popularly used tool in large
amount of applications. Given its ability to explore the input and out-
put relationship, deep learning can perform well in terms of prediction.
However, one important drawback in this framework is that the model
cannot be easily trained due to huge search space and large number of
parameters. In response to such problem, this paper proposes a novel
way to build a deep neural network. Specifically, it tries to consider an
unbalanced structure of deep neural network by expanding the number
of nodes in the beginning to extract as much information as possible and
then shrinking quickly to converge to the final result. The experiment
results show that our proposed structure can output equally good output
with much faster time compared with traditional methods.

Keywords: Deep Learning · Machine Learning · Neural Architecture
Search · Deep Neural Network · Information Set · Back Propagation

1 Introduction

Deep learning has become an essential tool across different fields including cyber
security [31,32,37], stock trading [49] and Go playing [46]. Specifically, as for
complex problems, deep learning tries to build a layer-by-layer structure so as to
precisely capture the relationship between the input features and output results.
Most of these relationships are nonlinear, so cutting it into different layers and
learning the relationship through deep neural network model is a good option.
For example, Gao and Qiu [10] consider the energy-based learning as the tool to
prevent backdoor in various situations.

Due to the good performance of deep learning techniques, people are always
trying to explain the reason why deep learning can do better than traditional
machine learning methods. Artzai et al. [28] attribute this to the fact that the
multi-level structure can provide the system a way to learn complex functions
to map input to the output. This also reflects the motivation of the invention
of deep learning, which tries to simulate the human brain structure and behave
like the cell-to-cell connection. Therefore, with the development of computation
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 581–596, 2023.
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technology, one famous deep learning machine AlphaGo [46] can leverage deep
neural network models to easily beat top-level human being Go players.

However, there are still several problems existing in the deep learning frame-
work [23]. First of all, it is usually hard to explain the result of deep learning
because the complex structure, including many layers and a lot of nodes, makes
itself impossible to clearly show the correlation between the input and the out-
put. In addition, even with Hecht-Nielsen’s back propagation [14] method, it still
takes too long to train the deep learning model.

Recently, Kung [20] proposed an effective neural architecture search algo-
rithm to find useful DNN structures for training. Specifically, it comes up with
an X-learning Neural Architecture Search (XNAS) to automatically train the
network’s structure and parameters, which seems to be more competitive than
state-of-the-art approaches. However, different from the previous approaches,
we think if it is possible for the user decouple structure exploration and model
training, this can save a lot of time to do deep learning model training because
we only need to focus on one concrete model to train the deep neural network.

In order to speed up the training process of deep learning model, we claim
that setting up the concrete and effective structure of Deep neural network (DNN)
beforehand should be helpful for the future model training process. Accordingly,
in this paper, we come up with a novel technique to build the structure of DNN
in order to speed up the training speed. To be specific, we consider the DNN as
a structure to extract useful information from the input features so as to quickly
build the connection between input and output. Therefore, we want to include as
much information as possible in the initial several layers.

However, too many nodes within the DNN will increase the training diffi-
culties a lot. Our algorithm aims at reducing the number of nodes dramatically
layer by layer until the final one. To be specific, we will set the number of nodes
in the first layer to be equal to the number of input features. Then the number
of nodes in the next layer would be half of the number of nodes in the previous
layer. We will also guarantee that each layer (except the output layer) should
have more than one node.

There are a lot of benefits of such DNN architecture design. In the beginning,
this design can help the structure avoid losing any important information. As
the data goes through layers, more important information has been extracted,
which means there is no need to remain the number of nodes the same as layers
before. In order to reduce the training complexity, it is reasonable to reduce the
number of nodes in the following layers. We believe this should be an effective
way to find a trade-off between fitting accuracy and training speed in DNN.
There are three main contributions of this paper:

• We give a detailed analysis of deep learning to find some possible reason of
its low training speed.

• We propose an deep neural network structure that can quickly capture the
input and output relationship.

• We compare our proposed structure with several existing structures to illus-
trate the benefits of our proposal.
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The remainder of this paper has the following structure. Section 2 summa-
rizes the background of deep neural network and overviews several up-to-date
structure learning techniques in the domain of DNN. Then, Sect. 3 starts from
a simple example and formally presents the algorithm design of our proposed
architecture search algorithm for DNN. Furthermore, Sect. 4 gives the imple-
mentation details together with several experiment results. Finally, conclusions
are shown in Sect. 5.

2 Background

In this section, we will provide a brief description of the deep neural network
and explain the pros and cons of DNN. Then, several related structure learning
techniques will also be mentioned to show some of the current trials to find the
close-to-optimal structure of the DNN.

2.1 Deep Neural Network

With the rapid development of computer capability [39,43,44], new algorithm
design [26,41,42], and cloud computing [22,30,36], large amounts of data
[9,16,21] can be generated in a very short time period. Hence, this demands
fast processing capability of big data. Machine learning [33–35] and artificial
intelligence are the results of this big demand. There are many different learning
models. DNN [4] is one important part of a broader family of machine learning
methods based on artificial intelligence. It has become a widely used technique
across several fields. The general structure of DNN is shown in the Fig. 1.

At a really high level, one DNN framework consists of two main components:
layer and node. The first layer is called the input layer while the last layer is called
the output layer. All layers between input and output layer are all regarded as
hidden layers. The data would come from the input layer and then pass through
all layers before arriving at the last layer, which stores the output information.
Each node will represent a value and be used as the inputs to all nodes in the next
layer. Usually, the nodes’ values in the next layer will be a linear combination of
all nodes in the layer before and their output will be determined by the activation
functions chosen by the users. Popularly used activation functions include linear
combination, sigmoid, tanh and relu. Selecting the best activation function [13]
in different scenarios remains an interesting research topic in DNN fields.

In fact, DNN achieve good performance in many areas, such as various soft-
ware [45,50,52], complicated systems [29,40], and parallel structures [17,38,53].
Even though people do not have official proof of why DNN can work well under
a lot of scenarios, there are several intuitive explanation of such phenomenon.
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Fig. 1. The visualization of deep neural network.

After all, the motivation to develop the DNN structure originates from people’s
idea to simulate the function in human’s brain. They want to find a way to let
the machine understand new knowledge similar to how people learn new stuff.

In reality, most of the input/output relationship cannot be easily captured by
a simple function. Therefore, the DNN is able to divide such complex relationship
into multiple stages, each of which can be determined by one simple linear rela-
tionship. Then, the combination of multiple layers’ simple function can precisely
understand the complex input/output relationship if sufficient data is provided
to train the model.

Therefore, as is shown in Fig. 2, when the amount of training data is small,
deep learning and old machine learning techniques will generate quite similar
outcomes. However, as the amount of data increases, the deep learning will
significantly out-perform the old machine learning techniques. Hence, We can
draw the conclusion that in the current era of big data, deep learning will be a
better choice.

However, DNN has several drawbacks [1]. Here, We will list two most impor-
tant ones. First of all, the training time of DNN structure would be quite long
due to a large number of nodes and complex layer-to-layer connection relation-
ship. Some techniques [19], including back propagation [14], have been proposed
to speed up the process, but they are still not sufficient. In addition, DNN, sim-
ilar to many other machine learning techniques, is hard to explain. This brings
problems that people sometimes cannot differentiate between scenarios where
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DNN is a suitable model or scenarios that overfitting [6] happens. Therefore,
even if the fitting accuracy over the training set is good for DNN, people are
not willing to totally rely on DNN for new datasets, which strictly restrict the
number of application fields of DNN.

2.2 Structure Searching Techniques

An important improvement in DNN is related to the structure learning tech-
niques development. To be specific, when selecting DNN as our target model
structure, people usually want to do the model selection together with model
training. In other words, they can only provide a general model, but more details
(e.g., number of layers, number of nodes per layer) will be finalized during the
training process. This increase the difficulty-level of the training process.

Fig. 2. deep learning vs traditional machine learning.

Just as shown in Fig. 3, Neural Architecture Search (NAS) is a technique
for automating the design of Artificial Neural Networks (ANN), a widely used
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model in the field of machine learning. It has three main components: the search
space defines the type(s) of neural networks that can be designed and optimized;
the search strategy defines the approach used to explore the search space; the
performance estimation strategy evaluates the performance of a possible neural
network from its design. By now, NAS methods have outperformed several man-
ually designed architectures on some tasks including image classification [54] and
semantic segmentation [5].

Fig. 3. Steps to do neural architecture search.

There have already been many related works [7] in this field. For instance,
Kung [20] proposed X-learning NAS to automatically train network’s structure
and parameters, which is built based on the subspace and correlation analyses
between the input and output layers. Cai et al. [7] framed NAS as a sequential
decision process: regarding the state as the current (partially trained) architec-
ture, the reward as an estimate of the architecture’s performance, and the action
as an application of function-preserving mutations.

Although they are effective neural architecture search algorithm, sometimes
the training process is still not short. In addition, given the fact that it is some-
times hard for everyone to get access to powerful computation machines, people
sometimes are not willing to consider DNN as the best choice for them to find
correlation between input variables and output results.

3 Our Approach

In response to the problems shown in the previous section, we will present our
approach in this section. To be specific, in order to deal with the problem that
it takes too long to train a DNN model, we start from one motivation example
which offers a modified DNN model with smaller search space. Then, a formalized
algorithm will be provided in the following subsection together with our analysis
of such algorithm.
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3.1 A Small Example

General DNN structure is illustrated in the LHS of Fig. 4. Assume we have four
layers in total, the number of nodes in each layer is the same across layers. In
addition, all nodes of two adjacent layers are fully connected by linear functions.
The assumption behind is that it will collect all information from the input set
and then find the correlation between input and output nodes.

Fig. 4. Comparison of our approach and original DNN (suppose the total number of
layers is four).

However, this might easily cause a problem: when we need to train the DNN,
it might require too many computation resources and long training time. Specif-
ically, in some scenarios where multiple layers are needed, the total number
of nodes will increase linearly, causing the training complexity [25] to increase
exponentially.

We believe it is easy to reduce the training complexity by considering another
better DNN structure. If we retrospect the DNN structure shown on the LHS
of Fig. 4, it is usually unnecessary for us to put so many nodes in the last layer.
Usually, if people use DNN to do classification problem, the output is just one
node with binary values. Giving too many nodes to the last layer is redundant.
In addition, it is highly possible that most of the useful information can be stored
with only a few number of nodes, making it unnecessary to keep the number of
nodes the same across layers.

Therefore, we give a new DNN structure shown on the RHS of Fig. 4. In other
words, given the situation that there are four layers in total, it keeps the number
of nodes equal to the number of input features in the first layer. Afterwards,
we reduce the number of nodes in each layer and leave with only one node in
the last layer. Given this is just a motivation example, there are some slight
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difference between this example and the proposed algorithm. But the main idea
behind is that we want to remove the redundant nodes in DNN structure so as
to speed up the training process. Since we also want to keep the fitting accuracy
of our framework, we believe the structure with decreasing number of nodes as
the layer increase will be the good solution.

Compared with original DNN, our proposed structure reduces the number of
nodes by almost a half (16 vs 10) and simplify the training process. We claim
that this structure can generate equally good training result with much faster
speed especially for classification problems.

3.2 Algorithm Design

We are now presenting the concrete algorithm. The general idea is presented in
Fig. 4 but concrete steps of our algorithm will present more details to show how
to build a new structure for DNN.

Our algorithm will take as input the number of input features, the activation
function, the threshold of nodes in each layer and the total number of layers.
Then, it will set the number of nodes in the input layer to be equal to the
number of input features so that we can map each feature into one node, which
can guarantee that there is no information loss in the beginning. Then, as the
data goes through the layer, it will cut the number of nodes by half because
most of the nodes in the future layers would be redundant. Cutting the number
of nodes can save a lot of search space. However, in order to prevent removing
too many nodes, this algorithm will force the number of nodes in each layer to
be at least as large as the threshold given by the users. This can guarantee that
we do not over-reducing necessary information.

3.3 Algorithm Analysis

The intuition behind our proposed algorithm can be explained as follows. In the
beginning, it wants to collect as much information as possible, which forces its
number of nodes in the input layer to be equal to the total number of input
features. However, it would be a waste if we keep the number of nodes the same
across layers because the goal of DNN is to collect useful information but drop
useless one. Therefore, in order to strike a balance between fitting effect and the
complexity of DNN model, we reduce the number of nodes by half layer by layer
so as to reduce the number of necessary nodes exponentially. If we compare our
proposed DNN structure against the original DNN structure, our search space
is much smaller, leading to the fact that our training time will be much shorter
than original DNN model.

We believe this algorithm can have good performance in scenarios where the
final output is only a binary variable (e.g., whether the price is over or below the
average). As for the classification problem, we only need one nodes in the output
layer to determine the final output, reducing the nodes in each layer will not have
too many negative effects on the fitting results. Extending such structure design
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Algorithm 1. DNN structure generation Algorithm
Require: M input features, activation function of DNN F , total number of layers of

DNN N , accuracy level L, and threshold of nodes K per layer.
Ensure: The threshold K must be smaller than the dimension M of input features.
Ensure: The threshold K must be greater than 2.

1: Set up a Deep Neural Network structure with only N layers (one input layer, one
output layer and N - 2 hidden layer).

2: Set the number of node in the input layer equal to M .
3: Set the number of node in the output layer equal to 1.
4: Set the number of nodes in each hidden layer

for i = 1; i < M - 1; i++:
Set the number of node in the layer i to be max(number of nodes in previous
layer/2, K).

5: Train the DNN on the input data set for several epochs until the accuracy is greater
than or equal to accuracy level L.

6: Output the DNN training result together with the training time (number of epochs)
required to generate such result.
Output results: The final results include all parameters of the trained DNN
framework together with the fitting score.

from classification problem to non-classification problem will be an interesting
direction for future work.

4 Implementation and Experiments

This section is mainly about the implementation details and the experiment
results of our proposed algorithm through showing its comparison against other
model benchmarks. In the traditional DNN training process, people would
directly feed the data into the neural network pipeline and train such model
using feedforward [47] and backpropagation methodology. We want to see how
much improvement our algorithm can provide. We are concerned of three main
metrics: accuracy [18], loss [48] and training time [3].

Accuracy is an important determinant since it directly decides how good
the correlation between input variables and output variables could be learnt
by DNN. Besides, we also want to get the reasonably good result as soon as
possible; hence, the training time is another dimension people pay attention to.
In our experiment setup, we regard the number of epochs required to reach some
specific level as the metric to measure the length of training time. Since usually
the fitting result of DNN will keep improving as the number of epochs increase,
we want to see whether it is possible for our proposed structure to quickly learn
the correlation between input features and output results.

4.1 Data Description

In our experiment, we leverage our model to fit the open source data of house
price [2]. This is because the data set is popularly used by researchers to test
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DNN model. Usually the price of a house depends on many features, so within
the data set, the output Y variable is binary, where 1 means the price is above the
median and 0 means the price is below the median. Ten features (e.g., overall
quality, overall condition, distance to surrounding utilities) are considered as
important determinants to the final price. There are 1,460 data points in total
within the data set.

We utilize related packages in python (e.g., sklearn [27], keras [12]) to imple-
ment our algorithm. Concretely speaking, house price data is stored in the csv
format. We read the data from csv file and store it into the pandas data frame.
Then, we implement several preprocessing techniques into the data with inserted
packages such as standardization. The standardized data is split into training set
and testing set. In our setting, we put the proportion of training data to be 70%
of the whole data set while the remaining 30% are used as the testing set [11].
The DNN model from keras package will be trained in the training data and we
test its performance over testing data set.

4.2 Benchmark Selection

As for benchmarks, we mainly consider the original DNN with the number of
nodes the same across layers as the candidates. Since our approach is an improve-
ment based on the original DNN model, this should be the best candidate we
want to compare against. To be specific, we let the total number of layers of
DNN to be four. As for the number of nodes, we set it to be ten because of ten
features in total for the input data. The number of nodes is the same across all
layers for the original DNN model while as for our proposed DNN model, it has
five, two and one node for the second, third and last layer.

There are several dimensions we can do to increase the number of bench-
marks. For instance, we can set the number of layers to be a variable and gen-
erate a bunch of different DNN models. In addition, we can also randomize the
number of nodes per stage. In this paper, we mainly focus on the comparison of
our deterministic algorithm against the original DNN structure.

In the future, we also want to extend our approach to other deep learning
models [8,24] to show the benefits of such proposal.

4.3 Results

When it comes to the results comparison, we compare our method against orig-
inal DNN model because we want to see how much improvement such proposed
algorithm can bring. As for the metrics, we take into consideration accuracy
rate [18], loss value [48] together with required time spent training the model.

The comparison results are illustrated in Fig. 5, Fig. 6, Fig. 7, and Fig. 8. In
general, given the high accuracy and low loss value, we can see that DNN should
be a suitable candidate model for house price prediction. It means that DNN is
a suitable model for people to use to predict the house price over this given data
set. In reality, given the fact that whether the house price is above or below the
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Fig. 5. Accuracy value of original DNN.

median should be determined by a series of factors, DNN should be better than
other simple models.

We can also find other interesting phenomena from the figures. First of all,
it is easy to witness that the big trend is that the fitting results get better and
better as the number of epochs increases, which conforms to the common sense
that longer training time will lead to better fitting result [15]. In addition, we
can find that the improvement speed of the accuracy decreases as the training
time increases. It means that in the beginning, a fixed number of training epochs
can improve the accuracy a lot but further improvement will take much longer
training time.

Therefore, when using DNN as a candidate structure, people do not want to
reach 100% accuracy but will stop whenever the accuracy reaches a threshold.
Otherwise, they have to wait too long for the training process to stop. Spending
too much time increasing the accuracy might have some side effects such as
overfitting [51].

Compared with the original DNN, our DNN model achieve the similar (even
better) fitting effect from Fig. 5 and Fig. 6. Specifically, the accuracy of the test-
ing set is always higher than the training set and after 100 epochs, the accuracy
increases to a level greater than 85%. In comparison, the accuracy of traditional
accuracy is always lower than 85%. When it comes to the loss value in Fig. 7
and Fig. 8, our approach is slightly lower than original DNN structure but they
are very close to each other (45% vs 50%). How to reduce the loss rate for our
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Fig. 6. Accuracy value of our DNN structure.

Fig. 7. Loss value of original DNN.
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Fig. 8. Loss value of our DNN structure.

proposed DNN to a level that is equivalent to original DNN should be a next
step worthwhile to explore.

In addition, we also measure the training time of both original DNN and our
DNN, which is the main part to show the benefits of our proposal. It is easy to
see that our approach converges much faster than original DNN when setting the
accuracy threshold to be 80%. For instance, it only takes around 40 epochs for
our DNN model to reach accuracy level of over 80% while original DNN requires
more than 60 epochs. We can see that our proposed DNN can be trained more
quickly to reach good accuracy result. This means that our model is simpler to
train and faster to reach a level with relatively high accuracy.

5 Conclusions

In this paper, we presented a new structure for deep neural network, which
decreases the number of nodes in each layer exponentially. Our approach is an
extension of existing DNN structure but aims at speeding up the training time of
the model. The experiment results shown that in terms of house price prediction,
our model’s fitting result is similar to the currently popularly used one but with
faster training time. We hope this proposal can motivate more deep learning
users to implement in more application fields.
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Abstract. In recent years, blockchain research has set off an upsurge in academia,
and it is called the next generation of value Internet. Because of its decentral-
ization, anonymity, security, immutability, traceability and other characteristics,
blockchain is gradually accepted and developed by people. With the deepening
of research and the integration of technologies such as deep learning, blockchain
has gradually been applied to various fields such as credit reporting, government,
medical care, and industrial Internet of Things, not just the initial virtual currency
field. This article mainly discusses the three important stages of blockchain public
chain development, namely Bitcoin, Ethereum, and meta-verse, and introduces
some basic supporting technologies of blockchain, as well as the research sta-
tus and future trends of blockchain. Simple Analysis. By vertically introducing
the development history of the blockchain, researchers can have a more con-
crete understanding of the status quo of the blockchain, and provide ideas for
blockchain-related research.

Keywords: Blockchain · Bitcoin · Ethereum · Metaverse · Smart contracts

1 Introduction

Since the birth of blockchain, most countries had a positive attitude towards its research
and industry development, with the United States legislating support, Canada having
a positive view, and the Asia-Pacific region watching to explore the development of
blockchain technology. In fact, blockchain is a database placed in a non-secure envi-
ronment, which uses cryptography [1] to ensure that existing data cannot be changed,
and consensus algorithms [2] to reach a consensus on new data. Only after Satoshi
Nakamoto published “Bitcoin: A Peer-to-Peer Electronic Cash System” [3] blockchain
received widespread attention because the core idea of implementing Bitcoin is the
blockchain, so Bitcoin is also called the blockchain 1.0 era by scholars. With the contin-
uous research and development of applications, some problems gradually appeared in
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the Bitcoin system, and to solve these problems, Ethereum was created, and this means
that the blockchain officially entered the 2.0 era. The metaverse as the latest concept [4]
has caused another lively discussion in the academic world [5, 6], and blockchain tech-
nology is one of the basic technologies to realize the meta-verse, and people’s vision of
blockchain 3.0 is that it can realize assets on the chain and construct various applications
based on blockchain as the underlying framework to promote the large-scale creation in
the fields of science, health [7], education, and images [8], so the metaverse whether the
development of blockchain can bring it into the 3.0 era, everything is possible.

The remainder of this paper is organized as follows. Section 2 focuses on the birth of
the blockchain and the basic components of the Bitcoin blockchain. Section 3 focuses on
the features of the Ethereum blockchain and its improvement on the Bitcoin blockchain.
Section 4 introduces the metaverse concept and the application of blockchain in the
metaverse. Finally, Sect. 5 concludes the paper.

2 Blockchain 1.0 - Bitcoin

Scholars in different fields give different definitions of blockchain, which according to
the literature [9] is a decentralized technology for transactions and data management.
For users of the technology, blockchain represents a great improvement in the field of
information collection, distribution, and governance [10]. The literature [11] compares
blockchain to a tamper-proof digital ledger, implemented in a distributed manner. The
literature [12] considers blockchain as a technology that makes the concept of a shared
registry in distributed systems a reality in many application domains.

The concept of blockchain can be traced back to “How to Time-Stamp a Digital
Document” written by Stuart Haber and W. Scott Stornetta in 1991 [13]. However, it
was not until 2008 that the concept of blockchain appeared in the form of “block” and
“chain” in Satoshi Nakamoto’s article, attracting the attention of scholars from a new
perspective of the application. This article focuses on Bitcoin, a virtual currency that
he proposed. Bitcoin is not the earliest attempt at currency in the digital world. Virtual
currencies such as Goofycoin and Zainucoin emerged before this, but they all ultimately
failed. Until the emergence of Bitcoin, the problem of value and reliability was balanced
with simple logic. A synthesis of the failures of previous virtual currencies sums up the
following ideas.

1. Original currency transactions are simple and unlimited because they are made
directly person-to-person, without the need for a bank-like third party. In fact, virtual
currencies can also take advantage of this feature to simplify transactions, so the idea
of decentralization emerged, directly turning the currency payment process into a
“transaction” to a “transaction” form.

2. Digital products are replicable in nature and if they appear in monetary transactions,
they are prone to double-spending problems, so to prevent “double-spending”, it is
better for everyone to witness it.

3. Since there is no third-party intervention and no concept of a balance wallet, a
distributed consensus system is necessary to reach a consensus on the transaction
witnessed by all. In order to prevent someone from being evil in the consensus
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process, a penalty and reward mechanism was introduced to implement a consensus
mechanism for many people—Proof of Work.

It was these seemingly simple, yet logical structures that led others to agree that
the mechanism by which this currency operated was valid and reliable. Since the basis
for Bitcoin’s implementation of distributed consensus logic is the blockchain, there are
great similarities between the two structures. Zhang et al. [14] summarize the structure
of Bitcoin, dividing it into a data layer, a network layer, a consensus layer, a contract
layer, and an application layer.

2.1 Data Layer

Block. A blockchain can be viewed as a distributed database that consists of individual
blocks linked to each other. There are two main parts of the block, which are the block
header and the block body. The block header stores the hash of the previous block,
the hash of the content of the block body of the current block (the root of the Merkle
tree), and the padding data Nonce. The block body contains the branch nodes of the
Merkle tree, i.e., the specific transactions encapsulated in the block. As miners continue
to experiment and over time, a continuously growing chain of blocks is created, and the
constant updating of the chain represents the updating of the state of the Bitcoin ledger.

Timestamp. Blockchain is a chain structure. The process of chain formation is related
to time stamps. The timing of each transaction is in order to prevent some illegal
transactions. The timestamp identifies the time of each transaction and forms a chain
relationship, its structure in Bitcoin is shown in Fig. 1.

Fig. 1. Blockchain timestamp structure.

Hash Algorithm. The hashing algorithm used in the blockchain is SHA256. There is
a probability of hash collision in the hashing algorithm, i.e., it is possible that there are
two different numbers that have the same value obtained after calculation by the hash
function [15]. However, since the output space of SHA256 is 2256, with the existing
computer computing power to forge a number and artificially create a hash collision
unlikely, SHA256 can be used to verify whether a block in the blockchain has been
tampered with. Hashing the transaction information in the block can form a summary of
the block information, and when you need to verify the authenticity of the data, you can
hash the transaction information again to determine whether there is a problem with the
data.
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2.2 Consensus Layer

Proof-of-Work. Bitcoin uses a Proof-of-Work (PoW) mechanism. Proof-of-Work is the
mining process, which is simply the search for a number (Nonce) that will satisfy the
target value by increasing the number of random bits in the block so that the zero bits
when SHA256 is performed. The amount of work required is exponentially related to
the number of required zero bits. The process of searching for Nonce is a continuous
trial-and-error process, which requires CPU and power consumption. Finding a Nonce
that meets the requirements represents the creation of a valid block. The target value is
typically reset every 2016 blocks to ensure a frequency of one block generated every ten
minutes.

Consensus Mechanism. In the traditional BFT consensus algorithm, the identity of
each node must be known, but the nature of blockchain is fully public, everyone can
participate in the system and can’t reveal their identity, so BFT is no longer applicable.
Blockchain is a timestamped server on a peer-to-peer basis, and proof-of-work solves
the problem of identifying representatives in consensus decisions, in addition to pre-
venting witch attacks and malicious chain generation. Since proof of work is essentially
CPU arithmetic, a CPU represents one vote in a consensus decision. Most decisions are
represented by the longest chain since a longer chain represents more workload proofs
invested. As long as most of the CPU arithmetic is controlled by honest nodes, then
honest chains will grow faster and outpace other competing chains.

2.3 Network Layer

Broadcast Mechanism. To give a macro summary of the Bitcoin transaction process.
When a transaction is initiated, the initiator broadcasts it to all nodes, which receive the
transaction in a block and perform a proof of work, and do not stop until one node finds
the proof and broadcasts the block it is into all nodes. When the transactions in the block
are verified by the nodes as all valid and unspent, the node accepts the block, and creates
the next chain of acceptances to the block and uses the hash of the accepted block as the
previous hash stored in the block header.

Validation Mechanism. In Bitcoin, since there is no concept of a wallet, this type of
cryptocurrency ledger can also be seen as a state transition system, and the “state” refers
to the current unused currency (UTXO), each UTXO contains a denomination and an
owner, and the UTXO is updated after each transaction. UTXO is also one of the steps
to verify the validity of the transaction. If two nodes include a block at the same time in
this process, the remaining nodes must make a choice and continue mining. If the chain
where the block is located is no longer the longest, the mined block will be invalidated.

2.4 Contract Layer

Incentives. All nodes are profit-driven, and the honesty of most nodes is critical to
blockchain growth, so there must be incentives to ensure that nodes remain honest and
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gain more than they would from a malicious attack. Node mining consumes CPU time
and power, while the revenue is mainly through transaction fees. If the input value of
a transaction is less than the output value, the difference is the transaction fee, which
is included in the block containing the transaction. Also, every miner who successfully
generates a block has the ability to include in the block a fee issued to itself, worth 12.5
BTC. if a malicious node, wants to get a fee by forging a transaction, then it will re-mine
more blocks to make it more than the longest chain, thus making the forged transaction
legitimate, which will undoubtedly consumemore resources. Therefore, most nodes will
still choose to be honest in order to gain revenue.

The final summary of the bitcoin transactions and the blockchain generation process
is shown in Fig. 2.

Fig. 2. Blockchain generation process.

3 Blockchain 2.0 - Ethereum

3.1 EThereum’s Improvements to BItcoin’s Logic

Bitcoin, as a virtual currency, is based on the core idea of a numerical exchange sys-
tem. And while decentralization, consensus, hashing, and proof-of-work are all joint
technologies adopted to allow this currency to be recognized and circulated. After the
emergence of Bitcoin’s decentralized consensus system, many currencies developed
using this model have emerged, such as domain coins, colored coins, and meta-coins.
However, Butlerin, the founder of Ethereum, argues that there are some problems with
the scripts that implement this process of UTXO for verifying transactions in Bitcoin
[16]. For example, lack of Turing completeness, lack of state, etc., so he proposed the
Ethereum platform to address these problems and make some improvements.

Account. The “state” in Bitcoin consists of UTXO, while the “state” in Ethereum con-
sists of accounts. It is divided into a contract account and an external account. Both of
them contain transaction counters, Ethereum balances, storage for the account, and con-
tract accounts additionally contain a contract code for the account. The external account
has no code, the account holder can send messages to the contract account by creating
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and signing transactions, and when the contract account receives the message, its code
will be activated to perform the corresponding operation.

Trading. Since Ethereum is based on an account model, if a cryptocurrency transaction
is initiated, then only the sufficiency of the balance on the Ethereum blockchain account
needs to be verified, and the source of the Ethereum on the Ethereum blockchain does
not need to be stated. This is also an improvement to the transaction-based model in
Bitcoin. It is suitable for cases where transactions are large and complex. A transaction
in Ethereum needs to contain the message recipient, a signature identifying the sender,
the amount of Ethereum transferred, an optional data field, themaximumnumber of steps
allowed for the transaction to execute, and a fee paid by the sender for each computational
step. All but the last two concepts are fields that must be included in a cryptocurrency.
The last two concepts are used to prevent certain nodes from maliciously provoking
circular transactions or other arithmetic waste, and using them, a limit can be placed on
the number of steps required for each transaction. Table 1 compares Bitcoin transactions
with Ethereum transactions.

Table 1. Differences between Bitcoin and Ethereum.

Blockchain 1.0 Bitcoin
(P2P)

Blockchain 2.0 Ethereum
(end-to-end)

Decentralized Currency Decentralized Contract Support

Based on the transaction model
No concept of balance

Based on the account model
Concept of balance

Go and check if the currently used bitcoin has
already been used

Natural protection against a double-spend
attack

3.2 Other Improvements in Ethereum

Ethereum not only improves on the Bitcoin blockchain but also establishes a protocol
that can create decentralized applications that can be effectively used for small andmicro
applications and improve the interaction between programs. The proposal of smart con-
tracts has brought the application of blockchain technology to a new level. Based on it,
Ethereum is more like a development platform where users can write different appli-
cations through different smart contracts and allows everyone to write smart contracts
through built-in Turing completeness, so Ethereum is a black box close to a Turing
machine.

Smart Contracts. Smart contracts appeared before the birth of Bitcoin and almost
simultaneously with the birth of the Internet. It was conceptualized by SZABO in 1995
[9], published on the website of the Extropy Institute. But the Internet environment at the
time was not suitable for the development of smart contracts, they were never well used.
Until the successful emergence of Bitcoin and the continuous development of blockchain
technology provided good underlying support for the development of smart contracts.
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Smart contracts applied on the blockchain are defined: smart contracts are event-driven,
stateful programs that run on a replicable and shared ledger and are capable of holding
the capital on the ledger [17]. In blockchain systems, smart contracts can run in three
environments, namely embedded, virtual machine-based, and container-based [18].

Ethereum smart contracts are executed inside the Ethereum Virtual Machine EVM.
The creation and use of a contract can be seen as a transaction process. Among them,
creating a contract can be seen as a special kind of transaction process, where the creation
function implements the creation of a new contract using a set of fixed parameters that
produce a new set of states. The process is as follows.

(σ ′, g′,A) ≡ �(σ, s, o, g, p, v, i, e) (1)

Where σ ′ is the latest status, g′ is the available gas value, A is the sub-state, σ is the
system status, s is the transaction sender, o is the source account body, g is the available
gas value, p is the gas price, v is the account balance, i is the initialization EVM code, e
is the depth of the created contract stack.

Message. Another special feature of Ethereum is messages, which are executed in a
similar but different way to “transactions”. A transaction is initiated by a message sent
from an external account and is real-name. A message is initiated by a contract to other
contracts and is anonymous. It contains the sender of the message, the receiver of the
message, the amount of Ethereum to be transferred with the message, an optional data
field, and the maximum number of computation steps allowed for the message. The
emergence of blockchain 2.0 - Ethereum has expanded the application of blockchain
technology from cryptocurrency transactions to savings wallets [19], crop insurance
[20], intelligent multi-signature escrow [21], cloud computing [22], and many more
areas [23, 24].

4 Blockchain 3.0 - Metaverse

4.1 Introduction to the Concept of Metaverse

The metaverse as the latest buzzword has attracted a wide range of attention from indus-
try and academia. The metaverse seamlessly merges the real and virtual worlds while
allowing computers to perform many complex activities, including creation, presen-
tation, entertainment, social networking, and trade, thus promising an exciting digital
world. In exploring the metaverse, a better real world can also be transformed [25]. The
concept of metaverse was first mentioned in a science fiction novel called Snow Crash
[26], and the development of blockchain has made it possible to realize this world that
exists only in science fiction. Some technology giants, such as Facebook [27], Epic [28],
and Jingteng Tech, are working on the integration of the metaverse into their lives.

The image of users in themetaverse is a projection of humans in the real world, and as
the metaverse develops, the image, creation, and consumption of humans in it will refine
and influence the real world. In an idealized metaverse, transactions between virtual
goods, such as clothes, cars, and real estate, can be realized, as well as the exchange of
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virtual goods for real substances, in either form, it will affect the regular economy in the
real world. The economic system in the metaverse can be divided into four parts: digital
creation, digital assets, digital market, and digital currency. The article [25] summarizes
them and compares their differences with the conventional economic system, as shown
in Fig. 3.

Fig. 3. Comparison of Traditional Economy and Metaverse Economy.

4.2 The Role of Blockchain in the Metaverse

If Ethereum is a black box close to a Turing machine, then by the 3.0 era blockchain will
evolve into a Turing machine. Blockchain does three main things in this Turing machine.
One is to ensure that most nodes are good [29]. Two is to maintain data security from
being tampered with [30–32]. The third is to ensure that the transactions work correctly.
The metaverse is a virtual world with an operation mechanism similar to the real world
[33], a complete and self-consistent economic system, a complete industrial chain for
producing and consuming digital products, and various transactions linking this virtual
world together. Themetaverse is positioned to be fair, notarized, and self-organizing, then
the centralized economic system in the real world cannot function well in the metaverse
due to the high transaction volume involved and the complexity of transactions. Thanks
to the aid of big data techniques [34–36], the emergence of blockchain has broken
the transaction barriers between regions in the circulation of money and opened the
barriers in production, life, learning, and work so that the metaverse economic system is
decentralized and the transactions using virtual images and virtual assets in themetaverse
are legal and effective.

5 Conclusion

The development of blockchain technology from 1.0 to 3.0 is both the continuous
improvement of technology and the continuous expansion of application scenarios, but
there are also some problems during the development process, such as how to effectively
communicate between different chains, the emergence of mining machines leading to
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the concentration of arithmetic power, how to establish a perfect cross-chain protocol
when one chain represents one currency, and how to use blockchain to handle massive
transactions. For any technology, it will go through the process of gradually increasing
the heat, reaching the peak, and then gradually decreasing and finally leveling off. At
present, the research on selfish mining, fragmentation technology, and micropayment
channel in blockchain had gradually matured, while the research on blockchain econ-
omy, decentralized finance, the integration of blockchain and 5G/6G, blockchain and
edge computing were gradually rising in popularity. This also shows that blockchain
technology is and will be changing various fields such as finance and communication. In
addition to research on blockchain application areas, many scholars are also exploring
the improvement aspects of blockchain based technologies, such as side-chain, lightning
network, cross-chain, etc. are still in the popular stage of research.
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Abstract. Food traceability can be used to quickly pinpoint problem-
atic links and minimise the risks associated with food safety incidents
by viewing the trajectory of food circulation after a food safety incident
has occurred. Blockchain, as an emerging technology with characteris-
tics such as decentralisation, asymmetric encryption, tamper-proof and
traceability, can be used to generate link traceability technology, which
provides great convenience for us to effectively regulate food safety. In
response to the need for multiple parties to share information in the tra-
ditional food safety traceability system there are many problems such as
non-uniformity of the traceability chain, user cultivation and high trace-
ability costs. This paper introduces Blockchain technology to improve
the food safety traceability system, using the decentralised and fully dis-
tributed DNS service provided by Blockchain to achieve domain name
query and resolution through peer-to-peer data transfer services between
various nodes in the network, which can be used to ensure that the oper-
ating system and firmware of the infrastructure of the food production
process have not been tampered with, introducing QR code technology,
RFID, ZigBee.Web Web server and other key IoT technologies to achieve
information identification and coding for identifying production objects,
and identify the bottlenecks that limit the performance of the system
by analysing and studying the consensus mechanism of the super ledger
Fabric, and use smart contracts and consensus mechanisms as support
to build food safety data assurance and food supervision methods to
improve overall traceability efficiency.

Keywords: Blockchain · Food safety · Traceability technology ·
Information dentification · Consensus mechanism

1 Introduction

As a country with a large population, Food Safety is a matter of great impor-
tance to people’s livelihood. The recurring Food Safety problems in recent years
warrant our consideration, and how to make consumers eat with greater peace of
mind is an issue that we urgently need to address. In fact, any issue concerning
Food Safety can be solved by discussing Traceability systems. With globalisa-
tion, the food supply chain is becoming more and more complex. Food Safety
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Traceability systems mainly address safety issues in the information field, reduc-
ing the risk of hazards occurring and giving consumers a real and tangible sense
of security. Blockchain technology is a new technology in the Internet era, which
has features such as decentralisation and tamper-proof, and the whole process
can achieve anonymous machine autonomy and procedural auditing, which can
be applied to Food Safety Traceability systems to address the trust crisis in a
targeted manner and alleviate resource wastage.

Based on the idea of consensus mechanism optimization, this paper analyzes
and studies the existing consensus framework and transaction consensus process
of Blockchain Fabric, and makes Fabric support Byzantine fault tolerance by
adopting the parallel plus cache scheme strategy for sorting services, so as to
realize the optimization of Blockchain Fabric consensus mechanism. The exper-
imental data in this paper shows that the optimized Fabric system makes the
system Byzantine fault-tolerant while the system processing efficiency is also
significantly improved.

The main points of this paper are as follows.

– Starting from the traditional traceability system itself, blockchain technology
is introduced for the traceability of the information base and the decentrali-
sation of the information processing.

– Use RFID, QR code, Zigbee and Web server technologies in different fields
to realize the information identification function of food products.

– Combining the idea of consensus algorithm optimization with the practical
application of the system, the method of this paper is tested and analyzed
in the Hyperledger Caliper program, and the experimental results show that
the method of this paper makes the Fabric system fault-tolerant and greatly
improves the system processing efficiency and increases the system through-
put to a certain extent.

2 Background

The continuous high rate of economic and social development in China is accom-
panied by a continuous improvement in people’s living standards. The constant
Food Safety accidents and other incidents in the market have caused a great
impact on government departments, the stability of enterprises and the safety
of people’s lives. By describing the current situation in the field of Food Safety
and analysing the shortcomings of existing Food Safety Traceability systems,
this paper attempts to use Blockchain technology as a core technology and carry
out the design of Food Safety Traceability methods by utilising the decentralised
advantages of this technology.

Blockchain technology is essentially a decentralised distributed ledger con-
cave, which uses cryptography to make the data on the ledger tamper-proof
and uses Consensus mechanisms to ensure data consistency between distributed
nodes. The decentralised storage mechanism, data immutability and data Trace-
ability are well suited to the food Traceability application scenario.
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3 Related Work on Food Safety Analysis

In practice, the current food traceability system adopts a segmented supervi-
sion system, and the traceability system is obviously “fragmented”, with a wide
range of participation and huge coverage [11]. The existing food quality trace-
ability system itself has the following main problems. Poor data security, the
central database can be tampered with, it is difficult to identify the responsible
parties for food quality problems [16], the cost of traceability is high, consumer
participation is low, the information acquisition and sharing capability of the
traceability system is insufficient, and the management of the quality and safety
traceability system is difficult and inefficient [6].

4 The Framework of Food Safety Traceability System

Blockchain technology has been introduced to ensure the traceability of food
safety production information by decentralising the information through the
traceability of the food information database, thus ensuring the traceability of
all aspects of production [22]. In this process, food safety production information
is entered into a database that integrates blockchain technology, which actively
scans and decomposes the data after entry, dividing a complete base data into
data consisting of “data headers + data blocks”. This process is illustrated in
Fig. 1.
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Fig. 1. Blockchain technology-based decomposition of entry data processing diagram

5 Related Work of Food Safety Traceability System

5.1 RFID Technology

The use of RFID radio frequency identification technology can be equipped with
electronic tags from the raw material production, processing and purchase of food
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to the product sales stage, while using the global unified article coding technology
to determine a unique ID number for each food product, and then using radio
frequency identification technology to read or write the food process information,
while using wireless transmission technology to release all the information in the
food chain to the network management platform in a timely manner [19].

5.2 Two-Dimensional Code Technology

The introduction of two-dimensional code technology allows for the marking of
food safety production information [21].

PDF417 Barcode. This code has a high error correction capability, with each
line of the code involving both basic information about the line and also record-
ing some information reflecting the characters used for error correction at the
location [24].

Maxi Code. The main purpose is to enable the tracking and searching of
packages [17].

5.3 ZigBee Technology

The intelligent sensors such as temperature, humidity, acidity and alkalinity
distributed in the processing environment are usually composed of three parts:
acquisition circuit, control transmission circuit with ZigBee chip CC2530 as the
core, and antenna, etc. [2]. The CC2530 can transmit the collected data to the
aggregation node, also called the gateway, through the ZigBee network, which is
the management platform mentioned earlier. Finally, the client program of the
management platform is saved to the background database [9].

5.4 Web Server Technology

Each food processing enterprise has a unique fixed network IP address, through
the network address translation can make Internet users and other ordinary users
through the public network into the local area network of the food processing
enterprise [3]. The data centre uses a browser/server (B/S) working mode, which
allows users to view data in real time through a browser without the need to
install any client software [18].

6 Related Work to Research on Consensus Algorithms
for Hyperledger

6.1 Overview of the Consensus Algorithm

Consensus ensures that the nodes in a distributed system can reach a final agree-
ment even if a part of the nodes fails arbitrarily. In order to address the problem
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of non-determinism in blockchain transactions where there is a certain proba-
bility that the consensus outcome will be different, many blockchain platforms
address the problem of non-determinism in blockchain transactions by writing
smart contracts in specific languages [1].

6.2 Blockchain Fabric Consensus Mechanism

In order to improve the operational efficiency of the system for large-scale appli-
cation scenarios, Fabric adopts the transaction model of executing first and then
sequencing and verifying last (as shown in Fig. 2 [20]). Compared with sequen-
tial execution, executing transactions first avoids the problems of low perfor-
mance, poor scalability and flexibility. The transaction steps: initially verifying
the transaction and endorsing it [14], the consensus sorting service sorts the
endorsed transactions and generates blocks, verifies the endorsement strategy of
the transaction and submits it to the ledger [13].

Fig. 2. Hyperledger transaction flow

6.3 Sorting Service

The following improvements are made to the sorting service.
Divide the sorting nodes into groups, taking into account the complexity of

PBFT consensus and the fact that PBFT consensus efficiency decreases rapidly
as the number of consensus nodes increases [7]. Continue to combine the ideas
of POS and VRF. The nodes involved in the sorting service are divided into
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multiple parallel groups or organizations by means of a random lottery, but in
order to increase the execution efficiency and throughput of the system [10]. A
Java-based implementation of PBFT, such as Fig. 3, shows the PBFT node state
code and tests its performance under different node states [14].

Fig. 3. PBFT node state code

In the case where 2f + 1 is less than or equal to n, it can be agreed that
the algorithm complexity is O(nf+1), with a higher exponential level of time
complexity. Kasloot and Liskov proposed PBFT to optimize its time complexity
from the exponential level to the polynomial level, with O(n2).

6.4 Experimental Test Analysis

The Hyperledger Caliper program was chosen as the performance benchmarking
framework [12]. Hyperledger Caliper allows users to measure the performance of
the blockchain platform through a customised test environment and correspond-
ing parameters for the test tool that needs to measure the performance of the
blockchain platform [8]. Caliper’s simplified architecture is shown in Fig. 4.

6.5 Analysis of Experimental Results

Optimized throughput of the Fabric system can reach 6000 tps with a single block
transaction count of 200 at a node thread count of 30, with latency below 500 ms.
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Fig. 4. Sketch of Caliper test architecture

This is a significant improvement in throughput over the Fabric system and
reduces transaction latency at high performance [23]. This performance meets
the performance requirements of food traceability system scenarios (Table 1).

Table 1. Comparison of Fabric performance before and after optimization

Arithmetic Handing capacity/tps Delay/ms CPU (avg)/%

Fabric v1.4 2876 680 50.43

Optimized Fabric 5962 496 78.19

7 Blockchain-Based Food Traceability System
Implementation

7.1 Functional Implementation of the System

The implementation of the food traceability system is divided into two parts,
namely the web application and the functional implementation of the chain code
[17]. The web application is further divided into the back-end business based on
the java SDK of the Super Ledger Fabric and the front-end page based on the
front-end architecture [4]. The front-end web page application interacts with
the back-end business through a RESTful interface, and the back-end business
interacts with the blockchain platform through a gRPC interface, as shown in
Fig. 5.
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Fig. 5. Relationship between the different parts of the system

Fig. 6. Flow chart for chain code debugging

7.2 Chain Code Development

Smart contracts, the core of the blockchain, define the executable logic that can
be generated to add to the distributed ledger data [15]. Smart contracts act
as a set or series of common contracts defined by the system business prior to
the transaction, including common terms, data, rules, concept definitions and
processes. The Superledger Fabric currently supports chain code development in
Go, Java and Node.js development languages [5]. The specific debugging process
for chain code is shown in Fig. 6.

Fig. 7. Instantiation results diagram

A script to quickly start the blockchain network and initialize it is avail-
able from the Fabric’s project on GitHub. First start the blockchain network
and front-end services with the script, then create the channel and install the
instantiated chaincode. The instantiation is completed as shown in Fig. 7.

Once the chain code has been deployed, the system can be accessed via a
browser to verify the relevant functionality.
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8 Conclusion

The food safety traceability system has been deeply integrated with blockchain
technology. Blockchain ensures the data and transparency of food-related infor-
mation with its decentralized service, and provides a reliable traceability system
for consumers. At the same time, the framework of food traceability system
based on blockchain technology as the core and Fabric’s optimized consensus
algorithm made relative improvements to initially realize a demonstration sys-
tem of blockchain food traceability.
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Abstract. Numerical understanding relies on some content understanding tech-
niques, which can be based on rules, entity extraction, and machine reading com-
prehension. Traditional methods often require a large number of regular expres-
sions or a large number of data annotations, and often do not have a deep under-
standing of numerical values, lacking the ability to distinguish similar numerical
values. In this paper, we propose a few-shot learning framework for numerical
understanding tasks in Chinese medical texts, and through dynamic negative sam-
pling of the training data, the model’s ability to discriminate similar numerical
values is enhanced. We use patient text data provided by 13 hospitals in Beijing to
conduct experiments. The results show that our newly proposed method is supe-
rior to training the baseline pretrained language model directly, the EM increases
by 38% and the F1 increases by 27.59%.

Keywords: Numerical Understanding · Few-shot Learning · Negative Sampling

1 Introduction

With the development of computer [1–3] and network [4–6], hospitals have increasingly
collected and stored text data [7–9] related to the patient’s condition through the elec-
tronic medical record technology [10] to better help analyze and predict the patient’s
condition and better serve the patient health management work in recent years. Among
these text data, there are relatively regular structured texts, such as physical examination
reports, inspection reports, etc. However, there are also a large number of unstructured
data produced by doctors and nurses through hand-writing and keyboard typing, such as
ward round records, patient complaints, admission records, discharge records, etc. These
unstructured data often contain very important numerical information and disease entity
information. Numerical information is helpful for diagnosis. Considering the diagnosis
of diarrhea, 3 times a day and 10 times a day are different.
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1.1 Numerical Understanding

The numerical understanding task was first systematically proposed by Corey A Harper
et al. [11, 12], which mainly proposed five dimensions for numerical understanding,
including numerical unit, modifier, measured entity, measured property, and qualifier.
The English training data provided by it includes fields of agriculture, biology, chem-
istry, computer science, earth science, engineering, materials science, mathematics, and
medicine, with a total of 448 documents, and the average number of numerical values in
per document is about 5. Early numerical understanding systems were often constructed
by rule-based methods. By defining a series of complex grammar rules, the numerical
value and its corresponding five understanding dimensions were extracted according
to lexical analysis tree, syntax analysis tree, and regular expressions [13]. Later, some
scholars adopted NER (Named Entity Recognition) methods to define numerical entities
and related entities through BIO or BIOES tags, which used LSTM, Bi-LSTM, CRF,
ELMo, BERT, GPT-3 to train an entity extraction model, then extracted the entities and
matched pairs based on a set of predefined distance rules [14, 15]. Some scholars used
the methods based on machine reading comprehension for numerical understanding
[16, 17]. The above-mentioned NER method first extracts numerical entities, and then
performs machine reading comprehension on the extracted numerical entities to find
their corresponding references. The question-answering method has gradually become
a mainstream numerical understanding technology. However, these methods either rely
on complex rules design or require a relatively large training data set to achieve better
results.

1.2 Formula Definition

We analyze Chinese medical texts, especially patient discharge summaries and ward
round records. A large number of meaningful values consist of a number and a unit.
We focus on finding the reference, which is the combination of measured entity and
measured property, as shown in the following Table 1:

Table 1. Examples of Chinese Medical Numerical Understanding.

Quantity Digit Unit Reference

36.5 °C 36.5 °C T

83次/分 (83 times/min) 83 次/分 (times/min) P

20次/分 (20 times/min) 20 次/分 (times/min) R

11月 (11 months) 11 月 (months) 反复便血 (Recurrent blood in the
stool)

3月 (3 months) 3 月 (months) 乏力 (Weak)

4天 (4 days) 4 天 (days) 腹胀 (Abdominal distension)
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The numerical extraction part can complete high-accuracy extraction through a sim-
ple rule-based method, such as regular expressions. The output is one of the inputs of
our entire system.

In the numerical understanding part, the mainstream and effective method is to ask
questions about the extracted numerical values, fill in the numerical values into a slot to
get the question sentence: “{quantity}prompt?”, and then ask the model with the context
and questions to get the answers as the numerical references.

Specifically, we can define the problem as the following mathematical formula:
Suppose the question is Q:

Q = {q1, q2, q3, q4...qm}
Suppose the text is C:

C = {c1, c2, c3, c4...cn}
Then the input is I:

I = {
[cls], q1, q2, . . . qm,

[
sep

]
, c1, c2, . . . cn,

[
sep

]}

After going through the deep transformer encoder network, we get the vector of the
last hidden layer as H:

H = {h0, h1, h2, ...hm, hm+1, hm+2, hm+3, . . . hm+n+1, hm+n+2}
The output of the model is:

Pstart(i) = softmaxi(Wstart |H )

Pend(i) = softmaxi(Wend |H )

Finally, the loss of the model is:

loss = −log pstart
(
s∗

) − log pend
(
e∗)

1.3 Overview of Our Work

We propose a few-shot learning framework and a dynamic negative sampling method
for numerical understanding tasks to address the above two problems. We assume that
there is a special coreference relationship between numerical value and reference, and
use the data of antecedent and anaphoric in the ontoNotes_Release_5.0 [18] coreference
resolution task to pretrain the current numerical understanding as a large-scale middle
task. We suppose the language model to be knowledgeable [19–21], let the language
model do the fill-mask task to generate the most suitable question for the current scene,
and select the most effective question from a large number of generated questions. We
use negative sampling to generate (context, quantity’, no answer) as one unanswerable
triple for each positive (context, quantity, reference) triple. We use a training method
similar to SQuAD2.0 [22]. After comparing and assuming the experimental results, we
design a dynamic negative sampling method that increases the difficulty of negative
samples as the number of the training epoch increases.
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In summary, the main contributions of this paper are as follows:

1. A few-shot learning framework for Chinese medical numerical understanding is
proposed, and the evaluation indicators are greatly improved.

2. A dynamic negative sampling method is designed to generate unanswerable training
samples, thereby enhancing the model’s ability to discriminate similar values.

The results show that our newly proposed method is superior to training the baseline
pretrained language model directly, the EM increases by 38% and the F1 increases by
27.59%.

2 Related Work

2.1 Regular Expressions

We compare our method with “Microsoft Recognizers Text”. This is a very simple
method, through the enumeration of the rules of expression for templated extraction,
this method has advantages in time efficiency, but cannot meet the richness of natural
language expression in the extraction effect.

2.2 BERT + CRF

Some scholars adopted NER (Named Entity Recognition) methods to define numerical
entities and related entities through BIO or BIOES tags, which used LSTM, Bi-LSTM,
CRF, ELMo, BERT, GPT-3 to train an entity extraction model, then extracted the entities
and matched pairs based on a set of predefined distance rules [14, 15].

2.3 QuAnt

Some scholars used the methods based on machine reading comprehension for numeri-
cal understanding [16, 17]. The above-mentioned NER method first extracts numerical
entities, and then performs machine reading comprehension on the extracted numeri-
cal entities to find their corresponding references. The question-answering method has
gradually become a mainstream numerical understanding technology. However, these
methods either rely on complex rules design or require a relatively large training data
set to achieve better results.

Due to the lack of numerical understanding datasets in the Chinese medical field,
we found that training with only a small amount of annotated data could not achieve the
desired accuracy, however, a large number of annotations brought a large cost. On the
other hand,whenweusedmainstreamnumerical understanding techniques for numerical
understanding in the Chinese medical field, the model is not able to discriminate similar
numerical values. Consider the quantity “38 °C”, which is similar to the quantity “37
°C” extracted from “the temperature of patient is 37 °C”, when we ask questions about
38 °C, the model still gives “temperature”.
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3 Our Approach

We present a few-shot learning framework for numerical understanding, and a dynamic
negative sampling method for unanswerable question for numerical understanding
(FSLUA). We will describe this algorithm in detail in this section.

Our FSLUA designed an intermediate task for numerical understanding to improve
with only a small number of downstream samples. We use the knowledge characteristics
of the language model to generate questions. We use the idea of negative sampling to
generate unanswerable samples, improving the model’s ability to understand similar
values (Fig. 1).

Fig. 1. The framework of our FSLUA.

3.1 Design of Middle Task

Since both a value and its reference describe the same thing, we hypothesize that a value
and a reference can be viewed as a special coreference relationship. Specifically, it can
correspond to two types of coreference. The QR value is in front of the reference, which
can be regarded as the antecedent. The RQ value is after the reference, which can be
regarded as the anaphoric (Table 2).

Table 2. Basic Types Divided by Relative Position.

Type Context Quantity Reference

QR 8%的病人不容乐观
(8% of patients are not optimistic)

8% 病人(patients)

RQ 病人的体温为37度
(The patient’s temperature is 37°)

37度
(37°)

体温
(temperature)

We use the coreference resolution dataset of ontonotes 5.0 [18] and train it under our
existing machine reading comprehension framework. This process can be regarded as a
middle task for numerical understanding tasks or large-scale pre-training to improve the
model in the current framework.
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3.2 Searching the Best Question Template

We use the same BERT [23–25] model as the subsequent machine reading comprehen-
sion for the fill mask task. Based on some inspirations for using BERT to do question
and answer tasks [19–21], the languagemodel is knowledgeable after pre-training. Since
the language model can give answers based on its own knowledge, we assume that the
language model can also use its own knowledge to give a question that is most suitable
for the current scene. The sentence we design for the input model is “original text +
numerical value + [MASK]*n + reference to numerical value”, and the [MASK] part
is filled in by the BERT model.

3.3 Negative Sampling and Unanswerable Data

We use the idea of SQuAD2.0 to mix negative samples into the training data for training.
We assume that when the model can give no answer to the quantity that does not appear
in the original text, it can “identify” the quantity in questions more carefully. Unlike
SQuAD2.0 which uses crowdworkers to generate negative samples, we mainly hope to
use some strategies to automatically generate a large number of high-quality negative
samples.When constructing negative samples, wemainly consider how to design similar
values that do not appear in the context as unanswerable negative samples. Based on
numerical analysis, we consider the modification strategy in terms of two independent
parts, including digit and unit.

For digit type, we replace the original n bits with the n bits random digits in replace
(Table 3).

Table 3. Numeric Types and Modification Strategies.

Example Quantity type Modify Replace

37 Int n bits n bits random digit

15.3 Float n bits, except “.” n bits random digit

8–10, 159/87 With special token n bits n bits random digit

For the unit type,we consider two negative samplingmethods. Thefirst one is random
sampling. For a certain unit, one negative unit is randomly sampled from all the unit
library, except for the original unit. The other is sampling based on edit distance. We
calculate the edit distance between a certain unit and all units in the unit library, and
sort according to the edit distance, then randomly select a unit in the top k as a negative
sample each time (Table 4).
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Table 4. Unit Negative Sampling Strategies and Examples.

Unit negative sampling method Original Candidate Negative

Random sampling mg 元, L, mol, ……
(Yuan-RMB, L, mol)

元
(Yuan-RMB)

Top k sampling based on edit distance mg kg, g, m, ml…… kg

4 Experiment

In this section, we evaluate our FSLUA on one dataset collected from 13 hospitals in
Beijing and compare it with some previous baselines [13, 14, 16, 17].

4.1 Dataset

We collected data on 200,000 patients from 13 hospitals in Beijing, with a total of
19,730,000 medical records. We randomly selected 100 discharge summary texts for
annotation, and selected 145 < context, quantity, reference> as the training set, the
other 559 <context, quantity, reference> as the validation set.

4.2 Evaluation Metric

Following previous work, we mainly evaluate the numerical understanding performance
onour datasetwithEM(exactmatch) andF1 score. ForChinese, theF1 score is calculated
based on the character level split.

4.3 Implementation

Pre-trained language models based on continuous word masking such as SpanBERT,
WWM (whole word masking) [24, 25] have been shown to have good results on the
machine reading comprehension task and other natural language understanding tasks.
According to the characteristics of Chinese text, we choose chinese-roberta-wwm-ext-
large as our baseline model. For a fair comparison with our model, the baseline model
is also used in the NER tasks in the experiments.

We train all the models on 8 NVIDIA SXM4 A100 GPUs with 40 GB memory. The
max sequence length is 512, and we will do padding to the max length. We set the batch
size to 64. We use AdamW optimizer with the learning rate of 3e−5, linear decay with
5% warm up steps.

4.4 Results and Analysis

Table 5 illustrates the evaluation result of our model and the previous baselines.
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Table 5. Evaluation Result.

Method EM (%) F1 (%)

Regular Expressions 14.67 21.88

SciBERT + CRF 36.12 44.26

QuAnt 48.20 61.63

FSLUA (Ours) 86.20 89.22

It can be seen that the accuracy of the rule-based method is not good, largely because
we did not manually design all the relevant rules. What’s more, complex rules are also
difficult to deal with casually styled natural language. SciBERT + CRF reduces the
enumeration of a large number of rules, but is not completely rule-free, so the accuracy
is also not ideal. The mainstream QA method is better than the ruled-related methods.
However, it does not meet business needs due to lacking enough annotation. The EM of
our FSLUA increases by 38% and the F1 of our FSLUA increases by 27.59%, compared
with QuAnt.

4.5 Ablation Study

In this section, we evaluate the EM and F1 score of our FSLUA, along with analysis
on how its output differs from training directly, the effects of different training schemes
(Table 6).

Table 6. Experiment of Pretraining with Different Amount of Middle Task.

The amount of data of coreference
elimination pre-training

EM (%) F1 (%)

0 48.20 61.63

1000 52.34 69.34

2000 66.73 76.23

3000 72.41 84.70

4000 72.62 83.22

5000 72.51 83.17

6000 70.12 81.23

We first use different amounts of coreference resolution data for pre-training, then
use the training set for finetune, and perform evaluation on the validation set, finally get
the following results. After experimental verification, we find that with the increase of
coreference resolution data, the final accuracy of the model gradually increases. When
the coreference resolution data reaches 3000, the model accuracy basically reaches its
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peak value. Adding the data continuously will not improve the accuracy of the model,
however, there will be a certain decline, as shown in the table above. In this process, the
model learns to find the related pairs according to coreference resolution, which helps
the model to find numerical values and their corresponding references to a certain extent.
However, the two tasks are not exactly the same after all. Excessive data can easily cause
the model to over-fit the coreference resolution task and fail to migrate to the numerical
understanding task after training with small samples. Therefore, adding an appropriate
amount of coreference resolution data as an intermediate task before the training of the
numerical understanding task is helpful with only a small number of samples. Compared
with training directly, the EM increases by 24.42% and the F1 increases by 23.07%.

We search the question and get 191 templates in total. We have selected some
templates with better accuracy and put them in the paper for comparison (Table 7).

Table 7. Experiment of Searching Templates.

Templates: {quantity}prompt EM (%) F1 (%)

是什么? (shi shen me) 78.11 84.63

是甚么? (shi shen me) 85.01 87.84

是什事? (shi shen shi) 85.01 88.02

都是? (dou shi) 81.56 87.02

就是? (jiu shi) 78.11 80.18

是什点? (shi shen dian) 85.01 85.01

份是? (fen shi) 85.01 85.91

钟是? (zhong shi) 81.56 84.72

Note that the meanings of the templates in the table are all “what is it” with different
special characters, so we just indicate the Chinese pinyin in the table.

Overall, language expressions that are more human-like will have higher EM and
F1 scores, for example, “是什么? (shi shen me)”, “是甚么? (shi shen me)”. However,
we also found that the best template “是什事? (shi shen shi)” is not absolutely coherent
in terms of language, which is also contrary to our initial assumption. But we believe
that these templates are completed by the model itself, so these prompts are the most
suitable ways for the model to do this process, which will be slightly different from the
paradigm learned by human. The best EM value is up to 85.01%, and the F1 value is up
to 88.02%.

We compared the effects of different negative samplingmethods on the experimental
results. Training with 1 or 2 or 3 or 4 directly, the negative samples are very similar to
the positive quantities from start to end, which will have an undesirable impact on the
positive samples. The final result is worse than not using the strategy, because the model
will also give no answer to some positive data. However, training with 5 or 6 or 7 or 8
directly, the negative samples are relatively simple for the model, thus the training for
the model is insufficient (Table 8).
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Table 8. Experiment of Unanswerable Negative Sampling.

id Strategy EM (%) F1 (%)

1 Only quantity, n = 2 81.51 83.26

2 Only quantity, n = 1 79.23 82.13

3 Only unit, top k = 20 84.54 87.31

4 Only unit, top k = 10 82.31 85,12

5 Both quantity and unit, n = 2 top k = 20 85.05 88.06

6 Both quantity and unit, n = 1 top k = 20 85,82 88.93

7 Both quantity and unit, n = 2 top k = 10 85.45 88.57

8 Both quantity and unit, n = 1 top k = 10 85.23 88.38

9 Dynamic Negative Sampling 86.2 89.22

After some experiments, we try a training order “5-6-7-8-3-4-1-2”, whose degree of
confusing the model increases as the epoch increases. And we call this method dynamic
negative sampling. After experimental comparison, it is found that the accuracy is better
than directly using 1, 2, 3, 4, 5, 6, 7, and 8. By increasing the noise gradually, the model
can learn from simple negative samples to difficult negative samples, which results in a
large boosting.

5 Conclusion

We present a few-shot learning framework for numerical understanding, and a negative
sampling method for unanswerable question for numerical understanding. The middle
task part of few-shot learning framework boosts the EM from48.20% to 72.62%, F1 from
61.63% to 84.70%, compared with training directly. Then the question searching part of
few-shot learning framework boosts the EM to 85.10%, F1 to 88.02%. Although there is
not much confusing data for similarity numerical understanding in the validation dataset,
the confusing questions get the right answer after our dynamic negative sampling. In
order to illustrate our conclusion, we do some test case, and model can distinguish the
difference between the similar quantities. Finally, the negative sampling boosts the EM
to 86.2%, F1 to 89.22%.
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Abstract. In the process of 5G power grid inspection robot moving for
a long time, the sensor constantly collects the feature information of the
substation. Due to the limited memory capacity, this feature information
must be stored on the network, which requires the storage network must
have strong security. The storage network based on blockchain can better
solve the problem of feature data encryption, and a good feature extrac-
tion method can also relieve the pressure of network storage. As the
input information of the whole SLAM, feature points play a crucial role
in the detection performance and accuracy of the whole SLAM. When
the extracted feature points are few or evenly distributed, they cannot
express the information of the whole environment, which will make the
mapping and localization error of SLAM system larger, and seriously lead
to the loss of tracking. In this paper, we first analyze the standard ORB
algorithm and the Qtree ORB algorithm. Aiming at the problems exist-
ing in the two algorithms, an improved ORB feature extraction algorithm
is developed. For the problem that the feature points extracted by the
Qtree ORB algorithm are too uniform, the maximum division depth of
the quadtree is limited according to the number of feature points required
for each layer of the image pyramid, which improves the problem that
the feature points are too uniform. Finally, we evaluate the performance
of the improved algorithm, and analyze the uniformity of feature points
to verify the performance and robustness of the improved algorithm.

Keywords: Visual SLAM · Blockchain · ORB Feature Points ·
Quadtree · Feature extraction

1 Introduction

Feature point extraction and matching is the most basic front-end step of visual
SLAM (Simultaneous Localization and Mapping), which directly determines the
effect of SLAM localization and mapping [1–3]. Feature points can express the
essence of the image and analyze the information in the environment. They play
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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an important role in the algorithm based on feature matching [4,5]. High-quality
feature points will have a better contribution to the system performance and
robustness of SLAM, and it is not easy to lose environmental information and
tracking loss. In addition, image feature points are also an important representa-
tion of scene information. If the extracted image feature points are not uniform,
they cannot fully reflect the information in the environment and also affect
the system accuracy of SLAM. For mobile robots, robotic SLAM is generally
required to have low cost [6], low power consumption [7,8], and high accuracy
[9,10]. Connecting the robot to the web and cloud would expose the robot SLAM
process to possible hacking, which could lead to loss of map data and or tam-
pering with the SLAM process [11–13]. Blockchain is an alternative to build a
transparent and secure environment for data storage [14–16], which can be well
protected against data tampering in transmission [17–19]. The storage network
based on blockchain can better solve the problem of feature data encryption [20–
22], and a good feature extraction method can also relieve the pressure of network
storage [23].

There are many algorithms for the extraction of environmental feature
points, each with its own characteristics. The standard ORB(Oriented FAST
and Rotated BRIEF) [24,25] algorithm is widely used because of its high real-
time performance [26]. However, the standard ORB feature point extraction
algorithm [27] also has some unavoidable problems. For example, most of the
feature points will be concentrated in the regions with strong texture informa-
tion, while the number of feature points extracted in some regions with weak
texture information is relatively small [28]. Yang et al. [29] proposed a 3D recon-
struction method for weakly textured scenes. They use calibrated cameras to
take photos from multiple views, and then use these images to complete high-
precision reconstruction through SFM (Structure from Motion) and MVS (Mul-
tiple View Stereovision) algorithms. Zhou et al. [30] add line features on the
basis of ORB-SLAM, and construct an improved point-line integrated monoc-
ular VSLAM(Visual SLAM) algorithm to solve the problem of missing feature
points in regions with weak textures. An algorithm for extracting ORB feature
points based on quadtree structure (Qtree ORB) is proposed in ORB-SLAM2
[31]. The Qtree ORB algorithm divides the quadtree structure for each layer of
the image pyramid, and retains the point with the largest Harris response value
in each node. Although the algorithm can evenly extract the feature points in
the environment, the feature points are too uniform in this algorithm, and the
operation efficiency is slow due to too many quadtree nodes, and the algorithm
retains some low-quality features point. Therefore, it is necessary to study a
feature point extraction algorithm with feature point homogenization, better
real-time performance and higher efficiency [32].

This paper improves the feature point extraction algorithm in ORB-SLAM
based on the above problem, reduces the impact on real-time performance due
to too deep division of quadtrees [33], and limits the division depth of quadtrees
to reduce the impact of division depth on feature point extraction when process-
ing feature point homogenization, which effectively solves the above problem.
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The main contributions of this paper are as follows: (1) This paper improves
the feature point extraction algorithm based on quadtree in ORB-SLAM2 algo-
rithm, limits the division depth of quadtree based on the number of feature points
required by each layer of the image pyramid, reduces the number of iterations of
quadtree partition and the extraction of low-quality feature points. (2) In this
paper, the meshing of each image layer is performed adaptively according to the
number of feature points required. The number of divisions is then reduced by
limiting the quadtree segmentation depth. The problem of uniform extraction of
feature points is improved, and the feature matching time is reduced.

The rest of this paper is organized as follows. The standard ORB algorithm
and the Qtree ORB algorithm are described in Sect. 2. The improved Qtree ORB
feature point algorithm is described in Sect. 3. Some experiment results are shown
in Sect. 4, and Sect. 5 sets out the conclusions.

2 Standard ORB and Qtree ORB Feature Point
Algorithm

2.1 Introduction to Standard ORB Algorithms

In the research process, it has been found that the corner and edge points in the
image are more representative of the information in the scene than the grayscale
values of the image pixels directly [34]. Researchers define these points as key
points, which describe information such as the position, direction and scale of
feature points in the scene. But how to describe a feature point is also a problem
that needs to be solved, so the concept of the descriptor is proposed to describe
that feature point. ORB algorithm combines the two concepts and proposes an
ORB feature point extraction algorithm [35].

2.2 Standard Qtree ORB Feature Point Algorithm

In order to extract feature points in the ORB-SLAM2 algorithm, the ORB algo-
rithm is used for extraction, and the quadtree structure is used to scree the
extracted feature points [36]. It mainly includes the following processes: (1) The
process of feature point extraction at different scales is solved by constructing
image pyramid. (2) Mesh the images constructed in the first step at different
scales. (3) Limit the extraction of feature points, set a minimum threshold,
extract feature points from the grid set in the second step. If feature points
are not enough to extract, lower the threshold and continue to extract feature
points until enough feature points are extracted. (4) Based on the quadtree, the
obtained FAST corner points are selected uniformly.

3 Improved Qtree ORB Feature Point Algorithm

3.1 Construction of Image Pyramids

By constructing an n-layer image pyramid to increase the scale information of
the image, the problem that ORB feature points do not have scale invariance is
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solved. Marking the initial image as I0, the latter I1̃ In−1 layers can be obtained
by down sampling the image from the previous layer. The scaling scale of each
layer is:

Si = ScaleFactori(i = 0, 1, ..., n − 1) (1)

Where n is the number of layers of the pyramid (n = 8), and ScaleFactor is
the scale reversal of each layer of the image pyramid. Si is the scaling scale of the
image pyramid for each layer set. Define Invs = 1/ScaleFactor, the width and
height of the original image are W and H, and the corresponding relationship
between the width and height of images in each layer of the image pyramid is:

wi = w × InvSi (2)

hi = h × InvSi (3)

Where Wi is the width of the image at layer i, hi is the height of the image
at layer i, i = 0, 1, . . . , 7.

Through the construction of image pyramids, different scale information is
added to the image to satisfy the problem of scaling in the image scene, which
solves the problem that ORB feature extraction algorithm does not have scale
invariance.

3.2 Division of the Grid

After obtaining the image pyramid of each layer, we divide the image pyramid
of each layer into grids. The original ORB-SLAM2 algorithm uses a fixed aspect
ratio to mesh the image, but this does not adapt well to the environment in the
scene. In this paper, we improve it by using an adaptive form of meshing, which
adaptively meshes each layer of the image according to the number of feature
points needed, and determines the meshing according to the area.

⎧
⎨

⎩

width = maxBordeX − minBordeX
height = maxBordeY − minBordeY

W =
√

width × height × ε/N
(4)

Where width is the width of each pyramid image, height is the height of each
pyramid image, ε is the scale factor, maxBordeX, minBordeX, maxBordeY ,
minBordeY is the boundary coordinates of each image layer, and the experi-
mentally verified ε value is 1.8. N is the required number of feature points. W is
the width and height of the divided grid, which is rounded if it is not an integer.

The actual width and height of the grid are: where wCell is the actual width
of the divided grid, hCell is the actual height of the divided grid, and round is
the rounding function.

{
wCell = round(width/W )
hCell = round(height/W ) (5)
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The actual divided rows and columns are calculated by the width and height
of the image pyramid of each layer. In the case that they are not integers, they
are rounded upward, as shown in the following formula:

{
nCols = width/W

nRows = height/W
(6)

After meshing the images of each layer, feature points are extracted from the
images in the mesh, and the feature points of each layer are calculated according
to the following criteria:

Ni = N × 1 − InvSi

1 − InvS
(7)

Define Ni as the number of feature points per layer, and InvS is set as each
layer’s reciprocal of the image pyramid scale factor.

After the grid division in the feature point extraction process, a minimum
threshold is set and the feature points are extracted in the grid. After feature
extraction, if enough feature points cannot be extracted from the grid, the thresh-
old is lowered until enough feature points are finally extracted. Finally the non-
maximal value suppression algorithm is used to eliminate the overlapping feature
points.

3.3 Division of Quadtrees

After the information extraction of the scene by the ORB algorithm extraction
process, there are many redundant and duplicate feature points, which are elim-
inated and selected by the quadtree in this paper. Extracted feature points are
divided into four nodes using a quadtree structure, and feature points in the
nodes are filtered according to the Harris response values.

The standard quadtree filters feature points by splitting nodes at each level.
However, in some scenarios, the division depth of the quadtree is too deep,
which has an impact on the efficiency of the algorithm and thus on the real-time
performance of SLAM, and extracted feature points are too uniform when the
depth of the quadtree is too deep. To address these problems, this paper limits
the division depth of quadtrees. Firstly, the maximum partition depth Dmax

of the pyramid is set according to the number of feature points required by
each layer of image pyramid. The relationship between the division depths in a
quadtree can be expressed as follows:

d � Dmax (8)

Where d is the current division depth of the quadtree, Dmax is the maximum
division depth. The expression of the relationship between the number of nodes
per layer and the depth of division is:

Nodesi = 4d � 4Dmax (9)

Where Nodesi is the number of nodes at the current division depth.
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Fig. 1. Flowchart of improved Qtree ORB feature point algorithm

Figure 1 shows the overall flow chart of the improved algorithm in this section.
Firstly, feature points are extracted through adaptive thresholds in each layer
of image pyramid, then feature points are screened according to the improved
quadtree structure, and finally feature points are retained according to Harris
response values [37].

4 Experimental Verification

4.1 Experimental Evaluation Index

The improved feature point extraction algorithm in this paper uses the unifor-
mity of distribution of image feature points for evaluation [38].

σ =

√
(m1 − m)2 + (m2 − m)2 + ... + (m10 − m)2

10
(10)
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Where σ denotes the uniformity of the feature point distribution,
m1,m2, ..,m10 indicates the ten divided regions, m is the average of ten areas.
The time taken to extract feature points in the image is measured between the
improved algorithm and the original algorithm, and the cost time T is compared
to reflect the operation efficiency of the algorithm.

4.2 Comparison of Feature Point Uniformity

In this experiment, the images in the Mikolajczyk [39] dataset are used to com-
pare ORB-SLAM2 with the improved feature point extraction algorithm in this
paper. Each group of images in the Mikolajczyk dataset contains six images,
which are divided into one standard image and five images in different changing
environments. In this experiment, eight datasets are selected for testing, where
boat is the rotation change dataset, bark is the scale change dataset, leuven is
the illumination change dataset, bikes and trees are the blur change dataset, wall
and graf are the viewpoint change dataset, and ubc is the image compression
change dataset. In this paper, the first two images in the dataset are selected as
samples for the experiments of feature point extraction by different algorithms
in the above six variations, respectively. The hardware configuration of all exper-
iments in this paper is as follows: GPU NVIDIA 2080Ti, CPU: Inter I5-10300H
and Ubuntu18.04 operating system.

All the data in the experiments in this paper have different errors in different
hardware devices, so the data measured in the experiments are taken 10 times
to avoid random mistakes. After experimentally determining the depth of the
quadtree division in the image pyramid the maximum depth of the first to the
fourth level is taken as 3, the maximum depth of the fifth to the sixth is 2, and
the maximum depth of the seventh to the eighth level is taken as 1. In order
to balance the algorithm between the calculation speed and the uniformity of
feature points, the minimum threshold of the Harris response value is 15. In this
paper, the first benchmark image and the second matching image in 8 sets of
datasets are selected. According to the feature point evaluation criteria set in
this paper, the uniformity of image feature points is tested in different scenes in
the dataset. In order to quantify the distribution of feature points extracted from
images by different algorithms, the evaluation criteria in this paper are selected
to calculate the uniformity of feature points in images, as shown in Table 1.

Table 1. Comparison of the uniformity of image feature point distribution.

Algorithm boat bark leuven tress wall ubc graf bikes Uniformity

Improved Qtree ORB 85.27 17.85 35.62 18.39 52.68 37.04 25.36 38.26 38.81

Qtree ORB 90.49 54.72 43.65 88.74 97.85 78.91 48.64 25.75 66.09

ORB 179.72 267.74 174.58 179.72 134.72 183.55 186.12 176.23 185.30

InTable 1, the improvedQtree ORBalgorithmextracts feature pointswith less
uniformity compared to the standard ORB and Qtree ORB. Since the standard
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deviation of the number of feature points is used as the uniformity standard in
the standard in this section, it can be seen that the feature points extracted by
the improved Qtree ORB algorithm in this paper are more uniform and have a
great improvement compared to the other two. This is due to the restriction on
the division depth of the quadtree in the Improved Qtree ORB algorithm so that
it extracts essentially the same number of feature points in each quadtree node.
The uniformity of Improved Qtree ORB is 38.81, which is 79.1% higher than ORB
algorithm and 41.2% higher than Qtree ORB’s 66.09.

Table 2 shows the time spent by the three algorithms in extracting feature
points as a reflection of the operational efficiency of the three algorithms. In
this table, ORB algorithm consumes the shortest time and runs with the high-
est efficiency. The least efficient operation is the Qtree ORB algorithm, mainly
because its algorithm needs to add a quadtree to manage the feature points when
extracting them. Then an image pyramidal grid division is used for each layer
to extract feature points, which is not limited by the depth of its division in the
quadtree division process, resulting in a longer time to extract feature points.
Compared to Qtree ORB, the average running time of our method tested with
multiple datasets is improved by 5.27%. The Improved Qtree ORB algorithm
running efficiency is 8.93% higher than the original Qtree ORB algorithm on
the bot dataset. Our method saves running time while ensuring good uniformity
of feature points. In this paper, the efficiency of the algorithm is improved by
limiting the depth of the quadtree division.

Table 2. Feature point extraction time for Mikolajczyk dataset.

Algorithm bark wall graf bikes leuven boat ubc trees Average

ORB 130.27 195.85 152.62 190.39 160.68 164.04 188.52 215.82 174.77

Improved Qtree ORB 168.49 278.72 196.65 225.74 214.85 240.91 235.73 316.62 234.71

Qtree ORB 178.72 284.74 206.58 231.72 236.72 264.55 242.36 336.74 247.77

5 Conclusion

The standard visual SLAM algorithm uses a quadtree form for feature point
extraction in the scene. However, when the depth of the quadtree is too deep,
the problem of extracting feature points too uniformly is observed when extract-
ing feature points. In this paper, the algorithm for extracting feature points was
improved, and the division principle of each layer of the quadtree was connected
with the image pyramid, which solves the problem of low quality and too uni-
form feature points. It can better extract environmental information, reduce
the redundancy of extracting environmental information, and relieve the stor-
age pressure on the blockchain network. Finally, the uniformity of the extracted
feature points was experimentally compared to analyze the advantages and dis-
advantages of the improved algorithm. The experimental results showed that our
method can meet the real-time requirements of the system.
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Abstract. Blockchain is experiencing the transition from the first generation to
the second generation, and smart contract is the symbol of the second genera-
tion blockchain. Under the background of the explosive growth of the second-
generation blockchain platform and applications represented by smart contracts,
frequent smart contract vulnerability events seriously threaten the ecological secu-
rity of the blockchain, reflecting the importance and urgency of smart contract
vulnerability detection. In this paper, we proposed a smart contract vulnerability
detectionmethod based on a Siamese network.We combined the Siamese network
with Long Short-Term Memory (LSTM) Network neural network to complete
the task of smart contract vulnerability detection. The Siamese network used in
this paper consists of two subnetworks that share the same parameters onto a low
dimension and easily separable feature space. Siamese network is nowwidely used
in the field of image similarity and target tracking. In this paper, we improve the
Siamese network so that it can be used for smart contract vulnerability detection.
By comparing with previous research results, the model has better vulnerability
detection performance and a lower false-positive rate.

Keywords: Smart Contract · Deep learning · Siamese Network

1 Introduction

The idea of smart contract was proposed by Nick Szabo in the 1990s [1], but due to the
lack of a trusted execution environment at the time, smart contracts were not used and
developed.Blockchain has the characteristics of openness, transparency, decentralization
and invariance. Due to its characteristics, blockchain is nowused in the Internet of Things
[2], finance and other fields. So blockchain can be used as a vehicle for smart contracts

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 639–648, 2023.
https://doi.org/10.1007/978-3-031-28124-2_60

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28124-2_60&domain=pdf
https://doi.org/10.1007/978-3-031-28124-2_60


640 W. Chen et al.

[3]. Compared to traditional contracts, smart contracts are themselves participants and
executors of the contract, so the process of contract execution does not require third-party
involvement.

Due to the convenience, smart contracts are beginning to be widely used in finance,
energy, smart cities and other fields. Ethereum [4] is one of the most popular blockchain
platforms and has deployed tens of thousands of smart contracts controlling billions
of dollars’ worth Ether (Cryptocurrency of Ethereum). In 2016, hackers exploited the
reentrancy vulnerability to attack The Dao, resulting in the loss of over 60 million USD
[5]. Security incidents like this can create a serious trust crisis in the blockchain, so we
need to build an efficient and smart contract vulnerability detection tool. In this paper,
we propose a smart contract vulnerability detection model based on Siamese networks
named SCVSN model, which performs vulnerability detection by calculating similarity
and has the advantages of simple structure, high correct rate and low false positive
rate. Through experiments, we demonstrate that our proposed SCVSN model has better
performance in vulnerability detection compared to previous smart contract vulnerability
detection tools. The main contributions of this paper are described as follows:

1) Applying the natural language processing side to smart contract processing, and
proposing a smart contract embedding method that reduces the impact of irrelevant
content on smart contract vulnerability detection.

2) This is the first model that applies Siamese network to smart contract vulnerability
detection at the source code level. SCVSN improves the accuracy of smart contract
vulnerability detection and reduces the false positive rate of smart contract vulner-
ability detection by calculating the similarity. And to ensure that the number of
positive and negative sample pairs is balanced during training, we also propose a
classification algorithm for positive and negative sample pairs.

3) Many experiments are performed to confirm the performance of SCVSN model,
and this is compared with the recently proposed deep learning based smart contract
vulnerability detection method.

The paper is organized as follows: We discuss our methodology for our study in
Section 2. We present the experimental procedure which includes dataset processing
and performs performance comparisons in Section 3. Finally, we conclude the whole
paper and future work in Section 4.

2 Smart Contract Vulnerability Detection Model Based on Siamese
Network

From the perspective of model structure, the SCVSN model has the following main
steps: (1) The first step is to input the sol files. (2) The second step is to process the sol
files and use word2vec for word embedding. (3) The third step SCVSN model performs
feature extraction on the word vectors, calculates the Euclidean distance, and obtains the
final result by comparing it with the boundary value(m). The architecture of the SCVSN
model is shown in Fig. 2.
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Fig. 2. SCVSN model structure

2.1 Siamese Network Structure in SCVSN Model

In the third step of our proposed model, feature extraction using the SCVSN model is
required to calculate the Euclidean distance d. Then the Euclidean distance d is compared
with the edge value margin to finally derive the result. The Siamese network structure
used in our study is the combination of the Siamese network and LSTM neural net-
work and the structure of the Siamese network used in this paper is shown in Fig. 3. It
can be seen that two subnetworks have the same structure and the weights are shared
between the two subnetworks. The subnetworks in the Siamese network used in SCVSN
model consisted of only the input layer, LSTM neural network layer, Dropout layer,
ReLU layer and fully connected layer, the structure of the subnetwork is simple. The
input data goes through the LSTM neural network layer to extract the features and then
passes through the Dense layer, which nonlinearized the previously extracted features
and extracts the association between them, and then passes through the Dropout layer
to avoid overfitting, the data are then processed using the nonlinear ReLU activation
function. For large-scale data, ReLU has a better fitting ability compared to tanh activa-
tion function and sigmoid activation function, and also better enhances the nonlinearity
of the model, making the neural network more discriminative. The data goes through
the Dropout layer and ReLU layer once more to further increase the stability of the
model, followed by the vector transformation through the Dense layer, and finally the
feature extraction results are output. After the two subnetwork models extract the feature
values, the Siamese network determines whether the two smart contracts are similar by
calculating the Euclidean distance between the output values of the two subnetworks.
The processing of the Siamese network structure used in this paper can be represented
by the following equation.

word2vec(C1) ⇒ C1 (1)

word2vec(C2) ⇒ C2 (2)
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LSTM (C1) ⇒ X1 (3)

LSTM (C2) ⇒ X2 (4)

|Distance(X1,X2)| ⇒ d (5)

where C1 and C2 denote sample smart contracts, C1 and C2 denote the input matrices
obtained after word embedding, X1 and X2 denote the feature values obtained after
processing by theLSTMnetwork in the Siamese network, d denotes the distance between
two smart contracts.

Fig. 3. Siamese network structure

LSTM can make full use of temporal relationship and semantic information among
data. The benefits of using LSTM for our subnetwork are that LSTM is able to establish
connections between units in a loop and remember previous inputs through their internal
states, LSTM neural networks have specialized gate control structures capable of con-
trolling the memory and forgetting of data [6], and LSTM neural networks do not suffer
from gradient disappearance and gradient explosion. So, the LSTM neural network is
used as the subnetwork of the Siamese network structure in the research.

2.2 The Core Idea of SCVSN Model

Our proposed approach uses Siamese network model to compute the similarity of two
smart contracts, and based on comparing the similarity, thus performing vulnerability
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detection of smart contracts. The core idea of our proposedmodel can be briefly described
as two subnetworks of SCVSN model, one of which extracts the feature of a smart
contract A and other extracts the feature of a smart contract B. Smart contract A contains
the vulnerability and is used as a reference sample, smart contract B may or may not
contain vulnerability. First of all, the features extracted from the two subnetworks are
subjected to Euclidean distance calculation, and then the Euclidean distance is compared
with the threshold value. If the value of Euclidean distance is lower than the threshold, it
means that the two smart contracts are similar and smart contractB contains vulnerability,
if the Euclidean distance is higher than the threshold, it means that the two contracts are
not similar and thus it is judged that smart contract B does not contain the vulnerability.

In order to implement the idea, we proposed, the following issues need to be
addressed: 1). How to implement smart contract vulnerability detection via SCVSN
model. 2). How to train SCVSNmodel to improve their feature extraction capabilities.3).
How to reduce rate of false positives.

First Question. Our proposed SCVSN model performs features extraction through
subnetworks, After the training of the SCVSN model is completed (the training process
described in detail in second question), the subnetwork that specifically extracts features
of the smart contract containing the vulnerability saves the trained parameters. In testing
or practical use, the sample to be tested is passed through another subnetwork of SCVSN
model to extract features, then the Euclidean distance between the two-feature value is
calculated, followed by a comparison of the Euclidean distance with a threshold value
to determine whether the sample to be tested contains vulnerabilities. The structure of
our proposed SCVSN model is simple, using only 2 LSTM neural network layers and 4
ReLU layers, but achieves good detection results and small computational effort. After
the network is trained, the features of the reference samples (smart contracts containing
vulnerabilities) can be extracted in advance, and the samples to be tested only need to
extract their features and then calculate the Euclidean distance and compare it with the
threshold value. The vulnerability detection process is shown in Fig. 4.

Second Question. Our approach is to first use the 50 smart contract samples that
have been processed in the Source Bug Dataset as the reference samples, since these
50 smart contract samples are certain to contain vulnerabilities, then 50 smart contract
reference samples containing vulnerabilities are combined with 2918 smart contract
samples already processed in Source Code Dataset to form positive and negative sample
pairs respectively. The positive sample is composed of a sample of smart contracts
containing vulnerabilities in the Source Bug Dataset and a sample of smart contracts
containing vulnerabilities in the Source Code Dataset, and this sample pair corresponds
to a label of 1, negative sample is a sample pair consisting of a sample of smart contracts
with vulnerabilities in the Source Bug Dataset and a sample of smart contracts without
vulnerabilities in the Source Code Dataset, and this sample pair corresponds to a label
of 0. After constructing a large number of positive and negative samples, the samples
are input into the network model, which is used to train the network model and improve
the ability of the SCVSN model to extract features.

Third Question. Since smart contract vulnerability can appear anywhere in a smart
contract, the fact that two smart contracts are similar does not necessarily mean that
the tested smart contract contains the smart contract vulnerabilities. As shown in Fig. 4,
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Fig. 4. Vulnerability detection process

where Contract1 is the one containing reentrancy vulnerability When the attacker uses
reentrancy vulnerability to attack, Contract1 will not execute according to the logic
intended by the contract creator, where the vulnerability appears in line 12. Contract2
does not contain reentrancy vulnerability. These two smart contracts are similar, but
one contains reentrancy vulnerability and the other does not. If Contract1 is used as
the reference sample, the result must be that the two smart contracts are similar by the
usual method of calculating similarity, thus proving that Contract2 contains reentrancy
vulnerability, but this is not the actual case. By training the SCVSN model, the false
positive rate of smart contract vulnerabilities in this case can be reduced. The previ-
ous subsection illustrates that SCVSN model uses two subnetworks together to extract
features, and the parameters are shared between the subnetworks, providing a stronger
feature extraction capability than a single network, so the loss function used in SCVSN
model needs to be able to handle the relationship among sample pair labels, Euclidean
distance and threshold. Therefore, the loss function used in our proposed SCVSNmodel
is Contrastive Loss which shown in Eq. (6).

loss = 1

2N

∑N

n=1
yd2 + (1 − y)max(m − d , 0)2 (6)

In the formula, d denotes the Euclidean distance between the features of two smart
contract samples, which can also indicate the degree of similarity between two smart
contract samples, with the expression d = ||an − bn||2, where a and b denote two
different smart contracts. y indicates the label of weather two smart contract samples
match, y = 1 means they are similar, y = 0 means they are not similar, and this labelling
rule is also used when construct the labels of positive and negative sample pairs, m
indicates threshold. The advantage of our choice to use Contrastive Loss as the loss
function is that the overall loss function ensures that sample pairs that are already similar
remain similar when SCVSNmodel performs feature extraction, while sample pairs that
are not similar remain dissimilar after feature extraction. When the sample pair label y
= 1, the loss function is shown in Eq. (7).

loss = 1

2N

N∑

n=1

yd2 (7)

The sample pair label y= 1 indicates that both smart contracts composing the sample
pair contain vulnerabilities, and if the Euclidean distance between the two smart sample
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features is too large, it indicates that SCVSN model is not good at extracting critical
information and needs to increase the loss. When the sample pair label y = 0, the loss
function is shown in Eq. (8).

loss =
∑

(1 − y)max(margin − d , 0)2 (8)

The sample pair label y = 0 indicates that one of the two smart contract samples is
not containing the smart contract vulnerability. If the Euclidean distance between the
two smart contract sample pairs is too small, the same indicates that SCVSNmodel is not
good at extracting critical information and needs to increase the loss. If the Euclidean
distance between sample pairs is too large over the threshold margin, it is a normal
sample pair, but it does not help the model’s ability to extract features, so we choose
to ignore these sample pairs, which can greatly reduce the amount of computation and
increase the training speed.

3 Experiment

3.1 Experimental Procedure

During the experiments, the evaluation criteria for model performance is the accuracy of
the model on the test set. We recorded the training data for each epoch and calculated the
average of the accuracy and loss values based on the recorded data, as shown in Fig. 5.

Fig. 5. Training results

In the research, SCVSN model uses two datasets, the first one is a recently released
large-scale dataset namedSmart BugsDataset-wild [7]. It contains 47398 real and unique
sol files, which together have about 203,716 smart contracts in total, this is because a sol
filemay containmore than one smart contract. The SourceCodeDataset used for training
is extracted from this dataset. In addition, the SCVSN model used another small dataset
SolidiFI Benchmark [8], which contains 7 different vulnerabilities, each vulnerability
type contains 50-sol files, and this dataset serves as Source Bug Dataset.

The plot on the right shows the relationship between epoch and loss function, and
the plot on the left shows the relationship between epoch and accuracy. In this paper,
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the data of each epoch is recorded during the training to facilitate the observation and
optimization of the model. From the change of the curve, it can be seen that the loss
value and the correct rate of the model on both the training and test sets are changing
rapidly in the first 10 epochs. After 10 epochs, the loss values and accuracy rates of the
model on the training and test sets fluctuate up and down regularly, and the overall trend
tends to level off, indicating that the model starts to converge gradually at this point. In
the right plot, it can be seen that the curve of loss declines in the test set and training set
is gradually easing, and there is no violent jitter, indicating that the value of batch size
in the experiment is correct. The loss curves of the training and test sets crossed during
the training process, and the distance between the two curves was moderate, without
overlap or excessive distance, indicating that there was no overfitting or underfitting in
the training process.

In order to correctly represent the data of the model, we generate a graph of the data
from multiple training of the model, and the specific results are shown in Fig. 6. The
straight line in the figure indicates the average accuracy calculated from the test results
after several training times. The results of 40 times of the model on the test set are
recorded in Fig. 6, with the worst accuracy of 94.35% and the best accuracy of 97.14%.

Fig. 6. Multi-training results

By averaging the 40 results, the average correct rate was calculated to be 96.01%,
and it can also be seen that the results of all 40 tests fluctuate around 96.01%. So, we
conclude that our proposed SCVSN model has a correct detection rate of 96.01% for
smart contract reentrancy vulnerability.

3.2 Experimental Performance Comparison

The performancemetrics are those introduced above, including ACC, REC, FPR and F1.
In the same experimental setting, the DeeSCV Hunter, the Peculiar, the BLSTM-ATT,
and the TMP were selected for comparison. SCVSN data is the average of multiple
test results. The results of the comparison are shown in the Table2. The measurements
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we chose were accuracy (ACC), precision (PRE), F1-score (F1), and recall rate (REC).
They can be calculated by the following formulas:

ACC = TP + TN

TP + TN + FP + FN
(9)

TPR = TP

TP + FP
(10)

Recall = TP

TP + FN
(11)

FPR = FP

FP + TN
(12)

F1 = 2∗PRE∗TPR
PRE + TPR

(13)

TP denotes positive samples predicted by the model as positive class, TN denotes
negative samples predicted by the model as negative class, FP denotes negative samples
predicted by the model as positive class, and FN denotes positive samples predicted by
the model as negative class.

It can be seen from Table 1 that our proposed SCVSN model has an excellent per-
formance in smart contract vulnerability detection. The SCVSN model has relatively
stable values in all four-performance metrics, where the SCVSN model has a correct
rate of 96.01%, which is better than the models involved in the comparison. The Recall
of the SCVSN model proposed in this paper is 96.64%, which exceeds the rest of the
models, this shows that the SCVSN approach to detecting smart contract vulnerabilities
can reduce the false positive rate in vulnerability detection.

Table1. Comparison of experimental results.

Model ACC (%) REC (%) PRE (%) F1(%)

SCVSN 96.01 96.04 94.25 94.78

DeeSCVHunter [9] 93.02 83.46 90.70 86.87

Peculiar [7] 92.37 92.4 91.80 92.10

BLSTM-ATT [10] 88.47 88.48 88.5 88.26

TMP [11] 84.48 82.63 74.06 83.82

DR-GCN [11] 81.47 80.89 72.36 76.39

LSTM 81.91 91.43 76.80 83.48

4 Conclusions

We apply Siamese networks to smart contract vulnerability detection for the first time,
and we perform smart contract vulnerability detection by comparing similarity. Our
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proposed SCVSN model has an excellent performance in smart contract vulnerability
detection due to the simple structure of Siamese networks, powerful similarity compu-
tation capability and feature extraction ability. In the work of this paper, we apply a
natural language processing approach to the processing of smart contracts for two real-
istic datasets and apply the processed dataset to the training and testing of the model. We
demonstrate through extensive experiments that our proposedSCVSNmodel can achieve
good results in smart contract reentrancy vulnerability detection tasks. Our research also
provides a new way of thinking about vulnerability detection, specifically by calcu-
lating the similarity to detect code vulnerabilities, and our code will be open-sourced
afterwards.

SCVSN can detect whether the smart contract contains vulnerabilities, but cannot
detect what kinds of vulnerabilities, so our future work is to study how to make the
SCVSN model detect the types of vulnerabilities contained in the smart contract.
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Abstract. This paper proposes a retweeter predction model based on
attention model and Tranformer encoding–Forwader Prediction Model
based on User Preference (FPM-UP). Considering the impact of release
time, content, and current external context information in the forwarding
process, FPM-UP integrates user attribute embedding and context-user
dependency into a temporal and text attention model for the prediction
of the next forwarding user. Compared with the existing methods, FPM-
UP significantly improves the prediction accuracy.

Keywords: Social Network · Forwarding Prediction · Attention
Mechanism · Graph Neural Network · Artificial Neural Network

1 Introduction

In major online social networking platforms such as Twitter or Weibo, users are
connected by their following status and the information can diffuse via users’
reposting behavior from their followees. Such a retweeting behavior pushs the
original information to more users thus accelerating the diffusion of the original
information. Such diffusion paths are also refered to as cascade structures, which
has been widely studied [1–6].

Generally, retweeter prediction models can be divided into two categories:
social network prediction meth-ods and diffusion path prediction methods.

The social network prediction method describes users and their relationships
as a complex network, in which retweeting behavior is carried on the edges. This
method originally originated from two theories: Independent Cascade (IC) and
Linear Threshold (LT) [7]. Recently, many papers have revised the theory [8,9].
The basic problem of this method is that the assumptions are usually difficult
to meet in realworld data.
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The diffusion path prediction method expresses the retweeting process as a
user sequence. The goal of the model is to predict the next or all future users
participating in the retweeting of the information given the histor-ical diffusion
path of a piece of information.

RNN model is used in the SNIDSA model proposed by Wang [10] to extract
the currently observed retweeting information. Attention mechanism is used to
learn the relationship between users before RNN. CYAN-RNN model uses a two-
layer RNN structure to learn global information and local information separately.
Also, attention mechanism [11] is used to correct the impact of current global
information on local information. In the DCE model pro-posed by Zhao [12], the
joint embedding method is used to learn the influence of the diffusion sequence
to learn the user embedding vector. These models have had some success. How-
ever, due to the inherent defect that RNN cannot learn long-term feature when
extracting sequence features, none of these models can achieve better results.

Many scholars have relied on the attention mechanism in diffusion sequence
prediction to achieve good results. In the HiDAN model proposed by Wang
[13], the traditional RNN model architecture was abandoned, and a redesigned
non-sequential model based on the attention mechanism was used to predict
the diffusion sequence. Ma [14] discussed the influence of followers’ hot topic
discussion on users with self-attention model.

In addition, some scholars try to describe the attractiveness of other informa-
tion to users. In the HMCF model proposed by Yang [15], text and visual infor-
mation are used to describe the attractiveness of graphic information in different
places of brochures to users. Wu [16] used user learning model and object learn-
ing mod-el in its model to learn user preference characteristics and information
content characteristics. Wang [17] pro-posed to design corresponding description
vectors for different roles of users, discussing their different charac-teristics as
publishers and receivers.

In summary, current works ignore the underlying users graph and text infor-
mation in the information. However, it is possible to extract enough features to
pre-dict both popularity and retweeters.

In this paper, a model is proposed for different features based on the results
of the analysis of forwarding behavior. For user relationship network, this paper
embeds user attributes through Graph Attention Network. For the user’s for-
warding process, this paper designs an attention model to extract the depen-
dency information between context and users. Subsequently, the propaga-tion
process relies on the Transformer encoder to further extract user relationship
information. Finally, this paper designs a temporal and text attention model to
model the influence of release time, the content, and the current external context
information on the forwarding process.
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The rest of this paper is organized as follows. Data analysis is illustrated in
Sect. 2. Models are defined in Sect. 3. In Sect. 4, we analyze the experimental
results. Finally, we briefly review the work in Sect. 5.

2 Data Analysis and Discoveries

2.1 Data Analysis and Discoveries

Many studies have shown that, time, user, structure, and content characteristics
are effective for information popularity prediction. We analyze the effectiveness
of different features in predicting information popularity and retweeters from
the perspective of information entropy.

2.2 Text Content and Publish Time and Delay Time

Text content is the main information described by microblog, which is the con-
tent that users read before retweeting.

For each user, the retweeting frequency of different content is analyzed. The
counters are normalized for eliminate the unbalance of categories’ counter and
user’s retweeting times. In order to investigate whether users’ preferences are
stable, we calculated the information entropy of all users’ retweeting probablities,
which is shown in Eq. (1).

Eu = −
∑

c∈C

Pu(c) log Pu(c) (1)

where C means all possible text content categories, and Pu(c) means the prob-
ability that user u retweets a microblog of category c.

Time mainly affects the activeness of users, which indirectly affects the prob-
ability of retweeting. Time features can be divided into two categories: release
time features and delay time features.

In order to quantitatively describe the impact of the release time feature
on the user’s willingness to retweet, we use Shannon entropy of information
published by the user when the release time of the information is not given.

Hsh
pt = −

∑

u∈G,p∈P

P (u, p) log P (u, p) (2)

where P represents the set of all possible publish times. Hsh
pt means the infor-

mation entropy of users’ retweeting. P(u,p) is the retweeting probability of user
u at release time p.
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To distinguish the influence of publish time, the Condition entropy of user
retweeting with the same publish time was calculated as in Eq. (3).

Hcon
pt = −

∑

p∈P

P (p)
∑

u∈G

P (u, p) log P (u, p) (3)

The second type of time feature is the interval between the retweeting behav-
ior and the release time of the content which mainliy affects the popularity of
the content. With the extension of time, the popularity decay is approximately
exponential.

3 Model

3.1 Framework

To solve the above problems, we propose a Forwader Prediction Model based
on User Preference (FPM-UP). In FPM-UP, in order to deal with the observed
retweeting information, we use Transformer encoders as sequence feature extrac-
tors. Transformer encoders are suitable for dealing with such problems where the
relationship between nodes appears unclear. At the same time, there is a delay
in each step of the retweeting process. This pa-per uses the attention mechanism
to consider the influence of the delay time on each step of the retweeting pro-
cess. For the release time and text content of the mi-croblog, we embedded them
into vectors respectively, and again used the attention mechanism to consider
their influence on the retweeting process, so as to get the final retweeting cas-
cade embedded vector. Finally, we consider the similarity between the obtained
sequence expression vector and the user expression vector, and select the user
with the highest similarity as the prediction result. The overall frame of the
model is shown in Fig. 1.

Fig. 1. FPM-UP model framework
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3.2 Tweet Embedding

Content and release time belong to the information of microblogs themselves,
which mainly affect users’ pref-erence for different types of microblogs.

For text information, FPM-UP uses the standard Bert model to embed text
content as vectors. In order to include the influence of external information on
content preference, we extracted the content of “Hot Search List” from Weibo,
converted it into vector expression, and calculated its similarity with the content
currently pro-cessed.

βi =
exp(ft(Wtxt + bt) · fh(Whxh + bh))

∑Nh

i=0 exp(ft(Wtxt + bt) · fh(Whxh + bh))
(4)

The external influence vector finally obtained as Eq. (5):

eh =
Nh∑

i=0

βixh (5)

where, xt represents the embedded information of the text content, and xh rep-
resents the embedded information of the top search list content.

In addition, the release time of a microblog will affect the user’s activity, thus
affecting the user’s retweeting intention. Cycle information is used to describe
the publishing time characteristics of Weibo. The cycle information represents
the time period of the day when the release time is located. One-hot coding is
converted to vector representation using the full connection layer.

etp = fd(Wtdxw + bw) (6)

The Wtd ∈ Rdt∈Nd , bw ∈ Rdt is the model parameters, Nd is the number
of segments of one day, whose time length is 24/Nd hours. The final embedded
vector is

ew = fx(Ww[xt, eh, etp] + bw) (7)

in which [·] is concatenation operation.

3.3 Retweeting Sequence Embedding

To embed the retweeting sequence accurately, each user is transformed into a
user expression vector using two full connection layers, one vector representing
the extent to which the user influences other users as a pub-lisher and the other
vector representing the extent to which the user prefers different content as a
receiver.

eupi = fx(Wupxi + bup) (8)

euri = fx(Wurxi + bur) (9)
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where Wup ∈ Rdup×N ,Wur ∈ Rdur×N ,bp ∈ Rdup ,br ∈ Rduris model parameters,
dup and dur represent publisher embedded dimension and receiver embedded
dimension respectively, and fx represents nonlinear activation function.

The embedding of retweeting sequence mainly uses the encoder module in
Transformer module. In each layer of Transformer, the input data is an expres-
sion of the user’s influence, arranged in the order in which it is retweeted, denoted
as Co ∈ Rdup×l, where l represents the sequence length. The embedding results
are mainly achieved through the self-attention mechanism.

SA (Co) = fx

((
Co · WQ

) · (
Co · WK

)T
√

dup
· M

)
· (

Co · WV
)

(10)

In order to analyze the influence of delay information on retweeting intention,
the corresponding vector representation λi ∈ Rdd is determined according to
different delay times. Then, the vector representation is spliced with the vector
representation of microblog content and publishing time to obtain ef = [λi, e

w].
The coefficient of attention mechanism was calculated as Eq. (11):

αi =
exp

(
wf · (

ef � eci
))

exp (wf · (ef � eci ))
(11)

where ωf ∈ Rd is model parameter. Finally, the overall embedding result is
shown in Eq. (12):

ec =
n∑

i=1

αi · eci (12)

3.4 Prediction

Given the cascade embedding result ec at the time of ti, the estimated probability
of user ui retweeting the Weibo is shown in Eq. (13):

p̂(ui+1|ci) = softmax(ec · eur (13)

The objective of model optimization is to maximize the retweeting probability
of real retweeters, and the objective function is shown in Eq. (14):

L = −
M∑

m=1

nm−1∑

i=1

log p̂ (ui+1 | ci) (14)

4 Experiments

4.1 Dataset

We used Douban, China’s largest online platform for book and movie sharing,
where users can share their current reading status.
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In this dataset, each book is regarded as a piece of content. This dataset
contains the encrypted user ID and reading time, as well as the relationship
network between users.

Finally, we extract dataset for retweeter predition through sampling. The
statistical data of the dataset we use in this paper is shown in Table 1.

Table 1. Douban dataset for retweeter prediction

Item Information

Number of Users 3796

Number of Tweets 3349

Number of Edges 79356

Average Retweeting Times 21.66

Average Occurrences of Users 19.99

4.2 Experimental Result

For retweeter prediction, the performance of the model refers to the success rate
of predicting the next retweeting user. Two methods are usually used to quantify
the model performance: MRR index (Mean Reciprocal Rank) and A@k accuracy.

MRR uses probability ranking to measure model performance, and the spe-
cific calculation method is as Eq. (15):

MRR =
1
N

N∑

i=1

1
ranki

(15)

where ranki represents the probability ranking of the correct result in the ith
prediction result. The larger the MRR value, the better the model performance.

A@k represents the probability of real retweeting users ranking top k in
probability.

Ak =
∑

i∈U |{ui | ui ∈ Uik}|
|U | (16)

The higher A@k is, the better the model performance is, and the smaller k
is, the more important the negative index is.

Here we use map@k, which comprehensively considers the effect of A@k and
MRR. It considers the probability ranking of the model and the ranking of the
model itself by applying an average operation on the ranking result.

mapk =
1
N

N∑

i=1

s (ri, k) (17)
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s (ri, k) =
{

1
N , ri ≤ k
0, ri > k

(18)

The experimental results are shown in Table 2 and Table 4.

Table 2. Experimental result

Model MRR map@1 map@10 map@20 map@50 map@100

FOREST 0.03400 1.74 3.01 3.15 3.26 3.30

HiDAN 0.04783 1.87 3.97 4.27 4.51 4.62

DeepDiffuse 0.04283 1.90 3.66 3.87 4.04 4.13

TopoLSTM 0.03751 1.34 3.03 3.29 3.49 3.59

SNIDSA 0.04621 1.93 4.03 4.23 4.41 4.49

FPM-UP 0.05210 2.05 4.22 4.60 4.90 5.04

By observing the data in the experimental results, the following rules can be
found.

• The FPM-UP model significantly improves the pre-diction accuracy on the
same dataset. For instance, The FPM-UP model’s accuracy rate is about
9.1% higher in comparison with HiDAN in terms of map@100, proving that
using FPM-UP on cascade modeling can improve the prediction accuracy.

• The nonsequential models are more suitable for the modeling of forwarding
cascades. In the com-parison methods, HiDAN, SNIDSA and the FPM-UP
method proposed in this paper are all non-sequential models.

5 Conclusion

This article summarizes the current processing se-quence prediction problem of
the main difficulties and verifies the impact of a variety of characteristics for re-
tweeting process. A diffusion sequence prediction model based on Transformer
encoder is proposed. This model uses relevant methods of representation learning
to learn the influence of upstream users on subsequent retweeting. In the end,
this paper verifies the performance of the model on the real data set. The results
show that the accuracy of the proposed model has about 10% higher accuracy
than that of the current models.
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Abstract. In the field of information interaction, when a project involves a large
amount of heterogeneous information, it is difficult to transmit and update the
required information timely, accurately, reliably and securely in such a complex
environment to maintain synchronization. At present, blockchain itself has prob-
lems such as high storage pressure of nodes, low access efficiency, and simple
query. Therefore, this paper takes this as a starting point and proposes a data map-
ping method of physical resources based on node attributes and heterogeneous
nodes, which provides a general method for the data mapping from actual phys-
ical resources to information domain. This method can define the attributes of
heterogeneous physical information nodes and support unified expression of vari-
ous physical information resources on the same platform in the real physicalworld,
then connect heterogeneous physical information nodes and improve the sharing
ability of data resources between nodes. When accessing data, the corresponding
content can be found in the off-chain database by obtaining the index information
of the off-chain location stored on the chain. This method takes advantage of the
large space and high access efficiency of the off-chain storage system to share
the pressure of on-chain data storage. This paper expounds the design idea of the
system, introduces the design objective and method in detail, gives the flow chart
of the system operation, and carries out a simple software test and verification.
Finally, this paper summarizes the work and prospects the development direction
of future work, hoping to provide inspiration for solving such problems.

Keywords: Blockchain · Data Query · Heterogeneous Information · Data
Storage · Retrieval Scheme

1 Introduction

Cyber-Physical Systems (CPS) is a complex systemwith newcapabilities,where comput-
ing [1–3], physical elements [4–6] and network environment [7–9] are tightly coupled.
With the integration of CPS and technologies such as 5G and blockchain, the security
problems [10–12] of CPS have been exposed. In 2017, Ouaddahet proposed a perceptive
security framework for CPS, which laid the foundation for the security mechanism of
CPS [10–12], but the different security requirements of each layer brought complexity
to the solution. Meanwhile, the growing scale of CPS also brought hidden dangers to
the confidentiality and integrity [12]. System framework as Fig. 1 shown.
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Fig. 1. System Framework

Blockchain-related technologies have brought new solutions to this problem.
Blockchain has been widely applied in many fields due to its characteristics of decentral-
ization, immutable, whole-process retention, traceable, collective maintenance, open-
ness and transparency [13], from the initial Bitcoin project to the present application
in how to provide abundant query functions to massive applications. At present, many
scholars have proved through research and testing that blockchain technologies canmake
the system have a higher level of security and better privacy protection ability [14].

Due to the strong real-time, dynamic and massive nature of these resources [15, 16],
it brings a huge challenge to the query [17]. How to effectively integrate heterogeneous
platforms and heterogeneous data, complete the association between human society and
the physical resource information world, build a unified information system, manage
data, build a storage system, and set up an efficient query mechanism [18] are important
issues that need to be solved at present. Therefore, this paper proposes a method of
resource index construction and query in CPS to solve the query problem in resource
management under CPS environment [19].

The structure of the paper is as follows: Sect. 2 the Blockchain Architecture
Design for Task Management Business; Sect. 3 the Software Design; Sect. 4 Work
Summarization.

2 Related Work

Jinshan Shi et al. [20] proposed an IoT access control framework based on blockchain.
Siyuan Wang et al. [21] proposed the power token ring network based on blockchain to
solve the unauthorized access of the Internet of Things [22, 23]. Guanjie Cheng et al.
[24] proposed a data management architecture of IoT based on blockchain and edge
computing to achieve data security management. However, they assume that the edge
nodes are safe and reliable, ignore that the edge nodes should be confirmed by the trusted
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mechanism when accessing the IoT under the expansion of the scale of the IoT, and also
ignore the computing resources brought by the edge nodes. That is, the role of the edge
nodes in the process of access control and storage query is not considered under the
current new paradigm of the Internet of Things system integrating edge computing.

3 Preliminaries

3.1 Design Goals

1. Aiming at the problem of heterogeneous physical resource mapping, this paper pro-
poses a mapping method based on node attributes and node data, which provides
a general method for actual physical resources to be mapped into the information
domain. This method can achieve the definition of attributes and characteristics of
heterogeneous physical information nodes and nodes access, support the unified rep-
resentation of various physical information resources in the real physical world on
the same platform, and further improve the ability of data resource sharing among
nodes.

2. This paper proposes a storage scheme that combines the information of the on-chain
index table with the off-chain database. The blockchain data storage problem is
solved by the sharing mode combining the on-chain and off-chain storage of data
blockchain, where the original data is stored off-chain and the data description and
data sharing log are stored on-chain. The data attributes are graded according to
different sensitivities to meet the requirement of flexible data sharing.

3. Aiming at the complex data information generated by various heterogeneous
resources, this paper proposes an index construction method based on abstract.
This method supports fast query based on attributes through index query process-
ing method of classification. It uses the on-chain and off-chain collaborative way to
share data to release a large amount of space on the blockchain, ensure the efficient
transmission of data on the chain, and improve the efficiency of information query
and sharing.

3.2 Blockchain Technology

Blockchain provides a decentralized distributed data system [25]. The trusted or semi-
trusted nodes of the participating system jointly maintain a growing chain through a
consensus mechanism, which eliminates the need for centralized control and uses cryp-
tography mechanisms such as Hash, digital certificates, and signatures to ensure that
records cannot be forged or destroyed. In a distributed storagemanagement system based
on blockchain, data requesters must obtain data access permission from the blockchain
before accessing specific data. The system uses the aggregation of data access rights
as an incentive mechanism in the blockchain to encourage institutions to participate in
building the blockchain.

Blockchain technology can improve the trust between the sharing parties, which has
gradually become a consensus in the current data sharingmode. Leveraging blockchain’s
de-neutralization and immutable nature, data providers can use it as a tool for logging
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data usage. At present, most applications based on blockchain use the characteristics of
it to achieve functions such as trusted depository and traceability query. In the above
applications, blockchain system can be regarded as a new type of secure and trusted
distributed database system. However, blockchain itself has shortcomings in storage and
query, such as low storage efficiency, huge storage cost, slow query speed and single
query function on the chain, etc. These problems have been restricting the development
of blockchain, and become the bottleneck of blockchain application landing. Although
scholars at home and abroad have done a lot of research to solve above questions, most
of them only analyze the similarities and differences of data management technology
between traditional database and blockchain database [26].

4 Heterogeneous Data Storage and Retrieval Method Based
on Blockchain

4.1 Procedure of Operation

1) Data generation: a large amount of data will be generated in production activities.
Upon the consent of the organization, the institutions will collect, clean and process
these data.

2) Data storage: The institutions grades the data according to data grading criteria,
encrypts and stores the data using the algorithm proposed in this paper [27].

3) Data registration: Institutions will upload data information (including data descrip-
tion, encryption key, institution information, relevant individuals, access control
policies and data addresses, etc.) to the data sharing platform and store the data
information on the blockchain [28].

4) Key application: Users can apply for keys to the data sharing platform according
to their own attributes. After authenticating their identity, attribute authorization
agencies can generate corresponding keys using the key generation method and
send them to users.

5) Data request: the users retrieve data on the shared platform and send a data request
to the platform. After receiving the request, the platform returns data information to
users.

6) Query: Participants can query data usage by sending requests to the platform, as
Fig. 2 shown.

4.2 Storage Methods

This scheme combines the on-chain index table information with the off-chain database
for storage. On the one hand, it can release a large amount of space on the blockchain.
On the other hand, it can improve the efficiency of information sharing. The index
table on the chain stores the index information (index category and the address of the
encrypted file) and forms the index block and stores it on the blockchain. The index table
corresponds the information category queried by the queriers to the storage address value
and occupies a small portion of memory on the chain. The off-chain database stores the
encrypted data files uploaded by the data owner to ensure the security of the data. The
data storage process as Fig. 3 shown.
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Fig. 2. Hierarchy diagram

Fig. 3. Storage process

4.3 Index Build

The composition structure of data attributes is complex and diverse, and the access
control policies should be different for data from different sources and with different
levels of sensitivity. Aiming at the high flexibility privacy protection of data, the data
is divided into the following three levels: high sensitivity, medium sensitivity and low
sensitivity. Different access control policies can be implemented for different levels
of data. The specific data grading criteria are as follows: (1) Highly sensitive data:
information that can be identified or that will cause significant impact if exposed. (2)
Medium sensitive data: the information that cannot identify personal identity and still has
important significance after being blurred can retain the fuzzy result. (3) Low sensitive
data: other non-important information. At the same time, in order to realize data access
control, data users need to be divided according to their identity information, including
user type and user permission level. The attribute and relational data structures are shown
in Fig. 4 and Fig. 5.
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Fig. 4. Attribute data structure definition

Fig. 5. Relational data structure definition

Construct data abstract, index. According to the established field extraction rules,
the data abstract is constructed for the original data on the chain, and the abstract index is
constructed for each data abstract to be put on the chain, such as the abstract dictionary
tree index. Abstract dictionary tree is a resource level node structure definition which is
constructed by using the hash values of the on-chain data abstracts distributed in different
blocks as the key values. The hash values of the on-chain data abstracts are calculated,
and the hash values of all data abstracts are used as key values to build a dictionary tree,
so as to build a centralized index for all data abstracts in the blockchain, thus accelerating
the query efficiency of data abstracts.

Hybrid index buildingmethod. In the process of tracing query based on blockchain, a
hybrid index structure based onMerkle tree is proposed for specificmultiple information
query. The hybrid index structure adopts the basic structure of Merkle tree, combined
withMerkle index structure, and introduces data structures such as hash table intoMerkle
tree to improve the efficiency of transaction query. It supports for member existence
queries, that is, whether the collection contains the element. During the construction of
Merkle tree nodes, the corresponding transaction keyword information of the node is
stored in each node. When querying the transaction information corresponding to the
keyword key, this paperwill first calculate from the root node of theMerkle tree. If the key
exists in Bloom Filter (BF) node, it will successively judge whether the queried keyword
exists in BF of the subtrees around the node. If so, the query will continue; otherwise,
none will be returned. Multiple pruning operations can be performed to improve the
search efficiency during searching and traversing the Merkle tree. For the data that does
not exist in the blockchain, the previous block is directly searched because there is no
index stored on the key in the root node Bloom filter. In the block header, this paper
introduces a Hash Table. The hybrid index structure records the transaction information
corresponding to the ID in the Hash Table and stores it in the leaf node of theMerkle tree,
so that the leaf node index where the transaction information is located can be quickly
located according to the ID in the tracing process.

Based on the hybrid index structure of Merkle tree, the algorithm is constructed as
follows: ➀ Input transaction set is sorted according to the numerical attributes; ➁ After
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the maximum and minimum attributes are obtained, they are placed in the block header;
Traverse the transactions, Hash the transaction information and place it on the leaf node
of the Merkle tree. Take out the ID of the transaction information and the corresponding
location index stored in the leaf node to construct the Hash Table and store it in the block
header. ➂ Hash the Hash value of leaf nodes in pairs, and calculate the keywords in the
transaction information of corresponding nodes in the calculation process. The Bloom
filter (BF) is stored in the node, and then the Merkle tree is constructed. The Merkle root
Hash is placed in the block header, and the hybrid index structure based on the Merkle
tree is constructed. The output hMerkleTree is the blockchain structure, and the hybrid
index structure is shown in Fig. 6.

Fig. 6. Hybrid index structure

4.4 Query Methods

In the algorithm, as long as the input tracing source code can be in the alliance chain to
take out the corresponding transaction address, and then take out the specific value from
the database according to the address. In line 1, from the newly generated block to the
Genesis block, the information of the products stored in the block from production to
sales can be obtained, so there may be multiple transactions in one tracing source. In line
2, judge whether proCode is in the hash value of Merkle root. If not, directly search the
next block; if so, enter the Merkle tree for search. In lines 2 to 12, the hash values of the
left and right child nodes are used to determine which subtree the transaction exists in,
and then several pruning operations are carried out until back to the source code to find
the corresponding designated trading under the chain in the address database, and then
root address queries specific transaction from the database under the chain, and adds the
transaction to the list. After traversing over all blocks, return the transaction list.
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Algorithm. 1. Query methods

4.5 System Environment

This scheme uses GO SDK to invoke Hyperledger Fabric framework, and the database is
based onCouchDB library. All nodes run on the same physical server and useDocker vir-
tualization technology during deployment. The experimental environment is configured
as follows:

1) Operating system: Ubuntu18.04, 64-bit;
2) CPU and memory: 4 cores (vCPU) 16 GiB.
In this paper, Hyperledger Fabric V2.3 licensed blockchain is used to implement data

storage and retrieval testing. Network nodes include each node of blockchain and each
node of attribute authority. Among them, the blockchain node, as the underlying core of
the system, provides support for storage and retrieval testing; Attribute authority node
provides encryption and decryption support for access control algorithm. There are two
organizations in the blockchain network, namely, Institution Org and Requester Org,
where the institution organization corresponds to the data collector in the data sharing,
and the requester organization corresponds to the individual and the consumer in the
data sharing.

5 Conclusion

In this paper, we propose a mapping method based on node attributes and node data to
solve the heterogeneous physical resource mapping problem, which provides a general
method formapping actual physical resources to the information domain. On this basis, a
blockchain-oriented storage, index construction and efficient query method is proposed.
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This method can realize the definition of attributes and characteristics of heterogeneous
physical information nodes and node access, and support the unified expression of var-
ious physical information resources in the real physical world on the same platform.
A storage scheme combining the on-chain index table information with the off-chain
database is adopted, in which the original data is stored under the chain, and the data
description and data sharing log are stored on the chain. The attributes of data are graded
according to different sensitivities to meet the flexibility of data sharing. Aiming at the
complex data information generated by various heterogeneous resources, an index query
processing method based on attribute classification is proposed, which supports the fast
query based on attribute. This scheme adopts the on-chain and off-chain collaborative
method to share data, which can release a large amount of space on the blockchain and
ensure the efficient transmission of data on the chain. While improving data security and
removing information barriers, it also greatly improves the query efficiency. However,
the method proposed in this paper has slightly increased spatial complexity, and the cur-
rent society has increasingly higher requirements for data privacy sharing. Therefore, in
the future, on the basis of ensuring storage and query efficiency, the storage burden of
the system will be reduced as much as possible, and further in-depth research will be
made on how to share traceable data securely on the blockchain.
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Abstract. Over the past several years, due to the progression toward data-driven
scientific disciplines, the field ofBigData has gained significant importance. These
developments pose certain challenges in the area of efficient, effective, and secure
management and transmission of digital information. This paper presents and
evaluates a novel Distributed Ledger Technology (DLT) system, Fibereum, in a
variety of use-cases, including a DLT-based system for Big Data exchange, as well
as the fungible and non-fungible exchange of artwork, goods, commodities, and
digital currency. Fibereum’s innovations include the application of non-linear data
structures and a new concept of Lazy Verification. We demonstrate the benefits
of these novel features for DLT system applications’ cost performance and their
added resilience towards cyber-attacks via the consideration of several use cases.

Keywords: Distributed Ledger Technology · Blockchain · Bitcoin · Ethereum ·
Hyper Ledger · Consensus Verification · Cybersecurity · Proof of Work · Proof
of Elapsed Time

1 Introduction

This paper presents Fibereum, a Distributed Ledger Technology (DLT) system that
applies novel methods to address several issues with current Blockchain [1–5] data
structures and storage mechanisms, including deficiencies with respect to defending
against blockchain attacks. A typical implementation of conventional DLT systems is
via Blockchain. That is, conventional DLT systems, such as the permissionless Bitcoin
[3] and Ethereum [4], as well as the permission-based Hyper Ledger Technology [5], use
a linear data structure to manage blocks of data. Furthermore, conventional DLT systems
often require a complex time- and energy-consuming process for the verification of the
DLT system integrity. The DLT system presented here, Fibereum, utilizes novel methods
for Big Data exchange, as well as for the fungible and non-fungible exchange of artwork,
goods, commodities, and digital currency.
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The novel features of the proposed DLT system include: (i) the enablement of the
use of non-linear data structures-based systems; (ii) employing a procedure of lazy
verification, where the verification of the DLT system integrity is delayed indefinitely
and applied only on a need-to-do basis; and (iii) the enablement of permissionless as
well as permission-based implementations. The use of non-linear data structures for the
storage of transactions in blocks and storage of blocks within the DLT system enhances
the efficiency of the overall system. For example, in one implementation, the proposed
DLT system can use cryptographic trees for intra-block and inter-block management in
conjunctionwith lazy verification. This approach significantly improves themanagement
and security of Big Data and other types of digital data-driven systems. Furthermore, the
use of lazy verification along with non-linear data structures, as well as the utilization
of a time/energy consumption-efficient consensus mechanism, can provide a significant
saving in energy consumption.

Fibereum introduces several innovativemodifications toBlockchain technology, pro-
viding a more general framework for DLT systems. The modifications extend the utility
of DLT systems to several new applications, including business-to-business data gov-
ernance and data exchange. The Fibereum DLT system has various applications in the
fields of Big Data, including Healthcare, Transportation, Smart Cities, the Internet of
Things, and process control. The Fibereum DLT system is also suitable for applications
such as digital currency, smart contracts, licensing [6], inventory management [7], sup-
ply chain management [8], counterfeit detection [9], and the exchange of copyrighted
material, e.g., Non-Fungible Tokens [10].

We have developed and implemented an event-based simulation for Fibereum use
cases. The simulation and theoretical analysis show that, due to the option to use non-liner
data structures and the concept of lazyverification, inmost casesFibereumcomputational
complexity is lower than other DLT systems such as the Bitcoin Blockchain.

The rest of this paper is organized as follows. Section 2 provides background infor-
mation and definitions. Section 3 includes a literature review. Section 4 presents themain
features of the Fibereum DLT system. Section 5 presents several Fibereum use-cases,
and Sect. 6 includes a conclusion and directions for further research.

2 Background and Definitions

2.1 Definitions

A blockchain is a peer-to-peer network that stores transactions between multiple parties,
organized as a cryptographic linked list – i.e., a chain of nodes. Blockchains attempt to
guarantee decentralization, transparency, and immutability [1, 2].

A Merkle tree is a tree in which all the leaves contain the cryptographic hash of
a block of data, potentially along with the data, and every non-leaf node contains the
hash of its child nodes’ data [11]. The notion of the basic Merkle tree can be extended
to Merkle Heaps (Min and Max heaps) [4], Merkle binary search trees [4], Merkle Hash
tables [4], and Merkle cyclic and acyclic graphs [4].

A permissionless DLT system is open to the public. Any user can create or access
data or smart contracts in the DLT system, and all the transactions made on the DLT
system are displayed to all the users, making the permissionless DLT system completely
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transparent [1–3]. In general, blocks are mined by users, referred to as miners, onto
the ledger, in exchange for incentives for the miners [1–3]. Furthermore, users may
be engaged in establishing the DLT system’s integrity (potentially with verification
incentives) [1–3]. For specific use-cases, Fibereum offers a permissionless version of a
DLT system, where the system construction is extremely simple and does not require
significant incentives for miners. Additionally, Fibereum offers an alternative approach
for verifying the integrity and incentivizing the verification process. This approach is
referred to as ‘LazyVerification.’ In this case, initially, theDLT system is in a “verifiable”
state. The verification and its incentives are enacted only on a “need to do” basis.

Lazy verification is a form of consensus term-setting, first introduced in the context
of Fibereum, where the consensus verification process (as well as verification incentives)
is/are delayed as much as possible and only performed when an immediate urgent need,
e.g., taking care of an exception, arises. While continuous and prompt verification,
which may require ample incentives, computational resources, and a high amount of
energy consumption, is mandatory in certain use-cases and applications (e.g., digital
currency), lazy verification allows for an efficient method of verifying transactions in
a DLT system as it removes the unnecessary steps of verifying every block before an
exception has occurred. The verification algorithm may apply the same concept as the
standard blockchains’ verification procedures, such as the Proof-of-Work (PoW)-based
Byzantine consensus [3, 12], but with more scalability for Big Data when there are large
amounts of data entering the DLT system at a high rate.

A permission-based DLT system is a private network where only certain users are
authorized to access the DLT system. The network users are identifiable and complete
anonymity is not possible [13, 14]. Hence, access control and encryption may be imple-
mented as a part of the permission mechanism [13]. Hyperledger Fabric Technology
(HFT) is the most commonly used framework for permission-based blockchains [5].
Fibereum offers a permission-based version of a DLT system.

A Consensus Algorithm replaces a centralized authority to preserve the security
and fault tolerance of a DLT system. Two consensus algorithms, Proof-of-Work (PoW)
[3, 13] and Proof-of-Elapsed-Time (PoET) [14] are most relevant for the Fibereum use-
cases. Other commonly used consensus algorithms include Proof-of-Inclusion [15] and
Proof-of-Stake [16]. The Practical Byzantine Fault Tolerance is often used as a part of
consensus algorithms [12]. We elaborate on the PoET mechanism, which is less known
to many DLT system practitioners and is advantageous in terms of cost performance
over other consensus mechanisms, especially with respect to some Fibereum use-cases.

PoET is a consensus algorithm in which all nodes “sleep” for an arbitrary amount
of time, with the first node to wake up receiving authorization/rewards for verification
and mining. PoET is more energy efficient and less resource costly than PoW. Nev-
ertheless, this algorithm must resolve “collisions” in a way that may be similar to the
collision detection, avoidance, and resolution of the Carrier Sense, Multiple Access,
with Collision Detection (CSMACD) procedures that govern many of the commonly
used communication protocols [17, 18].

Notably, Fibereum’s use of lazy verification, along with providing the option to use
non-linear data structures as well as time/energy consumption efficient DLT system
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construction and consensus verification mechanisms, can provide improved resilience
against attacks, as well as a significant saving in operational costs.

2.2 Resilience and Security

In this sub-section, we list several of the common attacks applied to existing blockchain
DLT systems and related security concerns. In Sect. 4, we will refer to these items in
the context of Fibereum.

Some of the common attacks on theBitcoinBlockchain are Eclipse/Sybil attacks [20]
and double-spending attacks [19]. Among other attack types are theVector76 attack [20],
the Blockchain reorganization attack [3, 21], and Denial of Service (DoS) attacks [22].
Additionally, carelessmanagement of passwords and securitymeasuresmight jeopardize
the anonymity of the DLT system users. The Majority Attack / 51% attack, is one of
the most commonly discussed attacks in the context of digital coins [3, 21]. In this type
of attack, the attacker controls more than 50% of the network’s computation power and
thus is able to successfully perform bogus blockchain modifications and reorganizations
and obtain [temporary] consensus for the bogus blocks [3, 21].

Many of the attacks on the Bitcoin blockchain listed above are applicable to the
Ethereum blockchain. An additional set of attacks on Ethereum exploits its smart con-
tract functionality, specifically the computational complexity of the embedded “Turing
Complete” [23] functions, which is quantified in terms of “gas,” reflecting the cost of
computation [4]. The major Ethereum attacks include Reentrancy [24], Front running
[25], Integer Overflow and Underflow attacks [26], Unexpected Revert attacks [26], Gas
Limit attacks [27], Block Stuffing attacks [27], and Multi-Signature attacks [28].

Common Attacks on HFT Blockchain deal with the centralized and permission-
based aspects of the HFT DLT system, particularly attacking the membership service
provider that authorizes and provides permissions for entrance into the blockchain and
blockchain transactions [29]. The major HFT attacks are the Insider Threat attacks [30]
and the Certificate of Authority attack [31].

3 Literature Review

DLT systems provide a decentralized platform. Hence, its potential usage in the field
of big data exchange may have significant benefits. Nevertheless, to the best of our
knowledge, Fibereum is the first DLT system that provides an optimal solution for
that purpose while offering significant benefits in other use-cases. Since Fibereum is a
unique DLT system using lazy verification and non-linear data structures, its composi-
tion and computation processes are especially efficient. An extensive literature review
performed resulted in very few publications that specifically address the issues that
Fibereum addresses. Three papers are listed below.

Cäsar et al. have developed a DLT system named Cerberus that focuses on the
particular ordering of State Machine Replication (SMR) across a network of unreliable
machines [32]. This DLT’s consensus mechanism is based on a leader-based Byzantine
fault-tolerant consensus approach [12]. In contrast, we propose consensus mechanisms
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such as the lazy verification mechanism, which minimizes the need for prompt and
incentivized consensus, and enhance fault tolerance at lower computational resources.

Snow has developed Factom, a general-purpose data layer that creates a consensus
system to ensure that entries are quickly recorded [33]. Comparatively, Fibereum offers
the lazy verification approach, which is more suitable for numerous use-cases (see Sub-
Sect. 4.2 and Sect. 5). Additionally, Fibereum offers the use of other non-linear data
structures, such as Merkle-heaps, for the Inter-block DLT system’s construction and
maintenance. Thus, Fibereum enables a more efficient method of verification and DLT
operation, especially for Big Data exchange.

Parachain [34] uses chains that are processed in parallel, thereby has the potential to
improve throughput. Parachain DLT has not addressed certain issues related to oversee-
ing blockchain creation. Fibereum provides better support of “safe” parallelism via the
mechanism of using Merkle Heaps for inter-block construction; at the same time, the
mechanism is highly efficient and providesO(log(n)) [4] complexity for DLT consensus
and construction.

Other relevant papers that are not completely overlapping Fibereum concepts and
targeted use cases. Examples include work Gay et al. [35], and by Zhu et al. [36].

4 The Fibereum DLT

The FibereumDLT introduces the following novel features: (i) Options for storing infor-
mation/transactions blocks in data structures, including Merkle trees, Merkle heaps, or
Merkle hash tables, rather than as a linear list in the form of a blockchain; (ii) Enablement
of low complexity algorithms and parallel processing; (iii) Lazy Verification – minimiz-
ing the need for incentivized DLT systems’ construction and consensus verification; (iv)
Enablement of permission-based and permissionless modes of access and operations;
(v) Enablement of encryption and compression of the data; (vi) Enabling improved
cyber security, protection against attacks, and fault tolerance; (vii) Providing additional
layers of encryption and digital signatures (in addition to cryptographic hash functions
referred to as the digests [1, 2]); (viii) Enablement of Embedded Turing Complete [23],
static and/or dynamic, code, which provides efficient management of smart contracts
[4] and End User License Agreements (EULA) [35, 36]; (ix) Enablement of efficient
management of static, dynamic, and ad-hoc federated data, including terms and policy
management for monetization (please see the section on use-cases); (x) Enablement of
systems for data governance and currency exchange; (xi) Providing an option for using
more than one DLT system in tandem. The latter is referred to as multi-plan implemen-
tations. For example, in the exception maintenance use-cases (4.2 and 5.1), we introduce
threeDLT systemplans: one for data transactions governance, one for data exchange, and
one for smart contracts – defining data ownership, usage policies, rights, management,
and governance.

4.1 A Merkle-Based Verification System

Implementations ofMerkle trees-based non-linear DLT systems offer several key advan-
tages over linear blockchains. These advantages include: (i) Merkle trees-based imple-
mentations maintain the integrity by cascading any change to the cryptographic hash.
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Pointing from the previous node in the tree back to the Merkle root would invalidate
the changed block. (ii) Merkle trees-based implementations are typically efficient for
the construction and verification of DLT systems, offering the complexity of O(log(n))
(or, in some cases, O(n× log(n))) rather than O(n) (or, in some cases, O(n2)). Hence,
Merkle tree-based implementations can reduce the temporal and spatial computational
complexity. Moreover, without a Merkle tree, the data would need to be sent across the
network for verification. Hence, Merkle trees reduce the data transfer delay. (iii) The
Merkle tree structure of the local blockchain can use Proof of Inclusion [15], a method
of verifying the validity of data without needing to move data across all parts of the
network. This algorithm can work in conjunction with consensus mechanisms, such as
PoW and PoET. The joint Merkle heap, proposed in some of the Fibereum use-cases,
is beneficial for efficient traversal without revealing all portions of the structure. To fur-
ther demonstrate the principles of Fibereum’s operation and its novelty, we present an
important use-case here, and the rest of the use-cases are presented in Sect. 5.

4.2 Exception Maintenance 1

This use-case considers the situation that an airplane manufacturing company X buys
an engine from an engine manufacturing company Z, and the engine is installed on
an airplane of an airline company Y. In other words, this is a business-to-business-to-
business (B2B2B) scenario. To simplify the example, we assume that the engine is in
X’s possession, and the use-case is a typical B2B use-case between X and Y. Generally,
Y owns the data. However, in some scenarios, the ownership of the data might be shared
between X and Y. It is assumed that according to a licensing agreement between X
and Y, Y collects and owns the engine’s sensor data. The proposed Fibereum DLT
system is designed to be used for managing data usage, ownership, and storage used by
the companies and their affiliates in a way that enables dealing with exceptions in the
regular operation of the airplane.

DLT System Operation Procedures
(i) Verifiable sensor data is collected in a joint heap, accessible by both X and Y. The
data is “verifiable” in the sense that it includes means for verifying its authenticity,
e.g., cryptographic hashes of time stamps and sensor IDs. (ii) Each heap node stores
specific components of the sensor data (e.g., temperature, pressure, and position) in
the storage area. In some implementations, the heap storage is based on a string pool
[38]. (iii)Similarly to blockchains, such as the Bitcoin blockchain, the data is stored
in blocks and organized in blocks via an internal Merkle tree (the Intra-Merkle Tree).
These blocks are maintained by an external Merkle heap (the Inter-Merkle heap). (iv)
Inter-block and Intra-block storage via Merkle heaps or trees simply imply that both
parties can traverse each piece of sensor data as well as the entire collection of sensor
data efficiently and “quickly.” (v) If legitimately requested, timely verification is used to
ensure data integrity. The fact that the verification is done only on a need-to-do basis and
at the time of the need-to-do verification is the origin of the name “lazy verification.”
The lazy verification process can reduce the cost of operations.

Lazy Verification
The lazy verification process is activated when the need arises (e.g., dealing with an
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exception in the engine’s operation). At this time, a new DLT system based on a data
structure such as a sorted Merkle (tree in this example) or a Blockchain (in use-case 5.1)
may be constructed. If there is no malicious activity, valid blocks are fetched from the
joint heap of the first DLT, and each valid block is appended to the second DLT system
in the order of the recency of activities.

Our current implementation of the system has the following components: permis-
sionless or permission-based application of the FibereumDLT system used for validated
exchanges,min-heapDLTsystem for exchanges that still have to be validated, and license
agreement programmed into smart contracts.

To elaborate: data continuously flows from Company X’s engine to the joint Merkle
heap-based DLT system (DLT System-1) shared by both X and Y. On exception (e.g.,
overheating, mis-assembly, or exhaustion), X orY can choose to request lazy verification
regarding the exception. In this case, X and Y can nominate one or more proxies and
assign the task of verification to the proxies. At this point, the process might resemble
verification on blockchains, such as the Bitcoin blockchain. The proxies act like miners
and assemble a second DLT system (DLT System-2), which is aMerkle Tree-based DLT
or a blockchain-based DLT. DLT System-2 contains only blocks that have been verified
by the proxies. Following the request, Companies X and Y (or their proxies) check the
sensor data stored in DLT System-2 to determine whether there is a legitimate error,
such as engine exhaustion. If there is a nonfunctional component, the lazy verification
tags the exception as valid, and Company Y can take steps to fix the issue with the
engine. Otherwise, the lazy verification deems the exception invalid, implying that there
has been a human error in maintaining the engine and that the engine is functioning
properly.

Fig. 1. Big Data Exchange Use-Case
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Figure 1 depicts the process and the related scenario of lazy verification. As shown
in the figure, sensor data from Company Y’s engine is transported from X’s plane to the
shared heap, demonstrating Fibereum’s ability to function in B2B relationships.

As Fig. 1 shows, in a regular mode of operation: (i) Company Y collects data from
the engine. (ii) Y might perform data pre-processing and conditioning. (iii) Y places the
data in a verifiable form into DLT System-1. This process (i, ii, and iii) continues as
long as there is no valid request for verification, e.g., Company X wishing to terminate
the contract with Company Y and replace the engine with a new engine from Company
W.) (iv) In case that X, Y, or an authorized third party initiates a legitimate request for
verification, X and Y nominate miners (e.g., proxies). (v) The proxies generate local
copies of DLT System-1. (vi) A consensus algorithm, such as PoET, is applied and
used to construct and/or extend a second DLT system (DLT System-2). For clarity,
DLT system-2 is referred to as the global DLT system – that is, a DLT system that has
been verified or extended according to a consensus algorithm. If the data is valid, DLT
System-2 is updated. Otherwise, an exception is raised. (vii) DLT System-2, the global
DLT system, is used to address the exception.

If some blocks do not pass consensus verification due to amalicious act or negligence
by one of the parties breaching the agreement, then the matter may be further pursued,
e.g., brought to courts or arbitration. Note that in order to save storage space, DLT
System-2 might only contain cryptographic pointers to nodes of DLT System-1, thereby
serving as a transaction management DLT system.

4.3 Fibereum Permissionless and Permission-Based DLT System Applications

The general mode of operation of Fibereum is permissionless. Nevertheless, in some
implementations and use-cases, Fibereum enables permission-based operations via
options for access control, compression, and encryption, as well as compression and
encryption in tandem [39]. Access control can include password protection access for
administrators, system utilities, users, user groups, and the general public. Additional
layers of access control can include encryption. Access to utilities for the DLT system
construction (e.g., adding blocks) and consensus verification can be subjected to access
verification protocols.

The proposed new schemas enable the construction of DLT systems’
implementations that are permissionless, permission-based or mixed permission-
based/permissionless mode DLT systems. This is enabled via one or more of the fol-
lowing mechanisms: (i) Post verification, some of the generated DLT system blocks
(e.g., data, transaction, and contract blocks) might be completely open, i.e., permis-
sionless. Other blocks might be fully protected via access and encryption mechanisms,
enabling a mixture of permission-based and permissionless DLT systems. (ii) Parts of
plain and encrypted blocks might be available to different entities like a puzzle, where
the mechanism to assemble the puzzle pieces is controlled via cryptographic functions.
(iii) Multiple copies of the DLT system might increase fault tolerance. Finally, (iv) it
should be noted that the level of protection can be related to the sensitivity of the data,
where sensitive data might be encrypted and subject to access control.
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4.4 Cyber Security and Fault Tolerance Enablement

The proposed Fibereum DLT system schema provides additional security layers for
permission-based and permissionless DLT systems. The concept of lazy verification
enables storing the data in local storage, where access can be controlled and protected in
several ways. The data can be digitally signed, compressed, and encrypted – potentially
using methods for tandem compression and encryption. In some implementations, the
digests, digital signatures, as well as public and private keys used for encryption can
be associated with the physical devices used to generate, transmit, or process the data
and with the time that the data was generated. Furthermore, the verification stage can be
limited to “trusted parties” and proxies that have protected and potentially permission-
based access to the data. Consequently, Fibereum provides better protection against
commonly used Blockchain attacks listed in Sect. 3. The following subsection provides
further details concerning potential attacks on Fibereum and the resilience of Fibereum
implementations to such attacks. This resilience is referred to as “counterattacks.”

4.5 Counterattacks by Fibereum

The main threats to Fibereum (and many other DLT systems) are Sybil [20], Majority
(51%) attack [3, 21], Denial of Service (DoS) [22, 28], and insider attacks [30]. Several
components of the Fibereum DLT system can reduce or completely eliminate the risk
emanating from the above and other DLT system attacks. First, when applicable, the
option for lazy verification provides ample time to detect and prevent those attacks.
Second, some implementationsmayuse thePoETverification protocol for lazy or prompt
verification. This increases the resilience of Fibereum toDLT system attacks. Finally, the
utilization of permission-based or mixed permission-based and permissionless systems’
components can be a paramount counterattack method.

It has been established that without a centralized authority, a system might be sus-
ceptible to Sybil attacks [29]. Consensus algorithms (e.g., PoW and PoET) mitigate the
effects of Sybil attacks, and permission-based implementations of Fibereum can com-
pletely prevent such attacks. Similarly, a Majority Attack would fail with permission-
based Fibereum utilizing PoET. In particular, data passing the lazy verification process
would enter the secondMerkle-based DLT system (System-2), where it would then need
to pass through PoET in order for the first and/or the second DLT system to be updated.

Many forms of DoS counterattack methods in general networks exist; some of these
methods are applicable to Blockchain DoS [22, 28]. Fibereum can be more resilient to
DoS since it is possible that for long periods of time, the only DLT system activity is
updating DLT System-1 with new verifiable data, which provides ample time to detect
and mitigate a DoS attack.

Insider attacks are the most difficult to prevent, but they often only affect permission-
based DLT systems.Measures to reduce the threat of insider attacks have been proposed.
Some of these measures are common to many other permission-based systems. Other
measures use a blockchain traceability system with a differential traceability algorithm,
both of which can be implemented into Fibereum [30].
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4.6 Fibereum Smart Contracts

FibereumSmart contracts are irreversible contracts enforcedby theprogramcode embed-
ded in the Fibereumblocks,which are not controlled by users. These contracts are limited
by their inability to sendHTTP requests and access off-chain data directly. Ethereum can
circumvent this limitation via oracles, but this leaves transactions susceptible to attacks
that manipulate data and price values [26]. In some implementations, in order to resolve
this issue, Fibereum maps the smart contract onto a specific version of an End User
License Agreement (EULA) [37]. Hence, the EULA might guide the lazy verification
procedure.

5 Additional Fibereum Use-Cases

In this section, several Fibereum use-case examples are presented, concentrating on
B2B Applications of the Fibereum DLT system for [Big] Data Exchange use-cases.
The concerns related to the data exchange use-cases are data ownership, data rights,
data use agreements, managing survivability and termination clauses for contracts, data
integrity, liability, monetary value, and responsibility for disclosing the data and its use
to third parties, governments, and governing authorities. In these types of use-cases,
our objectives include creating a framework for policies governing data exchange in a
B2B environment, where data exchange transactions are bounded by a legal contract,
potentially in the form of license agreements or subscriptions (signed or click-through),
specifying certain terms, such as ownership, usage policies, rights, management, and
governance. Often, these agreements take the form of End User License Agreements,
Developer License Agreements, and Data License Agreements. Given a predetermined
legal contract, Fibereum aims to minimize the computational burden of consensus veri-
fication. It should be noted that Fibereum also provides efficient mechanisms for support
of other use-cases, including digital currency exchange, B2C data exchange, as well as
services related to data exchange. This section includes examples of these use-cases as
well.

Some of the use-cases might include additional Fibereum-based DLT systems, e.g.,
a DLT system for transaction management that records the process of data exchange and
a smart contract DLT system that is used to dictate data usage, rights, and termination.
The use-case examples, however, do not elaborate on the internals of the smart contract
DLT systems and their operation. Finally, all the use cases may deploy a permissionless
version of Fibereum, a permission-based version, or a combination.

5.1 Exception Maintenance 2: Data Networks

In some Fibereum implementations, DLT System-2 is a Blockchain DLT. As an example
of such an implementation, one can consider a use-case where company U is a process
control firm that has sensors installed in an oil refinery that belongs to company V. In
this implementation of the Fibereum DLT system, the data is stored locally by the data
stakeholders (e.g., by companies U, V, and their affiliates/proxies) in Merkle heaps.
Additionally, a Fibereum DLT system for transaction management may record the pro-
cess of data exchange, and a Fibereum smart contract DLT system may be employed to
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dictate data usage, rights, and termination. When new sets of sensor data are available,
they are aggregated into blocks, and the blocks are inserted into the Merkle heaps. At
the same time, the transaction management DLT system is updated. At the time that
consensus verification is mandated (e.g., a dispute between Company X and Company
Z or a discovery subpoena by local authorities due to an accident), the integrity of the
data stored in the heaps and proxies is assessed.

The following is a flowchart of the ofDLT system-2 construction and lazy verification
procedure applied in the Exception Handling use cases:

The Lazy Verification Procedure

Require: LazyVerification(DLT system-1, DLT system-2 )

1: while DLT system -1 is non-empty do
2: d ← POP(DLT system -1 )

3: if d is valid then
4: APPEND( DLT system -2, d)

5: else if d is invalid then
6: raise legal issue

7: end if
8: end while

5.2 Digital Currency

This use-case considers digital currency applications that are similar to Bitcoin and
Ethereum digital coins exchange. In contrast to most other digital coin DLT systems,
both the intra-block and the inter-block may be managed via Merkle trees. Due to
the nature of the application and potential attacks, the verification may be prompt and
incentivized using fees or digital coin mining rewards. A PoET consensus mechanism
maybe employed to reduce operational complexity and energy consumption and improve
counterattack capabilities.

5.3 Targeted Advertising

This use-case may be a B2B or a B2C use-case. For example, assume that Company
P manufactures autonomous vehicles and Company Q, or a consumer R, uses these
vehicles, which collect federated data along with sensor data. Specifically, suppose that
a consumer X buys a car manufactured by Company Y, and Company Z wishes to access
parts of the sensor data from the car. The process is similar to the process described
in the above exception maintenance use-cases. However, it might utilize two Merkle
heaps or one heap with access control to heap elements. Both classified and unclassified
information is accessible to X and Y via one heap, but, for the protection of X’s privacy,
the second heap contains only unclassified information for Z.
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5.4 Patient Medical History

This use-case considers situations where patient X wishes to switch from care provider
Y to care provider Z and then transfer their medical history to Z. Due to stringent confi-
dentiality requirements, it is most likely that the DLT system implementation would be
permission-based, preventing unauthorized access to medical records. Any newmedical
data that goes into the records by the care provider must be verifiable and potentially
include encryption, digests, and the digital signature of the patient before it is added as
a block to the DLT. Provider Y uses its own encryption, digests, and digital signature
to securely access medical records. If the patient wishes to share their information with
other care providers, e.g., Z, then Provider Y might require a digital signature of Patient
X and Provider Z for consent to release information. The DLT system includes a network
of care providers, as medical records may need to be transferred from one care provider
to another care provider. In this case, the medical records and other information are
encrypted in a Merkle heap (DLT system-1) and, following verification, sent to other
care providers through the Merkle tree of DLT System-2. Lazy verification, initiated on
a “need to do” basis, e.g., switching a care provider, is used to check permissions and
verify information correctness.

5.5 Digital Cartography

This use-case considers a situation where the system includes satellites, e.g., X1, X2,
X3, and X4, a ground station Y, a user Z, and an object of interest W. The information
generated by the remote sensing satellites and gathered by the ground station (e.g.,
GPS locations of Object W) is stored in the Merkle heap-based DLT System-1 and is
accessible to User Z. The system allows User Z to request a legitimate verification of
certain parts of the information. This triggers lazy verification and the creation of DLT
System-2. The verification may include proxies. Since storage is placed within a heap,
the location may be constantly updated, and User Z can constantly update the positions
of Object W by requesting lazy verification. If an exception occurs, the data stored in the
heap can be used to track previous locations with precise timestamps from the satellites’
atomic clock in order to help figure out what may have happened.

5.6 Non-fungible Tokens

This use-case considers situations where a DLT system is used for the exchange and
management of Non-Fungible Tokens (NFT) [10]. In contrast to most other NFT DLT
systems, both the intra-block and the inter-block may be managed via Merkle trees. Due
to the nature of this application and potential attacks, the verification may be prompt
and incentivized using fees1.

5.7 Smart Contracts and Licensing Agreements

This pertains to cases where a DLT system is used for smart contract management. In
contrast to most other smart contract DLT systems (e.g., Ethereum-based smart con-
tracts), both the intra-block and the inter-block may be managed via Merkle trees. Due
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to the nature of the application and potential attacks, the verification may be prompt and
incentivized using fees1.

USCG is interested in exploring, along with our team, the utility of DLT systems
for these use-cases and may utilize the DLT systems for licensing, e.g., licensing of
fishing companies and vessels. Given that the DLT users are not necessarily USCG staff
members, the system may have to tighten security measures with respect to access to
the DLT and the construction of DLT system blocks.

5.8 Copyrighted Material

This use-case considers situations where Consumer X wishes to access copyrighted
material produced by Company Y. In a possible DLT system implementation, the oper-
ation procedures are similar to the operating procedures of the DLT system described
in Use-case 4.1. However, the amount of data stored in DLT System-1 is not as big
as the amount of data expected in Use-case 4.1. Furthermore, the DLT system may be
permission-based so that only Consumer X and Company Y can access the material.
Release of the material requires the consent of both parties, i.e., Consumer X and Com-
pany Y must both sign in order to sell content to a third party. Note that this use case
has some overlap with NFT and can be used as a DLT system for NFT.

5.9 Commerce, Supply ChainManagement, and InventoryManagement Systems

This use-case considers situations where Company X wishes to transport goods to a
warehouse owned by Company Y. In this case, a comprehensive database accessible by
both X and Y can be used. This DLT system is likely to be permission-based so that only
the two parties and their affiliates have access to it. The original owner of theDLT system,
Company X, shares parts of the database of verifiable transactions with Company Y in
a Merkle heap-based DLT System-1. Lazy verification may be used to generate DLT
System-2 in order to mine data, verify transactions, manage inventory, and validate the
integrity of the data and the underlining supply chain. Inventory management can be
implemented in a similar way.

The US Coast Guard (USCG) is interested in exploring, along with our team, the
utility of DLT systems for these use-cases and may utilize DLT systems under the
assumption that the users are internal to the organization. Hence, they may have “some”
level of trust by the system (e.g., after supplying credentials that associate them with the
USCG).

5.10 Weather Broadcasting

This use-case considers a situation where two or more weather stations (e.g., X and Y)
wish to share data regarding weather conditions in a certain region. The DLT system
may be permission-based so that only Stations X and Y can access the data. Sensor data
created by X and Y is verifiable and stored in DLT System-1. Lazy verification and the

1 A PoET consensus mechanism may be employed to reduce operation complexity and energy
consumption and improve counterattack capabilities.
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creation/update of DLT System-2 may take place when there are discrepancies between
X and Y as to the data relied upon or in their weather prediction.

6 Conclusion and Future Research

The DLT systems and methods discussed above include novel modifications to
blockchain technology, providing a superior framework for DLT systems. Those modi-
fications can improve the cost/performance of DLT systems in current applications and
extend the utility of current DLT systems to several new applications and use-cases.
The Fibereum DLT system has various applications in the fields of Big Data, includ-
ing Transportation, Smart Cities, Healthcare, Process Control, and Internet of Things.
FibereumDLT systems are also suitable for other applications, such as Digital Currency,
Smart Contracts and licensing, and Supply Chain Management.

Future work can include: (i) Implementations for other use-cases and data exchange
applications; (ii) Monetization and control of federated data; (iii) Enhancements to B2C
applications where concerns may include tight privacy constraints, as well as consumer
rights protection; (iv) Further exploration of the utility of additional cryptographic data
structures and other non-linear data structures, e.g., directed acyclic graphs for transac-
tions and/or data storage; (v)Appending newdata transaction information to a concurrent
transaction data structure rather than directly appending it to the DLT; (vi) Appending
new sensor data to a concurrent sensor data structure rather than directly appending it to
the DLT; (vii) Further exploring the management of federated data where different parts
of copies of the data reside in the DLT systems of individual parties; (viii) Exploring
implementations where the data is compressed and encrypted, potentially for enabling
permission-based access.

Acknowledgment. This material is based in part upon work supported by the Department of
Homeland Security grants TXST83938 and E2055778 and by the National Science Foundation
under Grant CNS-2018611 and CNS-1920182.
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Abstract. To solve the problem in secure encryption in cryptography,
indistinguishability Obfuscation (iO) was born. It is a crypto-complete
idea, based on which we can build many cryptographic construction.
The implementation of it can hide both the dataset and the program
itself. In this paper, we use the idea of translation in the (Natural Lan-
guage Processing) NLP-like language model to realize the conversion
between plaintexts and ciphertexts with the help of hints. We trained a
self-attention transformer model, successfully hiding the dataset as well
as the encryption and decryption programs. The input of the encryption
model is a plaintext prefixed with a hint and the output is the result of
encryption using one of the specified algorithms. The input and output
of the decryption model are the opposite of the encryption one.

Keywords: Information Security · Indistinguishable Confusion ·
Transformer · Blockchain

1 Introduction

With the informationnization of the whole society, new information technologies
such as cloud computing [1–3], new computer hardware [4–6], the Internet of
Things [7–9], blockchain [10–12], etc., have been gradually applied to various
industries in society, leading to the exponential growth of all kinds of data [13–
15]. As the core asset of information systems, data are of great value, so data
security [16] is becoming more and more important. In the information era, data
assets have become one of the most important assets of each enterprise, thus data
security [17–19] has become a key concern for enterprises. However, transmitting
data in public is inevitable, so the security of data encryption and decryption is
the top priority.

Secure encryption has a crypto-complete construction in cryptography, also
known as indistinguishable Obfuscation(iO) [20], which could hide both the

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Qiu et al. (Eds.): SmartCom 2022, LNCS 13828, pp. 685–694, 2023.
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dataset and the program itself. Based on iO, we could build an encryption algo-
rithm that can implement almost all other encryption protocols, including but
not limited to public key encryption, function encryption, digital watermarking
system, etc. Computer scientists proved that indistinguishable obfuscation can
be the basis for almost all cryptographic protocols (except black-box obfusca-
tion), including classical cryptographic tasks (e.g., public-key encryption) and
emerging tasks (e.g., fully homomorphic encryption). It also covers cryptographic
protocols that no one knows how to construct, such as deniable encryption and
function encryption. But until now there is no practical iO implementation. This
paper provides a viable solution for implementing it.

Blockchain [21] is a distributed system with multiple participants, secret
communication [22], transaction processing [23], and committee reconfigura-
tion [24,25] among the participants often requires public-key cryptographic sys-
tems. Therefore, iO-based public-key cryptographic protocols can significantly
improve the security of communication between the participants of a blockchain
system [26]. The iO-based public-key cryptographic protocols require shorter
keys to achieve the same security strength, which can effectively reduce the
communication complexity of blockchain consensus protocols [27] and accelerate
the agreement of the consensus [28]. It can be seen that iO could be well coupled
with blockchain and has a wide application prospect.

This paper analyzed and discussed the combination of iO and blockchain
[29,30]. Applying iO to blockchain can improve the security of the system [31,32]
or reduce the time needed for consensus, which has a wide application prospect
in various field [33–36]. The combination of blockchain and iO cryptography
need to be studied further [37,38].

The rest of the paper is organized as follows. In Sect. 2, we introduce the
basic ideas of the method, followed by the description of the algorithm. Then, we
present the experiment and give the evaluation of the results in Sect. 3. Finally,
we conclude the paper in Sect. 4.

2 Constructing Indistinguishable Obfuscated Encryption
and Decryption Based on Transformer Model

2.1 Basic Ideas

In this paper, we implement the conversion of plaintext and ciphertext by com-
bining hints through a translation behavior similar to that in the language model
[39]. The ciphertext output from the model plus some noise (encrypted data from
public transmissions, etc.) is then converted to plaintext as input to the model.

For the linguistic autoregressive model, we build the following conditional
language model, which predicts a word y from the first n known words, or
phrases.Known X(x1, x2, ..., xn), according to the conditional language model,

p(yt | y1, y2, ..., yt−1,X) (1)

to output the corresponding y = (y1, y2, ..., yT ).
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The Transformer [40] self-attentive architecture, on the other hand, has a
great improvement in the expressiveness of the model for computing these con-
ditional probabilities. The above unconditional language model could be trans-
formed into a conditional language model when the specific encryption algorithm
is known. The model in this paper is controlled based on the following 2 methods:

1) When encrypting the plaintext or decrypting the ciphertext, we can add
hints (numbers or other representations of encryption algorithm categories)
in front of the input.

2) In the normalization of the Transformer model’s translation behavior, the
main method layer is normalized by the following formula:

μl =
l

H

H∑

i=1

al
i σl =

√√√√ l

H

H∑

i=1

(
al
i − μl

)2 (2)

l denotes the Lth hidden layer, H denotes the number of nodes in the layer, and
a denotes the value of a node before activation. Suppose the current input is xt

and the previous hidden state is ht−1 , then the weighted input vector (input of
the nonlinear cell) is

at = Whhht−1 + Wxhx
t (3)

Layer normalization for weighted input vectors, followed by scaling and transla-
tion (for recovering nonlinearity)

y = g · ât + b ât =
at − ut

σt
(4)

where g is denoted as the gain and b denotes the bias parameter. The above is the
basic normalization, while the condition c (the representation of cryptographic
algorithm classes) is turned into the same dimensions as g and b in equation (4)
by different matrix transformations (i.e., linear mapping), respectively, and then
the transformations are mapped to g and b.

g′ = wg ∗ c + g b′ = w∗
b c + b (5)

The input is processed by the transformations mentioned above, and the
translation behavior of the Transformer model is controlled by the method in
2), so that the conversion of plaintext and ciphertext are realized. At the same
time, the ciphertext transmitted to the public is obfuscated and only the corre-
sponding decoding module can convert it to plaintext, so that there is no fear
of interception. The model can also generate an obfuscated ciphertext with a
specified encryption algorithm on demand, which can only be decrypted into
plaintext by the trained decryption model.

To be able to train more layers (e.g., 100, 1000 or even 10,000 layers), the
scaling multiplier associated with the number of layers needs to be adjusted
during layer normalization to prevent gradient explosion. The scaling multiplier
is given by the following formula, where N is the number of layers:

α = (2N)1/4 β = (8N)−1/4 (6)
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Fig. 1. Simple architecture for encryption and decryption model

2.2 Algorithm Description

With the rapid development of multicore [41–43] and large memory [44–46], large
amounts of data and big software [47–49] can be implemented quickly. Hence,
privacy and security becomes a big concern in data storage, processing, and
transmission [50–52]. The whole system architecture is divided into an encryption
module and a decryption module, which form the transformer model [53–55].
Figure 1 is a schematic diagram of the encryption model and the decryption
training model.

Algorithm1 is the description of our specific algorithm (encryption and
decryption processes are almost the same, only the source and the target are
reversed).

Algorithm 1.
Input: source data, src seq; target with label, target seq; algorithm category, C; num-

ber of self-attentive computation block layers, num layers; batch, epoch
1: num layers = 200, α = 1599.75, β = 4.472, initialweights(including wg, wb, etc.)
2: for each i ∈ [0, epoch] do
3: for each j ∈ [0, num layers] do
4: new src seq ← LN(src seqi,j + Ci,j)
5: out projection ← Self Attention(new src seq)
6: loss ← loss + (out projection, target seqi,j)
7: end for
8: end for
9: MIN(loss)

As can be seen from Algorithm1, we treat plaintext and ciphertext as
sequences that can be translated into each other, add hints and obfuscation
before the input data, and make the algorithm or obfuscation a condition to
be added during the layer normalization of the deep self-attentive computation.
We control the translation behavior of the transformer by the method described
above.

2.3 Algorithm Implementation

The implementation steps of the indistinguishable obfuscation and decryption
algorithm based on the transformer model are as follows.
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1) Determine the number of model layers, calculate the parameters that can
prevent gradient explosion for each layer normalized by the number of layers,
i.e., equation (6), and initialize the individual weights.

2) Input source sample data and target data, the input data can be prefixed to
indicate which encryption algorithm is used, and it can also be used as obfus-
cated data. The model is trained to predict the ciphertext after encryption.

3) At each layer of layer normalization, i.e., equation (4), algorithms or obfus-
cated data are added to the normalization as conditions in order to control
the translation behavior, i.e., equation (5).

4) input the source sequence into the model, and then perform the self-attentive
calculation after the above process, and the model outputs the predicted
target sequence, which is subjected to cross-entropy loss calculation with the
real target sequence, and the gradient is calculated according to the loss value
to update each parameter.

5) Repeat steps 2 to 4 until the loss converges to 0, and the training of the
encryption model is completed.

6) Train the corresponding decryption model and repeat the above steps 1 to
5, the difference is that the input of step 2 is the ciphertext predicted by the
encryption model, i.e., the source sequence and the target sequence of the
above encryption model are switched.

The entire data flow for model training can be briefly summarized as follows.

(i) Encryption model training process: input plaintext or plaintext with prefix
added in front, label is the encrypted ciphertext, and the model training is
mainly to predict the encrypted ciphertext.

(ii) Decryption model training process: the input is the ciphertext predicted by
the above encryption model, the label is the decrypted plaintext, and the
model training is mainly to predict the decrypted plaintext.

Figure 2 describes the algorithm flow, in which we can find that there are
hints (indicating the type of cryptographic algorithm) at the data input and at
the normalization of each layer, similar to the “noise perturbation” added to the
neural network, thus allowing the model to learn better.

Fig. 2. Algorithm flow
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3 Experiment and Analysis

3.1 Experimental Environment

In order to verify and analyze the algorithm proposed in this paper, we conducted
simulation experiments using the following hardware (arithmetic) and data.

Table 1. Hardware configuration

Name Quantity Configuration

Calculation Cards 1 A100 80G

CPU 2 64 cores 128 threads intel Xeon

Memory 3 32*3 total 96G

Hard Disk 1 2T

3.2 Experiment

Randomly generate 600,000 pieces of plaintext, each of which is a number of
length 11. The 600,000 plaintext are equally divided into 6 data sets, and the
data in different data sets are encrypted differently. Then the transformed data
sets are combined and a global random disruption is performed. The file is stored
by rows, and each row represents a sample, what we want to do is to randomly
disrupt the file by rows:

(a) Assuming that the file has a total of m ∗ n lines, the original file is divided
equally into m files of n lines each.

(b) Randomly breaking up the file by line for each n lines, since n is arbitrarily
specified, so this step can be done in memory.

(c) Read the first line of each file (to get m lines of data) and write these m
lines of data randomly to an output file.

(d) Read the 2nd,..., nth line of each file in turn, and repeat the operation in
step 3 to generate m output files.

Simply, the data is written to m files at random, and the contents of each file
are randomly scrambled.

3.3 Evaluation

Table 2 shows the time required to break RSA algorithms with different key
lengths.

Table 2. Time required to break RSA

Break time/MIPS year Key length/bits Security level

104 512 Low

108 768 Middle

1011 1024 High

1020 2048 High
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Table 3 shows the time required to break the iO algorithm proposed in this
paper. Observing the data, we can see that the security level of iO algorithm is
high when the encryption algorithm type is greater than 6 and the key length is
greater than or equal to 512 bits.

Table 3. Security analysis of iO

Num of encrytion algorithms n=6 n=7

Break time 512(Security Level) 10*7! = 10 (Middle) 10*8! = 10 (High)

Break time 768(Security Level) 10*7! = 10 (High) 10*8! = 10 (High)

Break time 1024(Security Level) 10*7! = 10 (High) 10*8! = 10 (High)

4 Conclusion

This paper introduced a feasible algorithm implementation for iO with infor-
mation security protection as the core. By performing security encryption and
decryption in a way similar to language translation, it provided a new scheme
for data security transmission, and provides a research idea for the feasibility of
iO implementation, which is of great significance to improve data security trans-
mission and information protection level. This paper also analyzed and discussed
the combination of iO and blockchain. Our study showed that applying iO to
blockchain can improve the security of the system or reduce the time needed for
consensus, which has a wide application prospect in various field. In future, we
will continue to study the combination of blockchain and iO cryptography.
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Abstract. Nowadays, blockchain distributed ledger technology is becomingmore
andmore prominent, and its decentralization, anonymization, and tampering obvi-
ous features have been widely recognized. These excellent technical features of
blockchain have also made it a hot issue for global research. With the wide appli-
cation of blockchain technology in various industries, some defects are gradually
exposed, and more prominently, the blockchain system is unable to meet the cur-
rent demand of explosive growth of data volume and frequent data interaction. As
one of the key technologies to solve this problem, sharding technology is gaining
attention. This article introduces common blockchain scaling schemes and focuses
on an overview of blockchain sharding. Sharding technology is introduced from
two perspectives of intra-slice consensus and inter-slice consensus. The current
mainstream slicing technology is summarized according to three different slicing
methods: network sharding, transaction sharding, and state sharding. Finally, the
challenges faced by current blockchain sharding technology are analyzed and the
full text is summarized.

Keywords: Blockchain · Scaling · Sharding · Consensus Algorithm · Capacity
Extension

1 Introduction

The digital economy has become a major component of today’s world, and blockchain
as new technology is gaining increasingly widespread attention worldwide and has pen-
etrated into various aspects of people’s production life, such as the Internet of Things
[1, 2], finance [3–5], energy [6–8], health care [9, 10], and many other fields [11].
Blockchain [12] is a new application technology with technical features such as dis-
tributed data storage [13–15], decentralization, peer-to-peer transactions, and dynamic
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encryption algorithms [16, 17]. However, the performance [18–20] of current decentral-
ized systems based onblockchain technology is lowand cannot afford the data processing
under big data. Blockchain sharding technology is proposed as an important solution for
blockchain sharding.

In 2016, Luu et al. [21] proposed an Elastico algorithm to combine the shard-
ing method of expansion in the database with blockchain technology to improve the
efficiency of transaction processing and reduce the cost of transactions. Since then,
researchers from all walks of life have conducted a lot of research on sharding tech-
nology in terms of consensus mechanisms, distributed ledgers, and sharding methods.
What we call sharding is not an innovative concept, but the essence of the idea is to
divide the data in the database into small data shards [22], and then store these shards in
different locations. This will avoid generating a large number of data access requests in
a short period of time, thus overprocessing the transactions of one server. In traditional
blockchain networks, transactions must be confirmed by each node in the network so as
to ensure the security of transactions, but this is one of the difficulties in improving the
speed of transactions. In contrast, the application of sharding technology in blockchain
systems is to divide the blockchain network into several sub-networks, each of which
will contain some nodes, and new transactions will be randomly assigned to individ-
ual shards for processing. Based on the sharding problem in the blockchain sharding
scheme, this article introduces the research progress of blockchain sharding technology
and gives a comprehensive introduction to sharding-related technologies.

The rest of this paper is as follows: Sect. 2 introduces blockchain technology and com-
mon blockchain scaling schemes; Sect. 3 categorizes blockchain slicing schemes based
on consensus algorithms; Sect. 4 introduces three current mainstream slicing approaches
and provides theoretical references for further research and development of blockchain
slicing technology; Sect. 5 outlines the current challenges faced by blockchain slicing
technology; Sect. 6 summarizes the paper.

2 Related Technology Introduction

Blockchain technology is increasingly developing into a mature digital economy infras-
tructure [23], which is essentially a bookkeeping method, usually using a general ledger
with peer-to-peer storage [24], and has a wide range of applications in many fields [25,
26]. In this article, we present blockchain in a six-layer model, which are the application
layer, contract layer, incentive layer, consensus layer, network layer, and data layer.

According to the six-layer architecture model of blockchain, its sharding schemes
are divided into two main categories: on-chain scaling and off-chain scaling [27, 28].
On-chain expansion is the optimization and improvement of the basic structure, model,
and algorithm of the blockchain from the data layer, network layer, consensus layer, and
incentive layer of the blockchain, including changing the size of the block, sharding,
changing the consensus mechanism, isolating the witness, increasing the capacity of
the blockchain, and other aspects. The off-chain expansion is to build a transaction
network on another layer other than the main chain, which is an adjustment of the
contract and application layers of the blockchain. Placing some complex work under
the chain and returning the result to the chain reduces the workload on the chain and
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improves the performance of the blockchain, including state channels [29], side chaining
[30], cross-chain, and off-chain computing. Blockchain scaling techniques are shown in
Table 1.

3 Consensus Algorithm-Based Sharding Technology

The essence of a blockchain is a distributed application, and the first problem in solv-
ing a distributed system is to reach a consensus among multiple independent nodes,
i.e., all of them have to be consistent. The most common consensus algorithms are the
proof-of-work (PoW) mechanism [31], proof-of-stake (PoS) mechanism [32], and del-
egated proof-of-stake (DPoS) mechanism [33]. However, high-performance consensus
protocols used in distributed databases cannot be applied to blockchains, and secondly,
blockchains rely on BFFs, which have been shown to lead to low scalability performance
[34].

Table 1. Blockchain System Architecture.

Heading level Example Font size and style

On-chain expansion Data Layer Change block size

Isolation testimonial

Network layer Sharding

Consensual level Pos, PBFT

Off-chain expansion Tier 2 improvements Status channel

Side chain

Cross-chain

Below the chain calculation

3.1 Intra-slice Consensus Protocol

The consensus protocol is divided into intra-slice consensus and cross-slice consensus.
Intra-slice consensus requires each node in the same slice to agree and broadcast accord-
ing to the slice’s protocol and finally results in a consensus result for the whole slice. In
1999, The PBFT proposed by Castro et al. [35] is the earliest BFT algorithm, in which
the whole system works if more than 2/3 of the nodes are normal. In 2016, Miller et al.
[36] proposed the HoneyBadgerBFT algorithm, which is the first asynchronous BFT
algorithm that can guarantee its effectiveness without time constraints.

Figure 1 presents two different on-slice consensus flows. The consensus protocol
used for blockchain sharding is based on the Practical Byzantine Consensus Protocol,
and Fig. 1(a) depicts the flow of the intra-slice consensus mechanism based on PBFT,
describing howa request is then passed between nodes in a distributed system running the
PBFT protocol. PBFT is widely used in many blockchain systems, such as Zilliqa, and



698 J. Xiao et al.

Hyperledger, where each consensus of consensus nodes for a block requires receiving
and forwarding multiple blocks. Figure 1(b) gives the intra-slice consensus phase under
the two-layer slice consensus protocol under the federated chain, in which the task is
to gather the intra-slice and cross-slice transactions forwarded to the slice into a single
block and submit it to the blockchain after completing the consensus.

Fig. 1. Intra-slice consensus.

3.2 Cross-Slice Consensus Protocol

In traditional blockchain systems, communication between all nodes is required tomain-
tain identical copies of the blockchain, which leads to relatively low performance of the
blockchain system. Now all the slices are facing the challenge of cross-slice transaction
processing and need to handle data from multiple slices. To prevent the problem of dou-
ble spending [37], all the slices that involve cross-slice transactions need to execute a
multi-stage protocol to confirm the transactions.

There are three main approaches to cross-slice consensus, which are transaction
atomization, transaction centralization, and the use of class routing protocols. Figure 2
describes three different cross-slice consensus processes. Figure 2(a) depicts the RSTP
protocol, which efficiently handles intra-slice and cross-slice transactions by invoking
FBFT [38]. In RSTP, the operations of input and output slices are separated. Figure 2(b)
depicts the two-layer slice consensus protocol mechanism [39], which is based on the
principle of committing transactions to the blockchain before updating them using state
snapshots, which in turn enables the final atomicity of cross-slice transactions. In the
intra-slice public phase, all transactions are submitted to the blockchain, and the intra-
slice submitted blocks generate a new snapshot of the partition state. In the cross-slice
consensus phase, the snapshots of the slice state generated by all the slices are synchro-
nized to the DAG global state snapshot, and then the global state snapshot is updated
for the cross-slice transactions. The consensus flow of the cross-slice consensus phase
is shown in Fig. 2(c).
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Fig. 2. Cross-slice consensus.

4 Mainstream Sharding Technology

4.1 Network Sharding

The sharding techniquewas first proposed byWang et al. [40]. Themajor challenge of the
blockchain sharding protocol is that the vast majority of transactions in the blockchain
systemare cross-slicing, and these cross-slicing transactions not only reduce the through-
put of the system but also increase the cost of transaction processing. Network sharding
is the most basic sharding method, which divides the nodes in a blockchain network
into individual shards, and each network independently performs consensus and pro-
cesses transactions, thus improving the throughput of the blockchain. Network sharding
involves the problem of how to ensure the security of on-chain transactions after slicing
[41], and network slicing usually takes into account factors such as slicing size, slicing
security, and slicing method, and the process of slicing is usually implemented using
random functions. Sharding divides the entire blockchain network into several small
subnetworks, and each slice can independently and simultaneously build consensus and
process different transactions in the network in parallel to increase the throughput and
reduce the latency of the blockchain.

Zhou [42] proposed an NRSS sharding scheme to reduce the difference in per-
formance among slices through a node scoring strategy; Cai et al. [43] proposed a
multi-objective optimization algorithm (MaOEA-DRP) based on a dynamic reward and
penalty mechanism to optimize the slice validation effectiveness model and then obtain
an optimal blockchain slice scheme; Since most shard systems use a Byzantine Fault
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Tolerance (BFT) based consensus protocol as their intra-committee protocol, the com-
munication overhead is O(n2). Zhang et al. [44] proposed Skychain, a new blockchain
framework based on dynamic partitioning that achieves a good balance between per-
formance and security in a dynamic environment without compromising scalability,
and it has a communication overhead of O(logn); Kokoris-Kogias et al. [45] proposed
OmniLedger, a novel horizontally scalable distributed ledger that maintains long-term
security under permissionless operation; Zamani et al. [46] proposed RapidChain, the
first sharding-based public blockchain protocol that is resistant to Byzantine errors, and
RapidChain use efficient cross-slice transaction validation techniques to avoid passing
transactions across the network; Liu et al. [38] proposed FleetChain, a secure and scal-
able fractional blockchain consisting of FBFT and RSTP that uses a star network for
both intra- and cross-fractional communication. The computation, communication, and
storage complexity of FleetChain are all O(n/m), achieving an optimal scaling factor of
O(n/logn); Manuskin et al. [47] proposed Ostraka, a blockchain node architecture that
slices the nodes themselves, allowing the nodes in the network to scale and with minimal
overhead. In this algorithm, block validation consists of block header validation, where
most operations are performed in O(1), and transaction validation, where operations are
in O(n).

4.2 Transaction Sharding

Transaction sharding is based on network sharding, where different transactions are
divided into different slices based on certain rules to reach an agreement. All the sliced
networks are able to perform consensus and process transactions at the same time and
assign some highly related transactions to the same slice, thus reducing the transaction
processing overhead. The idea is to allocate transactions in the slices according to spe-
cific rules, both to achieve parallel processing and to avoid double-spending attacks.
Transaction sharding focuses on which transactions are to be assigned to which slices.
Transaction sharding allows individual network slices to have greater processing power
over transactions. Although transaction sharding can improve the operational efficiency
of the network to a certain extent, it cannot fundamentally solve the resource deficiencies
in the network.

Nguyen et al. [48] proposed a new sharding paradigm-Optchain based on
OmniLedger, which utilizes a lightweight dynamic transaction placement method that
assigns related transactions to the same slice, minimizing transactions across slices,
significantly reducing the confirmation time required for transactions, and increasing
throughput. Its average computation time takes only O(n). Castro et al. [35] proposed
Zilliqa, which runs consensus mechanisms at a higher frequency within each slice to
significantly increase throughput by processing transactions in parallel, but the scheme
does not slice the blockchain data and is vulnerable to attacks; Liu et al. [49] proposed
a secure and scalable hybrid consensus (SSHC) and fair slice selection (FSS) with the
strict proof scheme that designs a transaction batching mechanism for the corresponding
slice to handle transactions across the slice, thus reducing the number of calls to the BFT
algorithm.
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4.3 State Sharding

In blockchain systems, state sharding is a common solution, also known as data sharding.
It classifies the data of the whole network according to the state, and each slice keeps
only part of the data, not the whole blockchain. State sharding is the most ideal sharding
method, and only by implementing state sharding can we essentially solve the problem
of public chain scalability. At the same time, state sharding is the most challenging
sharding scheme so far, which stores completely different ledgers in each shard, and the
whole sharding network forms a complete ledger.

Chen et al. [50] proposed SSChain, a new non-reconfiguration structure that sup-
ports transaction slicing and state slicing; Wang et al. [51] proposed Monoxide, which
introduces a human-specific asynchronous consensus that enables full slicing; Huang
et al. [52] proposed BrokerChain, a state slicing design based on the account \ balance
of cross-slicing blockchain protocol. In the success case, the computing complexity of
cross-shard verification is O(1); Zilliqa can realize transaction slicing and state slicing,
based on Zilliqa, Harmony [53] can not only split transaction validation like Zilliqa but
also split data state, and its slicing process ensures high security and makes up for some
of the shortcomings of Zilliqa.

5 The Challenges of Sharding Technology

The current development of blockchain has entered a bottleneck period, unable to meet
the needs of large-scale application scenarios in the era of big data, and a large part
of the bottleneck faced by blockchain technology today is due to the need to go to
distributed consensus, while resource scarcity also makes blockchain systems have sig-
nificant performance defects. The introduction of sharding can fundamentally reduce the
resources required by nodes and is the most effective on-chain scaling solution. How-
ever, although the sharding technology has solved the problem of blockchain scalability
[54] and improved the performance of transaction processing, there are still many areas
for improvement, and still face many challenges.

The main challenges within the sharding are as follows: the security threat is by
far the most important issue facing the blockchain. When sharding divides the tasks of
the whole network into n different shards, the arithmetic power is also allocated to the
corresponding shards, so for a single shard, only 1/n of the original arithmetic power
is available, and at this time the difficulty of launching a 51% attack on a single shard
is reduced to 1/n of the original one. This leads to a significant decrease in the security
of the system. Under the PoW consensus, the blockchain mainly faces the 51% attack
problem. That is, the blockchain can be tampered with and forged as long as it has more
than 51% of the computing power on the network.

PBFT allows less than (n-1)/3 number of failed nodes and does not require multiple
blocks to determine, so there are multiple sharding projects that have chosen the PBFT
consensus mechanism within sharding. However, because PBFT consensus has the fault
tolerance of (n-1)/3 nodes, 100 nodes cannot fully secure the slice. A witch attack is
when a node disguises itself as n nodes and falsely claims that it stores n copies of data,
thus weakening the redundant backup role of the data. The PBFT itself cannot prevent
the witch attack, so it needs to be prevented with other means.
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The challenges between slices are as follows: Because digital information is easily
replicated, double-splash attacks must be taken into account regardless of decentraliza-
tion. Double-splash attacks within slices can be prevented using traditional methods,
but in the UTXO model, an attacker can create multiple transactions with the same
input but different outputs to perform a double-splash attack. In order to avoid “double
spend attacks”, the system must communicate a lot across slices, which increases the
complexity of the system and also degrades its performance of the system.

6 Conclusion

Blockchain scalability is a hot topic right now, and sharding technology is one of the
effective ways to solve this problem. Without reducing decentralization, sharding is the
most likely solution to achieve high-performance on-chain scalability. This article firstly
gives an overview of blockchain slicing-related technologies based on blockchain shard-
ing consensus protocol, and classifies blockchain consensus algorithms from twoaspects:
intra-chip consensus and cross-chip consensus; secondly, it summarizes and outlines the
existing blockchain sharding technologies from three aspects: network sharding, trans-
action sharding, and state sharding, and to help readers quickly understand blockchain
sharding. Finally, with the development of blockchain sharding technology, more effi-
cient blockchain slicing schemes will emerge in the future, and these results will further
improve the blockchain technology ecology based on the sharding mechanism.
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