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Abstract. Algorithms have penetrated into every aspect of our lives. While pro-
moting the development of the digital economy, algorithms have also brought
many problems. China is one of the first countries to introduce laws and regu-
lations on recommendation algorithms to safeguard users’ rights of independent
choice in the digital information environment. In the policy context of algorith-
mic governance, we need more empirical research on algorithm awareness from
the perspective of information users. This study focuses on Chinese rural users’
content recommendation algorithm awareness on Douyin, a short-video platform.
We triangulated survey and in-depth interviews to explore factors behind differ-
ent levels of content recommendation algorithm awareness, as well as the link
between content recommendation algorithm awareness and user experience, and
users’ attitude towards turning off the recommendation algorithm function, which
has been listed in China’s recent algorithm regulation as a required function that
digital platforms have to provide to users. In this study, we constructed a multi-
dimensional scale on algorithm awareness, and identified two types of factors that
account for users’ algorithm awareness: External and internal factors. We also pro-
posed suggestions and counter-measures to improve users’ algorithm awareness.
Findings from this research have implications on the policymaking of algorithm
governances in China and beyond, particularly, the research suggests regulatory
directions for increasing the transparency of content recommendation algorithms
and practical approaches to protect users’ rights in shaping what they consume on
a daily basis.

Keywords: Algorithm awareness - Content recommendation algorithm
awareness - Recommendation algorithm - Digital divides - Douyin - Short-video
platform

1 Introduction

1.1 The Rise of Algorithmically Driven Content Recommendation Systems

In recent years, the rapid development of the Internet accelerates the digitalization of
various industries in China, and algorithms are becoming an important underlying archi-
tecture of Internet platforms. However, algorithms have also brought a series of problems
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such as algorithmic black boxes, information “filter bubbles”, the lack of diverse social
values, and the invasions of user privacy. Regulators of digital platforms are aiming to
strengthen their research and policymaking on algorithm auditing [1]. As a result, the
management and governance of algorithms have received increasing media attention and
public scrutiny.

Algorithm governance has become an important issue for various countries and inter-
national organizations. The G20 and IEEE released their guidelines on artificial intelli-
gence and algorithm ethics, the European Union also introduced regulatory frameworks
such as GDPR (General Data Protection Regulation), DSA (Digital Services Act) and
DMA (Digital Markets Act). China took the lead in introducing one of the world’s first
legislations on recommendation algorithm: the Regulations on Recommendation algo-
rithm for Internet Information Services, which is considered as a comprehensive and
systematic regulation of algorithm services.

Algorithms are increasingly involved in information users’ everyday information
seeking, search and sharing processes. Short-video platforms, which recommend per-
sonalized short videos to users using automatic personalization algorithms, have become
one of the most popular social media platforms among the young generations and are
important digital platforms for understanding the social impact of algorithmic recom-
mendation technologies. As of December 2021, China has over 934 million short-video
platform users [2]. Douyin is the largest short-video platform in China. As a short video
community platform for all ages, users can browse other people’s videos or make their
own short videos on Douyin. The total number of its users has exceeded 800 million.
Douyin users are highly engaging in interacting with the platform. The high engagement
levels of users on short-video platforms mean that users have richer and more complex
interactions with algorithms than users of other social media platforms. Algorithms are
playing a key role in shaping information flows for Douyin users and also having a strong
influence on how users engage and interact with algorithmically driven content recom-
mendation systems. This paper addresses the important question of how users perceive
algorithms by focusing on Douyin and users’ awareness of content recommendation
algorithm on Douyin.

1.2 A New Digital Divide?

The changing media environment, which is now increasingly shaped by algorithms as
gatekeepers, might have differentiated consequences for various social groups. While
the existing divide between the information-rich and information-poor users still exists
in how users adopt, adapt and use information technologies, new forms of digital divides
are appearing in how users engage and interact with algorithms in everyday contexts.

The concept of digital divide focuses on inequalities in the access, adoption, and use
of digital technologies. Secondary and tertiary digital divides (adoption or use divide)
shift the focus of digital divide research to the gap in Internet use skills and purposes
between different groups [3, 4]. At the digital divide use level, the presence or absence
of the awareness of algorithms and the strength of algorithm awareness become impor-
tant differentiating factors: “People’s awareness and understanding of the systems that
operate behind-the-scenes to bring content to users” [5] is listed as one of the Internet
skills [6].
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In this study, we refer to this skill as algorithm awareness, which describes users’ level
of awareness of the existence, function, and impact of algorithms on a digital platform,
and whether or not they are able to interact with algorithms consciously and critically.
Existing research suggests that algorithm awareness can improve other Internet skills
and overall information skills. However, this digital advantage is distributed differently
across the population [7]. Therefore, algorithm awareness can be seen as a new and
reinforcing dimension of the secondary and tertiary digital divides [7].

While empirical studies of the Chinese rural Internet have depicted a widening digital
divide in China [8-10], it is unclear if the digital divides in the level of algorithm
awareness also exist in China. Also missing from the literature is what social-economic
or internet use factors could account for the users’ variances in their level of algorithm
awareness.

This study will combine quantitative and qualitative methods to examine the users’
awareness of content recommendation algorithm among rural users of Douyin. Find-
ings from this research will help to understand the dimensions, variances, and factors
of algorithm awareness among Chinese short-video users. Three main research ques-
tions are raised: What are the factors influencing algorithm awareness? Does algorithm
awareness have an impact on users’ platform experience? Does algorithm awareness
affect users’ willingness to turn off features related to personalized recommendation
algorithms? More importantly, by answering these research questions, this study can
also help regulators, technology companies, researchers to explore how to build a better
algorithmically driven media environment for Chinese Internet users and how to create
a better future of algorithm governance that benefits both information rich and poor
populations.

2 Literature Review and Research Questions

2.1 Algorithm Awareness as an Important Digital Skill

Recent research has begun to focus on people’s understanding and adoption of algo-
rithms, and “algorithms” are appearing more often in public discourses and academic
research on digital divides. Hargittai et al. highlighted inequalities in Internet use skills
and digital literacy. She argues that group differences in Internet use skills are evident in
most online activities, from the types of content people seek and consume to the content
materials they produce and share [11]. Algorithmic skill can be therefore viewed as
an Internet skill [5]. Algorithmic skills are also referred to as algorithm awareness in
other empirical studies. Algorithm-based applications are embedded in the daily lives
of users, and how users interact with algorithms forms a new form of digital divide in
the increasingly complex digital environment [12].

Scholars have also conducted a series of empirical studies to measure and compare
users’ algorithm awareness and algorithmic attitudes across different digital platforms.
Most empirical research have focused on social media and news platforms. Studies have
found that, surprisingly, more than half of Facebook users are unaware of the existence
of Facebook news streaming algorithms [13]. Some scholars studied users’ attitudes and
perceptions of algorithmic news in Mainland China and found that 67% of users are
aware of recommendation algorithms when using news platforms, but were unaware of
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the algorithmic rules [14]. This shows that there is a general lack of algorithm awareness
and algorithmic knowledge among users of algorithmic platforms. Meanwhile, compared
to social media or digital news platform, fewer studies have been conducted on the
algorithm awareness of video platform users.

Users’ algorithm awareness can be defined and measured, and some empirical studies
on algorithmic cognition and attitudes have designed algorithmic attitude scales for users
[7, 14], but few studies have systematically measured algorithm awareness. Zarouali et al.
developed and validated the Algorithm Media Content Awareness (AMCA) [15], this
scale includes four dimensions of algorithm awareness: Content filtering, Automated
decision making, Human-algorithm interplay, and Ethical considerations. This scale is
a reliable and valid tool for measuring users’ algorithm awareness, which is tested on
Facebook, YouTube, and Netflix. However, there are many different platforms using
algorithms, and there is still much room for discussion on how to measure algorithm
awareness.

2.2 Mechanisms for the Formation of Algorithm Awareness

What factors influence people’s algorithm awareness? Based on the knowledge gap
hypothesis [16] and digital divides theory, we argue that information inequality is asso-
ciated with socioeconomic disadvantages (e.g., low education and income levels), which
implies that more resourceful and more privileged social groups are better prepared to
benefit from algorithms [17]. Researchers have found that differences in user attitudes
toward algorithms are to some extent caused by the digital divides, with users who spent
longer hours online, users with higher education, and higher media literacy levels are
also the same group of users who are more aware of algorithmic logics and potential
risks with algorithms [14].

While mobile devices are considered as internet leapfrogging technologies for devel-
oping countries, users who solely depend on mobile devices as internet access channels
might be more disadvantaged than users who also have PCs to access the Internet. Stud-
ies have shown that people who use PCs to access the Internet have higher levels of user
engagement, content creation, and information search than those who only use mobile
devices, implying that the gap in knowledge and skills needed to use the Internet effec-
tively increases with the proportion of people who are “mobile-only” [18]. Thus, the use
of Internet access devices may also affect algorithm awareness.

Moreover, the level of “digital literacy”, which is a key dimension of the secondary
and tertiary digital divides, is found to be related to the capabilities of internet users
to utilize digital technologies for capital-enhancing activities [19, 20]. Digital literacy
is an important skill for everyday learning and working living in the digital era, and
improving digital literacy is the key step to bridging the digital divide in Internet usage.
Since algorithmic skills can be used as a new enhanced dimension of Internet skills,
this study will add digital literacy to the discussion of factors influencing algorithm
awareness.

Based on the above-mentioned empirical studies, this study hopes to describe the
current status and influencing factors of algorithm awareness among rural users who
use the short-video platform Douyin in China. The study of the factors influencing algo-
rithm awareness will demonstrate user variances in algorithm awareness across different
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social groups and pinpoint which social groups are more likely to be in a disadvantaged
position in terms of algorithm awareness. We propose the following research questions
and hypotheses based on existing literature of digital divides and digital literacy.

RQ1: What are the main factors that influence users’ algorithm awareness?

H1: Socio-demographic factors are significantly and positively associated with users’
algorithm awareness.

H2: Internet device access is related to users’ algorithm awareness.

H3: Users’ digital literacy is significantly and positively related to users’ algorithm
awareness.

Researchers have pointed out that algorithms can be more easily understood through
the perspective of users [17]. Based on this perspective, we need to focus on users’
everyday experience and actual usage of algorithms. In a survey of Facebook users, it
was found that after experiencing and being aware of the presence of algorithms, users
strengthened their overall sense of control over Facebook’s algorithms, and the extent to
which users understand and experience algorithms may influence their attitudes toward
using the platform [13]. Algorithm awareness guides users to envision, understand, and
interact with algorithms [21]. Awareness of the presence of recommendation algorithms
on online platforms may make users think more critically about the content they see,
and users’ algorithm awareness may help them make careful assessments of the platform
and decide how to interact with algorithms [15]. An important insight from studies that
center around users’ everyday experiences with algorithms is that users’ awareness of
algorithms is a dynamic process, which might change while users interact with the algo-
rithmic platform. Through understanding how users interact with platforms, researchers
can also infer the level of user awareness of algorithms. Therefore, we are also interested
in exploring the influence of users’ daily interactions with algorithms on algorithmic
awareness. We propose the following hypotheses that focus on user interactions with
algorithms:

HA4: Users’ experience and intensity of platform use are significantly and positively
related to users’ awareness of algorithms.

HS5: The interaction behavior between users and algorithms is related to users’ algorithm
awareness.

2.3 Algorithm Awareness and User Experience

Algorithm awareness can further help users to meet their personal needs in the algorithm
society. Studies have shown that the understanding of algorithmic systems can increase
users’ motivation to use algorithmic platforms and users’ trust in algorithms [22]. The
level of user understanding of recommendation algorithms positively influences users’
trust in and acceptance of the platform [23]. User satisfaction is the metric that is of
interest to most digital platforms. Yet studies have found that users’ satisfaction increases
when the digital platform can explain the recommendation results to the user [24]. Users
have a cognitive need for algorithmic recommendation mechanisms, and there is a strong
link between user experience and the level of transparency of algorithms used by digital
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platforms [25]. Therefore, this study also focuses on the link between users’ platform
usage experience and algorithm awareness by asking a second research question.
RQ2: Does algorithm awareness influence users’ experiences of the digital platform?

Nowadays, the collection, use, and storage of users’ personal data is a mandatory
condition for users to enjoy algorithmic services. Users should have the right to know
what private data they give up in return for the services they received and make an
informed decision on whether users want to reveal personal data to digital platforms
[26]. The permanent retention of data has led to digital surveillance and large-scale
collection of sensitive personal data [27], and the legal community has responded to
the risk of personal information collection by private companies [26]. “The right to be
forgotten” was first introduced in the GDPR to uphold the right of information subjects
to demand that information controllers delete their personal information. In algorithmic
governance, user rights are an important consideration, and we should also focus on this
in algorithm awareness research.

We note that the algorithm regulation in China explicitly requires algorithmic ser-
vice platforms to provide users with the option to turn off algorithmic recommendation
services, and this regulation was originally set up to protect users’ rights and interests.
Technology companies such as Douyin has added a function that will allow users to turn
off personalized content recommendations and personalized ad. This allows users to opt
out of the recommendation algorithm service provided by Douyin with one click. How-
ever, it is unclear whether or not users are aware of the function or to what extent users
feel empowered after using this function. This study hopes to investigate users’ attitudes
and practices regarding the algorithmic recommendation function from the perspective
of their algorithm awareness, and therefore poses the third research question.

RQ3: Does algorithm awareness affect users’ willingness to withdrawal from features
related to personalized recommendation algorithms?

To date, algorithm awareness research mainly focuses on users’ algorithmic cog-
nition and attitude, user-algorithm interaction, and user rights in algorithmic society;
previous research has extensively focused on traditional search engines, social network-
ing sites, or news recommendation platforms, leaving popular digital platforms such
as TikTok (or Douyin in China) unstudied. Meanwhile, although countries around the
world are enhancing algorithmic governance to protect users’ rights when engaging with
algorithmically shaped content, very few studies have discussed algorithmic governance
in the context of algorithm awareness. We believe that the understanding of the level
of user awareness of algorithm will significantly contribute to the debate about and
discussion of algorithm governance.

Findings from our research will have the following contributions: First, this study
focuses on short-video platforms and investigates users’ algorithm awareness and its
influence mechanism by combining quantitative and qualitative approaches. We will con-
tribute new findings about users’ everyday experiences on short-video platforms. Second,
we are also interested in exploring factors accounting for the levels of users’ awareness
of algorithms, including socio-economic factors, internet use, and users’ engagement
in digital platforms. Understanding the mechanisms of the shaping of algorithm aware-
ness will contribute to the empirical research on digital divides, algorithmic divides, and



Measuring Users’ Awareness of Content Recommendation Algorithm 203

algorithm literacy. Finally, our research will also test if algorithm awareness is related
to users’ sense of control in front of platform algorithms.

3 Methods

3.1 Quantitative Research Design

This study built an algorithm awareness framework and a scale to understand users’
algorithm awareness. We build the scale of algorithm awareness based on AMCA and
applied the new scale in the context of Douyin, an example of short-video platforms.
We defined four dimensions of algorithm awareness for Douyin users, including a total
of 14 questions (see Table 1).

The first dimension is users’ awareness of personalized recommendation algorithms
and content filtering. Compared to the AMCA framework, we added the users’ indepen-
dent judgment on the degree of algorithm awareness in this dimension. This dimension
refers to users’ awareness of the existence of the Douyin algorithm and its personalized
recommendation and filtering features. Algorithm awareness should be based on users’
knowledge of the algorithm for personalized content filtering, because this knowledge
and awareness play an important role in changing users’ choice of platform and behavior
on the platform.

The second dimension is the awareness of algorithmic automation. Considering the
difficulty of understanding, we condensed and simplified the AMCA question items.
Algorithms are designed to implement human judgments in an efficient way, hence, user
awareness of this automated judgment or decision-making process is an important step
in understanding how algorithms shape the network environment [15].

The third dimension is user awareness of the human-algorithm interaction, which we
have refined this dimension based on the characteristics of short-video platforms. The
algorithm collects user information and presents the content on the platform through
logical operations, so the user’s behavior, the information provided and the algorithm’s
logical operations collaborate to produce the push content [28]. We argue that a sense
of control, or the feeling that users can influence the algorithm’s output through online
behaviors is an important part of algorithm awareness. For example, Douyin users’
interests may change over time, and if users do not know how to provide feedback or
interact with the algorithm, they may not be able to reject receiving content that they are
not interested in.

The fourth dimension is whether users are aware of the ethical issues related to the
recommendation algorithm. Based on the literature review, we summarize the ethical
privacy issues of algorithms into three dimensions, including the possible bias and dis-
crimination of algorithms, algorithmic transparency from the users’ perspective, and per-
sonal information security issues. As discussed earlier, the policies related to algorithm
governance in China required technology companies to provide switch-off bottoms for
users to opt out of content recommendation algorithms and protect users’ rights to algo-
rithm transparency. Therefore, we add questions about user-initiated privacy function
settings as an extension to AMCA.
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Table 1. Dimensions and questions of algorithm awareness

Dimensions

Questions

Personalized recommendation algorithms and
content filtering

1. I’ve heard of Douyin algorithmic recommendation
mechanism

2. T understand how to influence Douyin algorithm

3. The content I see on Douyin is pushed through the
algorithm

4. The Douyin algorithm makes the content seen by
each person different

5. The content recommended by the Douyin algorithm
for me will be tailored to personal interests

Algorithmic automation

6. The algorithm automatically decides what content I
see on Douyin

7. When the algorithm decides what content I see on
Douyin, no human judgment or intervention is required

Human-algorithm interaction

8. My various actions on Douyin (such as retweeting,
liking, commenting, etc.) will affect the content I see
on Douyin

9. The information I provide to Douyin (such as
gender, location) and my device information will affect
what I see on Douyin

10. I can adjust the content Douyin pushes by giving
feedback to the platform about what I am interested in
and what I am not interested in

Ethical privacy issues of the algorithm

11. I think Douyin should be more transparent in
introducing the basic principles of its algorithm to users

12. The algorithm’s personalized approach to
recommending content can exacerbate social
inequality and bias

13. Douyin’s algorithm makes excessive use of
personal data (such as age, gender, location, etc.), and I
am worried that my personal information will be leaked

14. I will actively turn off certain permissions that I
don’t think Douyin should have access to, such as
access to location information, contacts, calendar,
photo albums, etc.

Scholars have not yet agreed on the definition and measurement of digital literacy.
We note that some scholars have categorized and used the type of online activity in
the discussion of Internet skills and use in the secondary digital divide [29], and we
measured digital literacy in terms of the type and frequency of users’ online activities.
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To explore users’ awareness of the opt-out option required by the new algorithm
governance policy in China, we demonstrated to users in the questionnaire that they
could turn off the Douyin algorithmic recommendation feature and showed the steps
to turn it off to those who were unaware of this feature. This part of survey questions
is placed after the measurement of algorithm awareness and platform engagement. We
hope to explore if users’ awareness of algorithms is associated with the likelihood of
opting out of content recommendation algorithms. Table 2 shows the important variables
included in the questionnaire.

Table 2. Main variables included in the questionnaire.

Main variables Type

Algorithm awareness

Likert scale

Digital literacy

Likert scale

Use experience

Continuous variable

Intensity of use

Continuous variable

Douyin feature usage (user interaction with algorithm)

Likert scale

Use experience

Likert scale

Demographic variables

Gender

Categorical variables

Age

Continuous Variable

Marital status married

Categorical variables

Children

Categorical variables

Annual income

Continuous Variable

Career

Categorical variables

Education

Categorical variables

Permanent residence

Categorical variables

Whether to opt out of content recommendation algorithms

Turn off the personalized content recommendation function Categorical variables

Turn off the personalized ad recommendation function Categorical variables

This study combines surveys and interviews to explore users’ awareness of algo-
rithms. The survey method was adopted to collect quantitative data. The sample was
residents of X town, Du’an County, Hechi City, Guangxi Province, and the main respon-
dents were residents over 18 years old who grew up or live in this area. Before sending out
the survey, we ran a pilot study with a smaller sample of population. We then distributed
the final survey questionnaire using a snowballing approach by sharing the question-
naire through two channels: WeChat and QQ. We set filter questions and test questions
in the questionnaire, with the filter questions distinguishing between respondents who
use Douyin and those who are non-users, and the test questions requiring respondents
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to select specific Likert scale dimensions to identify invalid responses and ensure the
quality of survey data.

3.2 Qualitative Research Design

In order to gain a deeper understanding of the algorithm awareness of rural users of
Douyin, this study also designed an interview outline based on the research questions and
existing empirical research. The qualitative interview contains three aspects regarding
algorithm on Douyin: algorithm awareness, user interaction, and user feedback.

We selected respondents who completed the survey questionnaire to participate in
in-depth interviews. In the process of selecting interviewees, we ensured that the demo-
graphic backgrounds of respondents were diverse. We selected interviewees based on
their levels of algorithmic literacy, experiences in using Douyin, whether or not they
choose to turn off the personalized recommendation algorithm function, and whether or
not they use Douyin to actively create content online. We invited six interviewees for
the qualitative study and transcribed the interviews for in-depth analysis.

4 Results

4.1 Descriptive Analysis

A total of 377 valid questionnaires were collected in this study, and a total of 309 people
had used Douyin (82%). The overall Cronbach’s o of the questionnaire was 0.898, which
was greater than 0.8 and close to 0.9, which indicates a satisfactory level of reliability.
The reliability of the subscales ranged from 0.807 to 0.885, indicating high reliability
of the questionnaire scale measurements.

4.2 Exploratory Factor Analysis of Algorithm Awareness

To understand the algorithm awareness of Douyin users, respondents were required to
assess and score 14 statements about Douyin algorithms. This study examined the fea-
sibility of the scale through Exploratory Factor Analysis and adjusted the scale accord-
ingly. Before conducting the factor analysis, the Kaiser-Meyer-Olkin (KMO) was con-
ducted, and the results showed a KMO of 0.837 and Bartlett’s sphericity test of 0.000
for the probability of compatibility, indicating the suitability of the algorithm awareness
scale for factor analysis. We selected principal component analysis and performed factor
matrix rotation using the variance maximization method. The first four factors had factor
eigenvalues greater than 1 and explained 61.348% of variances (see Table 3).

The results of the factor analysis differed somewhat from the expected framework,
and we divided the scale of algorithm awareness into four factors (see Fig. 1). These
were (1) awareness of the personalized content filtering characteristics of algorithms;
(2) awareness of ethical privacy issues posed by algorithms, including concerns about
personal data leakage, awareness of limiting algorithm permissions, and awareness that
algorithms may exacerbate inequality and bias; (3) hearing about and understanding
algorithms, including hearing about the Douyin algorithm and thinking they understand
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how to influence personalized information. (4) Awareness of the automated nature of
the algorithm, is that the algorithm automates the pushing of content without human
intervention.

Factor 1 Factor4

Awareness of personalized Ethical rfvi?:t?:warene« Hearin Eggm’j orithms Awareness of algorithmic
content filtering P ¥ = g g automation

~\Z

0.

Algorithm Awareness

Fig. 1. Four factors of algorithm awareness

The proportion of variance contributions corresponding to each common factor was
used as the weight coefficient to calculate and generate the new variable algorithm
awareness composite score (AA_Score). The algorithm awareness composite score will
be used as the main reference to measure users’ algorithm awareness, and the higher
the score, the higher the level of algorithm awareness. The formula for calculating the
Algorithm awareness Score is as follows.

AA_Score = 25.091 +- 61.348 x FACI + 13.602 +- 61.348 x FACI + 12.552
<+ 61.348 x FAC3 + 10.102 = 61.348 x FAC4

4.3 Results Analysis

RQ1: What are the Factors Influencing Algorithm Awareness? From the results
of the correlation analysis, it can be seen that the socio-demographic variables that
are significantly related to users’ algorithm awareness are marital status, occupation,
education level and age, and H1 holds. H2 considers the influence of users’ Internet
access, and whether or not they use devices other than cell phones is significantly related
to algorithm awareness. H5 considers users’ interactive behaviors with algorithms, and
it is found that among the 14 interactive behaviors, only the behavior of following
Douyin account is related to algorithm awareness. In this regard, we believe that Douyin
is a content product, and users shape personalized content by following accounts of
interest. “Follow” is a way for users to express their liking of videos or creators and their
expectation of similar content, and this participation itself has a strong user initiative.
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Table 3. Specific factor loadings for algorithm awareness exploratory factor analysis

Questions Factor | Factor |Factor |Factor
1 2 3 4

What I do in Douyin affects the content I see 0.804 | 0.069 | —0.028 | 0.165

The information provided to Douyin affects the content | 0.765 | 0.194 | 0.049 | —0.104

pushed by the algorithm

Douyin pushes personalized recommendations based 0.747 | 0.080 | 0.099 0.217

on individual interests

The ability to provide feedback to adjust the content 0.654 | 0.040 | 0.098 0.014

pushed by the algorithm

The content I see in Douyin is pushed by the algorithm | 0.569 | 0.143 | 0.468 0.112

Algorithms make the content seen by users different 0.511 | 0.138 | 0.417 0.168

Douyin should be more transparent about the algorithm | 0.492 | 0.374 | 0.257 | —0.089

I am worried about personal information leakage 0.243 | 0.801 | —0.074 | 0.073

I will actively restrict Douyin permissions 0.170 | 0.752 | —0.024 | —0.192

Algorithms exacerbate inequality and bias —0.104 | 0.682 | 0.115 0.390

I understand how to influence the Douyin algorithm —0.073 | —0.032 | 0.813 0.049

I have heard of Douyin algorithmic recommendation 0.275 | —0.023 | 0.765 0.031

mechanism

The algorithm pushes content without human 0.058 | 0.040 | 0.081 0.853

intervention

Content on Douyin is automatically pushed by the 0.534 | —0.014 | 0.047 0.596

algorithm

To further explore the possible differences in H1, we conducted multiple regres-
sions using the aggregated score of algorithm awareness as the dependent variable and
demographic variables as the independent variables (see Table 4). It has been argued
that the variable of educational attainment is an important variable explaining variances
in algorithm awareness [17]. With the addition of the educational attainment variable in
Model 2, income and education remained significant predictors of algorithm awareness,
and the increase in R? of the model indicated that the variable of educational attainment
accounted for a larger variance in algorithm awareness, and that there was a larger educa-
tional difference in users’ overall algorithm awareness, with users with high school and
bachelor’s degrees having higher algorithm awareness compared to those with middle

school or less education.
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Table 4. Linear regression of demographic factors and algorithm awareness composite score

Model 1 Model 2

B P B p
Age —0.007 0.459 —0.005 .543
Annual income 2.191E—6"" 0.009 1.946E—6" 035
Gender female 0.022 0.736 0.005 940
Marital status married —0.196 0.375 —0.079 720
children yes —0.007 0.973 0.102 .617
Education
High school 0.463™ .005
College 0.304 .051
Bachelor 0.569"" .000
Graduate and above 0.335 175
R? 0.056 0.116

0.040 0.089

F (5,303) = 3.583, p = 0.004 F (9,299) = 4.364, p = 0.000
Adjusted R?
F Statistic

*p < 0.05; **p < 0.01.

For the digital literacy factor, the results of factor analysis showed that the digital
literacy scale could be downscaled into five factors (see Fig. 2). Finally, we calculated
the overall digital literacy score based on the exploratory factor analysis data of digital
literacy (see Table 5) to measure the high level of digital literacy of users. The cor-
relation analysis shows that digital literacy is significantly correlated with algorithm
awareness. Specifically, except for online sales literacy, all other digital literacy factors
are significantly correlated with algorithm awareness, and H3 holds.

Smartphone Basic Mobile Phone Digital browsing
application literacy Application Literacy

learning literacy

} Enternet zales Iiteracy] [D

Literacy

igital Entenainmenﬂ

[ 5 Factors of Digital Literacy ]

Fig. 2. Five factors of digital literacy
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Table S. Factor loadings for exploratory factor analysis of digital literacy

Factor | Factor |Factor |Factor |Factor

1 2 3 4 5
Shopping using e-commerce platforms 0.798 | 0.181 | —0.044 | —0.050 | 0.174
Using search engines 0.717 | 0.036 |0.186 |0.276 0.176
Watching online videos, movies, or TV series 0.615 0.508 | —0.007 | 0.092 —0.003
Listening to music 0.536 | —0.072 | 0.490 | 0.100 0.012
Using Internet financial tools 0.110 | 0.776 1 0.085 | —0.150 | 0.135
Browsing online news 0.380 | 0.601 | 0.192 |0.279 0.121
Using social media —0.211 | 0.524 | 0.211 |0.439 0.151

Receiving and sending text messages or doing | 0.343 | 0.368 | 0.202 |0.307 | —0.220
text editing

Locating or navigating 0.072 | —0.003 | 0.758 | 0.180 0.007
Receiving or making phone calls 0.209 | 0.134 | 0.713 | —0.014 | 0.029
Receiving or sending emails —0.174 | 0.268 | 0.668 |0.145 0.173
Make, edit, or share videos —0.005 | 0.113 | 0.003 |0.753 0.111
Play online games 0.293 | —0.196 | 0.200 | 0.606 0.267
Use e-commerce platforms to sell 0.309 | 0.134 | 0.299 0.520 | —0.080
Watching short-videos —0.019 | —0.007 | 0.073 | 0.000 0.807
Taking online classes or participating in 0.311 | 0.251 {0.065 |0.238 0.653
online training

Read e-books or online novels 0.277 | 0.435/0.027 |0.218 0.525

The regression analysis of each factor of digital literacy and the composite score of
algorithm awareness showed (see Table 6) that the addition of each factor variable of
digital literacy increased the adjusted R?, indicating that the variable of digital literacy
was more important in algorithm awareness. Specifically, smartphone application liter-
acy (B = 0.330) and digital browsing learning literacy (§ = 0.153) were significantly
and positively correlated with algorithm awareness composite scores, and the higher the
digital literacy of the above dimensions of users, the higher the algorithm awareness.
We believe that most mobile applications use recommendation algorithms, which shape
users’ daily algorithmic environment, and users implicitly feel and understand algo-
rithms in their daily digital application practices. Therefore, improving users’ digital
literacy can bridge the digital divide and also positively influence algorithm awareness
and improve users’ knowledge about algorithms.

RQ2: Does Algorithm Awareness Have an Impact on Users’ Platform Experience?
Answering this question requires a downscaling of users’ Douyin usage experience
scale. According to the results of factor analysis, the nine items of users’ Douyin usage
experience can be downscaled into two factors. Factor 1 is named video production and
social interaction experience, and factor 2 is named content and advertising experience.
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Table 6. Linear regression of digital literacy factors and algorithm awareness composite score

Algorithm awareness Algorithm
composite score awareness
composite score

B P B P
Age —0.005 —0.005 —0.005 0.646
Annual income 1.946E—6" | 1.946E—6" | 1.946E—6" | 0.031
Gender female 0.005 0.005 0.005 0.608
Marital status married —0.079 —0.079 —0.079 0.953
Children yes 0.102 0.102 0.102 0.768
Education
High school 0.463™" 10463 0463  0.123
College 0.304 0.304 0.304 0.204
Bachelor 0.569™  10.569"" 1 0.569" 1 0.004
Graduate and above 0.335 0.335 0.335 0.527
Factor 1 - smartphone application literacy 0.000
Factor 2 - basic mobile phone literacy 0.101
Factor 3 - digital browsing and learning literacy 0.004
Factor 4 - online sales literacy 0.508
Factor 5-digital entertainment literacy 0.099
Constant —0.388 —0.388 —0.388 0.319
R? 0.116 0.249
Adjusted R2 0.089 0.214
F statistic F(9,299) =4.364,p= | F(14,294) = 6.95,

0.000 p = 0.000

*p < 0.05; **p < 0.01.

After correlation tests, it was found that hearing about and understanding the Douyin
algorithm and being aware of the automation features of the algorithm were related to
user video production and social interaction experience; being aware of the personalized
content filtering features of the algorithm and being aware of the ethical privacy issues of
the algorithm were significantly related to user content and advertising experience. The
results of linear regression showed (Table 7) that Model 2 increased Adjusted R? with
the addition of variables for the algorithm awareness factor, indicating that algorithm
awareness is a significant influencing factor in the experience of using Douyin. Hearing
about the algorithm (B = 0.1885) and being aware of the algorithm as an automated
push (B = 0.137) were positively associated with video creation and social interaction
experience, with the former having higher importance on the experience impact; being
aware of the algorithm as personalized recommended content (3 = 0.351) and being
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aware of the algorithm’s ethical privacy issues (B = 0.239) were positively associated

with the content and advertising experience, with the former having a and ad experience
were higher.

Table 7. Linear regression of algorithm awareness factors and users’ experience of using Douyin

Video creation and social interaction Content and ad experience
experience
Model 1 Model 2 Model 1 Model 2
Age 0.034" 0.039" —0.010 —0.008
(0.049) (0.023) (0.580) 0.617)
Annual income 9.515E-7 3.496E—7 5.251E-7 —7.634E—7
(0.587) (0.842) 0.771) (0.651)
Gender female 0.167 0.230 0.006 —0.037
(0.171) (0.057) (0.961) (0.750)
Marital status married | 0.092 0.032 —-0.162 —0.059
(0.826) (0.939) (0.706) (0.881)
Children yes —0.416 —-0.517 0.172 0.145
(0.284) (0.176) (0.667) (0.693)
Education
High school —0.156 —0.271 0.773" 0.436
(0.614) (0.378) (0.015) (0.142)
College —0.433 —0.409 0.481 0.187
(0.144) (0.162) (0.114) (0.507)
Bachelor —-0.471 —0.533" 0.429 —0.053
(0.067) (0.040) (0.104) (0.832)
Graduate and above 0.072 0.086 0.028 —-0.310
(0.878) (0.854) (0.954) (0.489)
Factor 1 - Awareness of 0.018 0351
personalized content (0.761) (0.000)
filtering
Factor 2 - Ethical —0.033 0.239™"
privacy awareness (0.544) (0.000)
Factor 3 - Hearing 0.185™" 0.063
about algorithms (0.001) (0.243)
Factor 4-Automated 0.137" 0.077
algorithmic push (0.013) (0.143)
Constant —0.546 —-0.619 —0.175 0.235
(0.250) (0.188) (0.720) (0.604)
R2 0.090 0.141 0.037 0.203
Adjusted R?2 0.062 0.103 0.008 0.167
F statistic F (9,299) =3.274 | F (13,295) = 3.731 | F (9,299) = 1.279 | F (13,295) = 5.765
p =0.001 p = 0.000 p=0.248 p = 0.000

*p < 0.05;**p < 0.01.
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In our qualitative study, we found that algorithm awareness influenced users’ aware-
ness of Douyin’s video posting assistance features and rules, which further influenced
the experience of using the video posting feature. Douyin users can choose to add a topic
in the form of “#+text” when posting videos. Adding a topic enables more users inter-
ested in the same topic to see the video and get more traffic. People with low algorithm
awareness may have used hashtags but do not understand the recommended features
they carry. One interviewee had added a hashtag when posting a video (see Fig. 3), but
she said:

I don’t know what the ‘#’ means, let alone what it does. It seems like this is a
quote? I saw it and clicked to add it.
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Fig. 3. Topic tags (marked in red) were used in the video content posted by a respondent.

RQ3: Does Algorithm Awareness Affect Users’ Willingness to Turn off Features
Related to Personalized Recommendation Algorithms? Among respondents who
use Douyin, half of the users think they know how to turn off the personalized content
recommendation function. Overall, 1/3 of users chose to turn off personalized content
recommendation function, and 2/3 of users chose to turn off personalized advertising
recommendation function.
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Based on the interviews, we speculate that some respondents were actually unaware
of the exact location of the button to turn off algorithmic recommendations. One respon-
dent chose in the questionnaire that he knew how to turn off the personalized content
recommendation function, stating:

The relevant buttons for these softwares are normally in the settings, I guess, but
I haven’t gone through them.

Currently, Douyin does not place the button to turn off the personalized recommen-
dation algorithm function in a conspicuous location, and it takes at least four steps to
turn off the button within Douyin (see Fig. 4). Some respondents said that Douyin hides
the button to turn off the function too deeply and that it is “too much trouble” to turn off
the button.
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Fig. 4. Steps to turn off the personalized content recommendation feature in Douyin.

RQ3 focused on the relationship between algorithm awareness and turning off algo-
rithmic recommendations. The results of the analysis showed that the overall score of
algorithm awareness was significantly correlated with whether or not users turned off
personalized ad display. Whether to turn off the personalized content recommendation
function was significantly correlated with Algorithm Awareness Factor 1 and Algorithm
Awareness Factor 2, and whether to turn off the personalized ad recommendation func-
tion was significantly correlated with Algorithm Awareness Factor 2. Further dichoto-
mous logistic regression results showed that (see Table 8), the more aware and perceptive
users are of the algorithm’s personalized content, the more likely they are to keep the
personalized content recommendation function; the more aware users are of the possible
ethical privacy issues of the algorithm, the more likely they are to choose to turn off the
personalized content recommendation function.

In the interview, we found that users’ acceptance of personalized advertising is also
related to the individual’s willingness to shop online. In the digital economy, digitaliza-
tion is the key to connecting buyers and sellers. Douyin often induce users to click and
consume by serving advertising videos, and these ads are determined by algorithms. The
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combination of ads and personalized videos greatly affects user attention, engagement
and decision-making. “Prevent myself from shopping online because of ads”, “Lessen
my desire to consume” are the reasons often cited by respondents who choose to turn
off personalized ads displays.

Table 8. Logistic regression of algorithm awareness factors and whether to turn off personalized
content recommendations

Whether to turn off personalized
content recommendation
(yes=0,no=1)
Model 1 Model 2
B P B P
Age 0.060 | 0.142 0.061 0.145
Annual income 0.000 |0.165 0.000 0.172
Gender female 0.517 |0.052 0.515 0.063
Marital status married —0.621 |0.531 | —-0.453 0.660
Children yes —1.049 |0.270 | —0.947 0.342
Education
High school 0.858 |0.285 0.796 0.347
College —0.609 |0.350 | —0.648 0.336
Bachelor —0.362 |0.532 | —0.336 0.584
Graduate and above —1.614 |0.136 | —1.504 0.175
Algorithm awareness factors
Factor 1 - awareness of personalized content filtering 0.331°  ]0.025
Factor 2 - ethical privacy awareness —0.519™ 1 0.000
Factor 3 - hearing about algorithms —0.148 0.281
Factor 4-automated algorithmic push 0.023 0.861
Constant —0.672 |0.548 | —0.705 0.549
Chi-square cardinality 16.171(p = 36.674(p = 0.000)
0.063)
Predicted overall percentage 67.6 70.2
R? 0.071 0.155

*p < 0.05; **p < 0.01.
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5 Conclusion and Discussion

Algorithms have embedded in almost every aspect of our daily lives, and the development
of technology often carries two sides. In the context of the hot debate of algorithm
criticism and the policy of algorithm governance, more empirical research is needed on
algorithm awareness from the users’ perspective.

This study contributes to the research of digital divides, algorithm literacy, algorithm
governance from the perspective of algorithm awareness. First, this study supplements
and extends the digital divide theory and applies it to the digital environment of algo-
rithmic recommendations, contributing to the empirical study of the social impact of
algorithms. This study focuses on algorithmic users and chooses the popular short-form
video platform, Douyin, to examine content recommendation algorithms. Second, this
study contributes important measures of algorithm awareness, and the designed algo-
rithm awareness scale integrates important dimensions such as personalized filtering,
automated features, and ethical safety awareness of content recommendation algorithms.
This scale shows good reliability and validity in the investigation of content recommen-
dation algorithm awareness for Douyin users. The valid and reliable algorithm awareness
scale provides a toolkit for studying the algorithm awareness of Chinese internet users,
especially short-video platform users. In the future, we aim to apply the scale of algo-
rithm awareness in other empirical studies of recommendation algorithms, including
but not limited to search engines, short-video platforms, and mobile news Apps. Third,
this study adds an important qualitative research perspective on users’ algorithm usage
experience and algorithm choice. We find that users’ algorithm awareness affects users’
platform usage experience, and together with other factors, influences users’ consider-
ation of recommendation algorithm functions, which leads us to start a discussion on
platform algorithm governance policy implementation.

5.1 The Mechanisms of User Variances in Algorithm Awareness

Existing literature have emphasized the importance of user awareness of algorithms. We
identified several different types of factors explaining variances in user awareness of
algorithms. First, the socio-demographic factors. We found that demographic variables
such as age, marital status, education level, and occupation are significantly associated
with algorithm awareness. Regression analysis showed that income and education were
the main significant predictors of algorithm awareness, which is consistent with previous
research on socioeconomic status and algorithmic knowledge [17], demonstrating the
impact of economic income and education on the digital divide in the new technological
environment. People with higher education and income have a higher level of algo-
rithm awareness. This gap may stem from the stratification and inconsistency of various
resources brought about by education and income; higher income and education provide
users with greater advantages in terms of access to processing relevant information and
exposure to algorithmic knowledge, etc. The objective conditions and social experiences
of this distinction are unconsciously internalized into the users themselves, which can
bring about differences in habits of thinking, feeling, and acting [30, 31], which is also
reflected in user algorithm awareness.
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Second, we can see a significant relationship between Internet devices that users
access and the level of their algorithm awareness. This echoes findings from studies that
revealed that mobile devices exacerbate digital inequality, and mobile Internet access
cannot fully replace PC Internet access [18]. We can see that in today’s highly popular
mobile Internet, those who receive poor quality content in mobile algorithmic platforms
and overly rely on algorithmic push mechanisms face new challenges in online informa-
tion seeking [18]. We found that this group is also situated in a disadvantaged position of
algorithm awareness, and one way to help these groups improve their algorithm aware-
ness is to conduct digital literacy training and algorithmic education across different
network terminals. We verified the correlation between digital literacy and algorithm
awareness in our study. The level of algorithm awareness showed a positive correlation
with users’ Internet skills.

In summary, this study concludes that users’ algorithm awareness is influenced by
both external and internal factors. The former requires more algorithm knowledge pop-
ularization by platforms or education systems, more media coverage and discussion of
algorithms, and policies inform users of their choices in algorithmically shaped infor-
mation environment. Meanwhile, user awareness of algorithms, as we identified in this
research, largely stems from the education and resources shaped by the socio-economic
variables. This indicates that the improvement of users’ awareness of algorithm also
require policymakers and technology companies to pay close attention to the structural
variances in how users perceive and understand technologies. Existing divides in the
access, adoption and usage of digital technology are still reflected in how users engage
with algorithms.

Therefore, to raise the level of algorithm awareness and bridge the algorithm gap, we
should consider two aspects: First, increase the publicity and discussion of algorithms,
prioritizing debates around algorithms as a more prominent social discussions, and create
a social environment that focuses on improving algorithm awareness among the public.
Second, increase digital literacy training and algorithm education, and emphasize data
thinking and risk perception when popularizing algorithm knowledge from the perspec-
tive of algorithm users [32] and to improve people’s vigilance awareness and critical
thinking of algorithms [33].

In addition, we found that information diversity is an important element behind
algorithm awareness. Diversity here refers to not only the diversity in platforms, but
also diversity in information content users receive on a daily basis. As our findings
suggest, an overly simplistic personalization algorithm will have a negative impact on the
empowerment of information users, restricting the quality and quantity of information
they receive from the platform. Therefore, we argue that as content recommendation
algorithm push personalized content to users, technology companies need to consider
how to best inform users of a more diversified information diet, and how to educate users
of the technological functions available on the digital platforms.

5.2 Strengthen the Transparency of Algorithms and Protect the Subjectivity
of Users

The results of RQ2 prove the significant relationship between user satisfaction and
platform algorithm transparency. To a certain extent, algorithmic literacy represents
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users’ awareness of the platform and their ability to use it, and the higher the algorithm
awareness, the higher users’ ability to use the platform to meet their informational needs.
Our study found that users’” awareness of algorithmic personalized content filtering and
awareness of algorithmic ethical privacy issues influenced users’ experience of using
the platform. In addition, algorithm awareness directly affects users’ understanding and
use of functions such as platform production and publishing, which further affects their
experience of using the platform.

Therefore, improving the level of users’ algorithm awareness is a win-win solution
for both users and the platform. Platforms that want to enhance positive feedback from
users should appropriately increase the transparency of their algorithms, explain their
rules in sorting, pushing and retrieval in a simple and clear way, pay attention to algorithm
transparency and interpretability to avoid adverse effects on users and prevent disputes
and controversies. In the long run, algorithmic transparency is not only one of the ways
to improve users’ awareness of algorithms, but also an inevitable issue to be discussed
in algorithm regulation and algorithm optimization [34]. At the same time, algorithmic
transparency should not stop at the design of hidden functions under policy mandates.
‘We found that the steps to turn off the algorithm function in Douyin are cumbersome, and
users generally cannot easily find the close button. When the function that empowers
users to actively close algorithmic recommendations is hidden behind a heavy user
interface design, it essentially violates the principle of transparent and open presentation
and does not effectively implement the right of algorithmic users to close algorithmic
recommendations.

Algorithm platform should ensure that human intervention and the users’ right to
independent choice, in the “provisions” in Article 17, in addition to the clear platform
to provide the option to close the recommendation algorithm service, but also provides
that “the recommendation algorithm service provider should provide the user with the
ability to select or delete the user tag for the recommendation algorithm service for
their personal characteristics” In view of the purpose of users’ use of the platform,
the diversity of demands and the differences in users’ algorithm awareness, we believe
that the platform should also design a functional interface to meet the users’ power
to manage and delete their own tags when implementing the regulations. Algorithm
platforms should further refine industry standards, ethical norms, and software practices
for tag management in personalized recommendation algorithms, and actively seek a
balance between user empowerment and user experience.

Algorithm awareness research from the users’ perspective helps us explore which
groups may be at a disadvantage of the digital divide in a digital environment where
algorithmic recommendations are popular. And understand whether the closure of algo-
rithmic recommendation interfaces required by the policy is truly accessible to users
and whether user rights and interests are truly protected. Currently, much effort is still
needed to raise the algorithm awareness of different social groups.

5.3 Limitation

There are still a number of limitations in this study. In terms of data collection, limited by
the online questionnaire survey method, there are many samples of undergraduate and
people under the age of 25, and the incomplete data has a certain impact on the analysis
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results. In terms of data analysis, more complex statistical analysis can be performed for
some data results. In terms of interview design, there is also a lack of more qualitative
interview samples. In follow-up research, a return survey can be conducted to explore
the changes and performance of user algorithm awareness.
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