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Preface

The first wave of COVID-19 disrupted normality and changed the course of the last two
years. People became more restricted to their homes. These became times of reflection
with the positive effect of more scientific research and more contributions in diverse
fields. The Information Sciences played a pivotal role in sustaining our engagement.
Working from home became the new normal. Over time, hybrid work became preferable
to in-office work as restrictions were eased. The waves of COVID-19 led to new variants,
which caused more specific restrictions, but effective vaccine rollouts reduced the threat
until once again borders were opened for business.

The existing and demand-driven platforms opened diverse networking opportunities.
This brings us to the hybrid iConference 2023 and its virtual and physical components.

As the academic world still explored the virtual, the organizers of the 18th iConfer-
ence used remote networking to complement outreach and participation globally. This
was inherent in the theme of Normality, Virtuality, Physicality, and Inclusivity.

The virtual iConference 2023 took place 10 days before the physical conference
in Barcelona, Spain. Its hosts included the Universitat Oberta de Catalunya, Monash
University, and University of Illinois at Urbana-Champaign. Physical meetings took
place at Casa Convalescència on the historical site of the Hospital de la Santa Creu i
Sant Pau.

The conference theme attracted a total of 197 submissions with 98 Full Research
Papers, 96 Short Research Papers and 3 Information Sustainability Research Papers.

In a double-blind review process by 346 internationally renowned experts, 85 entries
were approved, including 36 Full Research Papers and 46 Short Research Papers. The
approval rate was 37% for the Full Research Papers and 48% for the Short Research
Papers.Additional submissionswere selected for theWorkshops andPanels, theDoctoral
Colloquium, the Early Career Colloquium, the Student Symposium, the Poster session,
and the Spanish-Portuguese and Chinese language paper sessions.

The Full, Short and Information Sustainability Research papers are published for
the eighth time in Springer’s Lecture Notes in Computer Science (LNCS). These pro-
ceedings are sorted into the following fourteen categories, reflecting the diversity of
the information research areas: Archives and Records, Behavioral Research, Informa-
tion Governance and Ethics, AI and Machine Learning, Data Science, Information and
Digital Literacy, Cultural Perspectives, Knowledge Management and Intellectual Cap-
ital, Social Media and Digital Networks, Libraries, Human-Computer Interaction and
Technology, Information Retrieval, Community Informatics, and Digital Information
Infrastructure.

We greatly appreciate the reviewers for their expertise and valuable review work
and the track chairs for their relentless effort and vast expert knowledge. We wish to
extend our gratitude to the chairs and volume editors; Full Research Papers chairs, Anne
Goulding from Victoria University of Wellington, and Heather Moulaison-Sandy from
University of Missouri; Short Research Paper chairs, Jia Tina Du from University of
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SouthAustralia, andAntónio Lucas Soares fromUniversidade do Porto; and Information
Sustainability Papers chairs, Viviane Hessami from Monash University and Rebecca D.
Frank from University of Tennessee.

The iConference lived up to its global representation of iSchools to harness the
synergy of research and teaching in the field of information and complementary areas
of sustainability.

January 2023 Isaac Sserwanga
Anne Goulding

Heather Moulaison-Sandy
Jia Tina Du

António Lucas Soares
Viviane Hessami
Rebecca D. Frank
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Abstract. When creating, storing, and maintaining sensitive records,
such as government data or records that reflect citizen rights or repre-
sent their health data, those records need to be trustworthy and secure.
Since organizations are creating huge digital records, security in record-
keeping grows in complexity, and the relationship between the cyberse-
curity and recordkeeping domains is also expanding. While integrity and
appraisal of records have always been considered important for records,
existing standards and security discussions are missing some essential
perspectives. Thus, research is needed to understand cybersecurity fac-
tors (different cybersecurity standards, techniques, protocols, etc.) for
recordkeeping and the potential consequences of ignoring factors. With
this goal, we explore two core standards, International Organization for
Standardization ISO 15489 and ISO 27001, and selected relevant recent
literature. This study makes a case for a universal standard for these
cross-domain aspects of recordkeeping and cybersecurity by considering
the existing standards and identifying the missing cybersecurity factors
in recordkeeping. It also discusses relevant challenges and future research
directions.

Keywords: Cybersecurity · Recordkeeping · Archives

1 Introduction

Security has always been considered important for records and archives.
Researchers discuss confirming audit processes [29], information governance,
policies and safety rules [4,11] approach achieving cybersecurity by imposing dif-
ferent standards [5] and suggest blockchain-based trusted systems [7,8]. Despite
these various approaches, reports show different cybersecurity vulnerabilities and
threats in record management [1], which urges the need for further study between
these different domains [2].
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Records have characteristic features like integrity, authenticity, reliability,
and usability that are required for records to be regarded as trustworthy.
Integrity is mainly related to the preservation of the records, meaning they are
unaltered and not subject to unauthorized modifications. Authenticity is more
focused on the records’ provenance, i.e., that the record has been created from
an authentic source, by an authentic person, or another authentic entity. The
suitability of a person in the record to have the authenticity to sign the record
and make transactions and relevant activities combined with trusting the sys-
tems involved, can be used to explain reliability [31]. A usable record is one
that can be located, retrieved, presented, and interpreted by connecting it to
the business process [13].

Records management can be defined as the efficient and systematic control
of records [13]. It includes the processes for records to be the representatives of
transactions so that records have an evidential and informational value [32]. Mali-
cious activities can potentially threaten all phases of record management. Cyber-
security has the techniques and methods for preserving the integrity, authentic-
ity, and usability of the records [14]. Although cybersecurity mechanisms analyze
how the qualities of the data can be protected and offer solutions, it is argued
that there is not enough attention [2,12] to maintain the security of complete
digital record lifespan from creation to appraisal. Therefore, it is anticipated that
cybersecurity approaches can be applied to create and maintain reliable records.

Interestingly, recent discussions on trusted recordkeeping mostly cover the
area of blockchain and how blockchain technology can be used as a method for
trusted repositories. It is particularly focused on preserving records and main-
taining authenticity rather than protecting the complete process. It seems that
large parts of recordkeeping and record management processes are not covered
in the current discussion, and in particular, the relevance of cybersecurity for
record authenticity is underrepresented. While blockchain technology can poten-
tially support secure record management after the record has been created and
added to the chain, we focus on investigating cybersecurity for the complete
data chain leading to the creation and potential future adaption of the record.
To explore this area and identify further research opportunities, in this paper,
we address the following research question.

– Research Question (RQ): Does the current approach to cybersecurity in
recordkeeping consider all relevant factors?

This paper aims to demonstrate what we currently have in recordkeeping
in terms of cybersecurity and to identify missing cybersecurity factors in the
complete lifespan of record creation to record adoption. Additionally, it poses
new research questions that both subject-matter specialists need to address.
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2 Research Approach

To address the research question, we follow a two-way approach. First, iden-
tifying and analyzing the related standards, and second, investigating closely
related literature in these two domains. The authors of this paper are well-
balanced experts in these domains: two of them are cybersecurity experts, one
is a recordkeeping expert, and the other one is a scholar in these two interdisci-
plinary areas.

This paper analyses standards and draws from recent academic research.
For the first one, standards that are core have been selected: ISO 15489 [13]
for recordkeeping and ISO 27001 [14] for cybersecurity. This study can poten-
tially be extended in the future through covering other standards for record-
keeping such as ISO 22428 [23], 18829 [18], 15801 [16], 14641 [20], and 17068
[17] and cybersecurity such as ISO 27002 [24], 27003 [19], 27005 [21], 27035 [15],
and 27050-1 [22]. However, none of these standards is focused on cybersecu-
rity and recordkeeping. Therefore, for this first step in the research we analyse
the core requirements provided in the two core standards. For the second seg-
ment, we search for closely relevant literature exclusively in this two domains
by specific keywords: “cybersecurity AND recordkeeping (records management)”
and “cybersecurity AND archives”. From our search results, we explored news
articles, research reports/articles, investigation reports, conceptual papers and
identified the key approaches/ideas used, whether there were any comments for
future research/challenges. Further, we discussed the suitability of the articles
among the authors and identified ten articles from 2016 to 2022 that were closely
related to the research scope.

3 Findings on Correlated Areas: Cybersecurity
and Recordkeeping

Since organizations are adopting more and more digitized processes, they need
to have a ‘reliable’ and ‘trustworthy’ recordkeeping system to demonstrate the
records are produced following their business processes and are authentic. Thus,
cybersecurity techniques and approaches are obvious for the success of reliable
recordkeeping. In this section, we first discuss two core standards in two domains
and then illustrate ten relevant articles. We discuss our findings that show the
connections between these domains, pertinent challenges, and potential future
research directions.

3.1 Core Standards for Recordkeeping and Information
Cybersecurity

There are various ISO standards for cybersecurity and recordkeeping like 27002
[24], 18829 [18], 27035 [15] and 14641 [20]. However, given that the underlying
concepts of these standards are applicable to cybersecurity and recordkeeping,
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and taking into account the size of the study, we concentrate on two funda-
mental criteria: “ISO 15489: Records Management” and “ISO 27001: Informa-
tion Security Management Systems”. To explain their acceptability, “ISO 15489
establishes the core concepts and principles for the creation, capture, and man-
agement of records. It sits at the heart of a number of International Standards
and Technical Reports that provide further guidance and instruction on the con-
cepts, techniques, and practices for creating, capturing and managing records”
[13]. For ISO 27001, “this standard has been prepared to provide requirements
for establishing, implementing, maintaining and continually improving an infor-
mation security management system” [14].

While records management is about current records, archiving examines
the non-current records. However, the qualifications of the records that will be
archival material are determined in the process of records management. Prin-
ciples regarding records management also apply to archiving. Thus, there is no
self-contained standard for archive management as a part of ISO 15489. Since the
cybersecurity process naturally does not distinguish between current and non-
current records, records management and archiving are interpreted together in
this study which examines the relationship between cybersecurity and record-
keeping.

ISO 15489 defines records management as the “field of management responsi-
ble for the efficient and systematic control of the creation, receipt, maintenance,
use and disposition of records, including processes for capturing and maintain-
ing evidence of and information about business activities and transactions in
the form of records” [13]. Therefore “records should possess the characteristics
of authenticity, reliability, integrity, and usability to be considered authoritative
evidence of business events or transactions” [13]. It is understood that authen-
ticity, reliability, integrity, and usability are the key requirements of the records.

A similar approach has been seen in the ISO 27001 Information Security
Management Systems. According to the standard, “the information security
management system preserves the confidentiality, integrity, and availability of
information by applying a risk management process and gives confidence to
interested parties that risks are adequately managed” [14]. Therefore, it can
be said that ISO 27001 and ISO 15489 cover overlapping security requirements
for data but have a different focuses. We further analyze these two standards
with ten common requirements: policy and procedures, integrity, authenticity,
reliability, usability, classification, access control, security, documentation, and
disposition. We cite the quotes in the standards, ISO 15489 and 27001, then
discuss challenges or/and directions for future research in Table 1.
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Table 1. Overlapping of ISO 15489 and ISO 27001 with comments

Require ments ISO 15489 ISO 27001 Comments for future
research/challenges

Policy and
procedures

Policies on the management
of records should be
developed, documented, and
implemented

Information security incidents shall
be responded to in accordance with
the documented procedures

Do the records management
policies/procedures of
organizations include documenting
cybersecurity incidents?

Integrity A record that has integrity is
complete and unaltered

Records shall be protected from loss,
destruction, falsification,
unauthorized access, and release,
following legislation, regulatory,
contractual, and business
requirements

Integrity is a rather weak
requirement. ISO 27001 is more
precise and requires protection
from falsification. Semantic
integrity and tamper evidence is
needed to check if the context is
preserved, which is not satisfied
by using integrity measures, such
as hash values and checksums

Authenti city Records creators should be
authorized and identified

Assets associated with information
and information processing facilities
shall be identified and an inventory
of these assets shall be drawn up and
maintained

Standards state what should be
done, but practitioners need how
they should be carried out.
Therefore the question of the
organizations has a framework or
concept about authenticity comes
to mind

Relia bility A reliable record is one
whose contents can be
trusted as a full and accurate
representation of the
activities

Event logs recording user activities,
exceptions, faults, and information
security events shall be produced,
kept, and regularly reviewed

Do the current logs enough to
assess the reliability of the
records? What additional
cybersecurity factors would be
helpful?

Usability A usable record should be
connected to the business
process or transaction that
produced it

All relevant legislative statutory,
regulatory, contractual requirements
and the organization’s approach to
meet these requirements shall be
explicitly identified, documented and
kept up to date for each information
system and the organization

How are the records linked to the
business processes to document
cybersecurity requirements?

Classification Development of business
classification schemes that
are applicable to records
should be based on an
analysis of functions,
activities and work processes

Information shall be classified in
terms of legal requirements, value,
criticality and sensitivity to
unauthorised disclosure or
modification. An appropriate set of
procedures for information labeling
shall be developed and implemented
in accordance with the information
classification scheme adopted by the
organization

Do organizations identify
cybersecurity risks and interrelate
them to the business functions?
How?

Access control Access to records should be
managed using authorized
processes

An access control policy shall be
established, documented and
reviewed based on business and
information security requirements

Do organisations’ access control
processes include cybersecurity
requirements? If yes, are secure
processes implemented and are
events logged? What additional
factors would be helpful?

Security The measures should be put
in place to ensure the
following: routine protection
and monitoring of physical
and information security

Large segments of ISO 27001 are
relevant for this requirement

Which security measures for
digital records need to be applied
to satisfy the ISO 15489
requirement? What is there and
what is missing?

Documentation Records requirements and
decisions on how to fulfill
them should be documented

Operating procedures shall be
documented and made available to
all users who need them

Can the requirements of ISO
27001 be adopted for the
documentation of the complete
lifespan of digital records?

Disposition Disposition processes should
be carried out in
conformance with rules in
authorized and current
disposition authorities

Media shall be disposed of securely
when no longer required, using
formal procedures

How is the disposition of the
digital records carried out by
adopting cybersecurity
requirements? Do the
organizations fulfill General Data
Protection Rules (GDPR)
requirements?
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The review of ISO 15489 and ISO 27001 shows how closely cybersecurity
and recordkeeping are intertwined with each other. Organizations that want good
records management should base their systems on good cybersecurity techniques.
The guidelines for using these techniques need to be part of record management
tenets. Otherwise, if the records management principles do not adopt cybersecu-
rity for the provenance, appraisal, storage and maintenance of records, there is a
substantial risk that the core requirements for recordkeeping cannot be achieved.

Considering all of these, we note several challenges. For example, various
cybersecurity factors are missing for recordkeeping while describing policy and
procedures, integrity, reliability, and access control policies in Table 1. Other
open questions include whether organizations include cybersecurity techniques
(different cybersecurity factors) in their records management policy, or are
records management principles based on their cybersecurity procedures? What
is missing in logs and audit trails from the cybersecurity and recordkeeping per-
spective? Do organizations assess the risks related to records by applying cyber-
security viewpoints? These aspects should support future research directions on
cybersecurity and reliable records management systems.

3.2 Recordkeeping And/or Archival Studies and Cybersecurity

In this section, we discuss selected relevant literature to illustrate scholarly
knowledge/understanding of the relation between cybersecurity and recordkeep-
ing. Table 2 illustrates ten relevant research publications in this context along
with key approaches used in these articles and comments for future research.

Table 2. Relevant literature in recordkeeping and cybersecurity with comments

Research area/content Key approach/ideas Comments for future
research/challenges

Risk in trustworthy
digital repository
certification [10]

Discussion on risks involved in digital
preservation from the social phenomenon,
which authors organized into five categories:
financial, legal, organizational governance,
repository processes, and technical
infrastructure

Future research should focus on the
cybersecurity perspectives of the
risks involved to handle real-life
digital record vulnerabilities

Compliance with the
NSW cyber security
policy (CSP) [2]

Discussion on why CSP is not achieving the
objectives of improved cyber governance
controls and cultures

Recommendation on prioritizing
improvements to cybersecurity
resilience as a matter of urgency.
The next challenges to be considered
are: a) How to work on cybersecurity
resilience? b) What should be the
next step to include resilience in the
record life span?

(continued)
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Table 2. (continued)

Research area/content Key approach/ideas Comments for future
research/challenges

Professional and ethical
balance in digital record
management [12]

Discussion on maintaining and promoting
professional and ethical balance in the records
management system and provide a theoretical
framework

Further research strives to include
cybersecurity factors with ethical
discussion

Attacks in record
handling in service
NSW [1]

Discussion on phishing emails targeting service
NSW employees from a spoofed domain.
Call for multi-factor authentication to be
added on email

Future research needs to add
cybersecurity factors (for example,
information on service providers,
software version details, and
protocol used)

Evaluation of email
records management
and cybersecurity issues
[6]

Discussion on how archivists, record managers,
and cyber security experts issued
impossible-to-follow guidance for electronic
records and emails

Motivation for further research in
designing acceptable guidance for
cross-domains

A meta-model for
recordkeeping metadata
[30]

Discussion on possibilities for participatory
recordkeeping that embraces multiple
participants, a diversity of perspectives, and
inclusiveness of engagement. Access control is
discussed in the paper with authentication,
authorization, reproduction rights
management, tracing, and audit

Further investigation is needed to
explore the issues of trust and the
role of authoritative sources in a
semantic network. For example, how
should end-users locate, identify and
evaluate the veracity of sources of
recordkeeping documentation?

Integrity in nation’s
records [26]

Discussion what integrity means for records
and why it is important to maintain integrity

Further discussion is needed for
born-digital and digitized records to
maintain integrity.

Trust in digital record
[9]

Discussion on the importance of transparency
to achieve trust in records. Transparency,
accountability, accessibility, choice, integrity,
and preservation are discussed as issues that
are critical to trust of online records

Cybersecurity in the cloud received
little debate. But the cloud just tells
a portion of the tale; what about a
data record’s entire lifespan?

Trust in records [27] Discussion on trusted digital recordkeeping
(focusing on long-term management and
preservation of trusted digital records).
Implications of relying on blockchain
technology for the long-term management and
preservation of trusted digital records

Discussion on several limitations and
challenges in implying blockchain for
record preservation. What can be
done regarding authenticity,
reliability, and risks in digital
records? could be a future research
focus

Contents of born-digital
records [3]

Born digital records pose many challenges for
government departments, including high
volumes of records and a lack of structure.
There are broader information management
and security concerns for born-digital record
collections.

Further research strives to design an
acceptable model for cross-domains

While the literature clearly identifies a number of challenges, the analysis
shown in Table 2 identifies several additional questions: For trusted records, is
the overall lifespan of a record considered? Who needs to check whether the
source of the record is secured? Do we have any list of cybersecurity require-
ments/factors that need to be checked for resilience? What are the missing
cybersecurity factors? Who needs to check whether record processing steps are
secured and how?
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4 Discussion and Conclusion

This study explores evidence that shows the current understanding of cyberse-
curity factors in recordkeeping. The prominence of digital archives and record
management increases the urgency of establishing trustworthy systems not only
for archives or storage, but across the complete record management systems
and including documenting security of the systems that generate data for record
appraisal. One main problem is that cyber attacks can be stealthy, and any traces
of the attack can be removed after records have been manipulated. Thus, data
can potentially be corrupted, deleted, or additional data added via an attacked
system without creating any evidence of the change. Furthermore, even strong
security mechanisms, such as digital signatures, can be exploited to create a
false sense of security if a malicious actor gets access to the private keys used
to digitally sign. As a result, for reliable recordkeeping, cybersecurity measures
and documenting cybersecurity-relevant aspects are essential.

This study makes the case for a universal standard for these cross-domain
aspects of recordkeeping and cybersecurity by considering the existing standards
and identifying the missing cybersecurity factors in recordkeeping. ISO 15489
and ISO 27001 are created by different technical committees. 27001 belongs
to the committee of “Information security, cybersecurity and privacy protec-
tion”, and 15489 is owned by the “Archives/records management” committee.
Even though it is usual that standards take different approaches to trustwor-
thiness, when discussing digital records, requirements for cybersecurity are sim-
ilar to requirements identified in generic cybersecurity standards. These include
authenticity, reliability, access control, and disposition. Therefore, it is impor-
tant to consider cybersecurity and digital records management together. In this
study, missing cybersecurity factors in recordkeeping are demonstrated. How-
ever, the inverse is needed to be researched as well. In particular, the question
of recordkeeping principles are ignored in cybersecurity processes.

While existing standards provide generic guidance for metadata of records to
show that actions taken on records are properly defined and managed, the meta-
data may not include cybersecurity factors like risk assessment, event history,
or access trails which provides information on the risk of attacks to the systems
involved or the communication links used to transfer data. Current provenance
mechanisms in archival science and records management collect data history
that provides evidence of the creator’s and project data lineage by indicating
the entities, activities (workflows), and users involved in producing data and
data flows. This provenance information should be extended to enable users
to achieve better situational awareness and to empower them to adequate risk
assessment.

The trustworthiness of digital records and repositories in existing stan-
dards is not sufficient to derive information on records’ cybersecurity prop-
erties across the complete lifespan. It is essential to associate cybersecurity
techniques with organisational policies and procedures, information governance
approaches, records metadata, and archival legislation for securing trustworthy
records. Besides, records are composed of various data. This data should come
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from a trusted source and should not been changed or manipulated between
data processing and aggregation. Data provenance, for example, following the
PROV standard by the W3C [28] defines what kind of information needs to
be collected in a data flow to describe who is responsible for data creation or
related activities and when. Also the effects to modern concepts of recordkeep-
ing, for example following the records continuum perspectives [30], need to be
investigated. Cybersecurity metadata is not part of existing standards, and fun-
damental cybersecurity issues remain to be resolved.

This study also discusses opportunities for future research by incorporat-
ing cybersecurity factors as security evidence in digital recordkeeping. Recent
research [25] has shown that extending provenance by cybersecurity metadata
can provide substantial insight into the risks of manipulations. Identifying poten-
tial sources of corruption, misuse, or manipulation of data and consequences of
mined, mapped, compiled, implied or inferred records will become an essential
task for record management systems to achieve high resilience against cyberse-
curity attacks. A transparent system with an indication of the risks involved also
provides an opportunity for better decision-making. This is in principle appli-
cable to all types of digital data with a risk of being manipulated. Examples
include health records, where manipulations can have dramatic consequences,
financial records, business analytics, stock markets, political records, or digital
evidence. Thus, extending metadata in recordkeeping with cybersecurity evi-
dence is highly significant for digital archives and records management. Further,
it builds on current research on cybersecurity-aware provenance and provides
innovative extensions to the developing field of continuous recordkeeping for
digital data.
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Abstract. While data curation research and practice have provided a growing
body of guidance for and tools to support the curation, sharing, and reuse of
recent and future scientific data, attention to retrospective data curation has been
limited. The Recovering and Reusing Archival Data for Science project draws
on semi-structured interviews with scientists and data curators to investigate data
recovery and reuse efforts focused on historical data, or data drawn from legacy
research materials, across a wide range of institutional, disciplinary, and research
contexts. This paper describes selected findings related to (1) the perceived value
of historical data for current and future scientific research; (2) challenges particular
to recovering historical data; and (3) ethical quandaries that arise in historical data
recovery and reuse. These findings shed light on the potential impact of historical
data recovery and implications for retrospective data curation practices in support
of active scientific research across disciplines.

Keywords: Scientific data · Data recovery and reuse · Legacy data · Data
curation · Data sharing

1 Introduction

Masses of potentially useful scientific data are hiding in the unprocessed, accumulated
collections of scientific research institutions, repositories, and archives—in historical
research records, in the papers of retired scientists, on hard drives of data from concluded
projects, in boxes of historical publications, in working files and field notes. These
sources hold data that may be keys to advancing research in the sciences and beyond.
Yet, these data and documents often remain hidden, at risk of being lost or destroyed
by technical obsolescence or gradual obscurity. Despite increasing recognition within
various scientific disciplines of the potential value of data in archival records or in
historical research materials, research and practice in data curation have focused on
saving current and future data for reuse. Increasing scientific research relying on legacy
data highlights the need for study on primarily retrospective data curation, focused on
recovering reusable data from the historical record or defunct research materials.
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The “Recovering and Reusing Archival Data for Science” project (RRAD-S)
addresses the question: What opportunities and challenges confront the recovery and
reuse of historical or defunct data for active scientific research across disciplines and
organizational contexts? The impetus for this project began in case studies of recovering
useful data from historical data collections at the National Agricultural Library. Having
developed tools to assist memory institutions with data rescue [1], our research turned
to a systematic study of the wider landscape of historical data recovery, through a semi-
structured interview study with scientists and data curators. This research builds upon
prior work on recovering or rescuing data at risk of loss, including from the Research
Data Alliance Data Rescue Interest Group and the CODATA Data-at-Risk Task Group
[2, 3]. We aim to build upon their progress with an empirical study of scientific and
curatorial practices across a range of disciplines, organizations, and research contexts.

This paper discusses selected outcomes of this research pertaining to (1) the per-
ceived value of historical data for current and future scientific research; (2) challenges
particular to recovering data from historical sources; and (3) ethical quandaries that arise
in historical data recovery and reuse. Our findings shed light on practices that have been
ongoing for decades across disciplines, both within specific scientific projects and in
the daily professional work of archivists and curators, but which have remained largely
invisible to the wider body of literature in data curation. These practices have long been
obscured by our focus—within the domain of data curation research and practice—on
current and future scientific data, as opposed to data from archival settings or from long-
defunct or historical research projects. In addition, scientists from wide-ranging disci-
plines have undertaken data recovery efforts but do not always publish on their recovery
and curation practices (preferring to publish, instead, on the scientific outcomes of their
analyses of recovered data). Where they do publish about their recovery practices, their
efforts tend to remain siloed within a single discipline despite the relevance of their app-
roach and insights to recovery efforts in other domains. There remains, too, a disconnect
between archivists’ and other professional curators’ work on data recovery—which often
focuses on recovery to support open-ended reuse of data—and the data recovery work
of scientists who are undertaking the effort to support research on a specific question.

2 Prior Work

Data recovery is the process of enabling the sustained use and reuse of data that would
otherwise go unused [4]. What data recovery looks like in practice tends to vary widely
in different contexts. In general, data targeted by recovery efforts is salvaged from
digital or analog sources that have been compromised by time, technological decay, or
the gradual creep of obscurity. This includes data that reside on defunct hardware or
inaccessible storage media, websites or digital publications no longer being maintained,
databases forgotten on unplugged hard drives, data tables lurking among the unsorted
papers of retired scientists, unprocessed boxes of photographs in deep storage, or in
spaces and platforms—in the cloud and on the ground—affected by natural disasters,
war and conflict, political shifts, etc.

The term data recovery marks a distinctive area within the wider landscape of data
curation, defined as the ongoing management of research data through its lifecycle of
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interest and usefulness [5]. Data curation broadly encompasses practices such as data
appraisal, description, transformation, and preservation measures necessary to keep data
useful over time [6, 7]. Within this landscape, data recovery emphasizes aspects of
curation applied to data that are no longer in use: data at risk of being lost or corrupted,
and data from the past. Mayernik et al. [8] offer a matrix for understanding the risk
factors that compromise the availability and usefulness of research data, including (but
not limited to) losses of funding, losses of contextual knowledge, catastrophes, changes
in legal status or ownership, and cybersecurity breaches. The challenges facing the
preservation of scientific data are numerous, even for “healthy” data currently embedded
in preservation systems or surrounded by users, funding, and supportive tools. Historical
or otherwise defunct data face the same challenges andmore, compoundedby the passage
of time, divorce from their original contexts, the inaccessibility of data creators, and
technological deterioration and obsolescence.

Priorwork frommajor professional organizations focused on data curation, including
the Research Data Alliance Data Rescue Interest Group and the CODATA Data-at-Risk
TaskGroup, have illuminated the need for cross-sector collaboration to build networks of
support for preserving historical scientific data and supporting its reuse across disciplines
[2, 3]. Yet, much of the on-the-groundwork of data recovery done in the sciences remains
disconnected from parallel work in other scientific disciplines, and from the professional
domain of data curation.

The most well-known data recovery initiatives stem from large-scale “community
science,” “citizen science,” or crowdsourcing projects. But the long tail of data recovery
efforts is largely invisible, going unpublished and unfunded, often serving the localized
purposes of a single project or lab. Many varieties of recovery projects are ongoing every
day across scientific domains, including documented efforts in climatology, astronomy,
geology, pharmacology, oceanography, agriculture, etc. These efforts may leverage the
work of crowds of volunteers, of automated approaches, or may rely on the manual labor
of solo curators. Some fields prefer the term “data rescue”, but in information science
that term tends to have a narrower denotation of distributed, grassroots, and politically-
motivated efforts such as those of the “Data Refuge” initiative, a widespread effort to
save climate change data from administrative turnover after the 2016 U.S. presidential
election [9].

“Data rescue” provides an alternative framing for recovery. Like recovery, rescue
highlights the abundance of data, scientific or otherwise, in need of retrieval from dire,
curatorial circumstances. However, rescue also advocates for the reevaluation of existing
data, the identification of unacknowledged data sets, and, generally speaking, a more
communal and crowdsourced approach to data curation [9]. In the context of archival
practice, this includes a focused attempt to identify data often overlooked within com-
mercial, proprietary curation software, and data produced within rather than outside of
archives [10]. Such work also requires deliberate and adaptive cross-institutional col-
laboration, much of which necessitates building proactive preservation plans into data
creation, curation, and management [11]. Further, since data rescue work often occurs in
response to larger systemic issues of data value, it tends to be inherently activist, respond-
ing to perceived threats relative to shifts in governmental administrations, funding, and
public support for scientific endeavors [12].
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Regardless of the specific impetus or disciplinary context, all data recovery efforts,
at base, aim to enable the possibilities of new knowledge from extant evidence. While
data recovery encompasses a potentially vast range of tools, techniques, and strategies,
depending on the data and the context for recovery, most documented recovery projects
entail two basic stages: identifying potentially useful data, and performing systematic
conversions of data or sources into more sustainable, useful formats [13, 14]. These
efforts are invariably resource-intensive [15, 16]. Recovery efforts may serve myriad
specific research purposes, but all those purposes can be understood within the frame of
reuse. Data recovery supports the reuse of scientific data to serve contemporary, ongoing,
or future scientific research. Recovered data can, in parallel, support historical research
and social studies of science. Data may be recovered in pursuit of a specific research
objective, which is often the case when recovery is done by scientists, or to support open-
ended possibilities of reuse, which tends to be the case when recovery is led by data
curation professionals within knowledge or memory organizations, such as a libraries,
archives, or data repositories. Historical data has been shown to support longitudinal
and meta-analyses, computational modeling, and cross-disciplinary research in various
domains. Pasquetto et al. [17] offer distinctions among different kinds of data reuse:
reuse to serve the reproducibility or replication of scientific research; independent reuse,
in which data are deployed to answer novel questions; and integrative reuse, in which
data are combined with other data in order to serve comparisons, new models, or new
research questions altogether.

Most of the rich literature of theory and practice on data sharing and reuse focuses on
data from current and future science: on data sharing practices among scientists, on data
repositories and open infrastructures to support data sharing, and on standards, practices,
and tools that allow curation professionals and scientists themselves to capture adequate
contextual information about data to support reuse [17–19]. This literature has focused
largely on the increasingly professionalized roles of data curators, and on scientific
practices at their intersections with institutions like repositories.

In contrast, data recovery is distinguished by focusing on data that may never have
been shared as such. It focuses on data that predate or have otherwise slipped through
the growing infrastructures and best practices supporting open science. These data were
not necessarily created with open-ended futures of broad access and reuse in mind.
As a result, they exist in forms that are not readily accessible, whether by people or
machines. Such data tend to arise from grassroots efforts, both within and independent
of curation institutions. Relative to data curation more broadly, data recovery is poorly
studied. There is a distinct need for cross-disciplinary, empirical research on facilitating
the reuse of data that are not already amenable to use as data.

In addition, we need to understand the potential ethical hazards and sociotechni-
cal implications of data recovery and reuse in different contexts. Like the shift from
data recovery to data rescue, questions of ethical data reuse must navigate complexities
around consent and beneficence, both for relevant communities of origin and original
data curators. As a clear-cut example, data in health sciences often raise questions around
benefits to both individual patients and broader advances within medicine [20]. In addi-
tion, shifts towards transparent models of data reuse and economic benefit continue to
emerge in response to discussions both within academic and popular spaces on the use of



18 A. H. Sorensen et al.

data from historically marginalized populations, through practices such as biobanking
[21]. Beyond health information—and the privacy and exploitation risks so visible in
that context—documented ethical concerns in data recovery and reuse pertain to data
sovereignty, community ownership and beneficence, creator intent, and ethics of access,
e.g. [22, 23].

Ethical data reuse also necessarily factors in the role that scientific data transparency
plays in the advancement of global knowledge [24]. Of course, this framing ignores
broader sociocultural issues latent in the open sharing of scientific data, most promi-
nently questions tied to data ownership and authorship within academic publication
settings [24]. Scientific competition and ideologies around citation metrics and mantras
of “publish or perish” dissuade scientists from sharing data out of legitimate fears of
poaching [25]. To alleviate some of these concerns, models for identifying otherwise
defunct data imagine new venues of data reuse, colloquially referred to as “data thrifting”
[26]. This project offers a start on addressing these gaps in our knowledge.

3 Methods

This study comprised 23 semi-structured interviews with practitioners engaged in recov-
ering and reusing historical, scientific data in awide range of disciplinary, organizational,
and research contexts. Our interview participants included research scientists, science
librarians, curators, archivists, and volunteers working with crowdsourcing platforms,
digital humanities centers, museum collections, scientific libraries, universities, aca-
demic organizations, and within many other contexts. Some of these participants are
professionally trained data curators with academic backgrounds in library and informa-
tion science.However, other participants, including research scientists,were not formally
trained in digital curation methods.

The goal of interviewswas to capture a broad range of data curation practices specific
to historical data recovery and reuse. This phase of the research builds upon prior case
studies of historical data collections at the United States Department of Agriculture’s
NationalAgricultural Library (NAL). In these forerunning case studies, reported in Shiue
et al. [1], the research team undertook the curation of historical data from three diverse
NAL special collections, including analog data, such as handwritten field notes, and
tabular data on paper from early 20th-century collections of high scientific impact, and
born-digital data from the donated papers of a recently retired scientist, much of which
existed in obsolete and proprietary file formats. As we observed the myriad challenges
that arose in these original case studies of data recovery and reuse and encountered
the various communities in different sub-disciplines of agriculture doing related work
largely without sharing their processes or outcomes, we identified a need for a broader
overview of the landscape of historical data recovery and curation work across scientific
fields, and the range of people, roles, and approaches involved.

Our interviews broached questions about participants’ objectives for and experiences
with scientific data recovery and reuse, how they identify data worthy of recovery,
how they went about data recovery, and what challenges they encountered. Interviews
took roughly one hour to complete and were audio-recorded with the permission of
participants. All audio recordings were transcribed using Otter.ai and recordings were
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deleted upon completion of transcription. The interviews were then subject to qualitative
content analysis.

The research team collaboratively built a codebook emically focusing on themes and
key concepts as they emerged from participant discussions [27]. The codebook included
15 codes related to themes, including institutional practices, policies, curation practices,
and data value to name a few. For the purposes of this paper, the team randomly selected
a sample of 10 interviews to begin preliminary analysis. We coded these transcripts
with qualitative coding software NVivo. To assure validity and intercoder reliability, the
research team engaged in the constant comparative method and discussed discrepancies
in coding [28]. When emergent codes or themes arose, the team would discuss new
codes and reapply coding as necessary. Table 1 below represents a sample of codes, their
definitions, and relevant quotes from participants. When writing, interview quotations
were selected based on how they summarize key themes and perspectives succinctly. To
assure participant anonymity, potentially identifying information in some quotations has
been removed and replaced with a relevant descriptor, given in square brackets. Each
interview participant has also been assigned an identifier (e.g., “P01”), which serves as
their pseudonym to ensure their anonymity, as promised in our participation consent
forms.

Table 1. Sample of codebook used in analysis

Code Brief definition Sample quote(s)

Data sharing challenges Specific obstacles or barriers to
data sharing, data exchange, or
data transfer in any setting
– whether in an institutional
setting, between users and
repositories, etc.

P01: “researchers hate sharing
their data, they hate the public
access policy, because it requires
new work from them”

Formats Particular formats, file formats,
documentation practices or
policies, metadata standards
(formal or informal), or other
facets of representation and
description

P01: “Yeah, we have Microsoft
Excel spreadsheets. We have
CSVs, we have database files,
some created in Access, some
created in SQL, some created in
other languages”

Evaluation How participants gauge success
or completion, how they
evaluate their outcomes,
indicators of success,
completion, or impact

P02: “To make it more
reproducible and more useful to
more people if I finally get all the
data extracted from these journals,
these conference proceedings that
I’ve set out for myself, that would
be good”
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4 Preliminary Findings

This research surfaced numerous challenges and opportunities for historical data recov-
ery and reuse. Many of the findings parallel familiar challenges from data curation
more broadly, including the labor-intensiveness of preparing data for reuse, whether
of migrating data to new formats or documenting them sufficiently. In this section we
focus on a set of themes that are specific to the curation and reuse of historical data to
support current and future science. While these themes echo some in the literature on
the curation of contemporary scientific data, there are nuanced distinctions specific to
retrospective data curation. Specifically, we will examine what our study revealed about
(1) the perceived value of historical data for current and future scientific research and
related projects; (2) challenges particular to recovering data from historical sources; and
(3) ethical quandaries that arise in historical data recovery and reuse.

4.1 Data Value

The immediately evident value of historical data to contemporary science is supporting
longitudinal analysis, such as complex modeling of natural systems over time. Our
findings confirm this value, but also shed light on the nuances of the value of recovered
data for different kinds of reuse: not only for longitudinal reuse within a domain, but
longitudinal reuse across domains, for serving newly enabled research questions or
methodologies, and for addressing social or infrastructural problems in public domains
outside of academia. In summary, the cues to the value of historical data that we have
identified so far stem from a wide variety of kinds of reuse by diverse communities:

• Reuse by researchers in the same domain, to support the study of novel research ques-
tions in light of new methodological opportunities or the advancement of contextual
scientific understanding;

• Reuse in new, tangentially-related disciplines to study novel questions;
• Reuse to support meta-analysis, such as the historical study of science, or the
evaluation of metrics or standards;

• Reuse byprofessional practitioners for decision-making, to informpolicy andpractice,
and improve infrastructure or social conditions;

• Reuse by public communities to guide local decision-making or action.

We describe each of these varieties of reuse, which indicate different facets of the value
of historical data, below.

Participants described needing long-term, observational data to make conclusions
about scientific phenomena that require sweeping evidence, such as changes in biodiver-
sity or climate conditions. For example, P17describes the enduringvalueof observational
data in ocean science:

one of my main interests in data rescue and the reason that I do this work is that as
an oceanographer, I was always data limited. Always. Right. There is not enough
money in the world to get you out to sea often enough, in enough places, for long
enough to get all the observational data that you want to have in order to describe
an ecosystem, or even a place.
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Informed by these data limitations, P17 wants to make historical ocean data available
for researchers across multiple disciplines to enable longitudinal analysis and interdis-
ciplinary modeling: “And in order to make an assessment of change in the ocean, you
need time series data, and whether that’s biology or chemistry or meteorology, or what.
And as you know, you can’t go back and re-collect the data. I mean, that’s why we do
data rescue.”

Some participants described reusing archival data to address questions or test
hypotheses newly enabled by technological developments or the progression of scien-
tific knowledge and theory in certain domains. For example, P07, an assistant professor,
described a recovery initiative “to understand how fish populations have changed in [one
U.S. state] over time.” P07’s team is recovering historical fish survey records generated
by a state agency to ask novel questions, such as, “canweuse this data to accuratelymodel
the conditions that happened and therefore accurately model how things might happen
in the future?”, and to test other ecological hypotheses related to species biodiversity
and climate change. These are questions which were impossible to broach with these
data in their original incarnation. Original lake inventories were done to support fishery
management and to assess the success of fish stocking programs. The new questions
being asked of these data are enabled by methodological advancement—particularly the
development of computational and modeling techniques—but also by the advance of
scientific theory in relevant ecological domains.

The same participant, speaking about a totally separate recovery initiative, described
two further uses of the data: both to support pragmatic planning in the home collect-
ing institution, and to support meta-analysis of scientific practice and standards. P07,
speaking about the reuse of historical, paleontological data, describes how museum
professionals plan to study “backlog fossils that are sitting in bags that have not been
prepared…And they need to plan for a new building, and they want to use this data to
better estimate the size of things for the new building.” This participant also has meta-
analytic questions about the history of science and standardization, addressed through
the paleontological data: “I’m interested in standards and how those change over time.
I want to look at how the measurement system has changed over time”.

Our interviews show how recovered data are not only enabling new scientific inquiry
but are being leveraged to address problems with immediate impact on professional
practice, infrastructure, or public communities. One participant described their recovery
and rescue work with agricultural data. P06, a data curator, discussed how “the history
of the development of the crop varieties that we now use, is actually pretty valuable,
especially as [person] says, under climate change, because …We’re going to have to
develop new varieties to handle these conditions.” In this case, the recovered agricultural
data are valuable because they can facilitate innovative crop production in the face of
climate change.

In another case, a participant described pivoting the use of historical transportation
data away from the original research motivation related to transportation efficiency,
and toward consideration of transportation equity, reframing the data toward a newly
perceived ethical imperative. P01,who is a data curator, detailed their experienceworking
with transportation data, focusing on how data collected for one purpose can support
another goal: “people weren’t thinking about it as equity. Even though it was a data set
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about transit in lower income neighborhoods in the United States, they weren’t thinking
about equitable access to transportation. We want to bring that out.” Speaking further
about this data, P01 discusses their intentions for the future use of this transportation
data: “I want that work to have a positive impact on peoples’ lives on peoples’ health
and decisions that get made about transportation in the future. It’s much less about just
saving the data to save the data. It’s saving the data so it can be used to make people’s
lives better.”

Other participants discussed not only reframing data toward novel, socially centered
uses, but also reframing recovery initiatives themselves to center community needs that
emerged during the initiative. P10 discussed their engagement withmuseums, associated
Native AmericanGraves Protection and RepatriationAct (NAGPRA) contacts, and plant
legacy data, specifically describing the guidelines they assisted in creating, which outline
access to collections based on Tribal protocols:

But Iworkedwith aNAGPRAperson and the [museum] to determine the best home
for some of the plant specimens, the photographs, because they’re representative
of multiple Tribal communities in the region, and things like that. But we also
are working with them to open up access to the papers and then restrict it again
and make it so that you need to talk to Tribal review boards to have access to it,
because this would be considered sacred knowledge, where some of these plant
locations are and things like that.

These procedures put Indigenous nations in control of who can access certain knowledge
as based on Tribal sovereignty.

Another participant described refocusing a data rescue initiative to support the emer-
gent, pragmatic needs of the data’s originary community, in this case an Indigenous
nation. P12, a librarian at an academic institution, described how a collaboration that
started to address issues around archival descriptions, specifically the use of Native place
names, became refocused on recovering data related to water usage in order to support
an Indigenous nation’s water claims. When it became clear to P12 that “some of the
concerns that I thought that we would talk about, like Native place names, …that was
not really a huge deal”, P12 and their collaborators refocused their work on providing
platforms to support this community: “They want the history, but they’re also involved in
legislation trying to get their water back. Making these materials discoverable, findable,
having those conversations really focused us on the data related to the water history
documents.” P12’s perspectives indicate a potential for pivoting data recovery work to
be responsive to originary community needs. In this case, the effort was refocused on
supporting Indigenous sovereignty at the intersection of data recovery and reuse. As dis-
cussed earlier, data recovery efforts can provide the long-term data needed tomake broad
conclusions about scientific phenomena, but they can also surface legacy data whichmay
be valuable to vulnerable peoples and places, and their collaborators, furthering efforts
that support Indigenous sovereignty and water claims.

Finally, data may be reused outside of research science to guide public and com-
munity action. P11, an associate professor, detailed how crowdsourced data collected to
support research can be reused by people interested in maintaining their yards around
the needs of local bird populations: “…the casual uses that people make – they use zebra
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[finch] data for things like deciding when to trim their trees, so they won’t disturb breed-
ing birds, right? Like very small scale homeownery, kind of landowner uses, those are
also legit.” People who are not scientists or researchers can also make use of scientific
data as they care for their gardens.

4.2 Challenges Associated with Historical Data Recovery

It is well documented that scientists are reluctant to undertake data sharing and deposit
even for their current data collections due to the difficulty and labor-intensiveness of data
remediation, and the fact that the incentives at play in systems of scientific evaluation and
credit make the publication of findings significantly more rewarding than the publication
of data [29]. Historical data and data with differing original creators only compound this
challenge. Our participants described prioritizing the curation and sharing of recent or
current data, leaving no resources for the curation of older data. Given the priority that
scientific research, funding, publishing, and evaluation place on novelty and innovation,
there are also few incentives in the sciences for investigators to publish data that are not
novel, or which originated from a different scientific author or investigator. Many par-
ticipants working in positions and institutions dedicated to curation (rather than original
scientific research) described a parallel conundrum. They expressed that it is difficult to
justify digitization work to institutional leaders and funding agencies as work on legacy
data, even when it is known to have high research value, is seen as in competition with
work on more current data, which is considered burdensome enough on its own. Justifi-
cation often comes from the data being desired for research, but the invisibility of legacy
data leads to a perception that it is irrelevant. P20, a metadata manager, described this
problem: “sometimes it’s a matter of does, is someone wanting this data now? And then
I can go to the powers that be and say, someone wants this data, can we have resources
for it? But if nobody, it’s a catch 22: If no one knows it’s there, no one’s going to ask for
it.”

Even when the funding and time are available for the recovery of historical data,
the data itself is often difficult to extract: legacy data is saved in file types or formats
that no longer exist, or are inaccessible to modern tools used for data curation and
management. P01 described a specific scenario wherein data had to be manually scraped
from webpages:

…they’ve asked us to go back and preserve the legacy data and help pull it off
the webpage, because all these files are attached to HTML pages. And some of
them aren’t actually saved anywhere in a drive that we can find. So, the only
file available is an attachment to an HTML page. And we all know that that’s a
nightmare waiting to happen. So, we’re often scraping hand, scraping links from
web pages and downloading stuff.

These factors together mean that recovery of data from historical sources is often time-
and labor-intensive and is often an additional or marginal side project for curators rather
than the central focus of any dedicated position. Necessarily, shortcuts are sometimes
taken, resulting in suboptimal or “good-enough” recovery efforts. P01 states:
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And oftentimes, what we would like to make that into a time series or something
else, we don’t have the time for that so it’s: save each survey as we can, pull up
documentation off of the web page, and then preserve it and make it public, with
the caveat that the public presents us with a request and a good use case, we will
do more work. But oftentimes, it’s how do we make the most efficient use of our
time to make this public in at least an open format.

4.3 Ethics of Data Recovery

Alongside larger challenges of data reuse, participants also observed ethical concerns
related to data recovery. Ethical questions emerged in two strands. The first considered
questions around how data condenses from a larger relationship to historical inequities
in naming choices and in research practice. The second category of ethical concern
reflected questions of researcher knowledge production and the intent behind data reuti-
lization. Participants expressed concerns about using data collected from vulnerable or
marginalized populations, particularly where those populations do not justly or equitably
benefit from the outcomes of the research, or where the same communities do not have
control over how data are ultimately used. P06 stated:

…it’s also a priority for [organization], because it’s a priority for this president,
to make sure that we’re doing things equitably. And so, to my mind, that means
not just — are we serving those populations with our programs fairly? But are we
making sure that if we’re collecting data from those populations, on their farming
practices, or on their use of nutritional benefits, for example, is the data being used
fairly? And do they have some say in how their data is going to be used?

For the latter concern, P05 tied the impact of data recovery to a larger exploration
of artificial intelligence (AI) research and ethics. Expressing concern that scientists
working with AI techniques are frequently guilty of “introducing bias into algorithms,”
P05 suggested that the availability of data for recovery and reuse should not equate to
free, unregulated use. Highlighting the value of information professionals and librarians
in ethical AI, P05 asserted that ethical recovery and reuse of data should include funded
“training” and methods for identifying “expertise” within data curation work. In notable
divergence, P11 argued that this type of credentialing raises its own ethical concerns
given what they see as chronic acts of dismissing community-based science and the use
of data by non-experts as irrelevant to the advancement of knowledge. Overall, these
ethical quandaries probe issues surrounding who benefits from the use of recovered data
and how academia understands recovered data as a method of knowledge production.

5 Discussion and Future Work

This research illuminates new aspects of the value of historical data recovery and reuse.
We have offered a very preliminary framework of kinds of reuse, organized around
diverse reuse communities—including domain scientists and researchers in new disci-
plines to support the study of new research questions in light of new methodological
opportunities or the advancement of scientific understanding, or for cross-disciplinary
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analysis; by researchers in different disciplines doing meta-analysis, including social
and historical studies of science; by professional practitioners, working in professional
domains or knowledge institutions; and by public communities, to guide decision-
making or local action. There are valuable prior frameworks of scientific data reuse [17],
and separate frameworks related to the value and impact of archival data [30]. Prior work
on data reuse has mainly considered contemporary scientific data (rather than histori-
cal data). Prior work on archival impact has largely omitted the scientific applications
of archival or cultural data. Because we developed our preliminary framework through
inductive coding, we have not yet aligned our findings with prior frameworks, but we
believe our findings will round out prior frameworks with an emphasis on historical data
and data across disciplines.

Historical data recovery poses myriad challenges. Many of them echo factors from
the extensive prior literature on scientific data curation, data sharing, and data reuse. For
example, as has been widely documented in prior work on scientists’ data practices [31],
many researchers who recover and recreate historical datasets are reluctant to openly
share data after its recovery, due to concerns about how others will perceive the data’s
quality, the additional labor of preparing data for sharing (e.g., of providing adequate
documentation to support independent understandability of the data), or the necessity
of retaining competitive research advantages. Even the familiar challenges, however,
are compounded by the fact that data stemming from recovery initiatives are divorced
from their original creators and contexts. They may never have been shared originally as
data, since these datasets have often been manually reconstructed from analog or digital
sources in fundamentally different formats: from narrative text of field notes, from the
coded fields of ships logs, from the captions or labels of images or graphs, or from
tabular data in different units of measurement. Because they are often being repurposed
and recontextualized, these data require a certain level of expertise to be constructed in
the first placewithout introducing errors of historicalmisinterpretation. In fact, these data
may never have been purposefully shared at all, having been recovered and disseminated
after a scientist’s retirement or decades after theworkwas done,without the data creators’
knowledge or consent.

In addition, many historical datasets were collected under paradigms of scientific
observation and data collection that do not meet contemporary ethical standards of
research—in terms of how they exploit historical or current communities and their
resources, or how they represent or identify entities within the data in offensive or
outmoded ways. For this reason, data being recovered and reused to support new sci-
entific research have much in common with data leveraged in humanistic, historical,
and anthropological research, derived directly from historical primary sources and gath-
ered from archival collections built through exploitative or colonial collecting practices.
They also share characteristics with qualitative and social scientific data, which are
notoriously fraught with potential risks to the privacy, confidentiality, and wellbeing of
human-subjects research participants. These branches of data curation research—across
the sciences, social sciences, and humanities—rarely intersect. Futurework aims to iden-
tify opportunities for more well-established practices and discourse around data reuse
across the humanities and social sciences to inform scientific data recovery. There is
also a need to bring research on archival data recovery into conversation with the theory
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and practice related to collections-as-data [32, 33] and ethical implications in archives,
and library and information science. Mapping our findings to extant frameworks of data
curation activities [34] as part of this future work will also help identify gaps in current
data curation training and practice relative to retrospective curation.

Finally, futurework on this researchwill aim to produce and disseminate guidance for
archivists, librarians, and data curators who work with and preserve historical materials,
to support the extraction and reuse of useful scientific data as part of broader digital
curation processes, or to support individual scientists’ efforts. This work is situated in a
broader need to explore the distinctions between how research scientists go about data
recovery, to find answers to specific questions, and how professional curators approach
data recovery to support open-ended possibilities of reuse. Our future work, looking at
data curation across a broader spectrum of disciplines, aims to shed light on this question
and the convergence of curatorial roles.

References

1. Shiue, H.S.Y., Clarke, C.T., Shaw, M., Hoffman, K.M., Fenlon, K.: Assessing legacy collec-
tions for scientific data rescue. In: Toeppe, K., Yan, H., Chu, S.K.W. (eds.) iConference 2021.
LNCS, vol. 12646, pp. 308–318. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
71305-8_25

2. Choudhury, S.: Data at risk and research libraries. In: AGU Fall Meeting Abstracts, IN21E-01
(2017)

3. Mayernik,M.S., et al.: Stronger together: the case for cross-sector collaboration in identifying
and preserving at-risk data. Figshare, 1 (2017). https://doi.org/10.6084/m9.figshare.481647
4.v1

4. Downs, R.R., Chen, R.S.: Curation of scientific data at risk of loss: data rescue and dis-
semination. Columbia University Academic Commons (2017). https://doi.org/10.7916/D8W
09BMQ

5. Cragin, M.H., Heidorn, P.B., Palmer, C.L., Smith, L.C.: An educational program on data
curation. Poster Presentation. American Library Association, Washington, D.C., 25 June
2007. https://hdl.handle.net/2142/3493

6. Higgins, S.: The DCC curation lifecycle model. Int. J. Digit. Curation 3(1), 134–140 (2008).
https://doi.org/10.2218/ijdc.v3i1.48

7. Vearncombe, J., Riganti, A., Isles, D., Bright, S.: Data upcycling. Ore Geol. Rev. 89, 887–893
(2017). https://doi.org/10.1016/j.oregeorev.2017.07.009

8. Mayernik, M.S., Breseman, K., Downs, R.R., Duerr, R., Garretson, A., Hou, C.-Y.: Risk
assessment for scientific data. Data Sci. J. 19 (2020). https://doi.org/10.5334/dsj-2020-010

9. Janz, M.M.: Maintaining access to public data: lessons from data refuge, 5 March 2018.
https://doi.org/10.31229/osf.io/yavzh

10. McGovern, N.Y.: Data Rescue. ACM SIGCAS Comput. Soc. 47(2), 19–26 (2017). https://
doi.org/10.1145/3112644.3112648

11. Allen, L., Stewart, C.,Wright, S.: Strategic open data preservation: roles and opportunities for
broader engagement by librarians and the public. Coll. Res. Libr. News 78(9) (2017). https://
doi.org/10.5860/crln.78.9.482

https://doi.org/10.1007/978-3-030-71305-8_25
https://doi.org/10.6084/m9.figshare.4816474.v1
https://doi.org/10.7916/D8W09BMQ
https://hdl.handle.net/2142/3493
https://doi.org/10.2218/ijdc.v3i1.48
https://doi.org/10.1016/j.oregeorev.2017.07.009
https://doi.org/10.5334/dsj-2020-010
https://doi.org/10.31229/osf.io/yavzh
https://doi.org/10.1145/3112644.3112648
https://doi.org/10.5860/crln.78.9.482


Recovering and Reusing Historical Data for Science 27

12. Walker, D., Nost, E., Lemelin, A., Lave, R., Dillon, L.: Practicing environmental data justice:
from DataRescue to data together. Geo Geogr. Environ. 5(2) (2018). https://doi.org/10.1002/
geo2.61

13. Brunet, M., Jones, P.: Data Rescue Initiatives: bringing historical climate data into the 21st
century. Climate Res. 47(1), 29–40 (2011). https://doi.org/10.3354/cr00960

14. Wyborn, L., Hsu, L., Lehnert, K., Parsons,M.A.: Guest editorial: special issue rescuing legacy
data for future science. GeoResJ 6, 106–107 (2015). https://doi.org/10.1016/j.grj.2015.02.017

15. Fallas,K.M.,MacNaughton,R.B., Sommers,M.J.:Maximizing the value of historical bedrock
field observations: an example from Northwest Canada. GeoResJ 6, 30–43 (2015). https://
doi.org/10.1016/j.grj.2015.01.004

16. Specht, A., Bolton, M., Kingsford, B., Specht, R., Belbin, L.: A story of data won, data lost
and data re-found: the realities of ecological data preservation. Biodivers. Data J. 6 (2018).
https://doi.org/10.3897/bdj.6.e28073

17. Pasquetto, I.V., Randles, B.M., Borgman, C.L.: On the reuse of scientific data. Data Sci. J.
16(8), 1–9 (2017). https://doi.org/10.5334/dsj-2017-008

18. Borgman, C.L.: Big Data, Little Data, No Data: Scholarship in the Networked World. MIT
Press, Cambridge (2015)

19. Palmer, C.L., Weber, N.M., Cragin, M.H.: The analytic potential of scientific data: under-
standing re-use value. Proc. Am. Soc. Inf. Sci. Technol. 48(1), 10 (2011). https://doi.org/10.
1002/meet.2011.14504801174

20. Meystre, S.M., Lovis, C., Bürkle, T., Tognola, G., Budrionis, A., Lehmann, C.U.: Clinical
data reuse or secondary use: current status and potential future progress. Yearb. Med. Inform.
26(01), 38–52 (2017)

21. Wolinetz, C.D., Collins, F.S.: Recognition of research participants’ need for autonomy:
remembering the legacy of Henrietta Lacks. JAMA 324(11), 1027–1028 (2020)

22. Marsh,D.E., Punzalan, R.L., Johnston, J.A.: Preserving anthropology’s digital record: CoPAR
in the age of electronic fieldnotes, data curation, and community sovereignty.Am.Arch. 82(2),
268–302 (2019). https://doi.org/10.17723/aarc-82-02-01

23. Mannheimer, S.: Data curation implications of qualitative data reuse and big social research.
J. eSci. Librariansh. 10(4), 5 (2021). https://doi.org/10.7191/jeslib.2021.1218

24. Duke, C.S., Porter, J.H.: The ethics of data sharing and reuse in biology. Bioscience 63(6),
483–489 (2013)

25. Voytek, B.: The virtuous cycle of a data ecosystem. PLoS Comput. Biol. 12(8), e1005037
(2016)

26. Curty, R.G.: Beyond “data thrifting”: an investigation of factors influencing research data
reuse in the social sciences. Doctoral dissertation, Syracuse University (2015)

27. Guba, E.G., Lincoln, Y.S.: Competing paradigms in qualitative research. In: Handbook of
Qualitative Research, vol. 2, no. 163–194, p. 105 (1994)

28. Boeije, H.: A purposeful approach to the constant comparative method in the analysis of
qualitative interviews. Qual. Quant. 36(4), 391–409 (2002)

29. Acord, S.K., Harley, D.: Credit, time, and personality: the human challenges to sharing
scholarly work using Web 2.0. New Media Soc. 15(3), 379–397 (2013)

30. Marsh, D.E., Punzalan, R.L.: Studying and mobilizing the impacts of anthropological data in
archives. In: Crowder, J.W., Fortun, M., Besara, R., Poirier, L. (eds.) Anthropological Data
in the Digital Age, pp. 163–183. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-
24925-0_8

31. Fecher, B., Friesike, S., Hebing, M.: What drives academic data sharing. PLoS ONE 10(2),
e0118053 (2015). https://doi.org/10.1371/journal.pone.0118053

https://doi.org/10.1002/geo2.61
https://doi.org/10.3354/cr00960
https://doi.org/10.1016/j.grj.2015.02.017
https://doi.org/10.1016/j.grj.2015.01.004
https://doi.org/10.3897/bdj.6.e28073
https://doi.org/10.5334/dsj-2017-008
https://doi.org/10.1002/meet.2011.14504801174
https://doi.org/10.17723/aarc-82-02-01
https://doi.org/10.7191/jeslib.2021.1218
https://doi.org/10.1007/978-3-030-24925-0_8
https://doi.org/10.1371/journal.pone.0118053


28 A. H. Sorensen et al.

32. Padilla, T., Allen, L., Frost, H., Potvin, S., Roke, E.R., Varner, S.: Always already computa-
tional: collections as data: final report. University of Nebraska Digital Commons. University
of Nebraska, Lincoln (2019). https://digitalcommons.unl.edu/scholcom/181/. Accessed 18
Sept 2022

33. Coleman, C.N.: Managing bias when library collections become data. Int. J. Librariansh. 5(1)
(2020). https://doi.org/10.23974/ijol.2020.vol5.1.162

34. Lafia, S., Thomer, A., Bleckley D., Akmon, D., Hemphill, L.: Leveraging machine learning
to detect data curation activities. In: 2021 IEEE 17th International Conference on eScience
(eScience), pp. 149–158 (2021). https://doi.org/10.1109/eScience51609.2021.00025

https://digitalcommons.unl.edu/scholcom/181/
https://doi.org/10.23974/ijol.2020.vol5.1.162
https://doi.org/10.1109/eScience51609.2021.00025


#Receipts: A Case Study of the Sonja Ahlers
Archive as Platform Feminism

Jennifer Douglas1(B) and Alexandra Alisauskas2

1 University of British Columbia, Vancouver V6T 1Z1, Canada
jen.douglas@ubc.ca

2 University of Calgary, Calgary T2N 1N4, Canada

Abstract. This paper reports on the early findings of a case study of artist Sonja
Ahlers’ recordkeeping to position archives as a kind of discursive feminist plat-
form, predating the rise of digital feminist platforms but aligned in motive and
function with them. This short paper represents an early phase in a project explor-
ing archives as platforms; it aims to ground the study within a theoretical frame-
work drawn from digital feminist platform studies, and to suggest some of the
ways digital feminist studies can inform theories about records and archives, and
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1 Introduction: Archives and Platform Feminisms

In their recent book on digital feminist activism, Mendes, Ringrose and Keller explore
how digital platforms such as Twitter, Facebook and Instagram provide feminists (and
emerging feminists) with innovative ways to “dialogue, network and organize [in order]
to challenge contemporary sexism, misogyny and rape culture” [1]. Mendes, Ringrose
and Keller credit these digital media platforms with affordances that not only permit
innovation, but also increase the visibility of feminist activist initiatives. Social media
platforms, they argue, “have produced new spaces for debates over feminism, oppor-
tunities for feminist ‘awakenings’ and spaces to challenge rape cultures;” social media
sites “offer women a platform where they can communicate, form communities of sup-
port, engage in consciousness-raising, organize direct action, disrupt the male gaze, and
collectively call out and challenge injustice and misogyny through discursive, cultural,
and political activism” [2].

In these arguments about social media platforms as spaces where diverse feminisms
can be explored and enacted, Mendes, Ringrose and Keller, along with other scholars of
digital feminism, tend to emphasize the newness of this type of space. This focus on the
newness of digital platforms for feminist organizing and consciousness raising runs the
risk of obscuring, even if not intentionally, the existence of earlier platforms that have
permitted similar types of reflection and activity. In this paper, we report on the early
findings of a case study of artist Sonja Ahlers’ archives. We aim to position archives as a
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kind of discursive feminist platform, predating the rise of digital feminist platforms but
aligned in motive and function with them. This short paper represents an early phase in a
project exploring archives as platforms, which is to ground the study within a theoretical
framework drawn from digital feminist platform studies, and to suggest some of the
ways digital feminist studies can inform theories about records and archives.

1.1 Platform Feminism: A Brief Literature Review

Writing about digital platforms, Rentschler and Thrift explain that “social media plat-
forms foster different ways of doing feminism” [3] because of the platforms’ particular
technological and discursive affordances. Gibbs et al. define what they call “platform
vernaculars”: “unique combinations of styles, grammars, and logics, genres of commu-
nication that emerge from the affordances of particular social media platforms and the
ways they are appropriated and performed in practice.” As Gibbs et al. note, affordances
that are “built into” a platform’s hardware and software “delimit particular modes of
expression or action,” influencing what gets communicated in different spaces and how
[4].

One affordance of digital platforms facilitating feminist activism is ease of access
and use; because platforms like Twitter and Instagram present relatively low barriers
to participation, they shift the ability to produce and share feminist content to a wide
array of creators. Clark notes how “digital media have provided feminists of color and
feminists working outside of formal organizations with a new, effective means of expos-
ing their work and connection with others.” As Clark explains, large organizations and
initiatives (e.g., NOW, the National Organization for Women) “no longer [necessarily]
structure communication within the feminist movement; rather, communication itself,
from blog posts to Twitter hashtags, has become an important organizational structure
formovement” [5]. Clark’s comments emphasize the role of platforms in communicating
within feminist movements and show how the ubiquity and accessibility of digital plat-
forms can facilitate feminist communication outside of established and institutionalized
channels and discourses. As Baer notes, these new digital platforms offer “great poten-
tial for broadly disseminating feminist ideas, shaping new modes of discourse about
gender and sexism, connecting to different constituencies, and allowing creative modes
of protest to emerge” [6]. Digital platforms, Mendes, Ringrose and Keller conclude,
provide communities – and maybe especially “marginalized communities” – with “new
means through which to ‘posit counter-discourses in a way that can spread widely’” [7].

The use of hashtags on social media posts is an example of this kind of counter-
discourse circulation, facilitated by the affordances of particular platforms. Scholars
who study “hashtag feminism” [8] explain how the ability within social media platforms
to aggregate posts (e.g. tweets) about the same topic or event creates a critical mass of
experience and commentary that if not brought together this way, can be more easily
dismissed as the experience or opinion of a few (complaining) feminists. In this way,
a hashtag can acquire “significance in its own right as a memetic disruption of dom-
inant discourses;” for example, a hashtag like #YesAllWomen denies the “misogynist
violence” inherent in assumptions that violence against those who identify as women is
rare and isolated [9]. Gibbs et al. discuss how hashtags are used “across a wide variety
of online platforms,” showing how “the affordances and performances that constitute a
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vernacular are not necessarily specific to a [single] platform;” however, they also assert
that “every platform has a vernacular specific to it that has developed over time, through
design, appropriation, and use” [10]. In our emerging work on archives as platforms,
we are interested in exploring how archives function as platforms, the kinds of plat-
form vernaculars that are specific to archives, and how archival creators perform these
vernaculars for particular – and particularly, feminist – discursive and communicative
purposes.

1.2 Archives and/as Platforms

Despite their insistence on the importance of the context of an archives’ creation, its
relationship to its creator’s activities, and its authenticity and reliability as evidence
of past facts and acts, archivists have paid scant attention to the ways an archive as a
whole might perform a communicative function. Exceptions to this include MacNeil’s
exploration of archives as a particular kind of text, which by virtue of the particular
processes by which archives are compiled, organized and re-organized, function and
should be read as “embodied arguments” [11, 12]. In this view, archives are not just
randomly collected together at the end of a creator’s life or the time of donation to a
repository, but are assembled together as the result of deliberate decisions and actions
and for particular purposes. In a similar vein, Douglas and MacNeil consider the ways
that archival collections function as lifewriting texts. Douglas and MacNeil argue that
by making decisions about what materials to include (or not) in their archives, how to
organize them, and what stories to tell about them, archival creators are engaging in
autobiographical acts, using the archives to tell a particular story [13].

In her work on the archival turn in feminism, Eichorn discusses how “feminist schol-
ars, cultural workers, librarians and archivists born during and after the rise of the sec-
ond wave feminist movement” have begun to understand “the archive as an apparatus to
legitimize new forms of knowledge and cultural production” [14]. Eichorn’s view of the
archive as legitimizing apparatus and the emphasis on archives as texts seen in works by
Douglas and MacNeil direct attention to the ways archives – like the digital platforms
examined by Ringrose, Keller, Mendes and others – function as a particular means of
making arguments and communicating them across time and space. In the next section,
we explore this type of function in the context of a specific archival case study.

2 A Case Study: Sonja Ahlers

Sonja Ahlers is a visual artist and poet from Victoria, B.C., whose art practice and
works are difficult to categorize. In the 1990s, Ahlers was a key figure in feminist zine
networks and is best known for her artist books, including Temper Temper (1998), Fatal
Distraction (2004), and The Selves (2010). Her latest book, Swan Song, was published
in 2021. These books fuse collage and text with a zine aesthetic and diaristic sensibility
in a style that has been referred to as graphic poetry. To compile these texts, Ahlers
has drawn extensively on the significant archive she has amassed as a lifelong collector.
Brought together and arranged within the pages of each book, these archival materials
perform a particular kind of feminist, social analysis. In conversations with us, Ahlers
described being deeply influenced by the idea embodied in the title of Alice Munro’s
prototypical feminist novel, The Lives of Girls and Women: in her art practice and in
her archives, Ahlers attempts to document how girls’ and women’s lives are defined and
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documented for them in mainstream culture. Both her art and her archives are ways of
talking back to that dominant culture.

Ahlers’ archives include a large body of her own collage and poetry work, files of
collected source materials, drafts, and binders of project documentation. The archive
also includes personal materials such as journals, family records, correspondence and
materials sent to her from a significant number of friends and penpals. Like many artists’
archives, Ahlers’ archive is both part of her art practice – a space she draws from and
works with to create new works – and the documentation of that practice, the material
evidence of her work, and also of her personal life and relationships. She is currently
in the process of working with the archives as part of a planned retrospective exhibition
at the same time as she is preparing materials for potential donation to an archival
repository.

Traditional archival theory posits archives as aggregations that accrue through the
unselfconscious actions of their creators; in contrast, Ahlers’ work creating, sorting,
pulling from, using, re-using and preserving her archives is an example of an archives as
a site of creative activity and deliberate self-fashioning. In previous work, we introduce
the concept of “records work” to describe the “active roles” creators play in compil-
ing their archives; the term “considers how people work with records as well as how
records themselves work (i.e. what work they perform and what they accomplish or do)”
[15]. In the next two sections, we explore two types of records work performed by the
Sonja Ahlers archives that help us to also position Ahlers’ archives – and archives more
generally – as a particular type of communicative platform.

2.1 The Archives as ‘Crime Scene’

In an interview with curator Godfre Leung and the second author, Ahlers discussed
the function of her archives in her life. “My identity is wrapped up in my archives,”
she explained. “The archive is evidence I exist.” Ahlers describes a “forensic” process
by which she investigates her own archives, uncovering and recovering materials that
help her make sense of her “fractured” past selves and provide source material for her
work. “The archive is evidence to me,” she reiterates. “I can’t not do something with
it, because it exists. It gives me source material that I can’t deny.” The archive is “like
a crime scene,” and by going back to it in her forensic manner, Ahlers finds ways to
“connect more dots,” to “see things in a whole new light” [16]. In an interview with the
first author, Ahlers explained how by looking through her archives she can see harmful
patterns in relationships that she did not understand at the time they were unfolding.
The archive provides evidence of how she was being groomed, gaslighted and ‘negged,’
terms that did not exist (or were not commonly used) in the 1990s and early 2000s to
describe the experiences of those who identify as girls and women. A piece in Ahlers’
upcoming exhibition titled “Men Explained Things toMe”mines the archives to refigure
these relationships that felt like flattery but in fact were “grooming and predatory” [17].
In these examples, we see howAhlers works with and through the archives to both affirm
and understand past relationships and to reconfigure them in ways that allow her to take
control of the narrative.
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2.2 The Archive as Feminist Platform

Ringrose, Keller and Mendes discuss digital feminist activism in the context of #metoo
and rape culture. Citing Alcoff’s work, they consider how within rape culture, women
are “denied presumptive credibility,” required always to plead their case in a context
of “structural disbelief” [18]. In the parlance of hashtag feminism, those who identify
as women and girls need to keep #receipts. In some keyways, Ahlers’ archives are also
#receipts.As described in the previous section,Ahlers has characterized her archives both
as documentation of the lives of girls and women in particular socio-cultural contexts
as well as a “crime scene.” As such, the archive provides evidence – the #receipts – of
how she experienced life as a girl and woman. As “source material [she] can’t deny,”
her personal archives provide her with a discursive space in which she can gather,
create, preserve and make public evidence of the lives of girls and women in ways
that both foreground and talk back to how that evidence is disregarded in other spaces.
Ahlers worked for several years as a page at the Yukon Archives inWhitehorse, Canada,
and, like the feminist activist archivists Eichorn talks to, understands how archives are
discursively aligned with evidence, valued for their evidentiary qualities, and treated as
spaces to preserve, uncover and publicize the ‘true’ history of an individual, organization
or event.

Eichorn’s analysis of how feminists use archives as a legitimizing apparatus acknowl-
edges the role archives can play – and the use feminists can make of them – in shaping
discourse. Creating archives is an agential act in the shaping of particular narratives,
stories and histories that have a specific relationship to legitimacy and authority. In her
art practice and in the preparations, she is making for archival donation, Ahlers seems
aware of the legitimating and evidentiary affordances of archives. Eichorn argues that
“rather than simply reflecting a desire to understand the past, the current archival turn
[in feminism] reflects a desire to take control of the present through a reorientation to
the past” (emphasis added) [19]. If we consider archives as platforms, with vernaculars
specific to them, we can see how Ahlers and the feminists interviewed and studied by
Eichorn take advantage of the particular affordances of archives – their association with
evidence and legitimacy – not only to tell stories about their pasts, but also to preserve
and present the #receipts necessary for a feminist retelling of the lives of (those who
identify as) girls and women.

3 Archives as Platform: Building Theory of What Archives Do

Our research in this area is in its early stages, andwe continue to explore Ahlers’ archives
as well as other archives we have identified that function similarly (i.e., where their
creators are active agents using archival creation as a mode of feminist communication
and activism) to further develop this theory of archives as (feminist) platforms. While
archives are commonly described as preserving the past, this is not their only, or even
their most important role [20]. Thinking about the discursive affordances of archives as
platforms invites us to think about how personal archives are assembled and deployed
for particular communicative aims, as well as how feminists have found means to assert
agency and publicize #receipts prior to the ubiquity of new social media platforms.
Interpreting archives through the lens of digital feminist studies – trying to understand
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archives as feminist platforms – requires a shift in thinking about what archives are, to
what archives do. This shift could prove productive for thinking about what archives
are for, more broadly, and has implications related to what, why and how we preserve.
Positioning archives as feminist platforms may also prove productive for scholars of
gender studies, rhetoric, communication and/ormedia studies, when there is an emphasis
on archives not simply as accumulations of source material, but as MacNeil argues,
rhetorical texts in their own rights.

While their focus is entirely on digital platformsMendes, Ringrose andKeller advise
that “digital feminist activism can only be comprehensively understood via affective,
material, technological and cultural lenses.” Digital feminism, they argue, “should not
be merely understood via digital artifacts, but through social and cultural processes and
their entanglement with technologies” [21]. In our work, we take this argument seriously
by focusing on the social and cultural processes of archives creation, and the archive as a
feminist technology and platform. As we continue to develop this research, we hope our
work will contribute to a broader understanding of the technologies, including archives,
digital or not, by which personal, political and activist discourses are created, preserved
and circulated, as well of the cultural and affective contexts in which these activities
occur.

In his analysis of queer uses and effect on Tumblr [22], Cho shows how the “partic-
ularities of Tumblr’s sociotechnical affordances” create “distinctive affective registers
that are an integral part of the Tumblr experience” [23]. While both archives and digital
platforms provide opportunities for feminists to protest and raise consciousness through
increased visibility and publicity, a particular sociotechnical feature of archives as plat-
forms relates to their unusual status as theoretically publicly accessible but in practice
also cloistered in archival reference spaces, whether physical or online. Eichorn high-
lights this aspect of archives, explaining, for example, how in the Riot Grrrl collections
at the Fales Library in New York, the capacity for materials to be public but “within
limits” (emphasis in original) was appealing to the grown up grrrls who contributed
their records [24]. Keenan and Darms further explicate this appeal with an analysis of
Fales’ reference rooms as a “safe space” [25]. For Ahlers, the archive is a safe space
that affords her a unique genre of communication; it is a means of safekeeping and
of sharing stories, which, when she was younger either could not be told or were not
heard, so that they can speak in other ways. With its associations with evidence, truth,
permanence and legitimacy the archives as platform becomes an affectively powerful
staging ground for a particular kind of calling to account in the lives of girls and women,
one that provides opportunities to talk back to “structural disbelief.” Archives provide
another, different way of doing feminism. As we continue to explore the idea of archives
as feminist platforms we expect to deepen understanding of these sociotechnical and
affective affordances of archives, to be able to characterize the platform vernacular of
archives, and to strengthen the case that archives matter not only for what they contain,
but for what they are and do in the world.
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Abstract. The fourth dimension of the Records Continuum Model, pluralize, is
often characterized as the link to understanding records’ function in the societal
and collective memory. Recently, Frings-Hessami (2021) presented the concept of
societal embeddedness as an enhanced understanding of the fourth dimension. The
concept is proposed to be used as a tool to interpret and analyse pluralization pro-
cesses, and Frings-Hessami argues that pluralization does not just involve sharing
in the future—but also societal expectations in both records and recordkeeping.
The purpose of this paper is, from a user perspective, to test the concept of soci-
etal embeddedness as an analytical tool in a specific recordkeeping story, and to
reflect on the societal contexts of records to enhance sustainable recordkeeping of
digital information. The paper is based on a research project in the context of the
Swedish private sector and digital recordkeeping of company bankruptcies. The
results strongly suggest that the concept of societal embeddedness can contribute
to an enhanced understanding to why records are created, used, and consequently,
understanding user need. Overall, analyses show that the fourth dimension affects
all other dimensions and societal embeddedness can be used as a tool to understand
the actions taking place in them.

Keywords: Recordkeeping · Records continuum model · Fourth dimension ·
Societal embeddedness · User

1 Introduction

In 2021, Frings-Hessami presented the concept of societal embeddedness. Based on the
records continuum model, Frings-Hessami [1] proposes using the concept to interpret
and analyse pluralisation processes. The concept was created as an extension of Hans
Hofman’s Dutch translation of the fourth dimension “maatschappelijk inbedden”, which
translated into English means “to embed in the society” [1]. The concept of societal
embeddedness is presented as a way to illustrate and explain the perspective of plural-
ization, by highlighting that pluralization does not just involve sharing in the future but
also regards societal expectations in both records and recordkeeping. Different contexts
and different societies have laws, regulations, and expectations that affect and explain
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the creation of records as well as the use of them. The purpose of records creation
is thus to meet the societal expectations – records are therefore “captured, managed,
accessed, shared, and used in ways that meet those expectations” [1]. Frings-Hessami
has used the records continuum model as a teaching tool and argues that the model’s
multidimensional essence has often been misunderstood, especially the fourth dimen-
sion. Difficulty in interpreting the literature and the lack of examples of how to practice
the model are described as two reasons for the misunderstandings. The purpose of the
article was to contribute to an enhanced understanding of pluralisation and to engage
archival researchers, practitioners, as well as students to reflect on the societal contexts
of records [1].

The fourth dimension of the records continuum model is often described as con-
nected to the representation of the records’ function as a collective memory beyond the
boundaries of the organizationwhere the recordwas first created [2, 3]. Figuratively, with
a pluralize perspective, “we’re on the ‘outside’ looking in” [4]. From this perspective,
a record can be used and interpreted through spacetime outside of its original context
and is “always in a process of becoming” [5]. Or as Cumming describes a record in a
continuum perspective: “it operates through time, not in time” [6]. An inward reading
of the records continuum model is described as emanating from social and cultural con-
texts that are represented by the fourth dimension [7]. Thus, with a records continuum
perspective, records can have multiple lives depending on the use of them, and they
can be reused outside of the context where they were originally created. However, all
dimensions are present in the records continuum theory. Even though organizational
recordkeeping foremost focuses on perspectives regarding the first, second, and third
dimension, the organizational recordkeeping is still connected to and informed by con-
cerns derived from the fourth dimension [7]. Or as Reed argues: “recordkeeping does
not occur in a social, cultural or political void” [8] – societal expectations and social
influences reverberate through all dimensions and affect records creation, capture, and
organization [7, 9]. Social requirements may be different depending on both context and
time, and the fourth dimension represents the broader social environment as well as the
“capacity of a record to exist beyond the boundaries of a single entity” [8]. The con-
cept of societal embeddedness that Frings-Hessami proposes is described to enhance
the understanding of the fourth dimension, from records creation to use and reuse in
different contexts [1].

But, can the concept be used as a tool to explain and understand societal expectations
and pluralisation in any recordkeeping story regardless of context? In the article Frings-
Hessami [1] presents how a recordmoves between all dimensions using a wedding photo
as an example. A wedding photo by itself represents several societal embedded contexts
of when the photo first was created. The existence of the photo mirrors the expectations
from society and “[…] is a reflection of the importance attached to weddings as symbolic
events deemed important to capture in that society at that particular time” [1]. How
can the concept of societal embeddedness be used to explain pluralisation processes in
the context of digital recordkeeping and reuse of information and records of company
bankruptcies?

The purpose of this paper is to test the concept of societal embeddedness as an
analytical tool to reflect on the societal contexts of records. This paper focuses on the
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digital recordkeeping process of the investigation of bankruptcies and the incorporation
of societal expectations in this specific context.

2 Research Context

This paper is based on a research project in the context of the Swedish private sector and
company bankruptcies. The research project aims to create a digital service to increase
the capacity to manage digital records to support business needs as well as preserva-
tion needs. Involved in the project are the creators of this digital service, the users of
the service, and participants representing the Mid Sweden University. The creators are
employees of a Swedish information company that specializes on creating digital solu-
tions for long-term informationmanagement for both public and private sector. The users
of the digital service are official receivers. The purpose of the University’s participation
was to observe the working process when creating the service, as part of the present
study. The discipline of the official receivers has traditionally focused on analogue,
physical information and documents, and not on digital information within the compa-
nies’ different digital systems. A common scenario when a company has been declared
bankrupt is that official receivers are assigned to manage the company’s entire assets.
According to the Bankruptcy Act [10] the official receivers then collects an inventory of
the company’s assets and debts based on assessed values. These assets are all property
that belonged to the debtor at the time of the bankruptcy and the official receivers aim
to extract money or other assets to the creditors. The official receivers need to preserve
the material for at least seven years after the time of bankruptcy [10]. After these seven
years, the preserved material is usually thrown away. The life cycle usually ends here.
However, a transition towards digital management would increase the availability and
the possibility to reuse records and to increase the ability to detect shortcomings in an
effective way.

3 Research Approach

This paper is based on empirical data from one abductive action case study, an approach
that originates from information systems research. An action case study is a mix of a
case study approach and action research approach which involves an interpretative as
well as an interventive stance [11]. Here, the researcher observed and actively partic-
ipated in project meetings. Such an interventive approach affects to different degrees
and it is possible that the researcher influences project members in the creation of the
digital service. The empirical data were collected in Sweden from January to October
2021. The data collection methods consisted of participation observation in forty-five
hours of project meetings, four semi-structured interviews with creators and users, one
semi-structured group interview with both creators and users of the digital service, and
document studies of project documentation by the creators. Notes were taken during
each project meeting, which were then used as guidelines when developing interview
questions. The project meetings as well as the semi-structured interviews were con-
ducted via a video-conferencing tool. The transcriptions of interviews and notes from
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the participation observation of project meetings were analysed using the reading of the
model by Frings-Hessami [1] as an analytical guiding tool.

The recordkeeping story presented by the users of the service was analysed from a
fourth-dimension perspective and consisted of an inward and an outward reading of the
records continuummodel. In the article Frings-Hessami [1] presents how a recordmoves
between all dimensions using a wedding photo as an example. By using the example of
a wedding photo, Frings-Hessami [1] discusses the importance of metadata as well as
possible reuses. A wedding photo by itself could represent several societal embedded
contexts of when the photo first was created. Although, with added metadata such as
who, time, and place, the possibility of reusing of the photograph could increase.

4 Theoretical Framework

“Models areways of seeing things” [12], and the records continuummodel has been used
as an analytical and teaching tool which enables different perspectives of recordkeeping.
The model was created by Upward [2, 13], together with McKemmish and Iacovino,
and is based on postmodern thinking and structuration theory. It was created “[…]
for recordkeeping in an age when accessibility of records was more important than
their location” [14]. In contrast to the North American life cycle model with its linear
lifeline perspective of records, the records continuummodel “[…] questions the need for,
and even the existence of, boundaries within and between recordkeeping processes and
roles” [15]. The model enables action-structure within different recordkeeping contexts
and specialisations such as contemporary recordkeeping, regulatory recordkeeping, and
historical recordkeeping [13]. It can also be an analytical tool in contexts where there is
no conscious records continuum frame of reference [3].

The model consists of four interrelated axes (Identity, Evidentiality, Transactional-
ity, and Recordkeeping containers) and four overlapping dimensions that describe the
recordkeeping process (Create, Capture, Organize, and Pluralize). Themodel (see Fig. 2)
can be read from different perspectives depending on the contexts and purposes of the
reading. Documents are created in the first dimension (create) which is described as “the
locus of all action” [8]. The trace of action is further captured as trace of record which
is evidence of an activity in the second dimension (capture). In the second dimension,
metadata is added and the record is communicated and connected to context in personal
and organizational recordkeeping systems [8]. In the third dimension (organise), records
are organised and aggregated with other records as a corporate and individual memory.
The fourth dimension (pluralize), represents the records’ function as a collectivememory
beyond the organisational boundaries that first created the record [2, 3]. As described by
McKemmish, a record is “always in a process of becoming”, and from a pluralize per-
spective this means that a record is not fixed (unlike its content and structure) and can be
interpreted through spacetime outside of its original context [5]. Or as Frings-Hessami
[16] has argued, there is no end stage from a records continuum model perspective.
After being pluralized, records “[…] are susceptible to be reused, recreated, recaptured,
reorganised and repluralised” [16]. Records can have multiple lives depending on the
use of them, and they can be reused outside of the context where they were originally
created. Interpretation and re-presentation of records depends on the context of use and
can therefore change [17] (Fig. 1).
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Fig. 1. The records continuum model © Frank Upward.

The concept of societal embeddedness that Frings-Hessami proposes is described as
enhancing the understanding of the fourth dimension, from a records’ creation to use
and reuse in different contexts, by elucidating societal expectations in both records and
recordkeeping [1]. As the fourth dimension is described to elucidate sharing beyond
organizational contexts connected to collective memory [13], the concept of societal
embeddedness aims to enhance the dimension further [1]. A records continuum per-
spective can also be used to analyse records that have been kept secret and not made
public outside of the organisation that created them. The reasons for keeping them secret
derives from concerns from the fourth dimension and could be reasons such as “[…] the
need to preserve national security or to conform to privacy legislation” [18].

In the following part of the article, the concept of societal embeddedness has been
used in the analytical process in the study to further analyse the recordkeeping story of
the process of investigation of bankruptcies.

5 Results and Discussion

This section presents the result of the action case study and begins with an introduction
of the different roles of the creators and the users in the creation of the digital service.
It continues with the creators and users view on how they value information. This is
followed by a presentation of the process of investigation of bankruptcies with a reading
of the records continuum model based on the concept of societal embeddedness.
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5.1 Roles of Users and Creators

The users in this study are official receivers (OR). The role of these users in the project
is to contribute with their perspectives on what and how much information they need
to fulfil their duty as OR. They also contribute to the structure, design, and testing of
the digital service. In an interview, a user described that they do not usually extract
digital information from different digital systems since they do not possess that kind of
knowledge. Their expectation on this service is to be able to identify assets that may be
hidden in different systems and that the digital service could be a part of their routine as
official receivers.

The creators are employees at Swedish information company that specializes in cre-
ating digital solutions for long-term information management for both the public and
the private sector. They describe themselves as a company that strives for a proactive
information management where the information is viewed as something that has con-
tinuing value and can be used for other reasons and in different contexts. According to
the creators, the users and their needs is what they focus on, and what the user values
may change over time and depends on who the user is. Traditional archival records man-
agement is described as something that is more static and reactive rather than proactive.
The creators of the digital service focus on the digital information that is not being used
today. They aim to be able to refine and redefine values in information and to capitalise
information. Value is described as something that is non-fixed and that can always be
expanded, something that is based on the ability to track information, to find, retrieve, and
sort information. The creators base their structure on the explicit need of these specific
users. Their role is to retrieve the information from the different systems, to structure
and classify the information and further preserve the information in an archival system
and make it searchable for further use.

5.2 Valuing Information

In interviews with the creators of the service, a concept that reoccurred was the concept
of value. Value of informationwas described as something that is connected to subjective
understandings and needs. Information value was described as the value that a person
ascribes to the information and as something that can change over time.

“We can identify who the information is valuable for, here and now, but it can
also be valuable in other ways than we can see here, in this moment. The value
of information is determined by the beholder and the user, or the one that has the
need for the information”

(Interview with creator)

The creators argue that the value lies in the eye of the beholder. They also emphasise
that value is connected to use, meaning that value is connected to whether information
can be useful and accessible. According to the creators, there is also a possibility that
aggregation of data and information of bankruptcies could have continuing value for
society as a whole. The creators argue that even though bankruptcies may be described
as events that most people would like to forget, this type of aggregation could paint
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a picture of entrepreneurship and its life cycle in a society. The creators also add that
aggregation of data and information of bankruptcies could give a broader picture of
bankruptcies, processes behind the bankruptcies, economic structures, how companies
run their organisations, and facilitate discovering connections between them et cetera.

According to the users of the digital service, the value of information is connected
to the main goal of the profession: to retrieve as much information as possible that can
contribute to discovering more and other assets and therefore fulfil their commitments
as OR. One commitment is to detect shortcomings and conscious or unconscious errors
that they are obliged to report to the Swedish Economic Crime Authority.

5.3 A Recordkeeping Story – The Process of Investigating Bankruptcy

The following part of the article presents the process of investigation of bankruptcies,
interpreted as a recordkeeping story. An outward and inward reading of the records
continuum model is based on interviews with users (official receivers) of the service, on
notes from project meetings, and notes from the participation observation of the testing
of the service. An inward reading of the record continuum model in this specific context
will start from the societal and cultural context of the official receivers’ point of view, in
the fourth dimension. The records that are created from this perspective are determined
by the purposes and need of use by the OR.

According to theOR, several different information assets are important to consider in
their process of investigation of bankruptcies. These information assets could be book-
keeping, contracts, and emails. The different information assets can also be represented
by physical items such as different vehicles owned by the bankruptcy company. The
ORs described three main factors that regulate their process of bankruptcy: 1) comply
with laws and regulations, 2) resolve creditors, 3) maintain an organised society. The
OR has legal demands to manage the bankruptcy and dismantle the company in a struc-
tured way. The Swedish Enforcement Authority monitors the process of bankruptcies,
ensuring that the OR complies with the Bankruptcy Act [10]. A debtor is a company
or a person in bankruptcy that has debts to the creditors. The OR is obliged to make
sure that the process of debts to the creditors can be solved [10]. The factors presented
above are factors described by the OR and impacts the creation of records from a plu-
ralized perspective. In this specific study, the ORs are the proposed users of the service
being created. The service is based on the need of these users and they contribute with
knowledge regarding what and how much information they need to fulfil their duties
as ORs. Thus, they are active users and described in an interview with creators as “the
most important link in order to extract value in information”. Consequently, the value of
information is connected to the need and the need is bound to specific contexts and users.
It could be agreed that different users’ equal different needs. Sundqvist [19] describes
that within archival theory users are described as equal to records creators. According
to research in design and development of recordkeeping systems, users should be more
involved in the creation process of records systems. These systems should be based on
the needs and perspectives of the users [20].

When the ORs carry out the process of investigation they also do an outward reading
of the records continuummodel seeing the creation of records from the perspective of the
company that first created them. The company has, as the OR, factors that regulate how
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andwhy they carry out their business processes. In an example of contracts where theOR
searches for evidence of documents that reveal what the contract is for, who or whom it
considers, determining when it was created and when it expired, the OR needs to go back
to the Create dimension. The contract is a trace of an agreement between presumably
two actors, but in contrast to the example with the wedding photo, metadata is already
added and therefore it exists in both the Create and Capture dimensions. According to the
OR, a contract usually reveals information (or metadata) regarding time, actors involved,
what the contract is for, and payment. As the OR argued, contracts are often captured
in different systems such as bookkeeping systems together with other documents that
connects other companies, other actors, or transactions to the contract, which takes place
in the Organise dimension. It can also be assumed that the contract has been sent by
email to the other party of the contract and therefore shared outside the company, which
has created a new and separate recordkeeping trail (Pluralize dimension). Thus, the
inward reading from the perspective of the OR starts with an outward reading from the
perspective of the company.

Since theORs are not a part of the company they are investigating or involvedwith the
records that were created by the company, their analytical process begins from the fourth
dimension perspective. From this perspective the ORs investigate what systems they
have access to and how records have been managed (Organise dimension). According to
an interview with an OR, a common system is a digital bookkeeping system that often
contains captured and organized evidence that verifies activities such as differentmaterial
of agreements, contracts, receipts, or other documents (Capture dimension). These are
often scanned or photographed and connected to different bookkeeping actions. The
OR searches for the traces of the creation of the different documents which is located
in the first dimension; an agreement that has been created by an actor has presumably
been sent to another actor or actors (Create dimension). According to the OR this is
most often done by email. An email can be regarded as a record and when sent it is
seen as “a deliberate act of communication and represents an action designed to evoke
reaction” [8]. The email is created in the first dimension and moves outwards to the
second dimension when sent with intent. The ORs creates a new recordkeeping trail
when they capture a contract in their own recordkeeping system. Together with traces of
transactions, bookkeeping, or emails, these documents are then organised and managed
in the recordkeeping system.

The role of the users was also to test the service after the digital information had
been gathered and sorted by the creators. In the testing the OR searched for expenses that
could be verified by invoices or receipts. In their search they found several documents
that contained invoices that had been photographed. The photos had been taken with
the invoices placed on a sofa (see Fig. 3). The invoice verified the transaction the OR
was searching for. It contained metadata such as: date, invoice number, actors (salesper-
son and buyer), address, a specification of the specific service, terms of payment, total
amount, value-added tax, et cetera. It looked like typical Swedish invoices of today, the
contents of which are regulated by the Value Added Tax Act [21]. Using the concept
of societal embeddedness as an analytical tool it is possible to explain and understand
why and what determines the creation of the invoice. It is regulated by laws of today
(fourth dimension), it is organised and captured within a digital system of the company,
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a technical solution that is at hand today (third dimension and second), and it is created
as a trace of action. So, how can the photograph of the invoice be reused? As men-
tioned, the creators of the service have argued that aggregation of data and information
of bankruptcies could have continuing value for society as a whole. The creators have
argued that it could be reused to conduct research when exploring the processes behind
bankruptcies, how companies run their organizations, or exploring economic structures.
When looking at this specific photograph of the invoice and with the analytical tool
of societal embeddedness at hand, the photograph mirrors a society of flexibility and
digitalization. The photograph was presumably taken at someone’s home, maybe with
a mobile phone. A possible reuse of the photograph, that the creator could not have
predicted, is perhaps a cultural anthropological research study exploring different work
environments. The photograph does not mirror a typical office landscape but a rather
a picture of working from home in a time when the lines between being at home and
being at the office are blurred and diffused. Another interpretation could be that it is not
a large business with regulated recordkeeping routines but rather a smaller business with
a more flexible work environment.

Fig. 2. The photograph of the invoice.

As Frings-Hessami [1] emphasises, an inward reading of the records continuum
model takes its starting point “[…] from the cultural contexts and the mandates for the
creation of records in the Pluralise dimension” [1]. As presented above, the ORs has
three different factors of concern to consider to fulfil their duties: 1) comply with laws
and regulations, 2) resolve creditors, and 3) maintain an organised society. These three
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factors constitute why and how they conduct their business affairs, which dictates the
records they need to create. In other words, these three factors constitute the user need,
in this case, which are also the three factors of concern to fulfil their duties. Why records
are created, in the first dimension, derives from the need in the fourth dimension, how
they are captured and organised also derives from the need in the fourth dimension. The
records these users need to create are based on the laws, regulations, and the societal
expectations of establishing an organised society that mirrors a democratic society. The
third factor, maintain an organised society, is connected to their role in society as awhole,
and the expectations that are needed for a society to function. A parallel can be drawn to
the broader purpose of archives where records can be preserved for a variety of reasons.
Seen from a democratic point of view, “[…] archives are meant to enable accountabil-
ity by providing access that can empower citizens against potential maladministration,
corruption and autocracy” [22]. The third factor that aims to dismantle companies in a
structured way is a factor for a just society. The question is, as Cunningham emphasised,
how “[…] archival institutions balance the often-competing demands of public and pri-
vate interests?” [22]. New initiatives of reuse that derive from the need of contemporary
users flourishes and create new grounds for continuing use and reuse of records. When
analysing the process of investigation of bankruptcies from a user perspective (fourth
dimension) and with the perspective of societal embeddedness as an analytical lens, all
dimensions are present. This could be visualised as shown in Fig. 3.

Fig. 3. Outward and inward reading of the records continuummodel from a pluralize perspective.

Figure 3 represents both an outward and an inward reading of the records continuum
model and both readings are seen from a pluralize perspective where the created, cap-
tured, organised, and pluralized records are affected by the societal embedded factors
that derive from the user need. In the process of valuing information of bankruptcies, the
ORs start with a retrospective perspective and pursue their work by exploring actions,
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events, and participants before a company is declared bankrupt. They search for evi-
dence and trace for the creation that may confirm traces of events and actions, and they
usually look for traces such as documents, transactions, bank statements, agreements, et
cetera. These different information sources are then aggregated and become a narrative
of the company. The reasons for the recreation of records, why they capture and organise
and pluralize these records is then explained by the societal embedded factors that are
derived from the needs of the OR.

6 Conclusion

Frings-Hessami [1] proposed the use of the concept of societal embeddedness to interpret
and analyse pluralisation processes. A pluralisation process is described as involving not
just sharing outside of the organisations but also involving societal expectations in both
records and recordkeeping. With a pluralise perspective we are standing on the outside
looking in [4], based on our specific societal and cultural contexts. These contexts are
different depending on when and who is looking in. The purpose of this paper was to test
the concept of societal embeddedness as an analytical tool in a specific recordkeeping
story. It further aimed to reflect on the societal contexts of records to enhance sustainable
recordkeeping of digital information.

The creators based their creation of the service on the explicit needs of the user. As
Sundqvist has emphasised, “records are used because they are needed, and the need for
records ismotivated by something outside itself” [19].What thismotivationmight be can
be interpreted using the concept of societal embeddedness as an analytical tool. The use
of societal embeddedness can contribute to an enhanced understanding to why records
were created and used retrospectively. It also pinpoints the presence of all dimensions
and that the fourth dimension affects creation, capture, and organize. Why records are
created; in the first dimension, derives from the need in the fourth dimension, how they
are captured and organised also derives from the need in the fourth dimension. The
records these users need to create and use are based on the laws, regulations and societal
expectations of establishing an organised society that mirrors a democratic society. The
users emphasised three factors that dictate their records creation and use. These factors
affect the need of records and therefore also the value of records. One could say that
it is not the use per se that determines what is valuable, but it is conceivable that it
is the societal embedded expectations, regulations, laws that affect what is valuable.
The concept of societal embeddedness offers a specific way of thinking that allows a
researcher or an archivist to reflect onwhy records are created, used, reused, or preserved.

In this specific case, after a company has gone bankrupt, a new continuous life starts
where the information and records created by the company live on with new values
assessed by new users based on their specific social and cultural contexts.
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Abstract. Intrigued by the information management replacing records manage-
ment phenomenon, this study aimed at shedding light on it. Relying on preserved
websites, the study examined relevant contents from 2007 to early 2022. It dis-
covered the battle between records and information, and later on information
asset. This battle incurred dazzling changes in managerial considerations, yet the
challenges to management – either towards records, information, information and
records, or information asset – remained the same. So were the unsatisfactory
outcomes. A case seemed perfect to tell the plus ça change, plus c’est la même
chose story. It is our hope that future studies can gather mighty strengthen and
thus settle down the records-information battle once for all.

Keywords: Records management · Information management · Information asset

1 Introduction

Records management (RM) is not native to Australia but the Australian RM has devel-
oped into a leading position internationally. It is the first country that had a national RM
standard (i.e., AS 4390 – 1996 Records Management) and it contributed directly to the
publication of the first international RM standard (i.e., ISO: 15489 – 2001 Information
and documentation–Records management). Today, the Australian RM voice remains
strong in the ISO setting and its domestic RM policies are frequently consulted by RM
practitioners and researchers worldwide. Representing this Australian RM force is the
National Archives of Australia (NAA), which shoulders the responsibility of “oversee-
ing Commonwealth record-keeping” as stipulated in the Archives Act 1983 [1]. Crafting
record-keeping policies and standards has been the most typical way of fulfilling that
responsibility. The term record-keeping in the Archives Act does not have a designated
meaning but it functions in this context as an equivalent to records management. To
use the most recent version of RM definition, RM refers to the field of management
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“responsible for the efficient and systematic control of the creation, receipt, mainte-
nance, use and disposition of records, including processes for capturing and maintaining
evidence of and information about business activities and transactions in the form of
records” [2]. Not an intuitive one, the definition nevertheless points out 1) the goal of
RM (i.e., efficient and systematic control) and 2) the series of activities that are needed
for managing records (i.e., the rest of the definition). In searching for NAA policies
on artificial intelligence (AI), the emerging RM related technology and also the current
focus of the InterPARES Trust Artificial Intelligence (ITrustAI) project (2021–2026), it
was discovered that there were drastic changes on the NAA website relating to RM: the
RM space is now an Information Management (IM) space, in which only two out of the
total thirteen menu items are record(s) related, i.e., “Records authorities” and “Building
trust in the public record”. The term space here refers to the aggregation of webpages
that are devoted to RM or IM, and devotion here is defined by 1) the existence of an
entrance page that is clearly marked by the phrase Records Management or Information
Management and 2) a menu that organizes contents. A quick going-back to the Archives
Act 1983 did not, however, find any principal updates on RM matters and there were no
traces of information management in it. So, why this IM-replacing-RMmakeover on the
NAA website? Is it because that RM has changed into IM in practice yet the Archives
Act has not followed up in time (which is common and understandable)? If yes, then
what are the fundamental differences between RMand IM in practice, andwhat provided
for the replacement? A study was conceived to look into these questions as a literature
search for answers to them did not yield any results. It was rationalized as a component
inquiry of the RM&AI study of the ITrustAI project [3], which has equally two focuses
of RM and AI. The inquiry utilized a method of historical examination, taking advantage
of the historical data that were made possible by digital preservation sites. This paper
reports on the findings of the study.

2 Historical Examination

The historical examination undertaken by the study refers to the locating and analyzing
of the relevant NAAwebpages retrieved from the Internet Archive. The determination of
relevance is rather straightforward as all webpages/contents are locatedwithin the clearly
bordered RMor IM space. The locating process followed themenu items, including their
orders, which we considered reflections of the NAA focuses on policies and work. The
retrieval precision, i.e., the earliest page and the last page of a certain time period,
cannot be guaranteed as the Internet Archive chiefly relies on auto-crawling for its
collections, and any auto means has gaps. The timelines emerging from the retrievals,
expressed in specific dates, are thus not absolute – despite theymay give that impression.
Nonetheless, as these specific dates were results of one-by-one clicking on all captures,
they are largely reliable for aiding the analysis of the retrieved contents. The analysis
followed the path of 1) identifying the RM contents, 2) identifying the IM contents, and
3) comparing RM and IM. The contents identifying processes paid particular attention
to changes and the times of changing within the respect RM and IM time periods and the
comparison looked into the entire RM to IM time period. Content-wise, the comparison
consists of three aspects: 3.1) concepts of record(s) and information, i.e., the object of
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the management, 3.2) managerial considerations, and 3.3) performance, i.e., the results
of the considerations.

3 The Contents and the Changes

The contents-and-changes identifying process included the parts of RM contents and
changes, IM contents and changes, From RM to IM, and The entire process.

3.1 RM Contents and Changes

By the first retrievable RM page and the last retrievable RM page, we established the
RM time period as from 2007-08-30 to 2016-10-18. The RM space changed its appear-
ance around 2011-10-16, we did not, however, consider this change warranting further
compartmentation. The change was only about color schemes and the arrangement of
contents remained the same. In particular, the centralmessage, i.e., the text at the center of
the first page of theRMspace that answered the question “Why recordsmatter” remained
unchanged. By analyzing menu items, a series of changes were discerned. On the first
(retrievable) RM page, five menu items were presented: Check-up, Records authori-
ties, Normal administrative practice, Training, and Where to get help. As the Archives
Act requires NAA to provide assistance to the Australian Commonwealth institutions
regarding RM matters (i.e., S5(2)(c)), we distinguished the menu items into the cate-
gories of NAA core assistance (naa-CA) and NAA supplementary assistance (naa-SA).
As naa-CA items correspond to representative RM activities (i.e., what RM does and
how it’s been doing), we used their NAA-given titles in our analysis to indicate their core
assistance nature, e.g., Records authorities, and did not individually label them as also
naa-CA to avoid repetition. Conversely, we used the naa-SA label for items of a more
general nature and grouped them mostly prima facie, e.g., naa-SA (Training; Where to
get help). In our analytical tables (Tables 1, 2 and 3), we used symbols in addition to
table column titles for analysis demonstration: ‘+’ indicates a new item that is added
to a previous label, e.g., naa-SA (+ Publication) and ‘→’ indicates a newer version, an
expansion, or a reduction regarding a previous item, e.g., (Check-up) → Check-up 2.0.
Table 1 summarizes the times of changing after the first RM page and the changes.
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Table 1. RM contents and changes

{2007-08-30, the 1st RM page:
naa-CA: Check-up; Records authorities; Normal administrative practice
naa-SA: Training, where to get help}

Time The updated New item Removed item The same

2007-10-11 • naa-SA (+
Publication)

• Create, capture &
describe

• Keep, destroy, or
transfer

• Secure, store &
preserve

• Access

• Records authorities
• Normal
administrative
practices

• Check-up

2008-04-13 • None • Information
management
framework

• IT systems

• None • All 2007-10-11 items

2011-03-11 • → Check-up 2.0
• naa-SA (+ Glossary

+ Register for
updates)

• None • None • All other 2008-04-13
items

2011-10-06 • naa-SA (→ Training
and events; →
Publication and tools)

• Strategic information
and records
management

• Managing your
agency records

• All other 2011-03-11
items

• Check-up 2.0
• naa-SA (Where to go
for help; GAIN
Australia)

2012-05-27 • None • Digital transition
policy

• None • All other 2011-10-06
items

2014-06-25 • → Check-up Digital
[4]

• Naa-SA (→
Training, events, and
development)

• naa-SA (A–Z of
information and
records management)

• None • naa-SA (Publications
and tools; Where to
go for help; GAIN
Australia)

• All other 2012-05-27
items

2014-12-17 • → Digital transition
and digital continuity

• None • None • All other 2014-06-25
items

2016-03-02 (till
2016-10-18)

• → Digital Continuity
2020

• Information
governance

• RM agency survey

• None • All other 2014-12-17
items

FromTable 1, we observed that, during this period, eight times of changing had taken
place and the changes occurred with both the NAA core and supplementary assistances.
The degrees of change, however, are significantly different. For clarity, we further labeled
the two parts of NAA core assistance into managerial considerations (i.e., what RM
should do; naa-CA-mc) and performance (how RM has been doing; naa-CA-p). We
observed that naa-SA and naa-CA-p were both rather steady and naa-CA-mc was the
main part of change. While individual items were updated, replaced, or added, naa-
SA had always concentrated on providing general information on the core assistance
and offering customized help when needed for both institutions and individual RM
professionals. Like the supplementary assistance, naa-CA-p, representatively the Check-
up tool developed by NAA for agencies’ self-assessment of RM matters, had been in
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existence from the first page to the last page and only advanced in versions (i.e., from
Check-up to Check-up 2.0 to Check-up Digital). In 2016, another performance tool
occurred on the menu, i.e., the RM agency survey, which was devised to gather more
information from agencies on RM matters. According to NAA, the RM agency survey
was of a “whole-of-government” nature, focusing on NAA’s understanding of issues
“common to agencies across the Australian Government” [5].

The changes to naa-CA-mc are clearly indicated by the new and removed items and
we described them generally as ‘jumping between records and information’. By consid-
ering 1) whether or not “records” is in the name of item and 2) the order between records
and information when they both occur (i.e., “records and information” or “information
and records”), we identified the following changes in terms of (dis/re) appearance:

• 2007-10-11: records disappeared with Records authorities.
• 2008-04-13: information appeared (in the new “Informationmanagement framework”
and “I(nformation) T(echnology) systems”);

• 2011-10-06:

– information and records appeared (in the new “Strategic information and records
management”;

– records reappeared (in the new “Managing your agency records”);

• 2016-03-02: information appeared (in the new “Information governance”).

From these (dis/re) appearances, it is clear that changes happened and happened
to both the object of management (i.e., from records to information and records) and
management itself (i.e., from management to management and governance).

3.2 IM Contents and Changes

By the first retrievable IM page, we established the beginning of the IM space as at
2016-11-13. As the IM space is still current, we used the end of our data collection time
as the end of the IM space for the purpose of our study, which is 2022-01-30. Like the
RM space, the IM space went through one site change; unlike the RM space, however,
this site change went through not only colors but also the way of displaying contents.
In addition to a drop-down menu, there were three boxes under the central message that
were used to highlight three menu items. Moreover, the central message was changed.
As such, we deemed this change worth compartmentation and accordingly divided the
IM space into two phases: the first, from 2016-11-13 to 2019-01-29 and the second,
from 2019-10-31 to 2021-01-16. Table 2 below lists, for the first IM phase, the times of
changing and the changes, following the column titles of Table 1.

For the first IM phase, five times of changing occurred after the first IM page. Simi-
lar to the RM space, naa-SA and naa-CA-p remained steady, with the former appearing
in a more consolidated manner and the latter advanced into the version of Check-up
PLUS. For naa-CA-mc, the ‘jumping between records and information’ ceased and two
trends emerged: 1) records (in “Records authorities”) remained steady (i.e., from the
first page to the last page), and 2) items relating to information were continuously being
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Table 2. IM contents and changes of the first phase

{2016-11-13, the 1st page of the IM first phase:
naa-CA: Digital Continuity 2020; Information governance; Check-up Digital
Records authorities; Managing information
naa-SA: Training and events; Support}

Time The updated New item Removed item The same

2017-01-01 • naa-SA (→
Support and
professional
development)

• None • None • naa-SA
(Training and
events)

• All other
2016-11-13
items)

2017-1-21 • None • None • naa-SA
(Training and
events)

• All other
2017-01-01
items

2017-05-09 • None • Information
Management
standard

• None • All other
2017-01-21
items

2018-05-29 • → Check-up
PLUS (2018)

• None • •None • All other
2017-05-09
items

2019-01-29 • None • Building
interoperability

• None • All other
2018-05-29
items

added (e.g., Information Management standard), including sometimes items that did
not have the term information in their names, e.g., Building interoperability. Building
interoperability aimed at making “information, systems and processes to be interoper-
able” or “information and data between different systems” exchangeable [6]. During
this time period, the object of management appeared to be completely information yet
management and governance were both still present.

Table 3 lists the times of changing and the changes for the second phase following
mostly the column titles of Table 1, but not all of them: the column Removed Item was
eliminated as there was only one item that belonged to this category (i.e., Digital Conti-
nuity 2020, which is attached to the The Same column) and the column The Highlighted
was added to reflect the changed way of content display, which the study considered
reflections of policy emphases.

For the second phase of the IM space, five times of changing occurred after the first
page but four of them are related to one subject, i.e., the Building trust in the public
record policy. Of the naa-CA-mc category, this policy and its developing process were
highlighted on the IM space home page, which became the other record occurrence of
the two record(s) occurrences for this time period. Records authorities continued its
persistence, appearing from the first page to the last page and occupying one of the
highlighted areas. The trend of adding information-related item also continued, here
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Table 3. IM contents and changes of the second phase

{2019-10-31, the 1st page of the second IM phase:
• naa-CA: Digital Continuity 2020; Information Management standards
Information governance; Building interoperability; Check-up PLUS 2019; Records
authorities; Information management legislation; Information management policies; Types of
information and systems
• naa-SA: Agency Service Centre; GAIN Australia
• The Highlighted (from left to right): Introduction to the Digital Continuity 2020 Policy;
Check-up PLUS 2019; Records authorities}

Time The updated New item The same The highlighted

2020-08-01 • None • None • All other
2019-10-31
items

• Same
(Introduction to
the Digital
Continuity
2020 Policy)

• Have your say
on our next
policy for
government;

• Same (Records
authorities)

2020-09-20 • None • None • All other
2020-08-01
items

• Same
• Our next policy
for government
(from 2021)

• Same

2020-10-31 • → Check-up
PLUS (2021)
[7]

• None • All other
2020-09-20
items

• Same
• Building trust
in the public
record policy
(from 2021)

• Same

2021-01-16 • None • Building trust
in the public
record

• All other
2020-10-31
items except
Digital
Continuity
2020

• Building trust
in the public
record

• Same (Records
authorities)

• Check-up
PLUS (2021)
[8]

2021-04-01 (till
2022-01-04)

• None • Information
management
and data
capabilities

• All other
2021-01-16
items

• Same
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with the Information management and data capabilities. For the naa-CA-p, Check-up
PLUS is now at its 2021 version and the naa-SA remained exactly the same throughout.

3.3 From RM to IM

As the above tables sort out changes within the established time periods respectively,
there are gaps between RM and the first IM phase as well as the first IM phase and the
second IM phase. Between 2016-10-18 the last RM page and 2016-11-13 the first page
of the IM first phase, items were both removed and added:

• Removed: Strategic information and records management; Managing your agency
records; naa-SA (Publications and tools; Where to go for help; GAIN Australia; A-Z
of information and records management);

• Added: Records authorities; Managing information; naa-SA (Support)

Between 2019-10-08 the last page of the first IM phase and 2019-10-31 the first page
of the second IM phase, items were as well both removed and added:

• Removed: Managing information; naa-SA (Support and professional development)
• Added: Information management legislation; Information management policies;
Types of information and systems; naa-SA (Agency Service Centre; GAIN Australia)

By combining these moved and added items, we identified 1) the time when Records
authorities was added to the IM space (i.e., 2016-11-13) and 2) the time when the
less formal expression Managing information was replaced by formal ones such as
Information management legislation and Information management policies (i.e., 2019-
10-31).

3.4 The Entire Process

For the entire process, we observed that:

• The object of management changed from records, information and records, to
information.

• The managerial considerations changed accordingly from centering on records to
more and more on information.

1. Information governance emerged alongside information management (standards,
legislation, and policies);

2. The only survival records item is Records authorities, which was removed from
menu during the initial emergence of information management within the RM
time period and added back during the first phase of IM;

• Performance information had been collected throughout.
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4 The Comparison

Following the above observations, we compared relevant specifics for furthering
understanding.

4.1 Object of Management

As the object of management, either record(s) or information should have a formal defi-
nition. The situation, however, is not that simple. First, record(s) has a formal definition,
yet information does not have any; second, record(s) has more than one formal defi-
nitions; and third, information is used to explain record(s). Both the Archives Act and
the AS ISO 15489 RM standard formally define records, with the former stipulating a
record as “a document, or an object, in any form (including any electronic form) that
is, or has been, kept by reason of: (a) any information or matter that it contains or that
can be obtained from it; or (b) its connection with any event, person, circumstance or
thing” (s3) [1] and the latter characterizes record(s) as “information created, received
and maintained as evidence and as an asset by an organization or person, in pursuit of
legal obligations or in the transaction of business” [2]. Neither the wordings nor the
meanings are compatible with each other entirely. For our analysis, we recognized that
in comparison with information (which, again, does not have a definition in either the
Archives Act or the RM standard), record(s) 1) has a more concrete and sometimes
physical format and 2) record(s) contains/carries information.

NAA’s approach towards the meanings of records and information was to put out a
central message, conveying also the significance and affordance of their management.
The central message of the RM space explained records by the following points:

• (RM-1) Records are an essential tool of good business and efficient administra-
tion. For government agencies, records document what is done and why. They pro-
vide information for planning and decision-making and evidence of government
accountability;

• (RM-2) In the long term, some of the records your agency makes will be retained as
national archives and so become part of Australia’s documentary heritage;

• (RM-3) They are often subject to specific legal requirements [9].

The central message of the first phase of the IM space (IMI) made the following
points:

• (IMI-1) Information and records are important government assets. They support
planning and service delivery.

• (IMI-2) Good information and records will help reduce risks for your agency;
• (IMI-3) Managing and storing information and records in the right place means they
will be protected and easily found;

• (IMI-4) All information created, sent and received as part of your work for the
Australian Government is a record;

• (IMI-5) In the long term, some of the records your agency creates will be retained as
national archives and become part of Australia’s documentary history.
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The central message of the second phase of the IM space (IMII) made the following
points:

• (IMII-1) Managing and storing information, data and records in the right place and
the right way means they will be protected and easily found; and

• (IMII-2) At the National Archives of Australia, we provide advice and support to help
everyone working in government to achieve this goal.

From RM to IMI to IMII, the clarity of these messages progressively declined.
The RM central message made clear what records could offer (RM-1 and RM-2) and
how records were controlled (RM-3), yet the IM messages clouded the “offer” part
increasingly and retired the “control” part entirely. The IMI message caused confusions
by adding information to records without explaining why (IMI-1, IMI-2 and IMI-3) and
the IMII message caused further confusions by adding data in between information and
records without explaining why (IMII-1). The IMI message was clearer than the IMII
one because it defined the relationship between records and information (i.e., IMI-4) and
it maintained records’ affordance as part of the nation’s documentary history (RM-2 and
IMI-5) – a noble destination of records. These efforts disappeared in the IMII message;
instead, an emphasis on NAA’s role appeared (IMII-2), which was unprecedented in this
NAA RM-IM history.

These messages seem to reflect also the changed thoughts behind the NAA’s
approaches. We recognized the following: 1) highlighting legal requirement vs not men-
tioning it, 2) rationalizing systematically vs concisely, 3) limiting to the present vs
including also the future, and 4) focusing on agencies vs individual employees.

4.2 Managerial Considerations

The Pure RM. The item names in the above tables indicated that managerial consid-
erations for records and information are mostly intermingled. For example, Information
management framework and Information governance appeared during the RM period
(i.e., 2007-08-30–2016–10-17) and the item Records authorities had been in existence
throughout the entire IM period (i.e., 2016-11-13–2022-01-04). As such, it seemed that
only the beginning of the RM period (i.e., 2007-08-30–2008-04-13) is fully and clearly
RM focused: the considerations for creating, capturing, describing, keeping, destroying,
transferring, and preserving were all about records [10]. Information, as stipulated by the
legal definition of records, remained to be “contained” in records (Archives Act 1983,
2022). The adding of information to the RM space destroyed this clarity as its advent was
not accompanied by any explanations – not even a definition of information that could
help with some level of comprehension. The adding was literarily to place information
next to records, i.e., “information and records” or “records and information” (which is
overall rare) [11]. It is clear that there was a battle between information and records
in terms of occurrence, which is logically relevant to substance as substance requires
occurrence to display it.



Plus ça change, plus c’est la même chose 59

Records over Information, or not? On the pages of Information management frame-
work [12] and IT systems [13], records – not records and information, just records – dom-
inated. Information management framework during this time period (i.e., 2007/10/27 –
2011/09/03) was clearly about records, so was IT systems during its existence (i.e.,
20071028 – 20110903). Therefore, the term information here appeared as a cover only,
under which were indeed managerial considerations for records. Moreover, the pure RM
items of the RM beginning time were carried on for this time period.

The next round is Strategic information and records management (20111014–
20160730) replacing Information management framework and IT systems. The occur-
rence of “information and records” largely increased and the term records was moved
to the label, making one more “information and records”. Managerial considerations
towards information and records could not be distinguished as nowhere differences could
be discerned when they were together. For example, when requiring that “your agency
should have an information and records management strategy”, it explained “strategy”
as “systematic approach” but offered nothing on how information and records should
function respectively or together against the systematic approach [14]. Another example
is the part What are information and records management policies and procedures?, a
place where one expect to find useful information regarding the differences between
RM and IM. Yet, the first sentence beneath it stated only as “Policies and procedures
should be approved by the head of agency or other senior management” [14], apparently
not answering the “what”. On the other hand, records evidently received much more
attention than information: 1) Managing your agency records (20111008 – 20160417)
co-existed with Strategic information and records management, 2) records occurred fre-
quently alone (e.g., “Linking business to records” and “Set out the principles for man-
aging records”) yet information did only once (i.e., Information architecture), 3) under
Information architecture, the content was about both information and records (e.g., “An
information architecture outlines how information and records are used, described and
organized across the whole of your agency”) [14], and 4) the section Standards and
legislation was entirely about records (e.g., “Records and legislation” and “Records in
Evidence”) [15].

This records-dominating (in spite of the information presence) situation started to
tilt when information governance appeared as a submenu item under Strategic infor-
mation and records management at 2013/04/11. On the Information governance page,
information (e.g., “information assets” and “digital information” in addition to “infor-
mation governance”) dominated. Only a handful records occurred when accountability
was being referred to and only one independent occurrence, i.e., records manager [16].
At 2015/11/131, Information governance moved up to the RM main menu, explaining
Information governance as “an approach tomanaging information assets across an entire
organization to support its business outcomes” [17], same as the one on the 2013/04/11
page. It must be pointed out that one of the two objects of governance, i.e., information
asset (the other being digital information) was not defined or explained. Its difference

1 Note that in Table 1, the date for Information governance’s occurrence on themenu is 20160302.
The discrepancy is caused by the different tracing URLs. For Table 1, the URL for records
management was used and here, the URL for Information governance was used. The rest is all
on the Wayback Machine.
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with records, therefore, remained unknown (as well). Moreover, records were still being
placed next to information, raising the question as to the differences between “infor-
mation asset” and “information and records”. Also, the question about the differences
between management and governance emerged. From the above explanation for infor-
mation governance (i.e., governance is “an approach to managing …”), management
seemed to be synonymous to governance. If so, then why were there existences of both
information management and information governance?

Despite of all these confusions, we recognized the trend/intention of intensifying the
presence of information and information asset over records.

Information over Records, or not? The dividing of the IM space into two phases was
due to the way of content display, not the substance of the contents. Both the phases
conspicuously focused on information and the second one formalized (or fortified) the
intention of the first one in terms ofmenu item names. Apart from the persistent Informa-
tion governance, the major information items of the first phase were Information Man-
agement Standards andManaging information. The InformationManagement Standards
page excluded any occurrence of records [18]; however, the ideas for both the IM bene-
fits and principles were identical to those for records except the replacement of the term
records with the term “business information”. For example, both records and business
information were stated essential for government accountability [19] and both records
and business information were required to be created, described, transferred, etc. [20].

The Building interoperability page followed the suit of the InformationManagement
Standards, i.e., to exclude records altogether. The difference between these two is that
the former introduced data into the information focus as building interoperability “means
you can exchange information and data between different systems” [21]. Accordingly,
Data governance and management appeared, characterized as “an essential component
of information governance” [22]. If this characterization tells minimally the relationship
between data and information (part of), it does not, however, help with the conceptual
understanding of these terms: what are the differences between them? By extension,
why are they better than records to be the object of management?

The IM second phase removed the still records-dominating item Managing infor-
mation and added four more information related items to its menu, i.e., Information
management legislation, Information management policies, Types of information and
systems, and Informationmanagement and data capabilities, which gave rise to the above
information-intensified observation. However, these new items did not follow the suit of
Information Management Standard and Building interoperability in terms of excluding
any occurrence of records in their contents. Under Information management legislation
were acts relating to records, i.e., the Archives Act 1983 and the Archives Regulations
[23], and the opening sentence for the Types of information and systems stated that
“Business systems create and manage digital information and capture information about
records” [24]. The Information management policies page featured the Digital Conti-
nuity 2020 Policy, which “enables the integration of information governance principles
and practices into the work of agencies” [25], exhibiting a tie with Information gover-
nance. As we observed above, Information governance did not exclude records but used
(while in small quantity) the expression of “information and records”. The Information
governance in the IM second phase kept still records, but used not only “records and
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information” but also “records management” [26], which was frequently seen in the
pure RM phase but rare subsequently. The Information management and data capabili-
ties “outline[s] the skills and knowledge that employees and their organizations need to
create and manage information assets (records, information and data) effectively to meet
business and accountability requirements” [27]. As such, it included certainly records.
Moreover, the skill and knowledge requirementswere devised based on all other informa-
tion items such as Information legislation and Information governance [28], it therefore
would be difficult for it not to include any content relating to records. By putting all
these together, we recognized that the intensity of information taking over records was
noticeably softened by the contents underneath the item names.

The Policy That Travelled Through RM and IM. As indicated by the above three
tables, the Digital Continuity 2020 Policy had been an important policy for a long time,
running from 2016-03-02 (in Table 1) to 2021-10-27 (in Table 3), across both the RM
and IM periods. It had occupied one of the three boxes of highlight during the second IM
phase till its replacement by the Building trust in the public record policy. We examined
the following four versions of the policy with the hope to shed light on the records-
information-records puzzle: the 2016-03-02 one (DC2020-2016, first time on the RM
main), the 20170122 one (DC2020-2017, first time on the menu of the IM first phase),
the 2019-10-31 one (DC2020-2019, first time on the menu of the IM second phase),
and the 2021-10-21 (DC2020-2021, last time of our data collection period). Also, due
to the statement in DC2020-2016 that “The Digital Continuity 2020 policy builds on the
Digital Transition Policy” [29], we examined this Digital Transition Policy as well.

TheDigital transition policywas first approved in 2011 and remained valid at the time
when DC2020 2016 version arrived. The purpose of this policy is “to move Australian
Government agencies to digital information and records management for efficiency
purposes” [30]. As indicated by this purpose statement, this policy concerned itself
with records and “information and records”, conforming seamlessly to the “records over
information” situation that was evident during the Strategic information management
and Managing your agency records time period. The DC2020 2016 version, however,
seemed to have created a 50%-50% situation, where information dominated yet records
appeared to be the endgame or destination of information. The term information was
used for all important places, e.g., “enables the integration of information governance
principles and practices into the work of agencies” (purpose), “Agencies will manage
their information as an asset” (outcome), and “Information is valued” (principle)). Under
the Authority section, the policy stated that by the Archives Act, records “cover all
information in digital and non-digital formats that is created, used or received as part of
government business” [31], which corresponded to one of the points made by the central
message of the first phase of IM (i.e., IMI-4). Which is over which? Challenging to say.
We, however, asked this question: why was information needed – in fact, all over the
place – when there was a legal concept for record(s)? As the other three versions (i.e.,
DC2020 2017, DC2020 2019, and DC2020 2021) carried on the content of the DC2020
2016, our “over” judgment remained uncertain, and our question remained unanswered.



62 S. L. Xie et al.

The successor of DC2020, i.e., the Building trust in the public record policy 2021,
continued the records-information swinging situation. In this policy, information asset –
not records, not information – dominated. However, this term “refer to records, infor-
mation and data collectively”, its Terminology section explained [32]. This new term,
therefore, made no contribution to the existent situation in terms of clarifying confusions
such as those concerning the differences between records and information. Were man-
agerial considerations applicable to information asset equally applicable to records and
information? If so, why are records and information still needed? If not, how can them
be collectively managed? Moreover, the full title of the policy, i.e., Building trust in the
public record: managing information and data for government and community, seemed
to suggest that record covered information and data – an idea that was promulgated in
DC2020.

4.3 Performance

The Check-up series are online self-assessment tools designed by NAA for agencies,
specifically, questionnaires for self-administration. Early assessments, i.e., those by
Check-up and Check-up 2.0, are only accessible to agencies. Later on, NAA started
to produce summary reports and published them online, which include 2016 Check-up
Digital Analysis of 2015 Survey Data and the 2018, 2019, and 2020 Check-up PLUS
assessment. As the design of the questions was based on NAA intentions, these reports
could not be strictly considered as performance reports. Moreover, as they are self-
administered questionnaires, accuracy cannot be guaranteed across the board. Neverthe-
less, their content would still shed light on the management situation. Our examination
of these reports focused on the most problematic areas, or as the 2016 report stated,
“areas that require ongoing attention” [33]; or as the PLUS reports stated, areas that
were at the “lowest maturity level” [34]. We observed that from the 2015 report to all
the PLUS reports, areas relating to retention and disposition (where the item Records
authorities is the soul) and later on information governance (one that our study identified
as mostly confusing) had persistently remained as the most problematic areas.

5 Conclusions

Our study was triggered by the IM replacing RM phenomenon and we aimed at why. We
found out that RM in practice had not changed into IM because the differences between
IM and RM had never been clear, from the start to end. In other words, the particularities
of managerial considerations towards information could not be discerned. High level
justifications or explanations regarding the replacement did not seem to exist either. As
such,we could not distill answers for thewhy question.Whatwe have discovered seemed
to be a perfect case of plus ça change, plus c’est la même chose: behind the dazzling
changes (i.e., the large number of managerial considerations), the matter (managerial
challenges and outcomes) remained the same.

We still hope future studies – by us or anyone interested – can do better in coming up
with empirical explanations for the replacement. Given the conceptual confusions here,
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however, we expect a much more systematic approach: we would need insights from
the RM and IM practitioners, from those who led the dazzling changes, from those who
implemented (or refused to implement) those changes, and the public who will be much
more impacted by government decisions in the artificial intelligence world. A daunting
task, but one that needs to be done.
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Abstract. Access to information plays an important role in supporting sustain-
able development goals. In marginalised communities where people have limited
access to information, preservation of information previously accessed can play a
crucial role in supporting economic, social, and personal activities and fostering
sustainable development. However, little is known about how marginalised rural
communities in developing countries preserve information and how digital tech-
nologies have impacted on their practices. In order to investigate how individuals
in remote rural communities access and preserve the information that they need
to support their work and daily activities, the author organised two focus group
discussions and ten individual interviews with village men and women in the dis-
trict of Satkhira in Bangladesh. The findings from the research show that villagers,
who have limited access to smartphones and to the internet, are conscious of the
fragility of digital technologies and digital data and use paper notebooks as a
form of backup for information found on the internet, and that some of them also
use digital backups to preserve important information. These findings highlight
the importance of ensuring the sustainability of information and of encouraging
the use of methods to access and preserve information that are appropriate to the
cultural and technological contexts and that meet the needs of the marginalised
communities.

Keywords: Information sustainability · Information preservation · Analogue
backups · Digital backups · Bangladesh · Sustainable development

1 Introduction

Little is known about how rural communities in developing countries preserve informa-
tion and howdigital technologies have impacted on their practices. Access to information
plays an important role in supporting sustainable development [1]. In contexts where
continuous access to information cannot be guaranteed, the preservation of previously
accessed information can help ensure that individuals will be able to access informa-
tion when they need it. However, personal information management (PIM) research
and digital preservation research have focused on urban contexts in developed countries
where individuals have access to large amount of information and can use digital tools
to manage the information they wish to preserve [2]. The information landscape is very
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different in rural areas in developing countries where individuals have limited access to
information and to technologies to access and preserve information.

A recent research project conducted in Bangladesh showed that rural women who
were involved in an information and communication technology for development
(ICT4D) project, the PROTIC project [3], were very conscious of the fragility of digital
technologies and used notebooks to transcribe information sent to them by text messages
because they thought that paper records would last longer than digital information kept
on their phones [2, 4]. After the end of the project, the majority of the women could not
afford the cost of a new smartphone and regular data packages, but they continued to use
their notebooks to access information that they had received during the project and to
write new information because this method of preserving information worked well for
them [2, 5]. Women in Bangladesh perform more than half of agricultural activities [6].
However, they often have limited access to information because they face socio-cultural
and religious restrictions [7] that make it difficult for them to go to the nearby towns
to consult with agriculture extension officers or to bring their animals to the livestock
hospital. By providing 300 women in remote villages with smartphones and setting up
an information system for them, the PROTIC project had endeavoured to bridge the
distance between the women and sources of information. With their smartphones, the
women were able to access information that enabled them to start cultivating new crops
and to set up small economic ventures [3, 8]. However, no measures had been put in
place to ensure that the women would continue to have access to that information after
the end of the project. After some of the phones broke down and information was lost,
the women themselves took the initiative to write down in notebooks the information
they found important and wanted to preserve for future use. Two years after the end
of the project, they still used those notebooks to check information and to write new
information they wanted to keep because it was a method that was working well for
them [2, 5].

In order to determine if the practice of preserving information in notebooks is an inno-
vation brought about by the PROTIC project or is common in rural areas of Bangladesh,
the research conducted for this paper investigated how other villagers from the same
area, who had not been involved with the PROTIC project, accessed and preserved
information and whether they also used notebooks to preserve information. By conduct-
ing interviews both with men and women, the author also intended to assess whether
the methods used by women to access and preserve information differed significantly
from those used by men. Two focus groups, one with men and one with women, and ten
individual interviews with five men and five women were organised in April 2022.

The paper starts with a brief literature review and an explanation of the methodology
used to conduct the research. Before discussing the methods that the participants used
to preserve information, the author presents the findings of the research on the types of
phones that the participants owned or had access to, the methods they used to access
information and the types of information they accessed. The author compares the meth-
ods used by the participants in this research with those used by the PROTIC women,
discusses the differences between the practices adopted by men and women, and raises
questions for further research. The conclusions highlight the importance of ensuring
the sustainability of information and of encouraging the use of methods to access and
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preserve information that are appropriate to the cultural and technological contexts and
that meet the needs of the communities.

2 Literature Review

Access to information plays an important role in supporting sustainable development
goals [1, 9]. Agricultural productivity can be improved through access to information on
new seeds, fertilisers, medicines and pesticides, and farmers can increase their income
through timely information on crop prices in different markets [10–13]. However, people
leaving in marginalised communities in developing countries are often unable to access
the information they need due to their distance from sources of information [12]. In
order to remedy this limitation, ICT4D projects have been designed to help marginalised
communities in developing countries to use ICTs to access information.However, ICT4D
projects focus on technology to access information rather than on the information itself
[14, 15] and do not plan for the preservation of the information accessed during the
projects [16]. The research conducted by Frings-Hessami et al. [4] during the PROTIC
project was the first study of information preservation practices in an ICT4D project.
It showed that the female participants in that ICT4D project started transcribing in
notebooks the information that was sent to them via text messages after some of the
phones that had been provided to them broke down and they lost data, because they
felt that paper notebooks would last longer than phones. Research conducted two years
after the end of the project showed that the women were still using those notebooks to
access the information they had written in them and that some of them continued to write
new information in their notebooks [2]. By then, most of the smartphones provided by
the project had broken down and few women had been able to afford the cost of a new
smartphone. In those circumstances, the curated, localised information offered by the
project was a valuable source of information for women who had limited access to new
information.

In marginalised communities where people have limited access to information,
preservation of information previously accessed can play a crucial role in supporting eco-
nomic, social and personal activities. However, the literature review conducted for this
paper showed that no previous research had been conducted on information preservation
practices by rural communities in a developing country besides the research conducted
about the PROTIC project. Personal information management (PIM) research has been
conducted in contexts where people have easy access to information and need help to
manage the abundance of information [17–19]. The research done in these contexts is
of little relevance to people in marginalised communities in developing countries, for
whom limited access to information and to technology to access information is a prob-
lem. A few studies [e.g. 20, 21] have investigated how individuals manage their personal
information through analogue means in everyday activities and leisure activities, but the
North American contexts in which those studies were conducted are very different from
those in which Bangladesh rural communities live.

Bangladesh is a developing country affected by frequent flooding and cycloneswhere
61% of the population live in rural areas [22] and 29.5% live in poverty according to the
official statistics [23]. Literacy rates have improved considerably in the past decade, with
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preliminary results from the 2022 census showing that the general literacy rate increased
from51.77% in 2011 to 74.66% in 2022 although substantial differences remain between
urban and rural areas and between men and women [24, 25]. The latest figures available
for the district of Satkhira in the division of Khulna, where research for this paper was
conducted, show that in 2011, 46.61% of rural women and 54.47% of rural men in that
district were literate [26].

In recent years, Bangladesh has achieved a rapid development of its mobile phone
network. The Bangladeshi government has made it one of its priorities to develop infor-
mation and communication technologies (ICTs) and to provide government services
online [27]. In 2021, there were 171.85 million mobile phone subscriptions [28], or
about one phone per person in a country of 165 million people, although many people
own more than one phone, while many, particularly women in rural areas, do not have
any. Of those phones, 41% are smartphones and the rest are basic phones [29]. According
to GSMA’s Mobile Gender Gap Report 2021, Bangladeshi women are 42% less likely
than men to own a smartphone and 42% less likely to use mobile internet [29]. Recent
research has shown that mobile phones are commonly shared within families [30, 31]
so that women who do not own a smartphone may have access to the smartphone of a
family member. Nevertheless, access to information and services remain restricted for
people living in rural areas and particularly for women. Through interviews with men
and women in a marginalised community in the South of Bangladesh, the research con-
ducted for this paper gathered some interesting data about the ways men and women
use mobile phones to access information and about their use of analogue and digital
technologies to preserve information.

3 Methodology

The data for this paper was collected during two focus group discussions (FGD), one
with eight men and one with eight women, and ten individual semi-structured interviews
with five men and five women organised in April 2022 in the sub-district of Shyamnagar
(district of Sahkhira) where previous research had been conducted on the information
preservation practices of PROTICwomen [2]. The numbers of interviewswere relatively
small due to time constraints, but the author’s aim was to get an idea of practices used in
the village before developing a larger study. The interview questions were prepared by
the author and the focus group and interviews were conducted by a Bangladeshi team
consisting of one research collaborator and two students. Participants were selected
among the local community by a local non-governmental organisation (NGO) involved
in development projects in the area, which provided logistics support for the project
on the ground. The author did not specify any criteria for inclusion in the research,
except in the case of women, that they had not been PROTIC participants. The FGD
were held in a meeting hall (for the women) and in a school (for the men) and the
interviews were organised in places chosen by the interviewees. Questions discussed
in the FGD and semi-structured interviews included questions on phone ownership and
use, information access and information preservation, and specific questions on the
use of notebooks to record and preserve information. The interviews and FGD were
audio-recorded with the participants’ permission. They were translated by Bangladeshi
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students, then analysed thematically by the author. In order to preserve their anonymity,
in this paper, the interview participants are given the codes of IM1–5 for the men and
IF1–5 for the women.

4 Findings

4.1 Phone Ownership and Internet Access

Among the participants, more men than women owned a smartphone. However, there
was a difference between the men who participated in the FGD and those who took part
in individual interviews. Only two out of the eight men (25%) who participated in the
FGD owned a smartphone whereas all the interviewees had one. Three of them (two
from the FGD and one interviewee) kept their smartphones at home and also had a basic
phone that they took with them when they went out. All of the others only owned a basic
phone. For the women, the FGD and interviewees groups were similar. In each group,
only one woman owned a smartphone. Three of the interviewees had a basic phone and
one did not have any phone. The other seven FGD participants owned a basic phone (see
Table 1).

Table 1. Type of phone owned by FGD and interview participants.

Phone owned Men interviews Men FGD Women interviews Women FGD

Smartphone 4 0 1 1

Basic phone, plus a
smartphone kept at home

1 2 0 0

Basic phone 0 6 3 7

No phone 0 0 1 0

Total 5 8 5 8

All the male interviewees who had a smartphone used it regularly to access infor-
mation. The interviewee (IM2) who owned a button phone and kept a smartphone a
home for everyone’s use explained that he was not very confident using it to access the
internet and that when he needed to get information from the internet, he asked his son
to help him. All the male FGD participants who only had a basic phone were able to
ask a relative, friend or neighbour to use their smartphone if they needed to access the
internet. However, they did not all specify if they could do it themselves or if they needed
help to do it.

The two women who had a smartphone used it regularly to access information on
the internet. For the other women, not owning a smartphone did not mean that they did
not have access to the internet. Smartphones were commonly shared among relatives.
For example, IF2 who only had a basic phone used the internet on her husband’s phone
when she needed it and bought herself data packages for it. The women who did not
know how to use the internet asked a relative or a neighbour to do it for them. For
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example, IF5 asked her husband to look for information for her on his smartphone, and
IF4 asked her neighbour’s son, who had a smartphone, to look for a solution for her
when she encountered a problem. The female interviewee (IF1) who did not own any
mobile phone was able to borrow her husband’s phone to make calls, but if she needed
information from the internet, she asked her husband or her son to search it for her.
Five of the seven female FGD participants who did not have a smartphone were able to
ask a relative to look for information for them on their smartphone when they needed
information, and one of them was able to do it herself with the smartphone that was kept
at home for the whole family’s use. The last one could only benefit from the internet
when her son came for a visit and looked for information for her.

4.2 Access to Information

The ways that the participants used to access information were influenced by their phone
ownership. Since more men owned a smartphone, more of them were able to use the
internet to access information and felt confident doing it. Four out of the five male
interviewees said that their preferred method to access information was the internet,
whereas only one female interviewee preferred that method. IM1 commented that he
preferred to use the internet to access information because “I do not have to call someone
and wait for them to arrive and give solutions, it saves me a lot of time”. On the other
hand, one male interviewee (IM2) preferred to go and talk to the agriculture extension
officers in Shyamnagar because he preferred face-to-face communication. Three of the
female intervieweesweremore comfortable calling the agriculture officers than using the
internet even though they could have borrowed a relative’s phone to do so. For example,
IF4 said that “the internet seems an easier and faster way to get information… but I am
more comfortable using my mobile phone and calling officers for help since I do not
know how to use the internet”.

The men who used the internet read the news, checked the weather forecast and the
price of goods in the local market, looked for solutions to problems they encountered
in their farming and animal husbandry or to health issues of their family, on Google,
Facebook and YouTube. They shared information on Facebook, and communicated with
extension officers and vets via Messenger or WhatsApp, sending them pictures of their
crops or sick animals so that the extension officers or the vets could diagnose the problem
and prescribe a treatment. They also used the internet to get educational resources for
their children, to listen to religious podcasts and for entertainment.

The female interviewee who owned a smartphone, IF3, also used Google and
YouTube to search for information and sent messages to the vets, doctors and agri-
culture officers via Messenger. The women who occasionally used the internet browsed
Facebook and sent messages through Messenger to the agriculture officers, doctors, or
vets.

Although most of the male FGD participants did not own a smartphone, they all
concurred that the internet was themost convenient way to access information. However,
when asked how they usually got information, all of them said that they used other
methods than the internet. One participant said that the first thing they usually did when
they had a question on an agricultural matter was to call the agricultural officers or
sometimes to go and visit them. Another participant explained that “for agriculture or
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farming, it is best to call the farming officers; however, if they are not available, searching
the internet becomes the best option”. A third participant added that they used the internet
to send pictures to the agriculture officers so that they could diagnose their problems and
prescribe a remedy. The participants also went to the local agricultural supplies shop to
ask for information and used books that they had received from the local NGO during
agricultural training.

Similarly, all the female FGD participants and the interviewee who did not own a
phone thought that the internet was the most convenient way of finding information.
However, when asked how they usually looked for information, they said that they asked
knowledgeable people in their area, called or visited the farming officers or read books
that the local NGO gave them during agricultural training sessions.

The participantswhowere proficient in using the internet thought that the information
they could find online was more detailed than the information they could get from the
extension officers because these officers are too busy to spend time explaining the details.
On the other hand, participants who were not confident using the internet thought that
the information they got from the farming officers was more specific and more relevant
to their farming conditions.

Although men and women appreciated the quality of the information they could
obtain from the extension officers, two male FGD participants commented that the inter-
net is better because “there is authentic information there” and “because you cannot
always trust people and word of mouth from people is always exaggerated”. This scep-
ticism was extended to the local shopkeepers, with one participant commenting that in
cases where they had to seek advice from the agricultural supplies shop, they cross-
checked the names of the medicines on the internet “because there can be a chance that
the shopkeeper is deliberately giving and selling us wrong medicines to make money
out of us; we cannot always trust them so cross-checking the medicine is important”.

4.3 Information Preservation

All the participants made efforts to preserve information. Both men and women wrote
down information that they wanted to keep because they were aware of the fragility of
digital technologies and digital data and felt that paper documents would last longer
than information preserved on their phones. The five male interviewees and all the male
FGD participants said that they preferred to write down important information. Several
of them stated that they had been using notebooks for a long time. IM1 explained that
he preferred to write down information because he thought that it was a more reliable
way of keeping information: “I prefer writing [information] down in a notebook because
saving information on a mobile phone is unreliable because if I lose my phone by any
chance, the information will be lost as well.”

IM4 sometimes took screenshots of important information that he found, but he
preferred to write information in his notebook because he thought that he “cannot rely
on mobile screenshots because they might get deleted accidentally”. IM3 concurred:

I download a lot of information, but I cannot rely on it much because four to
five of my mobile sets have already broken accidentally. So, I note down a lot of
information that is important to me. Say, for example, if a come across a video



Information Sustainability in Rural Bangladesh 73

about pigeons’ health, first I download it, and then I take notes from it; or if I come
across information about fishing, crops or anything important, I quickly note the
important points. I include the diseases and their treatments and later whenever
I need the information, I simply look at those treatments from my notes.

In these cases, the notebooks act as backups of the information saved on their phones.
However, some of the participants took the backing up process one step further, creating
both analogue and digital backups as explained by IM5:

When I come across any important piece of information on Facebook or YouTube, I
take screenshots, then later I write it down and also take pictures ofmy handwritten
notes and save them on my phone. For example, names of medicines for my crop
or livestock, or names of fertilisers, I write them down.

Most of themale interviewees also reported taking pictures of their important documents,
such as their identity cards, land titles, birth certificates, and medical prescriptions,
and keeping them on their phone for backup and easy access. One of the male FGD
participant (who only owned a basic phone) had another reason to take pictures of
important information on his phone. He commented that “these pictures help to keep
evidence”. He explained that for example:

when there is any project happening in the village, during the opening ceremony,
I take pictures of the people and the timeline. Later on, if they are delaying the
work, I straight away show them the pictures where they promised to finish the
work on a specific timeline and directly charge them to finish the work on time.

The female participants also reported writing important information that they wanted
to preserve. Four out of the five female interviewees said that they preferred to write
down information that they wanted to keep. For example, IF1 said that she preferred
to write information in a notebook “because saving information on a mobile phone is
unreliable because the pictures might get deleted accidentally or the mobile phone might
get damaged or lost so that the information will be lost as well.”

However, one woman (IF3) said that she preferred to save information on her phone
even though she also wrote down important information in her notebook and kept books
that she got from training sessions. She explained that she took pictures of packets of
medicine or fertilisers, downloaded videos and took screenshots to keep information
on her phone. In a way similar to IM5 quoted above, she created both analogue and
digital backups: “When I come across any important piece of information on Facebook
or YouTube, I take screenshots, then later I write it down and also take pictures of my
handwritten notes and save them on my phone.” She thought that it was safe to keep
information on her phone because she had a Google Drive account. She commented that:

I prefer to save information on Google Drive because if I lose my phone, or even
if I lose the notebook or paper where I wrote information, the information I have
saved on my Google Drive will always be safe and available. I will just have to
login through a different device.
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It is unclear howshe learnt to useGoogleDrive since she described herself as a housewife,
but it is a solution that worked for her. Many female participants reported that they
memorised a lot of things and did not feel it necessary to write down much information,
but that theywrote down in a notebook important information that theymight forget. Two
of them commented that with small children at home,whomight draw in their notebooks,
papers and notebooks easily got damaged or lost. Although somewomenmay be writing
less than their male counterparts, men and women write the same type of information in
their notebooks: names of medicines, fertilisers and pesticides recommended by the vets
or found online, new farming techniques learnt during training sessions, dates of birth
and vaccination of their livestock, common diseases and their cures both for their animals
and for their family, and important family dates. In addition, both men and women also
used their notebooks to keep track of their family expenses and the costs and profits
from their farming activities. One of the male interviewees (IM3) recounted that he had
been using a notebook since he started working in farming. He had a big notebook in
which he was keeping all the information that he found. Before he recently started using
the internet, he used to go to Shyamnagar to ask the agriculture and fishing officers
for information and to take notes of the advice they gave him. He added that he still
wrote it immediately in his notebook when he found important information. Similarly,
one woman (IF2) commented that: “basically all sorts of important information I come
across, I note it down”, while another women (IF3) explained that she wrote in her
notebook the names of medicines for her crops and livestock, fertilisers or pesticides,
symptoms of common diseases, such as stomach ache, along with their cure, so that if
anyone asked her for help when they were sick, she could “open her notebook and advise
them”.

5 Discussion

It is clear that all the Bangladeshi villagers who took part in this research – men and
women – understand the fragility of digital technologies and of information kept in
digital formats. All except one prefer to write down information on paper rather than
to keep it on their phones because they think that analogue formats are more reliable.
Like the PROTIC women in their village [4], they commonly use notebooks to preserve
information. They write in them important information that they find and want to keep
for future use. Men and women write similar types of information – information related
to agriculture, health remedies, expenses, important dates, etc. – although some women
are writing less.

Some of the participants, particularly men, also take pictures of important informa-
tion to keep it on their phones for backup and easy access. It is common for them to
keep a picture of their identity cards and other important documents on their phones.
In addition, some of them also extend that practice to taking pictures of information
written in their notebooks as a further backup. Their risk mitigation strategy therefore
includes the creation of both analogue and digital backups. The analogue backups are a
precaution against the short lifespan of mobile phones and the digital backups act as a
safeguard in case their notebooks would get lost or damaged by water.

The differences between men and women in relation to information access are due to
differences in phone ownership and in confidence with using technology.Moremen than
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women in the research sample owned a smartphone and, consequently, more men than
women used the internet to access information. This reflects general phone ownership
statistics inBangladesh that show thatwomenare less likely thanmen to use a smartphone
and to access the internet [29]. Previous research in the same village [30, 31] showed
that mobile phones were commonly shared between family members. The participants
in this research reported similar practices. However, the findings also show that most of
the participants who did not own a smartphone were not confident using one and relied
on relatives to look for information for them, which indicates that there is a correlation
between ownership of a smartphone and confidence in using it. The participants who did
not own a smartphone might have had access to one, but did not have the opportunity
to develop the confidence to use its internet functionalities. As a consequence, they
were more confident asking local experts, such as the agriculture extension officers,
for information than trying to find it online. Since fewer women than men owned a
smartphone, this behaviour was more common among women, but it appears to be
related to their phone ownership rather than to their gender. With regards to information
preservation, the behaviours of men and women appear to be similar and do not seem to
be influenced by their phone ownership. Both men and women found it more reliable to
write information in a notebook than to keep it on a phone.

Because of the small sample sizes and of the disparities between the male FGD and
interview samples, in-depth interviews with larger samples of participants are needed
to further investigate some of the themes that emerged from this research. This will
be the next phase in the author’s research. Regarding phone ownership and its impact
on gendered information practices, the samples were too small to draw conclusions.
However, it is clear that all participants, men and women, whatever the phones they
owned and whatever their familiarity with technology, understood the fragility of digital
technologies and used analogue backups as a risk mitigation strategy. If some women
wrote less in their notebooks than men, this could be because they had access to less
information or because they had less time towrite.More research is needed to understand
their writing practices and to determine if there are differences between the practices
adopted by women and those espoused by men.

The interviews also raised important questions that require further investigation in
relation towhat Bangladeshi villagers consider quality information. Several interviewees
mentioned that they thought that information found on the internet was more reliable
and more detailed than information obtained from local experts, whereas others trusted
more the local sources of information. Further research is needed to determine how these
differences can be related to the digital information literacy of the villagers and to the
quality of information available locally.

6 Conclusions

The research conducted for this paper show that Bangladeshi villagers who were not
involved in thePROTICproject share thePROTICwomen’s understandingof the fragility
of digital information and, like them, use backups, including paper notebooks, to pre-
serve information. Therefore, the use of notebooks is not unique to PROTIC women, but
common in their area. This is an important finding, which highlights the importance of
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information sustainability inmarginalised communities and the continuing importance of
analogue methods of preserving information. Individuals and communities need access
to information to support their work and daily activities and if they do not have continu-
ous access to information, it makes sense for them to preserve the information they will
need to use again. This paper showed that Bangladeshi villagers have developed ways to
preserve information which work well in their context. The findings from this research
draw attention on the importance of ensuring the sustainability of information and of
encouraging the use of methods to access and preserve information that are appropri-
ate to the cultural and technological contexts and that meet the needs of marginalised
communities.
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Abstract. There has been increasing interest in participatory web archiving in
recent years. Indeed, it is widely regarded as a necessary step in the development
of web archives. From a theoretical point of view, it has been seen as driven by the
“archival turn” inwhich the origin of archives is critically analysed, and it becomes
clear that established power dominates archives while marginalized voices are
absent. Web archiving benefits from this “archival turn”, not only in addressing
limitations inherited from conventional archives, but also in challenging embed-
ded systemic and selection biases when choosing what to archive from the Web.
Through a critical literature review, this paper addresses the need to analyse par-
ticipatory web archiving practices, the mechanisms and power relations within
them through political theories of power and participation.

Keywords: Web archives ·Web archiving · Participatory · Archival selection ·
Archival appraisal · Archival turn

1 Context of the Research

Archives are sites where power is exercised and legitimised. Ovenden [1] vividly
described how colonial archives were created as parts of the archives of the colonialising
power, and were later subjected to deliberate elimination in order to control how history
is understood. These long-standing issues in conventional archives continue in the digital
world. Web archives are a new form of archival material curated through a process of
selecting and preserving websites, web pages or their contents using techniques, tools
and platforms with long term preservation and access strategies in place. Major efforts
in preserving the Web were first initiated by the Internet Archive. National libraries and
archives, government organisations and research institutions have then taken on the role,
as evident from surveys conducted from 2010 to 2017 [2–7], and the list of web archiv-
ing initiatives globally from Wikipedia1. Some national archives, libraries and heritage
institutions have a mandate to archive the national web domain arising from legislation

1 https://en.wikipedia.org/wiki/list_of_web_archiving_initiatives accessed 26/11/2022.
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or to produce thematic collections of websites/pages supported by heritage preservation
traditions. However, web archives have developed as a new paradigm - one that has
often stood alone in terms of theoretical development. Yet web archives need to respect
conventional archival principles: they are still subject to many of the same practices [8]
and face similar challenges in terms of collections.

The issue of what to archive has long been debated in traditional archival practice
[9] and the Web is no different [10]. In conventional archives, the answer tends to
reflect the nature of the archival institutions concerned and the power to choose what
is important and so remembered vested in government administrative and bureaucratic
hierarchies. Likewise, selection bias in web archives can be just as systemic and as much
the consequence of human actions.

The “archival turn”, in which the archive itself rather than just its contents becomes
a subject of study, arises from a number of critical positions, including post-colonial
theory [11, 12]. This “turn” encourages archivists to consider the ways in which vested
interests and prevailing power structures shape the collection ofmaterials in conventional
archives. Web archives collate and curate a different type of material, but also do so
within a particular political, social, and economic context. Institutional control over
technologies and the infrastructure facilitating these technologies is forming another
force that is decisive in what ends up in web archives. Essentially, the issue is that of
“power”: who exercises it and the tools at hand to exercise it. This is to a large extent
decisive in determining what materials are archived.

In resistance to this tendency, participatory archiving, which involves working in
collaboration with different communities to build archives, is increasingly practiced in
conventional archives [13]. It has now become one of the main themes of web archive
development too [6, 10, 14–19]. Participatory web archiving is an approach deploying
established strategies in a newparadigm to tackle inherent limitations rooted in the theory
and practice of conventional archiving. Through community participation, it is attempted
to redistribute the power to various, networked often interdependent actors/stakeholders
that include community partners, content creators and users.

Through a critical literature review, this paper attempts to identify what are key
issues in the development of participatory web archiving. They include: the mechanisms
involved in participatory approaches; the ways in which the impacts of the mechanism
can be measured and evaluated; the nature and composition of participation partners;
the extent to which they have gained the power to shape the process and how that power
is redistributed; and the extent to which their participation can address the inherent
limitations and reduce or mitigate embedded biases.

2 Web Archives as a Different Form of Archive

Web historians and theorists have tried to untangle the complexity of the components that
constitute the Web [8, 20, 21]. These components are open to different interpretations,
which has fundamental implications on for what and how the Web should be archived
and, in fact, what web archives actually are. The Web could be thought of as having
three components: content, context and technology. Brügger [22] has argued that the
archived web distinguishes itself from other document types. It is the reborn digital
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version of a constructed unique representation of the online web, which is essentially
different from the original. Moreover, it changes during the process of collection and
preserving [20, 22, 23]. The archived fragments of theWeb often hold significant features
of incompleteness, temporal and spatial inconsistency.[8]. It is also difficult, indeed
nearly impossible, to capture every single component of a website so that the archived
version can be reconstructed as exactly as the original [8]. The contextual environment
of the archived individual website or webpage may be cut out from certain points.

Material in web archives therefore does not consist of the original web-
sites/webpages, but a type of new material originated from the live Web and recon-
structed with human and technology interventions. When archiving the Web, the aim
cannot be either to preserve the original, or totally replicate the original. Instead, it is
collecting fragments of the website, parts of content, the design of the developer and
the experience of users, technologies to support the system, and contextual links. These
characteristics constitute a fundamental difference between archived web materials and
conventional archival materials under the care of same archival organisations. Yet web
archival practices have grown out of the established practices designed for types of mate-
rials that are different. This does not point to a fundamental break from conventional
archives, especially when the responsibilities of archiving the Web are in the care of
conventional archives [8].

During the early modern period, the legal dimension of archives became apparent.
It did so in two respects: the preservation of original legal documents; and the rein-
forcement and preservation of the social and legal order [24]. Archives also served as
the guarantors of political and administrative continuity due to the power of archives to
help preserve memory of things [24]. As evidence of legal and business transactions,
as well as memories of figures and events that were deemed worthy of celebrating, or
memorializing, archives in effect legitimized established power and marginalized those
without power [25]. To some extent, power structures are likely to be replicated in web
archives in the same way.

It is the very survival of documents that determines what archives are composed
of. The context of archive development concerns why some documents were made
into archives in the first place, while others were not after “appraisal”, and why in
some cases archives were purposely destroyed or relocated.Without this knowledge, our
understanding of archives is often limited. Understanding these limitations can offer the
promise of richer intellectual and emotional approaches in our engagement with the past
[26]. These considerations apply toweb archives, too. Themajor theoretical development
and shift in archival thinking over the past 20 years offers a better understanding of a
muchmore complex social context of archives. It also provides us with a new perspective
when it comes to the future development of archives in respect of both traditional and
born-digital materials.

3 Developing Web Archives in the Direction of the “Archival Turn”

The “archival turn” – that is, the re-evaluation of archives, their purpose, and their
development by various disciplines – has exerted a significant impact on archival theories
[27]. One of these archival turns, grounded in post-colonial studies, points to “a move



82 C. Cui et al.

from archives as sources to archives as epistemological sites and the outcome of cultural
practices” [27]. It treats archives themselves as primary documents of history, and re-
examines their origins and establishments [11, 12]. In essence, this view arises from the
struggle to navigate histories away from the imperial metropole in favour of anticolonial
nationalist movements [11].

The development of institutional archives has always been closely associated with
legal rights of established power. Thus, archives do not present the point of view and
experiences of the whole of society but powerful record creators [28]. The recognition of
the silencing of marginalised groups and communities in archives has promoted archival
theorists to think about being more inclusive as well as diverse.

It follows that archives can be understood as “dynamic sites within a spectrum of
pasts, presents, and futures” rather than being static [29]. Public and historical account-
ability demands that archives extend the definition of society’s memory to offer citizens
“a sense of identity, locality, history, culture and personal and collective memory” rather
than one limited solely to the documentary residue left over (or chosen) by powerful
record creators [28].

In parallel, the purpose of web archiving is to preserve web material deliberately and
purposively and must in some degree reflect the specific reasons, such as for research
purposes, record keeping, and as evidence. This may be to serve research project, or
preserve memories and a nation’s culture heritage [23, 30]. Both Ben-David & Amram
and Ogden et al., have shown that the knowledge on the Internet Archive Wayback
Machine is generated through a series of complex, intertwined socio-technical epistemic
processes. They include proactive human curation and intervention, as well as editorial
decisions by archival teams, and continuing efforts to repair and maintain, eventually
facilitate access [31, 32]. During this process, unavoidably, both human and technology
factors introduce embedded systemic and selection bias that in turn reflect wider power
structures in societies.

The embedded bias in web archives starts from the digital divide in creating and
accessing web content. Unavoidably, this division will be carried over to web archives
that negatively affects the representation in web archives [8]. Furthermore, systemic bias
in large scale international or national broad crawls are apparent, since popular websites
are likely to be found within the scope of archiving strategies, and consequently are
most likely to be archived [8]. Moreover, selection bias can be even more prominent
within smaller collections as they are often curated by a library, or an archive, or other
institutions, which have particular collecting priorities. As technologies play an essential
part when archiving theWeb, the extent of technological expertise and the establishment
of mass infrastructure may centralise decision-making when it comes to the selection of
web archives [8].

As the choices made to decide what to archive are embedded in a complex, unsys-
tematic, and less transparent environment [33], web archival practices are facing even
greater challenges than conventional archives when coming to select what to archive and
define the scope of the archive collections. Content created by least known or smaller
organisations are likely to be less visible and influential on the Web and have a smaller
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chance to be archived. How to identify these marginalised materials can be challeng-
ing when the searching algorisms are in place to work in a different direction; various
collecting strategies need to be in place purposely to address these problems.

4 Participatory Web Archiving

In the context of the “archival turn”, greater focus of what has been understood to be
valuable or worth archiving offers us an opportunity to reassess the contextual environ-
ment around archival development. Cook [13] summarised paradigm shifts of archival
theory as those from “evidence to memory”, to identity, and to participatory archiving
as a community. Archivists shifted their focus from “truth, evidence, authenticity, and
defending the integrity of the record” to consciously “co-creating the archive”, to telling
stories and narratives, and (Cook envisioned the possible fourth phase of development)
to “share that appraisal function with citizens, broadly defined, where we engage our
expertise with theirs in a blend of coaching, mentoring, and partnering” [34]. These
paradigm shifts should arguably also be influential for web archives.

Participatory practices in the cultural heritage sector are not new. They are not lim-
ited to new technologies [35]. The potential benefits for institutions include deepening
relationships, enhancing collections, potential cost savings in staff resources [36], pro-
moting engaged access [37, 38], and extending existing user groups [39]. However, they
do not necessarily lead to wider representation, due to the observed “long tail” participa-
tion pattern, in which the “crowd” is dominated by a small group of active participants
[39, 40].

Participatory web archiving has gained increasing attention over the past few years
both on practical and theoretical levels. An interview by Geeraert with Bingham [41]
touched on some practical challenges for the development of web archives collaborat-
ing with wider communities, such as the curation decisions for a website with extreme
views on Covid nominated by the “crowd”, setting shared collecting standards with col-
laborating partners, overrepresented materials in English over other languages despite
the fact that the collection contains materials in 51 languages. Schafer & Winters [19]
have brought participatory web archiving within a “good governance” framework to
address the political role of web archives. But less is known about how participation
plays its role in this framework. Here we are dealing with an old problem in a new situa-
tion: can participatory web archiving tackle inherent limitations rooted in conventional
archival theories and practices? And can it address embedded bias that is intensified
by the prevailing digital and political environment? If so, how? We need to understand
participation within a new paradigm. Political science has the potential to help us answer
these questions.

Since it first becameaprominent topic in governance in the 1960s, the focus of interest
in public participation has changed from debating whether it should be applied in public-
policymaking to its application and evaluating its impact, practices andmethods [42]. As
far as application is concerned, studies of participatory development have addressed the
ineffectiveness of externally imposed and expert-oriented forms of research and planning
that was increasingly evident in the 1980s [43].Participatory approaches emerged as an
alternative to donor-driven and outsider-led development approaches. They have been
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justified in term of their sustainability, relevance and empowerment, making people
central to development, allowing marginalised groups to be involved in interventions
that affect them, and presenting their perspectives, knowledge, priorities and skills [43].

However, participation is often situated within complex and fluid power relations. As
such, its outcomes depend on many factors and are often limited by three sets of partic-
ipatory development “tyrannies” identified by Cooke and Kothari [43]; “the tyranny of
decision-making and control, the tyranny of the group, the tyranny ofmethod”. That is the
tyranny where facilitators control over the process, when the existing dominating inter-
ests are reinforced, and participatory methods become the only legitimate approaches.
They raise key points on evaluating the power dimensions in participatory web archiv-
ing: actors who have the power of decision making, interests of groups they represent,
and the dominance of participatory methods undermining other valid approaches and
reinforcing the existing power.

Later more attentionwas paid to the transformative impact of participation. Cornwall
[44] focused on the dynamics of power and differencewithin invited spaces and analysed
participation as a spatial practice that emphasises the transformative possibilities of
participation. Similarly, Williams [45] addressed the spatial and temporal aspects of
empowerment that participation seeks to achieve. Furthermore, from the evaluation point
of view, he [45] offered an alternative way of “examining the effects of participation
on political capabilities: how, if at all, do specific instances of participation contribute
to processes of political learning, reshape networks of power, and change patterns of
political representation?” These studies indicate we could analyse the transformation
impact of participatory web archiving on representation through knowledge sharing and
learning.

Furthermore, from an analytical point, Foucault’s concept of “governmentality”2,
offers us a framework to address the dimensions of power, and how various forms
of knowledge and theories clustered under the heading of governance may inform its
exercise in political and administrative reforms [46]. This termcontains awider analytical
scheme (genealogy) [46]. Within it, “the analytics of government not only concentrates
on the mechanisms of the legitimisation of domination or the masking of violence,
beyond that it focuses on the knowledge that is part of the practices, the systematisation
and ‘rationalisation’ of a pragmatics of guidance”[47]. “Governmentality” thus offers a
potential analytic framework for articulating this hidden power dominance created and
legitimised during the process of knowledge creation and sharing in participatory web
archiving.

Although the purpose of public participation may differ in various situations, we
argue for a need to focus on some key issues, which are drawn from above theoretical
frameworks. Firstly, there is a need to understand how participation in web archiving
influences the power structure which not only arises from its origins in conventional
archiving but is also reshaped when the power is redistributed to multiple networked
yet independent stakeholders in a new digital environment. Secondly, it is important
to articulate the extent to which participation in web archiving can reduce or mitigate
embedded biases during the knowledge creation process. Fundamentally, there are three

2 The term “governmentality” was introduced in the lecture, given at the Collège de France in
February 1978 by Foucault [46].
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main themes emerging from this analysis: power relations, knowledge creation, and
representation. To collect evidence and make these relationships and power dynamics in
web archiving explicit, it is important to revisit and ground the research in the foundation
of political science and methodologies.

5 Conclusion

This paper has reviewed the relevant literature on web archives and participation. It
links web archives with conventional archives, as well as considering their theoretical
and practical connections with each other. It also examines ways in which the “archival
turn” has shaped the direction of travel of web archiving, and how participation has
gained attention in the field of web archiving. Applying existing approaches in a new
paradigm, it stresses the need to ground the analysis of power relations, knowledge
creation, and representation in political theories of power and participation. It highlights
emerging research needs to seek ways in which power relations in web archiving, and
contradictions and conflicts can be articulated and decoupled, so that opportunities of
participation can be exploited to advance the practice of web archiving.
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Abstract. Research shows that music helps people regulate and process emotions
to positively impact their mental health, but there is limited research on how to
build music systems or services to support this. We investigated how engagement
with music can help the listener support their mental health through a case study
of the BTS ARMY fandom. We conducted a survey with 1,190 BTS fans asking
about the impact BTS’ music has on their mental health and wellbeing. Partici-
pants reported that certain songs are appropriate for specific types of mood regu-
lations, attributed largely to lyrics. Reflection, connection, and comfort were the
top three experiences listeners shared during and after listening to BTS’ music.
External factors like knowledge about the context of a song’s creation or other
fans’ reactions to a song also influenced people’s feelings toward the music. Our
research suggests an expanded view of music’s impact on mental health beyond a
single-modal experience to a dynamic, multi-factored experience that evolves over
time within the interconnected ecosystem of the fandom.We present the Dynamic
Music Engagement Model which represents the complex, multifaceted, context-
dependent nature of how music influences people’s mental health, followed by
design suggestions for music information systems and services.

Keywords: Music information systems and services · Mental health · Wellbeing

1 Introduction

The benefits ofmusic on people’smental health andwellbeing have beenwell-researched
in music psychology, neuroscience, psychiatry, and music information retrieval (MIR).
There is potential for music to be used in treatment and therapy as it can influence
complex neurobiological processes in the brain [26, 31], regulate moods and emotions,
and support the overall wellbeing of listeners [32, 33, 41]. Music can lessen anxiety,
ease tension and stress, reduce pain, [8, 11, 20, 37, 54], and can provide beneficial
intervention for people with mental illness [13, 34]. In their review of 33 studies on the
topic, McFerran and colleagues [35] found that young people’s perception that music
can have a positive impact on their mental health was strong, especially in the voices of
adolescents themselves.
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Research investigating how music and mental health are related typically focus on
subjectively or objectively measuring either passive (e.g., listening) or active (e.g., play-
ing an instrument) music engagement [14]. Studies that show how music engagement
directly and indirectly contributes to mental health in the real world are limited, partic-
ularly, with the increasingly pervasive use of digital media for consuming and sharing
music. We aim to examine this engagement with music and its influence on listeners’
mental health from the perspective of information science.

The current information ecosystem allows users to have a much more complex
engagement with musical content beyond a simple auditory experience. The prevalence
of social media, music streaming services, collaborative playlists, music mixing and
creation apps, and music games has changed the ways people engage with music [27,
39]. Schedl and Flexer [51] discuss the importance of user-centric MIR approaches.
They highlight how in addition to the factors related to the music content (e.g., rhythm,
melody), music context (e.g., semantic labels, lyrics) and user context (e.g., mood,
activities) influence perception of music. Furthermore, the fans (defined as “individuals
who maintain a passionate connection to popular media, assert their identity through
their engagement with and mastery over its contents, and experience social affiliation
around shared tastes and preferences” [18]) have started playing a much more active
and complex role in engaging with music and music related content [15, 28]. Many
artists are much more visible to the fans in this information environment and there are
more ways for fans to get connected with their favorite artists. This can also influence
the fan’s perception and thoughts on music. For instance, prior research in fan studies
highlight how the relationship between artists and fans and/or fan-to-fan relationships
in communities can influence people’s mental health and wellbeing [17, 21].

Transmedia storytelling approach, which is becoming increasingly common in pop
culture, is discussed as an opportunity where fans take a muchmore active and participa-
tory role in appreciating and engaging with media content [10, 19, 50]. The development
of new apps and virtual environments to streammusic and host collective music listening
experiences like live concerts and streaming parties continues to change the way people
access music and music related information [1, 39] which may impact people’s listen-
ing behavior. However, when studying how music benefits the listener’s mental health
and wellbeing, currently there is a lack of consideration for these contextual and social
aspects of using information systems and services to access music. Consequently, this
limits the design of music information systems to support such beneficial experiences
with music and music information.

We aim to study how fans engage with music and relevant content in the real-world
situation in their current environment to better understand how music supports peo-
ple’s mental health and wellbeing. Understanding the music fans’ behavior is important
as the information systems and services which provide access to music and related
media are avidly used by fans [28]. This improved understanding helps us derive design
implications for music information systems to improve and support people’s positive
engagement with music and relevant content for their wellbeing.
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Through this research, we answered the following research questions:
RQ1. What aspects do we need to consider to comprehensively understand how

people engage with music to support their mental health within the current information
ecosystem?

1.1. Which aspects of music do people describe as being helpful for supporting their
mental health?

1.2. How do listeners describe their experiences with music in terms of supporting their
mental health?

RQ2. What are the implications for building MIR systems and services to facilitate
people’s engagement with music to support their mental health?

We answered these research questions through a case study of the ARMY fandom, a
global fan community supporting the Koreanmusic group BTS.We selected this method
as it is a useful approach for investigating “a contemporary phenomenon within its real-
life context, especiallywhen the boundaries between the phenomenon and context are not
clearly evident [56]”.We chose the ARMY fandom as a representative case in the current
popular music environment as they are considered as one of the largest global music
fandoms [2, 28]. Furthermore, several prior studies suggested that the music of BTS is
helpful for supporting fans’ mental health [7, 29, 47]. Based on an online survey with
1,190ARMYs on experiences of engagingwithmusic for their wellbeing, we present the
Dynamic Music Engagement Model to represent the complex and multifaceted nature
of how music influences fans’ mental health.

2 Related Work

2.1 Popular Music and Mental Wellbeing

Music positively impacts a listener’s mental health, including physiological and emo-
tional changes to manage stress [32, 33, 41, 48]. Music used in a therapy can support
recovery and self-development, such as for people coping with a long-term illness [5].
However, there are inconsistencies in the literature regarding different music related
behaviors, indicating a need for studies collecting “comprehensive data about the full
range of individuals’ musical behaviors (active/receptive, preferences, intentions for
music use), and correlat[ing] these with health outcomes reported from a variety of
perspectives” [36], a gap we aim to address in our research.

An increasing number of studies investigate the connection of popular music and
mental health. Teenagers might gravitate towards specific genres and imagery in popular
music related to underlying mental health needs [4], such as emotional vulnerability
[3], or choose to positively engage with music based on their needs [36]. In certain
popular music genres such as rap, there has been a significant increase in references
about mental health [22]. Artists who experience mental health challenges have included
lyrical content about their struggles, which allows fans to relate to the messages [12].
Popular artists from the United States including Selena Gomez, Lady Gaga, and Kehlani
have been outspoken about their own struggles withmental illnesses through their music,
and the reach of these popular artists encourages fans to not only become aware of their
mental health, but also actively seek help [42].
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2.2 Popular Music and Fan Engagement

Fans often engage with artists’ music individually through melody and the messages
within music. With the pervasive use of social media, fans are also able to engage with
artists and music socially. Fans who are not able to attend music concerts in-person
can still experience live streaming of the concerts while simultaneously being in the
presence of or engaging with other fans online [6]. Rendell [43] discusses how artists
who are unable to tour, especially due to the pandemic, use an array of streaming and
social media sites such as Twitch livestream, Stageit (a web-based performance venue),
and Instagram to connect with their audience. The evolving digital landscape for remote
global entertainment in the post-pandemic era provides a timely opportunity to study
fan-artist engagement made possible by online information systems.

Fan engagement across multiple digital platforms can be seen in the BTS ARMY
fandom. The connection ARMYs feel towards BTS, which is well documented, is pri-
marily through the song lyrics,which highlights eachmember’s artistic talent, the group’s
authenticity, and their lived experiences [38]. Lee et al. [29] found that fans perceive
emotional connection through artists’ messaging in their lyrics, and in the knowledge
that other fans are listening to the same music. ARMYs also connect with the artists
through shared mental health experiences and challenges that BTS members discuss
in interviews and media other than music. Some ARMYs take an active participatory
role in interpreting and creating content and engaging with the artists and others [28].
BTS expresses care and gratitude for ARMY, such as by dedicating songs and messages
ARMY (e.g., 2!3!,Magic Shop) and engaging in reciprocal play [45]. This relationship
between BTS and ARMY has led to fans’ engagement beyond their music, with individ-
uals and ARMY as a whole, creating a collective that is aiming to transform society and
culture at a global scale, exemplified through efforts like #MatchAMillion [40]. Online
interactions also lead to offline fan interactions in the form of in-person group meetups,
concerts, and meetings [23], further expanding the social network of the fans.

2.3 Technologies for Emotional Connection and Music for Fan Communities

Being part of a fan community and interacting with other fans can have a positive impact
on emotional connection and wellbeing. Reysen et al. [44] found that ingroup identifica-
tion within fan communities was positively associated with wellbeing. Similarly, Laffan
[24] found that being a fan of Kpop was a significant predictor of happiness, social con-
nectedness, and self-esteem, speculating that a sense of positive connection with artists
is possible due to social media technologies.

Currently, the design of music streaming platforms such as YouTube or Spotify sup-
port limited socializing, such as commenting or uploading fanmade content. These tools
are separate from social media platforms such as Twitter, the latter supporting direct mul-
timedia fandom engagement through dialog, translations, and fanmade content. At the
time of writing this paper, BTS uses social media (e.g., Weverse, Instagram, TikTok, and
Twitter), streaming platforms for sharing music (e.g., YouTube, Apple Music, Spotify,
Soundcloud, Melon, Genie), and multimedia platforms dedicated to BTS ARMY that
are run by HYBE, the entertainment company managing BTS (VLIVE and Weverse).
Conversations among fans occur within and across these multiple systems based on the
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preferences and access needs of the fan. In addition to Korean and English, the ARMY
fandom brings together people speaking many different languages [2] across these plat-
forms. In this paper, we aim to learn how the fans’ connections with music, artists, and
other fans are facilitated in this complex digital information ecosystem to influence their
mental wellbeing.

3 Study Design and Methods

We asked Twitter users (≥13 years old) across the world who self-identified as listeners
of BTS’ music to complete a descriptive, mixed-methods survey in February 2021. The
study was approved by the institutional review board at the University of Washington.

We developed an online survey using Qualtrics. Using Saarikallio and Erkkilä’s
[49] framework on seven mood regulation strategies as a guide, we developed 38 ques-
tions about: fans’ engagement with BTS’ musical and non-musical content, BTS-related
activities, overall experience in the fandom, and their mental health. The survey also
included demographic information regarding gender identity, race, country of residence,
and mental health diagnoses.

We distributed the survey via Twitter, which is the most actively used social media
in the ARMY fandom [25]. When participants accessed the survey link, they were asked
to indicate their consent via Qualtrics before proceeding the survey questions. They
could skip any question they did not want to answer or quit the survey at any time.
No incentive was given to participate, and we did not collect identifying information.
The survey was open for two weeks. We obtained a total of 1,190 valid responses after
removing duplicate, incomplete, and spam responses. Table 1 presents the aggregated
demographic information.

Table 1. Demographic information of survey participants.

Age (years) Mean = 26, Min = 13, Max = 71, Standard Deviation = 10.02

Race Asian = 567, White = 317, Hispanic = 210, Black = 43,
Native Hawaiian/Pacific Islander = 7, American Indian/
Alaska Native = 3, Described in own words = 106

Gender Female = 1105, Non-binary = 29, Male = 15,
Described in own words = 26

Country of
Residence

USA = 268, Philippines = 155, India = 123, Indonesia = 54,
Malaysia = 47, Mexico = 45, South Africa = 38, UK = 32, Germany = 29,
Canada = 26

* We only report for countries where 20 or more participants indicated residence

To analyze the open-ended questions, a codebook was developed after rounds of
inductive coding with four coders and iteration through consensus [16]. We inductively
coded all open-ended responses and then compiled themes through an affinity diagram-
ming exercise where each coder noted themes that emerged through coding. We col-
laborated to consolidate themes and created a codebook with two main categories: 1)
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attributed aspects of a BTS song that helped participants experience different mood reg-
ulations supporting their mental wellbeing (e.g., vocal/rap, lyrics, melody, rhythm), and
2) participants’ experience when engaging with BTS’ music (e.g., negative emotions,
positive emotions, imagery, remembering). As the analysis progressed, we iterated on
the codebook and discussed coding discrepancies with the entire team, ultimately com-
ing to consensus. We used a finalized codebook (Fig. 1) to code the remaining responses
using ATLAS.ti.

Fig. 1. Codes for helpful music elements and listeners’ music engagement experiences.

4 Findings

4.1 Elements of Music Helpful for Mental Health

BTS has a diverse range of songs in their discography spanning over 9 years of releases,
incorporating elements from a variety of music genres. We wanted to understand what
participants considered as their “go-to” songs for changing their moods and supporting
their mental health. In Table 2, we summarize the top songs mentioned by participants
in each category of Saarikallio and Erkkilä’s [49] framework on seven mood regulation
strategies (i.e., entertainment, revival, strong sensation, diversion, discharge, mental
work, and solace) and explain how it impacted their mood.



Understanding the Influence of Music on People’s Mental Health 97

Table 2. Summary of top songs in each category of mood regulation.

Mood regulation Top song Elements stated to be helpful Freq

Expressing negative mood
(Discharge)

UGH! Lyrics, tempo, rhythm: a rap song
with high tempo and central lyrical
messaging towards a criticism of
society with intense audio elements
like gunfire

168

Forgetting negative mood
(Diversion)

Magic shop Lyrics, context: song dedicated to
ARMY; listeners found hope and
comfort during difficult times

93

Feeling understood/comforted
(Solace)

Magic shop Melody, lyrics, imagery: a song that
brought warmth, comfort, and
feeling like getting a hug and/or
being in a safe place where one’s
worries are removed

167

Reflection (Mental work) Spring day Lyrics, context of survivors of
Sewol ferry tragedy, and chord
progressions stimulating memories,
personal/artists’ experiences, and
creating emotional space to reflect

73

Revised/Relaxed (Revival) Life goes on Lyrics and context of accepting the
pandemic

92

Maintaining positive mood
(Entertainment)

Dynamite Rhythm, imagery: Upbeat
disco-pop song with bright positive
imagery in lyrics and music video

148

Feeling thrilled/energized (Strong
sensation)

Mic Drop Lyrics, rhythm, artists’ context: A
hip hop song with distinctive beats
and lyrics about winning despite
haters

108

Figure 2 shows the frequency of elements that were mentioned by participants as
being helpful for supporting their mental wellness. Among the elements of BTS’ songs,
lyricswere most frequently cited by listeners as the element that helped them experience
the seven moods. Lyrics play an important role in the musical experience allowing the
listener to directly connect with the artists’ words and intentions and depending on
how it is used with other stimuli like melody, it can counteract or reinforce different
emotions [53]. BTS’ expression of their emotions and past experiences in their lyrics was
something participants noted as helping them express their own feelings and experiences
(elaborated in 4.2).
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Fig. 2. Attributed helpful elements for supporting music listeners’ mental wellbeing.

In addition, listeners mentioned that BTS’ songs created the perfect atmosphere for
the mood they wanted to experience. This atmosphere was attributed to the rhythm and
melodyof the song.Rhythmandmelody often supplement a song’s lyrics, increasing the
impact the lyrics had on listeners. Listeners who did not knowKorean often encountered
the non-lyrical elements first. Referencing the song Butterfly, P1154 stated, “prior to
reading the lyrics I could already feel how the song felt like finally a hand to hold after
reaching out for so long. So when I did read the lyrics, it became evenmoremeaningful.”

Additionally, many participants brought up the intense energizing experience of
hearing the songs in live concerts they attended. This experience heightened a sense of
connectionwith the songs because of thememories they evoked afterwards,making them
recall the overall concert experience and memories of experiencing specific songs. Live
performances of So What were most frequently mentioned. P1175 reflected that, “So
What has and always will be my first choice for feeling thrilled and energized…Being
at the concerts, I was my best self. I did not have any worries and I had so much fun.”
Specific experiences of the live concert brought additional energy for P79: “Whenever I
listen to this song, I think of their Speak Yourself concert…I feel really energized every
time I think about it.”

4.2 Experiences of How BTS’ Music Supported Mental Health

Participants’ self-reported experienceswith themusic are presented inFig. 3. Participants
reported feeling an array of emotions, feeling connected to the artists and other fans, as
well as changes in their behavior or perspective in some cases.

Participants explained that BTS’ lyrical content played an integral role in helping
them feel connected to artists’ lived experiences expressed through their music. BTS
members take part in writing these songs and listeners find comfort in knowing that BTS
members’ feelings and experiences are reflected in their songs so that they are not alone.
P658 noted this for Magic Shop:
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Fig. 3. Listeners’ reported music engagement experiences. (Pos: positive feelings; Neg: negative
feelings; other experiences can be a mix of positive, neutral, and/or negative)

“Where many artists’ approach to writing is to romanticize troubles and end a
song on that note, BTS often consistently provides solutions and advice to their
fans through music. This one tells the message of the power within me and my
endless ability…It makes me want to show up for myself and be my best self just
like I know the boys would want for me.”

P624 explained BTS’ authenticity saying that Blue & Grey, The Truth Untold, and
Outro: Tear, among several other BTS songs, “are proof that the boys also experience
what we usually experience too, since we are all humans here. They are somewhat saying
that it’s okay to feel such things, it’s normal…” P673 explained a healing experience of
being understood and remembering their childhood trauma through the lyrics of Inner
Child: “The song talked to a part of me I forgot I had, and helped me begin to heal, to
form a healthy, much needed connection with my own inner child.”

Participants related with BTS’ regular inclusion of lyrics that discussed serious
issues plaguing current society and in particular the challenges faced by youth.
Their authentic messages transcended time, generations, and geographic locations. They
debuted with a single, No More Dream, in which they talk about South Korean youth’s
challenges with the education system and being forced into specific career paths at an
early age. BTS’ messages through lyrics have evolved since then to include more songs
that openly express negative emotions like grief, as described in Spring Day’s lyrics.
Although written before the pandemic, Spring Day resonated with P392 during the
pandemic:

“I don’t knowhow they did it but theymade a pandemic song years before the actual
pandemic. The lyrics about missing people and not quite being able to reach them
are so appropriate for this time in particular. There is always comfort in knowing
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that no hardship can last forever, and this track perfectly encapsulates how I’ve
been feeling during the pandemic and reminds me to avoid catastrophizing the
situation.”

The external context that motivated the creation of the song further influenced
how users felt about the song; for instance, Spring Day which was associated with the
sinking of Sewol ferry in Korea where 304 people drowned, most of whom were high
school students1:

“When numbness consumes me, I listen to Spring Day to “feel” again because
the melody successfully translates the feeling of longing and with the Sewol ferry
tragedy in the back of my mind, I can’t help but shed tears.” - P491

Some participants talked about relating to the artists’ passion, wanting to quit
their dream or passion but deciding to keep going, or after having already quit what they
considered to be their dream, finding comfort in the acknowledgement from the artists
that it is okay to do so (e.g., Black Swan, Paradise, Burn it). Paradise was mentioned as
a form of comfort for those who did not know what their dream or next step was. P472
stated that in Paradise, BTS expresses “exactly how I feel about not having a goal and
tell me it’s okay. That I will figure it out.”

BTS’ lyrics often complemented music, making listeners reflect on their own life
and in some cases, feel powerful. The music of Fire for P428 was an “instant energy
booster” and the lyrics also energized them:

“Whenever I hear this line from [the] song, ‘Live however you want, it’s your life
anyway.’ It just pumps me up & helps me realise I don’t need to follow others to
fulfill their expectations. I should just look out for what makes me feel happy.”

Some listeners used the inspiration they get from BTS and their songs to channel
their anxieties and worries into creative outlets such as painting, writing poems, and
singing. The lyrics and melodies were used by participants in their writing and when
making music (“I like making music myself as a hobby and often make covers of their
songs, sample them, or generally take inspiration to write original works.” (P668); “If I
feel inspired by a song they have done, I will sometimes paint, just to get the feelings out,
or if a book is recommended, I will often read it.” (P360)). Several participants described
BTS songs motivating them to dance along, at times, inspiring intentional movement
and at other times making the listener “wanna dance despite myself” (P468). Specific
songs that inspired participants to dance included Fire, which made P444 “dance like
a kid”, and Serendipity, which S1049 listens to “almost every night…and dance with
myself to this song.”

Songs also helped participants engage in existing or make new social connections,
something that can impact mental health and was affected during the COVID-19 pan-
demic. Participants shared and discussed BTS songs and performances with existing
friends, the music catalyzing P284 to “dance and sing and bond with my friends who

1 https://www.reuters.com/article/us-southkorea-ferry-idUSKBN0NJ07R20150428.

https://www.reuters.com/article/us-southkorea-ferry-idUSKBN0NJ07R20150428
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aren’t ARMY.” BTS’ music helped forge new friendships in the fandom, with some new
bonds impacting mental health in a positive way.

Seeing how the music affected other fans also had an impact on some ARMYs.
For instance, P1032 shares “Seeing how fans comment on BTS music, has saved them
from suicide or getting through worst moments in life was really the start of me asking
the question of ‘what is it in their music that made fans relate?’” P749 also talked about
a specific incident where a comment from another fan led them to helpful music:

“Once I wrote on weverse in Korean about not feeling well because of a traumatic
experience and that it felt like the feeling would never leave. K-armys immediately
tried to cheer me up and one of them quoted지나가 [the song, everythingoes] so
I went to listen again to the music while reading the translation and it actually
helped me a lot moving forward.”

Sharing personal reactions to music on social media or streaming services also led
to support from other fans in certain cases. For instance, P567 shared:

“I had a breakdown in 2016 after my marriage ended in the summer. During the
Blood Sweat and Tears comeback I was having a very hard time not attempting
suicide (again) and one night when I was streaming the music video, I randomly
mentioned it in the comments and loads of ARMYs I didn’t know came to give
me support.”

The comfort and care experienced by our participants shows that the artists’ intention
with their music is highly important in helping to regulate the listeners’ mental health.
P1067 shares how BTS’ openness to discuss mental health issues help create a culture
in the community to value mental health and support each other:

“Being part of a fandom that valuesmental health and openly supports anyonewho
is struggling has lowered the barrier and removed any reservations about sharing
struggles to the community.”

5 Discussion and Implications

5.1 A Model of Dynamic Music Engagement

Informed by the social-ecological model [9], findings of this study, and additional infor-
mation about BTS and ARMY, and prior work on music engagement in the context
of mental health, we propose a model of “Dynamic Music Engagement” (DME). This
model explains the multifaceted interactions of music on the listener’s mental health
outcomes (Fig. 4). In our survey sample, BTS fans do more than just passively listen to
songs; they engage with the music listening experience holistically and within a greater
socio-cultural context.

Much of the previous research investigating the connection with music and mental
health tends to focus on specific song attributes (e.g., lyrics, melody) or limited musi-
cal behaviors (e.g., passive listening, music creation). Furthermore, there is a lack of
consideration for how the context of the listeners, artists, the fan community, and the
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Fig. 4. Dynamic music engagement model.

interactions among them influence the ways people feel about the music. Through a
case study of BTS and ARMY, we found that interacting with the lyrics, tempo, melody,
among others–both alone and with other fans– impacts how listeners benefit frommusic
with regards to their mental health. This impact on mental health is dynamic, changing
over time as listeners discover new aspects of the songs, such as hearing a song and
being moved by the melody and then moved again later after reading the lyrics. Lis-
teners’ individual situations and common community experiences also impact how the
songs impact their moods; this includes experiences they had during BTS concerts and
impacts of the COVID-19 pandemic on their lives. Our results provide evidence that
passively listening to music can impact a listener’s mental health (e.g., listening to Life
Goes On catalyzing a cathartic response) and a person’s mental health can impact what
music they are actively seeking or choosing to listen to (e.g., listening to Spring Day
when feeling nostalgic). Therefore, the nature of the relationship between the individual
and their current mental health state with music is bidirectional (Fig. 4).

This research reveals the complex ways in which an artist’s discography – and even
an individual song – can influence a person’s mental health through different modalities,
during changing personal and societal contexts, and over time. In the context of BTS
and ARMY, authentic and mutual sharing of each other’s challenges and motivation
is reflected in the artists’ lyrics2, interviews3, social media posts, concerts and live
interactions with fans, award show messages, and the stories they share behind their
songs. Our study describes how songs influence mental health in the complex, real-
world information ecosystem that listeners find themselves in. Therefore, songs are

2 https://doolsetbangtan.wordpress.com/2018/06/01/two-three/.
3 https://www.rollingstone.com/music/music-features/new-bts-song-2021-worlds-biggest-
band-1166441/.
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more than just pitches and words – they are an intricate, dynamic experience, and rich
in its messaging that can positively support listeners’ mental health.

5.2 Design Implications

In this section, we use the DME model to suggest several design ideas for music infor-
mation systems and services to support people’s engagement with music for their men-
tal health. These ideas incorporate evolving contexts beyond the music itself, includ-
ing fan-artist interactions, creative participatory engagement, and interactive collective
listening.

Designing for Dynamic Participatory Creative Engagement with Fans and Artists.
The DME Model highlights the importance of a fan’s engagement with music beyond
listening to the song. Newmedia supporting participatory and social experience that nur-
ture the connections between the artist and fans, and among fans, will be increasingly
important [28]. Beyond mood regulation or coping, we identified several music engage-
ment activities that involve some creative aspect (e.g., writing songs/poems) that could
support the listener’s mental health or are a consequence of an improving mental health.
Participants shared that listening to music can lead to positive engagement including
the physical expressions of singing, dancing, reflecting, creating, attending concerts,
and gathering at fan meetups. Content creation social media tools such as TikTok and
Instagram support such engagement [52, 55]. Participants were actively reflecting on
the songs’ meaning as well as on their own memories, experiences, fears, and hopes.
Moreover, this demonstrates that the impact of music on listeners’ mental health lasts
longer beyond when actively listening to music, including when discussing it with other
fans. Music streaming services can also support creative activities and self-awareness
of this change in mental health through using visual markers (e.g., colors representing
different moods).

A better integration with other media to foster a sense of connection with artists and
other fans can happen through choreo/dance challenge videos. BTS and their company
HYBE have encouraged mass participation from fans through TikTok dance challenges
and YouTube Shorts (e.g., Permission to dance challenge, sharing memories with BTS
through Yet to come challenge). While these kinds of participation are curated, recorded,
and asynchronous, they still foster a sense of belonging and relating with others’ expe-
riences. Vizcaíno-Verdú and Abidin [55] argue that music challenges are a mode of
storytelling where the TikTokers tell the story about themselves and their feelings about
the music as a form of transmedia rather than a competition. With the emergence of ad
hoc, one-to-many bidirectional auditory interfaces such as Twitter Spaces (that allows
the host and participants to speak), there is a potential for technologies to support partic-
ipatory synchronous and remote audio engagement. Content that supports singing along
(e.g., remote social karaoke among fans), live but remote singing with artists (similar
to in-person concert experience), or practicing fan chants (a chant that fans recite in
unison during the artists’ performances consisting of parts of the lyrics, names of the
group/members, or other words) could be beneficial for more active engagement with
the song.
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Furthermore, the specific context in which music is experienced, affects the users’
emotions as they recall that context; for instance, the life experiences the user was going
through at the moment (e.g., losing someone close, first year of college) or the place
and person associated with that experience (e.g., going to a concert with a friend, dance
practices). Participants often shared these memorable experiences which in turn made
them feel strong emotional connections with specific songs.

Features that connect the records of the user’s music listening behavior with other
content created by the user, for instance, showing what songs the user listened to most
for specific time periods represented by the photos or videos they also took at that time,
could help users recall those connections and experience the emotions. Developingmore
interactive features in live streamed concerts that augments the listeners’ experience
without overly distracting themcould also be appealing. Recently,HYBEcollected audio
recordings of ARMYs fan chants, and aggregated and played it at an online concert to
help create an atmosphere that is more like a real concert. They also selected fans to
show on multi-screened background walls so the artists could see the fans’ reactions
and other fans could also see the messages fans were holding. These are examples of
supporting the interactions that would occur in a real concert in an online environment
which would not replace the in-person experience but can still help create a positive
experience in a virtual setting.

Designing for Dynamic Meaning Making of the Songs and Lyrics.
In our DME Model, we have identified that individuals’ mental health state is both
actively and passively influenced by artists’ intentions behind a song or the context of
creation through lyrical content.However, this kindof informationmaynot be apparent in
the lyrics itself. An annotation systemwheremore knowledgeable users can provide such
information in the streaming services for music or music-related content for other users
can help enrich the listening experiences [29]. Genius (https://genius.com), a platform
for crowdsourced annotation of song lyrics, is one example of such a system. Genius
relies on users to source the lyrics, annotate the interpretation, and edit it over time [30].
Users can access information about the artists’ context (e.g., interview about the song),
get links to other relevant media (e.g., performance video), and get answers to various
questions they have about the songs. Further including and/or highlighting how themusic
impacted other fans may help support the user’s engagement with the music for positive
mental wellbeing. This kind of feature could also be useful for cases of global fandom
where people are listening to music that is not in their own language (e.g., a translation
note app such as LibL allows Korean fans to explain Korean memes and puns by Kpop
artists to non-Korean fans).

Furthermore, the DME Model draws attention to the bidirectional relationship
between a fan’s current mental state and their engagement with other fans and with
the fandom at large. Fans can not only share their reflections on the song’s meaning
but also on how their mindset has been influenced by the lyrics. This is possible within
the music streaming services or through other social media. For instance, social radio
services like Stationhead in which users can stream songs and chat together, can incor-
porate Danmu (a type of video commentary used on the internet that consists of scrolling
user/viewer remarks shown on top of the video in real time) into each station allowing

https://genius.com
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users to multitask – sending Danmu to express their thoughts at the main page while
listening simultaneously to the same track. The use of Spaces on Twitter to host live dis-
cussion sessions or Q&A with the artists is another example to facilitate the collective
experience of reflection.

Ultimately, these suggested features are based on the perspective of viewing context,
not as static surroundings that impact the user’s reception of music, but as a collection of
dynamic relationships that are constructed due to the listener’s engagement with music
[46] and the information systems they use for music. Fans’ relationships with the artists
and active efforts to interpret music and share it with other fans, and their consequent
influence on how other fans engage with music are examples of how music engagement
in the digital context is dynamically and constantly shifting.

6 Conclusion and Future Work

With the increase in use of online technologies, engagement with music and related
information go beyond an individual, and beyond the moment of listening to the music.
Through a case study on the mental health experiences of the ARMY fandom when
engaging with BTS’ music, we present empirical findings from a survey with 1,190
ARMYs. These findings provide insights into a music fan’s complex and multifaceted
context in which they engage with music and music related content and informs the
various ways such engagement supports the user’s mental wellbeing. Based on the tem-
porally changing social context of fans, we derive the Dynamic Music Engagement
Model. This model provides a lens to inform the design of future information systems
to intentionally support listeners’ mental health experiences, particularly building par-
ticipatory connection with the artists and their fan community. In addition, it can be
used to codesign and prototype these systems to understand the real-world applicability
and tensions. This research is based on a case study of BTS ARMY fandom, and future
research is needed to examine how the model applies in different contexts and cultures
where music engagement occurs and investigate whether there are additional aspects to
consider extending the model.
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Abstract. The symbolic collection technology has greatly simplified informa-
tion preservation in social media, resulting in an overwhelming amount of users’
“favorites” collections. Digital hoarding, a new problematic use in hedonic social
media, has gradually appeared as a serious phenomenon nowadays. This study
aims to investigate the mechanism underlying digital hoarding in the hedonic con-
text, exploring the causes of digital hoarding and how it is exacerbated in social
media. First, we draw on the conceptual lens of Fear of Missing Out (FoMO) to
understand the generation mechanism of digital hoarding in social media. Mean-
while, we consider the moderating effect of social media affordances between the
relationship of FoMO and digital hoarding from a human-information interaction
perspective. Our preliminary study collected 233 valid questionnaires and tested
the hypotheses by partial least squares structural equation modeling. The tenta-
tive findings show that FoMO has a significant positive effect on digital hoarding,
which is strengthened by content sharing affordance. Moreover, information anx-
iety and attachment anxiety can strongly predict FoMO. Finally, we discuss the
potential contributions and future directions of this work.

Keywords: Digital hoarding · Fear of missing out · Affordance · Social media

1 Introduction

With the development of information technology, a new digital problematic use, digital
hoarding, is emerging. Digital hoarding refers to the massive accumulation of digital
materials that leads to a cluttered digital space [1]. Although digital hoarding does not
occupy our physical space, it can lead to serious problems such as psychological pressure
and cybersecurity threat, thus further impair individuals’ normal life and work [1, 2].

Prior research on digital hoarding mainly focuses on the contexts of work and every-
day life, including hoarding emails or digital photos [1, 3]. However, few studies have
been concerned about digital hoarding in the hedonic context. In UGC-based hedonic
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social media (such as Twitter, YouTube, or Tik Tok), symbolic collection technology
has greatly simplified information preservation. We can add interested content to book-
marks with just “one-click”. However, the costless way of storage has resulted in an
overwhelming amount of users’ favorites collections, which creates a serious digital
hoarding phenomenon commonly existed among social media users [4].

Therefore, this study aims to investigate the mechanism underlying digital hoarding
in the hedonic context. One on hand, we adopt the conceptual lens of Fear of missing
out (FoMO) to explorewhydigital hoarding appears in socialmedia.Different from the
utilization value of e-mails and memorable value of digital photos, the reason of digital
hoarding behavior in the hedonic context has been underexplored. FoMO, the “dark side
feelings” that emerges from social media use, is defined as the negative emotions such as
anxiety or panicwhen users fail to keep an instant linkwith socialmedia [5, 6]. Numerous
studies investigated the impact of FoMO on multiple social media problematic use such
as addiction and phubbing behavior [7, 8], yet the relationship between FOMO and
digital hoarding has never been studied. On the other hand, we also incorporate social
media affordance to explore how digital hoarding exacerbates in social media. Social
media affordance refers to the action possibilities enabled by social media features,
which provides a theoretical lens for understanding the effects of system design [9].
Studies have shown that multiple social media affordances provide a convenient channel
for information accumulation [10]. This raises a new question that whether social media
affordance is always good because it might aggravate digital hoarding phenomenon.
Overall, we are among the first to combine FoMO and social media affordance to analyze
the reason and accelerator of digital hoarding in social media.

A quantitative study with 233 valid questionnaires was conducted. The results show
that FoMO has a significant positive effect on digital hoarding, which is strengthened
by content sharing affordance. Moreover, information anxiety and attachment anxiety
can strongly predict FoMO. Our research may shed light on the antecedents for users’
digital hoarding in hedonic social media and the possible dark side of hedonic interactive
elements design.

2 Related Work

2.1 Digital Hoarding

Since van Bennekom et al. [1] presented a typical case of hoarding of digital pictures.
Digital hoarding is emerging as a new intersection of psychology and information science
[4, 11].

Most of the prior literature attempt to explore dimensions, antecedents, and outcomes
of digital hoarding. First, studies have shown that digital hoarding includes at least two
dimensions of positive acquisition and negative deletion [4]. Neave et al. [3] has devel-
oped the Digital Hoarding Questionnaire (DHQ) based on this consideration, accumu-
lating and difficulty deleting are two core factors in this scale. Second, the antecedent
of digital hoarding can involve different aspects. It includes emotional factors such as
concerns about future use, emotional attachment to digital content, personal factors such
as laziness, as well as technical factors such as convenient cloud storage [2, 12]. Finally,
in terms of outcomes, digital hoarding is harmful to users’ psychological well-being and
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cognitive function, possibly causing cyberphobia and avoidance behaviors. Severe dig-
ital hoarding may develop into physical hoarding, which can further affect individuals’
normal life and interpersonal relationships [1, 2, 4, 13].

In summary, previous research provides a theoretical basis and measurement for
digital hoarding. However, few previous studies have conducted quantitative empir-
ical research to explore the relationships between the possible antecedent and digi-
tal hoarding, which may provide more credible evidence for the formation of digital
hoarding.

2.2 Fear of Missing Out in Social Media

FoMO is a serious problem in social media and may become more prevalent with the
emerging of new features [6]. FoMO is considered to be a psychological state arising
from insufficient innate needs [5]. Since social media’s autonomous features can satisfy
users’ innate needs [10], any impairment of the connection between users and social
media may cause FoMO [6]. However, the emergence of new features has increased
the vulnerability of this connection. People may generate new FoMO feelings due to
their reliance on new social media features. For example, sharing features can facilitate
communication between people, but it may also lead to people checking their phones
more frequently for fear of missing content. This inspires us to think about how to avoid
the FoMO problems that may come with technological development.

Although FoMO is not explicitly considered a mental illness, it can still pose serious
problems. FoMO has received widespread attention for its complex negative psycho-
logical and behavioral effects on social media users. On the one hand, FoMO can make
social media users develop emotional symptoms such as anxiety, depression, boredom,
and fatigue, which may reduce users’ life well-being [6, 14, 15]. On the other hand,
FoMO as problematic psychology may further induce problematic behavior, such as
compulsive use and phubbing [7, 8, 16]. These behaviors may further jeopardize inter-
personal relationship satisfaction and even impair mental health (e.g., elicit depression)
and physical health [17, 18].

To sum up, FoMO is the antecedent of many “online dark sides”, but few studies
have explored the effect of FoMO on digital hoarding. By clarifying the impact effect
of FoMO on digital hoarding, we can provide insights for social media practitioner to
manage digital hoarding at the source.

3 Research Hypothesis and Model

3.1 FoMO and Digital Hoarding

Social media users suffered FoMO need to keep online to relieve their anxiety, which
may lead to users’ overuse behavior. Studies have shown that users with FoMOmay use
social media more frequently, and more intensely than the average users [5, 19], even
develop into addictive behaviors [7]. Frequent interaction may provide better conditions
for users to acquire and accumulate information. Meanwhile, users with FoMO are more
likely to develop attachment emotions [20], this attachment emotion may lead FoMO
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users to value the collected content and could not bear to delete. Hence, we propose the
following hypothesis:

H1: FoMO has a positive influence on digital hoarding in social media context.

3.2 Determinants of FoMO

Information Anxiety. Information anxiety is a state of stress in situations of information
overload or underload [21]. Currently, information anxiety is a common phenomenon
in social media context. Social media users with information anxiety try to combat
negative emotions by getting more information. This may make them afraid of missing
out on information that is beneficial to them [22]. It has been shown that there is a
strong correlation between anxiety and FoMO [23]. Therefore, we propose the following
hypothesis:

H2: Information anxiety has a positive influence on FoMO in social media context.
Attachment Anxiety. Attachment anxiety refers to fear and anxiety that arises when

people are separated from attachment figures [24]. Users in an attachment anxiety state
are used to seeking help from others on social media networks [25] and may fear losing
this stable online social support. Studies have shown that attachment anxiety can predict
FoMO in general context. Hence, we propose:

H3: Attachment anxiety has a positive influence on FoMO in social media context.

3.3 The Moderating Effects of Social Media Affordances

In this section, we mainly explored the moderating role of social media affordances
in the effect of FoMO on digital hoarding. By investigating the functional features of
social media, we chose two social media affordances that are closely related to content
acquisition for our study, including recommendation affordance and content sharing
affordance. They may exacerbate users hoard digital content.

Recommending Affordance. Recommending affordance refers to the potential for
the system to recommend customized information to the user by capturing the user’s
preferences or interests [10]. Recommended information is more attractive to social
media users [26]. Thus, users with FoMO may be more reluctant to miss out on recom-
mended information, which leads to retaining more information and not being willing
to delete it. Accordingly, we hypothesized the following:

H4: Recommending affordance strengthens the relationship between FoMO and
digital hoarding in social media context.

Content Sharing Affordance. Content sharing affordance refers to the function of
“Users can share and distribute content unrelated to self to others in a social media
setting, such as sharing funny video or news item [9]”. This affordance is based on the
information interaction between users, which enhances their feelings of social support
[27]. High FoMO individuals are very concerned about their community involvement
[5]. Thus, they may place more importance on the information shared by others. Hence,
we propose:

H5: Content sharing affordance strengthens the relationship between FoMO and
digital hoarding in social media context.

Based on the above hypotheses, we constructed the research model (see Fig. 1).
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Fig. 1. Research model.

4 Methodology

Our constructs were measured by seven-point Likert-type scale and adapted from pre-
viously validated scales. Information anxiety was adapted from the work of Marteau
and Bekker [28]. Attachment anxiety was adapted from the classic Experiences in Close
Relationships Inventory (ECR) of Brennan et al. [29]. Recommending affordance was
measured in keeping with the scale of Song et al. [10]. Content sharing affordance was
adapted from Lai and Yang [27] and Mills et al. [30]. FoMO was measured using items
adapted from Przybylski et al. [5] and Song et al. [31]. We measured digital hoarding
with eight items adapted from Neave et al. [3]. We developed the original items from
English to Chinese, and the process was facilitated by two linguistics professors.

Our questionnaire was mainly created inWenjuanxing (www.wjx.cn), a professional
questionnaire survey platform in China. We mainly distribute questionnaires through
Baidu Tieba, Douban, Zhihu, and other online communities. Each participant received
5–10 yuan (approximately 1 ~ 2 dollars) as a reward. The survey lasted 15 days from
June 10 to June 24, 2022, 387 questionnaires were collected.

Subsequently, we conducted a sample screening. We asked participants to (1) have
more than 3 years of social media use; (2) use social media for entertainment activities
for at least half an hour a day; (3) have experience in collecting content in social media.
Finally, we retained 233 valid questionnaires. In the final sample, male and female
participants accounted for 59.23% and 40.77%, respectively. Most respondents were
aged 21–30 (106, 45.49%) and have a bachelor’s or higher degree (202, 86.70%). 82.40%
of them have experience of hoarding physical goods.

http://www.wjx.cn
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5 Preliminary Analysis and Results

5.1 Measurement Model

Partial least-squares structural equation modeling (PLS-SEM) was used in the data anal-
ysis process. In terms of reliability, Cronbach’s alpha and CR values of each construct
is greater than 0.7, which meet the requirements [32]. In terms of validity, first, because
all items are adapted from previous literature and checked by multiple experts, the scale
has high content validity. Second, as for convergent validity, average variance extracted
(AVE) of each construct is higher than 0.5 and factor loading of each item is higher
than 0.7, which indicates that the convergent validity of the model is acceptable [32].
Third, as for discriminant validity, the square root of the AVE of each construct was
greater than its correlation with other construct [32]; meanwhile, the items loadings of
each construct were significantly higher than its cross-loadings. Therefore, our model’
discriminant validity was eligible. The detailed data are shown in Table 1.

Table 1. Correlations and psychometric characteristics of constructs.

1 2 3 4 5 6

1. Information anxiety 0.889

2. Attachment anxiety 0.549 0.834

3. Fear of missing out 0.662 0.724 0.845

4. Recommending affordance 0.482 0.444 0.633 0.826

5. Content sharing affordance 0.314 0.327 0.467 0.717 0.915

6. Digital hoarding 0.422 0.482 0.603 0.702 0.583 0.796

Cronbach’s Alpha 0.864 0.782 0.867 0.766 0.903 0.904

Composite Reliability 0.918 0.873 0.909 0.865 0.939 0.923

Average Variance Extracted (AVE) 0.790 0.696 0.714 0.682 0.837 0.633

Note: Values on the diagonal represent the square root of average variance extracted (AVE) for
each construct.

5.2 Structural Model

We tested the hypotheses, results as illustrated in Fig. 2. First, FoMO (β = 0.316, p< .01)
can strongly predict digital hoarding, which supports H1. Second, the antecedents of,
information anxiety (β = 0.372, p < .01) and attachment anxiety (β = 0.447, p < .01),
all have positive effects on digital hoarding. Therefore, H2 and H3 were tested. Finally,
we tested the moderating effects of the two social media affordances. The results show
that content sharing affordance (β = 0.084, p < .1) can strengthen the positive effect of
FoMO on digital hoarding. Thus, H5 was supported. However, the moderating effect of
recommending affordance was not significant (β = 0.035, n,s), which meant H4 was not
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supported. The possible reason is recommending affordance brings the problem of infor-
mation cocoon, users lose the interest of storing too much homogeneous information.
Therefore, recommending affordance does not exacerbate the digital hoarding.

Note: * indicates p < .1; ** indicates p < .05; *** indicates p < .01; n.s.: not significant; one-

tailed test.

Fig. 2. Results from the PLS model.

6 Preliminary Contributions

In the preliminary study, we found the positive effect of FoMO on digital hoarding in the
hedonic social media context. This is consistent with previous studies in which FoMO
generated problematic use of socialmedia [8].Meanwhile, the content sharing affordance
positively moderates the effect of FoMO on digital hoarding, whereas recommending
affordance doesn’t. Furthermore, the results also show that FoMO is associated with
information anxiety and attachment anxiety.

This study has profound theoretical and practical implications. In theory, we are
among the first to explore digital hoarding in the hedonic social media context, which
can provide contributes to literature for understanding digital hoarding as an emerging
problematic use in the new context. Specifically, we propose FoMO as the emotional
antecedent of digital hoarding, and social media affordances as the accelerator between
FoMOand digital hoarding from systemdesign perspective. In practice, our findings cau-
tion social media users to store less in “favorite” collections since it comes from the sick
state of FoMO. Besides, social media practitioners should be more careful about design-
ing features that may exacerbate digital hoarding. In the future, we attempt to enhance
the study by including more social media affordances, improving the measurement of
digital hoarding, and using a larger sample of data.
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Abstract. This paper reports early results from an ongoing study exploring the
personal information management of nonbinary people in Ireland. Data collection
has been stalled due to an unforeseen issue which is described, and results pre-
sented are based on three semi-structured interviews. Cushing [1, 2] and other PIM
scholars have found that that personal information is partly maintained because
it represents an individual’s identity to themselves and others. In the context of
inequality, Cushing, andKerrigan [3] found that PIM can be perceived as a burden,
abbreviated as a PIM-B. This study furthers PIM-B work through exploring the
lived experiences of nonbinary individuals that must maintain personal informa-
tion that does not represent their identity in order to engage in society. Nonbinary
people often find themselves in the position of maintaining personal information
that does not represent their gender identity because of the traditional binarised
structure of societymore broadly. Howdoes the requirement tomaintain this infor-
mation that is not representative of gender diversity mediate PIM? Using reflexive
thematic analysis, our early analysis of 3 interviews suggests that nonbinary peo-
ple in Ireland perceive both the information use and the exertion of control over
distribution of personal information management as a burden (PIM-B). This find-
ing can be used to refine the concept of a PIM-B [3] while also using PIM-B as
an indicator of the inequalities that gender minorities face.

Keywords: Personal information management · Gender · Qualitative

1 Introduction

Frequently situated between human computer interaction and information behaviour,
personal information management (PIM) has generally been defined from two perspec-
tives that differ in how personal information is defined. Jones [4] and Jones and Teevan
[5] consider personal information to include unique information, but also information
that the individual consumes and information about an individual created and managed
by someone else (ex. Medical records created by a doctor, held at a hospital, about an
individual patient). Bergman and Whittaker [6] define personal information as only the
unique information that the individual creates and as such, this unique information must
be carefully curated. Regardless of what personal information includes, both PIM mod-
els agree that maintaining information is vital to the practice of PIM. Cushing [1, 2, 7]
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has explored the maintenance of personal digital information over time, finding that this
information often represents the individual’s identity to themselves and to others. This
paper adopts Jones’ [4] definition of PIM as “the practice and the study of the activi-
ties a person performs in order to acquire or create, store, organise, maintain, retrieve,
use and distribute the information needed to meet life’s many goals and to fulfill life’s
many roles and responsibilities” (p. 5) with focus on the activity of maintaining personal
information over time.

If representing one’s identity is a vital component of the effort to maintain personal
digital information, what happens when individuals must maintain personal information
that does not represent them, in order to engage with society more broadly? In particular,
how does this manifest when individuals find that their identity is at odds with broader
society and that there is no way to represent their identity accurately through personal
information? How does this affect how they represent their identity to themselves or
others? How can these experiences further our understanding of maintaining personal
information over time?

Considering these questions, the main research question guiding this paper is as
follows: how does managing personal information serve as a burden for nonbinary
people? Relying on Cushing and Kerrigan’s [3] themes of personal information man-
agement as a burden (PIM-B), this paper seeks to address gender diversity and nonbinary
identity, specifically noting the ways in which nonbinary individuals must manage their
personal information and information infrastructures more broadly. Through interviews
with members of this gender diverse community, we sought to explore the ways in which
managing personal information can serve as a burden in PIM, when this is not the case
for those who identify within the traditional gender binary.

2 Literature Review

One of themost widely cited definitions of PIM is from Jones and Teevan [5], who define
PIM as “both the practice and the study of the activities people perform to acquire, orga-
nize, maintain, retrieve, use, and control the distribution of information items such as
documents (paper-based and digital), Web pages, and email messages for everyday use
to complete tasks (work-related and not) and to fulfil a person’s various roles (as parent,
employee, friend, member of community, etc.)” (p. 3). Since 2007, several authors have
expanded the definition of PIM to include “nonwork” personal information, especially
in discussions of personal archiving, where the focus is on maintaining personal infor-
mation over time [7–10]. In a 2019 study of personal information from activity tracker
technology, Feng and Agosto [11] found that the PIM activity tended to focus on what
Jones’ [4] previously labelled as “meta level activities”. This included organisation,
maintenance, managing privacy, measuring and evaluating and making sense. Bergman
and Whittaker [6] believe that curation is the central activity in PIM, which overlaps
with the ways in which Jones [4] describes organising and maintaining.

Explorations of personal digital archiving often overlap with PIM activities, but
the central focus remains on maintaining the personal information over time. Marshall
[12] identified that maintaining and organising personal information over time can take
considerable effort on the part of the individual. Cushing [1, 2] found that individuals
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are more likely to engage in maintaining digital personal information over time if the
information is considered a digital possession, which are characterised as providing
evidence of the individual, representing the individual’s identity, recognised as having
value and exhibiting a sense of bounded control.

In contrast, in their study of LGBQ parents attempting to obtain birth certificates
and personal identity information for their children in Ireland, Cushing and Kerrigan [3]
found that the effort to organise and maintain this personal information is perceived as a
burden due to the perception that the PIM activities serve as representations of inequal-
ity and lack of recognition for same-sex parenting. Cushing and Kerrigan [3] draw on
previous work in information behaviour which explores the concept of invisible infor-
mation work, marginalisation, and information overload [13–18] to identify 4 themes of
a PIM-B: 1) additional PIM tasks, 2) negative affect, 3) lack of self-extension to digital
possessions, and 4) additional information seeking.

The experience of nonbinary individuals serves as an example to further explore
the concept of PIM and marginalisation. Research pertaining to PIM and nonbinary
communities is currently minimal. Emerging research in broader areas is beginning to
focus on the ways in which nonbinary people navigate technological infrastructures.
To that extent, Spiel’s research [19] focused on how these technological infrastructures
encode gender as fixed and binarised, which consequently prevented nonbinary people
from registering their correct gender identity, even though they may have received legal
recognition. This is an instance where varying obstacles emerge around PIM and non-
binary identities. Other studies, such as that by Quinan et al. [20] have examined the
implications of potential new measures for inclusion on state documents for nonbinary
communities, such as that of an X marker to indicate a nonbinary status. This form of
declaring personal gender identity on state documents was considered by Quinan et al.
[20] as facilitating state regulation of gender-diverse individuals, noting how individuals
grafted their own meanings onto this non-binary marker. In other instances, research has
demonstrated how the declaration of personal information on input forms on websites or
online services has resulted in many nonbinary individuals not being able to select their
correct gender category. As Schuerman et al. [21] note, digital health forms, social media
websites and dating apps did not recognise non-binary identities, which was particularly
acute for online health forms where this gender information is crucial for healthcare.
Schuerman et al. [21] conclude by noting that designers of online gender web forms
need to be sensitive to the information needs of non-binary people. This paper speaks
to this gap in the literature through attempting to understand the lived experiences of
nonbinary individuals and their experiences of PIM.

3 Method

We used semi-structured interviews to gather data from the lived experiences of non-
binary people living in Ireland to understand their experiences of maintaining personal
information that does not represent their identities. We developed an initial set of inter-
view questions based on consultation with a PhD student and nonbinary person who is
conducting parallel research about information seeking in transgender and nonbinary
populations. We also developed questions based on our experience with our PIM-B
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study [3]. We then pilot tested questions with an individual identifying as nonbinary
based outside of Ireland, as a means of not using potential participants from our targeted
sample population. Based on the pilot, we revised the questions before official data col-
lection began. We used word of mouth, postings on social media and with permission,
solicited participation on several private social media pages with the stated mission of
supporting nonbinary people in Ireland. No one was contacted directly based on their
gender identity status, we relied on individuals to contact us if they were interested in
participating in an interview. Interviews were conducted via Zoom, beginning in early
August 2022. One or both authors completed the interview, using the same questions.

Reflexive Thematic Analysis was used to analyse the data [22]. We used a combina-
tion of inductive and deductive processes to identify themes using Braun and Clarke’s
[22] six steps, including: familiarising oneself with the data through reading and reread-
ing transcripts, generating initial codes, collating codes into potential themes, reviewing
themes, defining, and naming themes and producing the final analysis report (findings).

4 Early Findings

This project is still in progress; thus far we have conducted three interviews, upon
which we base our initial findings discussed below. Our data collection slowed after one
month, which could be related to several key news pieces that dominated news headlines
in Ireland at this time.1

As a result of this cultural climate, we are finding that there is less interest to partici-
pate in the research project. We hope that these volatile events for gender minorities will
dissipate, but in the meantime, it has led to an (understandable) slowdown in data col-
lection. This experience demonstrates that research which relies upon participants from
marginalised communities can be impacted directly by a cultural climate and constructed
moral panic being distributed by news headlines and social media.

Based on our three interviews, our initial findings suggest that the concept of main-
taining information that does not represent an aspect of one’s identity (their gender queer
status) was also discussed as being a burden (Table 1).

1 On 30 August 2022, news broke that a Secondary School had put teacher Enoch Burke on
administrative leave because he refused to comply with the school’s newly adopted gender
affirming policy for students, refusing to refer to a student by their they/them pronouns. Once
placed on leave, Burke refused to stay off school grounds, leading the school to obtain a
restraining order, which Burke repeatedly ignored. On the last occasion, Burke entered school
grounds, confronted the school Principal, and was ultimately arrested for violating the restrain-
ing order. Several media outlets have reframed Burke’s arrest for violation of a restraining order
as a teacher being arrested for refusing to use “they” instead of “he” [23]. The social media
accounts of Burke, his family and friends, and his supporters, position him a victim of ‘woke
culture’ gone ‘too far’. As this story has continued to make headlines in Ireland, an anonymous
nonbinary person who did not want to participate in this study suggested to us that the case had
engendered a climate of fear in the nonbinary community in Ireland. This case has not occurred
in a vacuum and there has been an ever-increasing amount of media reportage purporting gen-
der critical frames, with gender critical generally describing a belief that an individual’s sex
is biological and unchanging and cannot be combined with someone’s gender identity. For
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Table 1. Participant ages

Participant No. Age

1 42

2 67

3 45

4.1 Furthering the Concept of a Personal Information Burden

Cushing and Kerrigan [3] identified four themes of a PIM-B: personal information asso-
ciated with 1) additional PIM tasks, 2) negative affect, 3) lack of self-extension to digital
possessions, and 4) additional information seeking. The authors use the PIM-B con-
cept to demonstrate how managing personal information over time can vary based on
marginalization (such as sexual orientation, which Cushing & Kerrigan investigated),
which reinforces feelings of inequality and triggers feelings of burden.Below,we attempt
to understand how nonbinary individuals experience inequality via PIM and how this
connects with the concept of a PIM-B.

Most participants described that their chosen name that they go by is often not their
name on official documents such as passports. The name assigned to the participants at
birth, rather than their chosen name, was also present on government benefit informa-
tion such as social protection, medical information and was also their registered name
with An Post, the State-owned provider of postal services in Ireland. As a result, when
participants needed to engage with these government entities, their chosen names and
nonbinary status was not recognised. Accordingly, the participants frequently requested
changes be made to data collection procedures, which often fell on deaf ears. Participant
1 described how “breaking a chain” in personal information collection is more difficult
with banks and medical providers who often require “official” identity documents such
as a birth certificate or passport, whereas an online shopping companymay let you create
a shipping address without the need for you to state a gender or use the same name found
on an “official” document:

…my passport is the thing that identifies me for my driving license, and that
identifies me for my bank account, and so on. Well, we started with one name, and
I don’t have any way of breaking that chain” (Participant 1).

The concept of viewing personal information as a chain of information is novel
and has the potential to impact the way researchers approach PIM. How does PIM
mitigate the ways in which different examples of personal information connect with
other examples within a personal information collection? In the context of a PIM-B,
addressing the feeling of burden may require modelling personal information as a chain,
as a way to understand the root of the burden. If feelings of burden associated with PIM
can be isolated, PIM research may be able to be developed to alleviate these feelings

example, the Trans Writers’ Union has called for a boycott of The Irish Times for “anti-trans
rhetoric” and gender critical news articles [24].
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experienced during PIM. While the traditional focus of PIM has been efficiency, future
PIM research could focus on how to make PIM a more enjoyable experience, or at
the least, feeling like less of a burden. However, if the root of feelings of burden stem
from the acknowledgement of systemic inequality, it is unlikely technology or methods
associated with PIM can “solve” this problem. As such, understanding the role of PIM in
policies, specifically government policies that are meant to provide citizens equal access
to benefits and services, may address feelings of PIM-B that marginalised individuals’
experience.

When asked about official avenues of name change, our participants instead preferred
to go by a shortened version of their given name, or the Irish version of their given name.
As background, it is not uncommon in Ireland for people to go by the Irish language
version of a given English language name. In fact, as Participant 2 notes, they fostered
the Irish version of their name as it reduced feelings of dysphoria from the name assigned
to them at birth alongside the fact that the name tended not to be gendered more broadly,
with the exception on occasion of Irish speakers. Participant 1 similarly notes how
abbreviating their name by shortening it reduced their feelings of dysphoria with their
gender identity. In managing personal information in this way, participants noted how it
led to better wellbeing outcomes for themselves.

In discussing PIM as burden, most participants agreed that there was some level
of additional burden associated with personal information and nonbinary status, but
participants described this burden differently. For example, Participant 1 spoke of how
there is a feeling of cognitive burden when faced with a gender drop down box on a
web form that list only male or female. Extending from this, the participant noted the
difficulties and emotional turmoil of having to think about which gender to select and
the ramifications of selecting each gender choice every time personal information is
collected, served to be “a cognitive and emotional load:

It’s a cognitive burden because I have to make these choices every time. And I’m
sitting there and the doctors, and there’s this free text box that was a paper form
[previously]. There’s a box where I can write it in. It says gender, and I’m there
for five minutes. What do I put? And yeah, the majority of people don’t have to
have that kind of cognitive load, and it is an emotional load as well (Participant 1)

Participant 2 was more severe in their description of burden:

It’s absolutely exhausting, and I guess I have two twin emotions about that. Sad-
ness, that it is that way. It’s also anger, or it just pisses me off. But I’ve learned
over a lifetime of using my anger as fuel, you know, to make change and rattle
cages (Participant 2)

On follow up, when Participant 2 was asked what it might feel like if the burden was
removed, they responded “OhmyGod! I think I could breathe.” Interestingly, Participant
3 applied less strength in their discussion of burden, describing it as: “an annoyance,
it’s kind of frustrating, but I don’t know if I would call it a burden.” This suggests that a
range may exist in the experience of a PIM-B. Future research could explore this range
of the experience of burden.
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5 Discussion

Our early insights into data from three interviews focused on whether our concept of
a PIM-B could be applied to a similar, but different population, and if the concept
could be further refined. Our early analysis indicates that the concept of a personal
information burden (PIM-B) extends to personal informationmanagement of our sample
of nonbinary people in Ireland. However, the burden is not limited to information seeking
or maintaining personal information as with our sample population in Cushing and
Kerrigan [3], but the burden extends to the way in which individuals use and control
the distribution of personal information, including name and gender identity, to interact
with other people and their official data gathering instruments. Cushing and Kerrigan
[3] characterised a PIM-B using four themes: 1) additional PIM tasks, 2) negative affect,
3) lack of self-extension to digital possessions, and 4) information seeking. While our
research is ongoing, our early data analysis suggests that the concept of a PIM-B may
need to be expanded to include information use and the control of the distribution of
information. In addition, the concept of a personal information chain will continue to
be explored: if it is specific to a PIM-B, or if it is referenced in additional literature in
different contexts. We also aim to develop future trajectories for this work, including
range of feelings of burden experienced, how to limit the experience of a PIM-B via
methods and tools, as well as understanding the role of PIM in government policy.

6 Conclusion

As this study began to recruit participants, the political and cultural climate for the
gender-diverse community became extremely volatile and contentious within Ireland,
with a number of high profile, ‘gender critical’ incidents occurring that has left much
of the community in fear of systems of power, not to mention researchers in academic
institutions. While our data collection has currently stalled, we will continue to collect
data via semi-structured interviews, to further refine our concept of a PIM-B and develop
tools and methods to address the concept of a PIM-B, as well as understand the role of
PIM in government policy.
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Abstract. About 19.3 million people are newly diagnosed with cancer each year,
but only a small percentage of all diagnoses refers to young adults (18 - 39 years).
Therefore, they are often not focused on within the healthcare infrastructure,
although they have age-specific information, care and service needs. This results in
difficulties that will be examined in this article concerning the information journey
of the target group. Based on fourteen semi-structured qualitative interviews, this
article describes the use of information sources during the cancer patient journeys
of young adults. Furthermore, it describes problems the target group experiences.
The data indicate that young adults, regardless of whether they actively seek infor-
mation or rarely seek information at all, often have to rely on serendipity to obtain
helpful information. Furthermore, problems regarding the reliability of informa-
tion sources have been identified and information relating to non-medical needs
must be sought autonomously, which results in overload and uncertainty. For the
circumvention of these difficulties, improvements are needed in the provision of
information for young adults. The knowledge about validated information sources
would support the information journeys during their cancer patient journeys.

Keywords: Health information behavior · Information journey · Young adults
with cancer · Information seeking · Patient journey

1 Introduction

Every year about 19.3 million people are newly diagnosed with cancer and according
to latest calculations in 2020, 9.96 million people will die because of this disease [26].
In Germany, 16.500 young adults are newly diagnosed with cancer each year [21, 40].
These are only 3.3% of all new diagnoses. Even though the target group gets more
attention during the final years, there are still occurring problems and difficulties that
need to be addressed.

The German health infrastructure often pairs young adults together with adolescents
or older adults, which have both age-specific characteristics that do notmatch the charac-
teristics of this target group [13]. Especially young adults are going through a transition
phase, which includes social, mental and physical aspects. Therefore, a diagnosis of a
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life-threatening disease as cancer during this phase strongly influences the individual,
and results in special information, care and service needs [6, 13, 32, 34, 47]. If those
needs are notmet, they experience difficulties copingwith the disease and its influence on
their every-day lives [18, 28]. Further the information seeking behavior of young adults
during their cancer patient journey is affected by the lack of available useful information
specified for their age-group. This is affecting the accessibility of helpful information
during the cancer patient journey [13].

This article is based on the research data of Bressel [12], who conducted 14 semi-
structured guided interviews with young cancer patients regarding their information
needs. The dataset also contains insights in the information seeking behavior of young
adults in Germany during their cancer patient journey, which have not been analyzed
before and therefore are part of this article. To understand the information seeking behav-
ior of young adults with cancer during their patient journey and furthermore occurring
problems and difficulties, the research questions for this article are the following:

1. Which information sources do young adults with cancer in Germany use during their
information journeys at different stages of their cancer patient journey?

2. Which problems and difficulties occur during their information journeys?

Even though the information seeking behavior of young cancer patients is no new
research field, this target group is still not treated as a separate patient group in the
German health infrastructure. By focusing on used sources and specific stages in which
problems regarding information seeking occur, this paper enables insights into specific
needed improvements regarding young adults with cancer.

2 Background

2.1 Information Seeking of Young Adults with Cancer

Young adults (YA) are individuals between the age of 18 to 39 [6, 13, 16, 22, 33, 45]. Due
to their age, YA are at an unsettled stage of their life, which is dominated by emotional,
physical and social changes [5–7, 13, 46].

Especially in this phase, a cancer diagnosis and the subsequent time during treatment
and aftercare influences one’s identity by taking away crucial elements or changing them
through new disease-related circumstances [6, 7, 28]. For YA a cancer diagnosis results
in information, service and care needs in ten areas. Those areas include organizational
and financial needs, questions regarding the disease itself (diagnosis, prognosis, rehabil-
itation, and aftercare) and its influence on health practices, fertility, mental health, and
the social context [13].

In medical studies, the information seeking of young adults was already researched
with focus on specific sources such as the internet, social media and social networking
sites [4, 15, 16, 24, 36] or the general preferences of YA and adolescents regarding digital
technologies [1]. Boakye et al. [10]moreover compared the health information seeking of
adults with andwithout cancer, where they focused on demographic differences, sources,
and topics. Furthermore Germeni et al. [23] identified that research on the information
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seeking behavior of sick individuals should always include research on information
avoidance, because of the correlation of their behaviors in the role of informed patients.

Separate from the target group, research exists about the usage of different channels
and sources during a cancer disease [8, 27, 29, 30, 41, 44]. It is known that the use of
information sources depends on demographic factors such as age, level of education and
income [41].

In addition, individuals with a disease tend to consult interpersonal channels. For
medical questions, the first source is family and friends and if the information need is
not fulfilled, they consult health professionals [27]. Nevertheless, health professionals,
especially doctors, are seen as an authority, depending on the reliability of answers.
Regardless, patients tend to seek answers on the internet before consulting health pro-
fessionals, because it seems to be more credible and able to equalize deficits of doctors
in real life [8, 44].

2.2 The Information Journey vs. The Patient Journey Model

In 2005, Adams and Blandford defined the information seeking behavior in the health
and academic sector as an information journey. This model consists of three stages:
information initiation, information facilitation and information interpretation.

Information initiation is the first stage of the information journey, in which external
factors initiate the requirement for information actively throughout a task (e.g., sup-
porting a sick relative) or passively by a person or situation (e.g., receiving a cancer
diagnosis). Information facilitation marks the second stage of the information journey,
and contains the information retrieval aspects of the information seeking process. The
information is sought actively with the help of information systems, or persons relevant
to the recognized information need (e.g., consultation by a doctor). The last stage of
the original model, the information interpretation, is defined by the process of interpret-
ing the information based on a specific context [2]. Especially in the health context the
interpretation process is supported “by someone or some system” to help the following
decision-making process (e.g., starting treatment) [3].

Nguyen et al. [39] expanded the information journey in their article about information
needs of family carers in collaborative healthcare to another stage of the information
journey. Their four-stage journey model consists of three similar stages to the original
model (identification, searching, interpretation), and one added stage, the information
sharing. This new stage was invented because the sharing process was identified as an
important step in a collaborative context, especially if not only the patient but also the
carer is involved in the information journey during diseases.

In a non-health-related sector, Du [17] also introduced an information journey.
She described the information journey of marketing professionals as determining the
work task-generated information need, information seeking, judging, and evaluating the
information, sense-making and information use as well as information sharing.

In 2010 a new expanded version of the original information journey by Adams &
Blandford [2] was invented. This new version additionally contains the use of the
interpreted information as fourth stage (see Fig. 1).
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Fig. 1. Extend information journey model by Blandford & Attfield [2]

This fourth stage includes the usage of the previously interpreted information based
on the subjective context. Thus, further information journeys can arise if more infor-
mation is needed or if the information previously interpreted as useful turns out to be
unhelpful for the personal context.

Especially papers in the health sector use the term journey as well to describe expe-
riences and processes of individuals affected by a disease. They refer to different stages
patients go through during the experience of a disease. Instead of stages related to infor-
mation processes, which are described in the information journey model, these models
describe the behavior of affected individuals during their disease. The concept behind
is often referred to as patient journey [11]. In the cancer research field, it was used to
analyze unmet information needs of cancer patients of all ages at different stages of their
patient journey [25, 31, 35, 37, 43] and information needs of young adults with cancer
[13]. It was also used to understand the uncertainty of patients while receiving informa-
tion during their cancer patient journey [38] and to analyze the information seeking and
avoidance behavior of cancer patients [23].

Regarding Bressel [13] the cancer patient journey (CPJ) of YA is divided into two
cycles. The main journey, containing the diagnosis stage, treatment stage and aftercare
stage and the extended journey containing a longer treatment stage before the aftercare
stage is reached (see Fig. 2).

Fig. 2. The cancer patient journey model by Bressel [13]
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During each stage of the CPJ, patients go through several information journeys. They
have information, service, and care needs in ten different areas [13]. Each of these areas
lead to information requirements, which are followed by information journeys. This
paper focuses on these information journeys and defines difficulties YA face.

3 Method

3.1 Dataset

The dataset for this study was collected in November and December 2020 for another
study to analyze the information needs of YA with cancer in Germany. The dataset
contains 14 qualitative semi-structured interview transcripts. The interviewed YA were
affected by eight different diagnoses at the end of their treatment, or while already in
aftercare (see Table 1). All participants were treated in Germany and the interviews were
conducted in German. The transcribed interview data shows clearly that information
needs are connected to the information seeking behavior of YA with cancer, and that an
analysis of the information seeking behavior based on this dataset would be valuable.

3.2 Analysis

To answer the first research question, the interview transcripts were coded by a deductive
approach, based on the identified stages of the CPJ [13] and all infrastructures, sources,
and services, named by the participants. For the second research question, the dataset
was coded inductively by concentrating on difficulties and problems YA experienced
while seeking information at different stages of their CPJ. All quotes were translated
from German to English after the analysis.

4 Results

4.1 The Accepting vs. The Active Seeking Behavior

During their CPJ, YA go through numerous, heterogeneous information journeys which
correlate with their information needs and result from the subjective context of the YA.
Because of the small number of patients affected, available information in sources such
as the internet or literature often represents older age groupswith different needs. In addi-
tion, the information that is available is often general and not adaptable to their situations
(P3, P12, P13) or medical jargon and foreign languages complicate the understanding
(P4, P5).

“I mean, you get your blue books from cancer support. But you can as well put
them in the garbage or use them as barbecue lighters. It contains general stories
but nothing that would have helped me at the moment.” (P13)
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Table 1. Information about the sample

Age
(Diagnosis)

Cancer type Subtype Comment

35 Breast cancer Triple negative mammary
carcinomy (genetic)

Pregnant during treatment

34 Specific diagnosis
unknown

28 Specific diagnosis
unknown

22 Specific diagnosis
unknown

35 (1)
38 (2)

Hormone-positive
mammary carcinoma (1)
Triple negative mammary
carcinoma (genetic) (2)

Initial diagnosis (1)
Second diagnosis (2)

33 Hormone-positive
mammary carcinoma +
Liver metastases, Lung
metastases

Incurable due to spreading

34 Brain tumor Glioblastoma Incurable

40 Anaplastic astrozytoma
(sinistral)

25 Testicular cancer Testicular carcinoma
(unilateral)

27 Thyroid cancer Papillary thyroid
carcinoma +Metastases
+ Lymphatic gland

18 Bone tumor Ewing’s sarcoma
(scapula unilateral)

33 Lymphoma Hodgkin’s lymphoma

32 Uterus cancer Endometrium carcinoma

39 Salivary glands cancer Mucoepidermoid
carcinoma

Helpful information about YAs information, care or support needs are often hard
to discover, which impacts the information interpretation negatively and results in two
information behaviors: the accepting behavior vs. the active seeking behavior.

Regarding the data, this distinction especially appears related to diagnosis-, fertility-
and prognosis-related questions during the diagnosis stage. While some participants
mention that they have no intention to seek information and are satisfied with the infor-
mation handed to them by health professionals (P1, P2, P3, P6, P8, P9, P14), others seek
extensively (P4, P10, P11, P13) as explained by P13:
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“Maybe someone who is 60 is more likely to say: Yeah okay, I’m going to do what
the doctors say. But I think it’s the young people, and I’m one of them, who really
have to figure it out for themselves. Looking for something else, like alternatives,
right?” (P13)

“Of course, I have asked doctors and nurses a lot, also in the doctor’s meetings
and with the gynecologist. I always asked a lot of questions. […] So, I always
made sure that I got rid of a lot of questions and actually got lots of answers.”
(P10)

Primarily the active information seeking process leads to the extension of the patient’s
state of knowledge, which is needed for meaningful decisions during the interpretation
stage. Especially if information needs are answered by different sources and second
opinions, the final interpretation remains with the YA, what for some young patients
results in overload (P1, P11, P13).

Accepting behavior on the other hand can cause the same result after the initiation
stage. Patients don’t know how to answer their information needs (P1, P2, P6, P9, P14),
feel left alone by their doctors (P4, P5, P7, P8, P9) or can’t understand or follow fast
explanations of complex medical information (P2, P8, P9, P10, P12, P12, P13, P14).
This feeling of overload can further result in information avoidance, as P9 explains:

“It’s difficult to keep yourself informed about all the things they tell you and what
they do to you. You can’t research all of it, and at some point, you just don’t want
to research it. Yeah, I think you just don’t want to.” (P9)

In some cases, the seeking behavior of YA changes during the CPJ. For example, the
diagnosis stage is characterized by little knowledge about cancer and associated needs.
Reaching aftercare, patients gain knowledge through their experiences. For some YA
this leads to a shift from accepting behavior to active seeking behavior, because they are
finally able to understand the given information better based on their experiences, which
simplifies the information interpretation (P4, P6, P7, P8, P9, P14).

4.2 Use of Sources During Information Journeys

The use of sources during information journeys of YA with cancer is connected to the
subjective context of the patients. Differences were recognized regarding the motivation
to seek information based on identified information needs within the initiation stage, as
well as the choice of sources during the facilitation stage.

The lack of motivation to start an information journey can have various reasons
concerning the personal context and subjective preferences ofYA. The choice for sources
to seek information during the facilitation stage is often connected to the topic for which
information is required, the YA’s state of knowledge, personal preferences, and available
resources.

The following tables depict the summary of all sources used by YA with cancer
during their cancer patient journeys. The structure inspired by Adams et al. [3] includes
three stages: initiation, facilitation, and interpretation (see Tables 2, 3, 4). The fourth
stage usewas omitted because it only includes the affected YA, but no other sources. The
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sources are assigned to the information needs of YA with cancer identified by Bressel
[13].

Adams et al. [3] identified information facilitation aswhen “someone or some system
facilitates required information retrieval” (p. 114). For this reason, the column facilitation
does not include sources where YA sought and found needed information but sources
which supported the seeking process. The last column interpretation includes sources,
which supported YA interpreting the information.

The dataset includes total answers from 14 participants. This sample indicates
sources which are used during the information journey of YA with cancer. Nevertheless,
it is not a statistically proven overview of sources and cannot represent indicators of the
frequency of use. For those results, another quantitative study could be carried out based
on this study.

Table 2. Sources of the information journeys during the diagnosis stage

As said earlier, the information journeys of YAwith cancer are individual and depend
on the subjective context of the patients. The tables represent all sources named by the
participants, but not all patients have the same possibilities. The interview data clarified
that often, except for diagnosis and prognosis-related questions, young cancer patients
must depend on themselves.

As seen in the tables above, the number of sources for the facilitation differs regarding
needs. Information on organizational and financing needs is distributed over various
sources such as insurances, layers, foundations or social service. These information
sources can interpret information regarding the individual case of patients, but the YA
first need to find these appropriate sources during the facilitation stage. However, this
process is often complicated by the fact that patients do not knowwho to turn towith these
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Table 3. Sources of the information journeys during the treatment stage

questions. Unhelpful sources delay receiving useful answers, and can lead to reduced
motivation to further seek information.Although this stage is supported by some sources,
such as family and friends or sometimes from foundations or social service, in general
YA have to handle this situation on their own.

Diagnosis-specific information needs are present during the whole cancer patient
journey. The main source at all stages of the information journey is health professionals,
who initiate the information journey and support the seeking process by providing and
searching for helpful information. Afterwards, they interpret the information and adapt
it to the individual cases so that YA can use it. Even though some individuals still seek
second opinions (P1, P5, P10) or information elsewhere before trusting the interpretation
(P4, P9, P11, P12, P13), most participants are satisfied and pleased with the support of
health professionals during their information journey.

The situation is different with the use of the Internet. Some respondents frequently
consult the Internet to seek information via forums or support groups (P3, P4, P6, P7,
P13). Other respondents generally do not trust the Internet or feel that the information is
not appropriate to their own situation. For this reason, they avoid or question this source
regarding most information needs (P1, P8, P9, P10, P11, P12). Nevertheless, the Internet
was mentioned for almost all needs and thus is frequently used.

In conclusion, there are existing sources which can support the facilitation and inter-
pretation stage of the information journeys of YA with cancer. Different contexts affect
the use of sources, which leads to heterogeneous facilitation processes. Likewise, the
accessibility of sources,which support the interpretation process is affected (seeTables 2,
3, 4).
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Table 4. Sources of the information journeys during the aftercare stage

4.3 Issues During Information Journeys of YA with Cancer

The analysis of the information seeking behavior of YA with cancer regarding the infor-
mation journey model has shown that there are potentially sources to help YA during the
facilitation and interpretation stage. The main problem however is the knowledge about
the existence of information for their needs and about helpful and valid sources (P2, P3,
P4, P5, P6, P7, P8, P10, P14). In particular, this affects needs regarding organizational
and financial needs, health practices and aftercare. Regarding these topics, YA feel left
alone during the facilitation stage and are dependent on themselves to find helpful and
reliable information (P3, P4, P5, P6, P7, P8, P10, P11, P12, P13, P14).

“I did it all myself. […] Unfortunately, you are left alone completely.” (P14)

Even infrastructures and services that are supposed to support the facilitation (e.g.
social services) often do not fulfill this task, which exacerbates the problem (P4, P6,
P7, P8, P12, P13). The only exception is the German Foundation for young adults with
cancer (P8, P10, P12, P13).

“I’ve also had the experience that the social service in the hospital was a joke.
First of all, it was never available. […]I researched all that on my own. I tried to
call the woman ten times to ask her if she could help me. […] I never spoke to the
social worker, because I never reached her.” (P4)
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“And what I also disliked at that moment was that you had to check out everything
individually. […] I also ask myself how people manage that! Well, I had my hus-
band, who intercepted a lot of these material questions. But others, no idea how
they manage that.” (P11)

The consequence of this is a negative influence or even a discontinuation of the
information journeys, as some YA are not able to facilitate helpful sources parallel to
side effects of their disease and treatments (P1, P7, P14). This difficulty, combined with
contradictory information, which further complicate the interpretation stage, results in
overload and insecurities (P1, P5, P6, P7, P8, P9, P14). For some patients, this leads to
information avoidance during the diagnosis and treatment stage of their CPJ (P1, P2,
P7, P9, P14).

“And once you start looking, you get endless information that is also completely
contradictory. The doctor tells you that you need nutritional supplements for your
body to be in good shape. But a film on the internet about breast cancer patients
from a senologist says you should be careful with nutritional supplements: they
can be life-shortening under certain circumstances. And then you are there as a
cancer patient who wants to do everything to survive, asking: What do I do now?”
(P6)

“Chemotherapy can also restrict brain abilities, this chemo brain. And then making
a selection was sometimes super difficult for me.” (P8)

Information journeys regarding all CPJ-related information needs are influenced
by experiences of YA. The increasing state of knowledge leads to the ability to better
understand the information regarding the disease and related needs over time (P1, P2,
P6, P8, P9, P14). Further, a subjective trust-building process regarding reliable and
helpful information sources develops. In retrospect, this can result in the feeling of
disappointment, or the wish for more knowledge from the beginning.

“If you have questions, you could ask them. But it just goes on for an hour and then
he already looks at the clock, because then he has to go to the next appointment.
But you can ask questions and they are also more or less answered. But afterwards,
you actually have completely different questions. Or partly completely different
questions, right? I could always ask only from surgery to chemo to radiation. My
knowledge or my attempted knowledge. And now, in retrospect, I would just ask
completely different questions, because it’s just clear what’s happening.” (P9)

“The bottom line is that I realized I was getting good therapy. […] But in retrospect,
with all the experience I’ve had, I would have arranged the course of therapy
differently.” (P4)

Another aspect that became apparent from the data was the serendipitous reception
of information. This concerns the topics of aftercare, social context or organization
and finances (P4, P5, P7, P10, P11, P12, P13). In contrast to the information journey
by Adams and Blandford [2], in which the starting point is the initiation, information
journeys ofYAwith cancer often start during the information interpretation. They receive
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information serendipitously or by seeking information for other needs (P1, P4, P5, P7,
P8, P10, P11, P12, P13), often through contact with peers (in person, via the internet or
social media) (P4, P5, P7, P10, P11, P12).

By interpreting the information based on their subjective context, they recognize the
importance for themselves, and they start the fourth stage of the information journey (P7,
P9, P10, P13). If the information is not usable, but they recognize an information need
based on the information found, a new information journey starts with the information
initiation. One difficulty is that especially YA who have no contact with peers in the
same situation and who do not receive this serendipitous information, can only act based
on their own experiences, which results in limited sources for the interpretation (P1, P2,
P7, P14).

Regarding the last stage of the information journey, the information use, some YA
expressed the desire to share their experiences and gained knowledge based on their
information journeys to help peers during their CPJ or to process their experiences (P3,
P4, P8, P12, P13, P14).

5 Discussion

The analysis of the information seeking behavior ofYAwith cancer in this study indicates
a dependence on sources and topics similar to Boakye et al. [10], as well as on the
subjective context of this heterogeneous target group. In contrast to Abrol et al. [1],
who said that digital resources potentially improve the experience and engagement of
patients, this study identified an ambivalence toward the internet and social media. The
difference in both studies is the age of the target group. This affects the success of the
seeking behavior of patients. While adults in general can find more information online,
unless they are diagnosed with rare cancer types, the needs of YA are more specific.
Available information online is often too general or poorly adapted to age-related needs
and should be adapted more to the information needs of YA, as already mentioned by
Mooney et al. [36]. Additionally, health information literacy is not always present in
(young) patients, complicating the selection and finding of needed information online
[24].

For the information interpretation of medical, organizational and financial needs,
YA tend to consult interpersonal sources first. Similar to Tustin [44], Johnson & Case
[27] and Bertelsmann Foundation [8], health professionals are the most important and
credible source for medical needs during their whole information journey. In contrast to
earlier studies, YA seek information fromhealth professionals during thewholeCPJ first,
before seeking answers on the internet [8, 44]. This is due to the trust in the competence
of health professionals and uncertainty regarding the validity of information from the
internet regarding medical needs and health practices.

In the information behavior field, Lambert et al. [29] identified understanding and
acceptance concerning the amount of their information seeking behavior, explained as
“playing my part and taking care of myself” (p.15). This acceptance was identified
regardless of diagnosis, sex, education, or seeking behavior. A distinction regarding age
is not further analyzed. In contrast, theYAof this studywere overwhelmed by the amount
of information-linked responsibility on them. For them, their part is often too much and
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sometimes not manageable, which affects organizational, financial and social during the
beginning and end of their CPJ. Medical needs are excluded, because they are already
answered sufficiently by doctors and health professionals. This comparison supports the
need to distinguish between YA and older patients in healthcare and research.

Based on the data, validating the information and sources is the first main problem,
which results in uncertainty and the feeling of overload in terms of organizational and
financial needs, health practices and aftercare. The amount of information, which YA
must actively seek from various sources, sometimes results in information avoidance.
This was also indicated by Chae et al. [14], Germeni et al. [23] and Serçekus et al. [42].
Accordingly, the concept of the informed patient [23] and its impact on sick individuals,
in addition to the effects of their treatments, should be further explored to avoid a negative
impact on YA’s CPJ.

The second main problem of YA is their lack of knowledge about information and
information sources for needs they are not aware of. YA often are dependent on get-
ting information serendipitously, instead of any active seeking behavior. This was also
explained by Lambert et al. [29], who identified, that sick individuals start the infor-
mation exchange with other patients in information grounds as waiting and treatment
rooms or support groups [20] whereby serendipitous information is received. In terms
of YA, the main difference is the dependency on this information exchange, which is
further complicated by little contact to peer in the German health infrastructure.

In particular, this affects needs for aftercare, social context or organization and
finances. Sometimes information needs are not recognized by YA until they happen
to receive helpful information, such as already explained by Bressel [13]. Regarding the
information journey, this causes the lack of two stages of the information journey by
Blandford and Attfield [9]. Since the interpretation of serendipitous information starts
immediately, the information initiation and facilitation stage fail to occur. However,
this implies that not all YA with cancer will receive the same helpful information, which
affects the satisfaction and experience during their CPJ. Especially if they have no contact
with affected peers or do not actively seek.

To overcome these two problems, YA with cancer in Germany need informative
support. Already in 2010, Ferrari et al. discussed the ideal support program for YA
with cancer [19]. While Australia, Canada, the United States, the United Kingdom and
some Scandinavian countries developed specialized programs for YA and adolescents,
Germany barely progressed in this area. Only some sources and infrastructures exist for
YA. The German Foundation for young adults with cancer and the University Hospital
Cologne are two examples, which meet some wishes for improvement of YA [13].
The foundation website provides guides for all stages of the CPJ and serves as an
information platform. The hospital conducts a survey at the diagnosis stage, to identify
mental health, organizational and social service needs. Nonetheless, the data implies that
YA, who are not treated at advanced hospitals or get provided with information about
the foundation at the diagnosis stage, do not benefit from these offers. To overcome this,
information sources such as the foundation website should be actively communicated
to the YA by a trusted source at the beginning of their CPJs. Ideally, this would be
health professionals, who consult with the YA during their diagnostic phase and who are
assessed as trustworthy, based on the data, as well as on Tustin [44], Johnson and Case
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[27] and Bertelsmann Foundation [8]. Thus, the information journeys of YAwith cancer
would be supported by simplifying the information facilitation by one reliable source,
substantiating the interpretation with age-related information and in the end simplifying
the information use.

5.1 Information Sharing Behavior of YA with Cancer

The data indicates prospects about the information sharing behavior of young adults with
cancer. As mentioned before, some patients verbalized the desire to share their experi-
ences and knowledge with affected peers, to help them during their CPJ. This implies
an extension to the form of information sharing, for the information journey, similar
to Ngyuen et al. [39]. The difference with their paper is the integration of information
sharing as the fourth stage of the information journey. This is because sharing behavior
is fundamental during the information journey of carers for sick individuals. For YA, the
sharing behavior includes the desire to share experiences and acquired knowledge after
they have gone through their CPJ, as distinguished from the exchange in support groups
during aftercare. Accordingly, it remains to be discussed whether this process should
be considered part of the information journey at all, or whether it represents a separate
information phenomenon.

More research on reasons behind the information sharing of young adults with cancer
or other life-threatening diseases, the positive and negative impact or the motivation to
help peers could provide interesting results. Especially since this and previous studies
have recognized that YA receive helpful information primarily from peers, since they
receive only limited official information relevant to them [f.e. 30].

6 Limitations

Even though the dataset was conducted in November and December 2020, the data
still represents current experiences and opinions about the German health infrastructure.
Since then, few changes have been initiated to the health care system, with the excep-
tion of the project-based informational and service-oriented expansion of the German
Foundation for young adults with cancer.

7 Conclusion

The goal of this study was the analysis of the information seeking behavior of YA with
cancer in Germany based on the information journey model by Blandford and Attfield
[9]. Two research questions were addressed. First, which information sources do young
adults with cancer in Germany use during their information journeys at different stages
of their cancer patient journey? Second, which problems and difficulties occur during
their information journeys?

YA go through numerous information journeys during their CPJ, for which they con-
sult various sources. A distinction can thereby be made between the accepting behavior
and the active seeking behavior. It is impossible to draw a general conclusion about the
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sources used by all YA, based on this qualitative study approach. The selection depends
on a subjective context and the individual access or the availability of sources. Neverthe-
less, three tables with all named sources consulted by the participants of this study have
been created. From these tables, indications of frequently sought sources can be made.
The amount of existing sources and the number of sources used, varies depending on the
needs. Affected are the information facilitation and interpretation during an information
journey.

Concerning the second research question, twomain problemswere identified, during
the information journey of YAwith cancer. The first problem relates to the missing stage
of information initiation for some needs during an information journey. This results from
an unawareness of YA regarding some of their own needs, which are only identified
after serendipitous information discovery. This leads partially to a deviation from the
information journey invented byBlandford andAttfield [9]. Depending on the awareness
of needs, the start of the information journey varies between the information initiation
and the information interpretation. The second problem refers to the difficulty in trusting
the reliability of information and sources, which complicates the information facilitation
and interpretation for YA.

In conclusion, improvements in information provision for YA with cancer in Ger-
many are still needed. Even though helpful information sources are available, their
delivery is lacking. By drawing attention to existing validated information sources at
the beginning of the CPJ, negative effects such as uncertainty and overload could be
circumvented and the experience of YA during their CPJ could be optimized by better
supported information journeys. Further, there should be a functioning social service
and additionally a guide about the most important organizational first steps, independent
of medical treatment, to reduce the dependency on serendipitous information receiving.
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Abstract. Background music has been widely used in online art exhibitions to
enhance visitors’ art appreciation experience. At present, what music to use is
highly dependent on exhibition designers’ personal understanding, experience, or
even intuition. In fact, it is possible to systematically identify matching music for
given artwork due to the crossmodal correspondence between visual and auditory
inputs. This paper presents an exploratory study of the crossmodal correspondence
between color hues and music tempos and its effects on online art appreciation
experience based on two experiments. According to Experiment 1, warm colors
were congruent with fast music, whereas cool colors were congruent with slow
music. In Experiment 2, congruent and incongruent background music was used
in an online exhibition of oil paintings, and several findings were engendered.
For warm-colored paintings, congruent (fast) music helped visitors remembered
significant more paintings. For cool-colored paintings, visitors collected or shared
more paintings when hearing congruent (slow) music but viewed the paintings
for longer durations when hearing incongruent (fast) music. The findings not only
enrich the understanding of the roles of audio-visual crossmodal correspondence,
but also inform online art exhibition designers of how to make background music
work in harmony with artwork to better engage visitors.

Keywords: Crossmodal correspondence · Colors ·Music tempos · Online art
exhibition

1 Introduction

Traditional exhibitions have appealed primarily to just one sense as vision. To further
improve public interest in the artifacts displayed, now exhibitions have been integrating
and stimulating multiple human senses rather than just a feast for eyes [1]. Many muse-
ums and art galleries also provide online access to the contents of their collections for
the public to help the collections widespread. Different from physical exhibitions which
can integrate the design of visual, auditory, olfactory, and other senses cues to trigger
multisensory experiences [2], the sensory design for online exhibitions is restricted due
to technical limitations. Visual and auditory stimuli are the most common cues that can
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be seen in online exhibitions. Besides, it has been affirmed that visual and auditory
cues are the most powerful multisensory cues combination that positively affects user
experience and behavior on a digital exhibition website [3]. Generally, collections, e.g.,
paintings, are the typical visual cues and background music is the typical auditory cue
in online exhibitions. Existing studies explored the associations between art collections
and background music in terms of their semantic or content, e.g., affective meaning [4,
5]. Besides, formal features, which can be defined independently of content [6], have
also found can influence human behavior. Color has the effectiveness in attracting atten-
tion and influencing consumers’ purchase intentions memory. For example, blue is more
effective than red in promotion recall of information [7]. Background music tempo also
influences user’s behavior, for example, fast music can enhance optimal exercising [8].

When humans interact with multisensory environments, their sensory modalities
are related to one another and can influence each other, which is called crossmodal
interaction psychologically. As a particular class of crossmodal interaction, crossmodal
correspondence is a common phenomenon in humans that refers to the non-arbitrary
perceptual associations between different stimulus features [9, 10]. For example, high
lightness is associated with high pitch while low lightness is associated with low pitch.
Themajority of previous studies about crossmodal correspondence are devoted to reveal-
ing the associations between stimuli from different sensory modalities [11, 12]. Only a
few studies have explored the influence of crossmodal correspondence on attention, per-
ception, and behavior in a specific context [13–15]. Particularly, the congruence between
stimulus features is beneficial to information perception, processing, and memory, and
such influence has been explored in the context of products package and retailing [14, 16,
17]. In art, olfactory-color crossmodal has attracted researchers’ attention [18], incongru-
ent scents and artworks increase arousal relative to congruent scents and artworks [19].
Unfortunately, to the best of our knowledge, despite background music being widely
used in exhibitions, there is little work exploring the role of visual-auditory crossmodal
correspondence play on user behavior and memory.

Exploring the relationship between crossmodal correspondence and user behavior
and memory in digital art exhibitions could help the design of the websites and art
communication with visitors, this study aims to verify the association between color and
backgroundmusic and explores the influence of audiovisual crossmodal correspondence
on users’ user behavior andmemorywhen they viewart paintings. The research questions
are:

RQ1. How do visual color and music tempo match?
RQ2. Does visual color-music tempo crossmodal correspondence play a role in user
behavior and memory?

To answer these questions, two experiments were conducted. First, it is necessary
to investigate whether the correspondence between color and music tempo could be
identified. Thus, study 1 investigated whether people reliably matched music tempo
with color (hue/saturation/lightness) in China. As the perception of color hue is more
intuitive than lightness and saturation in a painting, study 2 further exploredwhether such
association between color hue and background music tempo could affect user behavior
and memory in an online art exhibition. A2 (background music tempo: fast/slow) *2
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(color hue: warm/cool) mixed-subjects designwas used in study 2, while the background
music was treated as a between-subjects factor and color hue treated as a within-subject
factor. User behavior was measured via two physical interactions, dwell time on painting
and user actions with the painting (collecting or sharing), while memory a recognition
test.

2 Related Work

2.1 The Effects of Background Music

The influences of background music have been explored by researchers in multiple dis-
ciplines. It has been found that music can positively affect consumer purchase behavior
[20] and promote second language acquisition [21], but it may also distract students dur-
ing the learning process [22]. In the exhibitions, music can be a catalyst for the exhibit
to convey messages in it and influence user experience and behavior. Music affected the
emotion and pace of the museum visit, e.g., relaxing music may induce a slower pace
of visit [4, 23].

The impact of background music on tasks depends on the semantic congruency and
formal congruency between music and the task [24]. The semantic congruency empha-
sizes the similarity of content between auditory and visual, which helps to communicate
the meaning of the content. In the supermarket, French music would guide consumers
to buy French wine, while German music would guide consumers to buy German wine
[25]. Background music can generate more visual attention, higher cognitive workload,
and withdrawal reactions when it is incongruent with advertisement content than when
they are congruent [5]. In addition, the formal congruency provides a united perceptual
form to auditory and visual information, which can also influence the responses of users
[24]. For example, when users are exposed to online advertise or a website with fast
music and warm color background, they would feel more aroused and pleasure than
those who experienced slow tempo and cool color [26, 27]. The formal congruency is
focused on this study.

2.2 Crossmodal Correspondence Between Color and Music Tempo

One important line of previous studies of crossmodal correspondence has devoted to
revealing the associations between stimuli from different sensory modalities. Most of
them focused on simple properties of elementary stimuli, such as visual color hue and
auditory pitch [12, 28]. Complex stimuli that are more common in everyday life have
not received much attention. Self-report methods have been adopted to determine the
associations. Specifically, the participants were asked to directly select the most/least
consistent stimuli for a given stimulus. With respect to visual stimuli, color is the most
widely investigated property. Hue, saturation, and lightness are three basic dimensions
of color. Colors have all been found to be associated with the auditory stimuli in related
studies, including pitch, loudness, timbre of a sound, and mode and tempo of music [12,
29, 30].

The music-to-color associations are mediated by emotional associations [31, 32].
Fast music is considered more arousing and happier than slow one. Warm color can
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increase arousal while cool color tends to induce calmness and peace. Besides, Palmer
et al. [31] found that U.S. and Mexican participants tended to associate red/yellow
color (warm color) with fast tempo classic music while blue color (cool color) with
slow tempo; High lightness/saturation with fast tempo while low lightness/saturation
with slow tempo. Qi et al. [28] found that Chinese undergraduate and graduate students
matched higher-pitched sounds from Chinese instruments with red rather than black
or gray. However, to the best of our knowledge, how do color and tempo associate in
Chinese remains unknown.

2.3 Crossmodal Correspondence and User Responses

The crossmodal correspondence between visual and auditory has been found to affect
people’s responses. As for visual attention, it is shown that congruency between auditory
pitch and visual lightness can influence visual search performance bymeans of top-down
facilitation [16]. High-pitch sounds can cause users to fixate on light objects faster and
longer while low-pitch sounds cause users to fixate on dark objects faster and longer,
which was observed in undergraduates [14]. Besides, high pitch can guide user attention
to a higher location [33]. The congruency effect can also be found in infants: they looked
at an object whose height or size is congruent with pitch longer than an object whose
height or size is incongruent with pitch [34, 35].

Crossmodal correspondence can also affect users’ behavior intention and memory.
When exposed to high pitch music in a supermarket, consumers were more likely to
purchase products from light decorative shelves, while low pitch music was opposite
[14]. Metatla et al. [15] examined the role of crossmodal display in gameplay and found
that users had higher engagement levels with the congruent display than incongruent.
Their results also indicated that congruent display had a positive performance effect
on the memory task. Besides, in the context of art, the association between scent and
artworks has an impact on undergraduate visitors’ perception: incongruence can enhance
the level of attention and increase arousal [19].

3 Study 1: Crossmodal Correspondence Between Music Tempo
and Color

Study 1 aims to replicate and extend previous findings of crossmodal correspondence
between music tempo and color in Chinese participants. A within-subject design was
conducted in a classroom at a Chinese university. All the participants were asked to
choose five colors to match or mismatch music in order they were listening to.

3.1 Participants

The participants of this experimentwere recruited in a Chinese university. It was required
that the participants had no defective color vision and or acoustic impairment. A total
of 50 participants (28 females and 22 males, Mage = 20.06 years) meeting both the
requirements participant in the study 1.All of them areChinese students but none of them
were professional artists or professional composer/theorist. Among them, 27 participants
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self-report unfamiliar with music theory, and 23 participants self-report kind familiar
with music theory. Each participant signed a consent form before the experiment. This
study was approved by the University Research Ethics Committee and strictly followed
the general ethical guidelines.

3.2 Materials

Colors. The colors stimuli were chosen based on Palmer et al. [31], which included eight
hues (red (R), orange (O), yellow(Y), chartreuse(H), green (G), cyan (C), blue (B), and
purple (P)) sampled at four cuts (saturation/lightness levels): saturated (S), light (L),
muted (M), and dark (D). Colors were initially sampled from Munsell space, with the
highly saturated colors within each hue. Then less-saturated versions of those hues at
varying lightness levelswere chosen, theMcolors being approximately halfway between
S colors and neutral gray, the L-colors were approximately halfway between S-colors
and white, and the D colors were approximately halfway between S-colors and black.
White, black, and three grays whose lightness was approximately the average lightness
were also included (see Fig. 1a).

Music. As this study mainly focused on music tempo, the auditory stimuli were two
classic music with no Lyrics, chosen from Bach’s Brandenburg Concerto, no. 2 and no.
6, both in major mode but different in the tempo: one is fast tempo, and another is slow
tempo.

Fig. 1. The display of 37 colors

3.3 Procedure

The experiment was conducted in a classroom. All participants were concentrated in
the classroom and seated in their places. Color cards were presented in front of them
with each color numbered (see Fig. 1b). Then they were told to choose the five colors
in order that were most consistent with the music, and the five colors in order that were
inconsistent with the music they listened. The two pieces of music (lasting 50 s) were
both played twice so that the participants had enough time to make choice.
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3.4 Results

All of the colorwere transformed intoCIELABcolor space andCIELCHcolor space.The
three coordinates ofCIELABrepresent the lightness of the color, the positionbetween red
and green, and the position between yellow and blue, while one coordinate of CIELCH
represent saturation of the color. As for the color chosen with music, the four dimensions
(Dd represents the value of each dimension and d represents each dimension: Red/Green,
Yellow/Blue, Lightness, and Saturation) were calculated by a linearly weighted average
of the ratings chosen with the music: the ratings of the five colors chosen as most
consistent with the music (Cd) minus an analogous weighted average of the ratings of
the five colors chosen to be inconsistent with that music (Id) [31].

Cd =
(
5c1,d + 4 c2,d + 3c3,d + 2c4,d + 1c5,d

)
/15 (1)

Id =
(
5i1,d + 4i2,d + 3 i3,d + 2 i4,d + 1i5,d

)
/15 (2)

Dd = Cd − Id (3)

where Cj represents the value participants picked as the most consistent with music,
where j ranges from 1 to 5, and Ij represents the value participants picked as the most
inconsistent with music, where j ranges from 1 to 5.

One-way ANOVAs was used to examine the relationship between the music tempo
and the four-color dimensions. According to the results (see Fig. 2), faster tempo was
associated with lighter (F (1,98) = 42.303, p = 0.000), more saturated (F (1,98) =
100.636, p = 0.000), yellower (F (1,98) = 21.707, p = 0.000), and redder (F (1,98) =
151.059, p = 0.000) colors. Slower tempo was associated with darker, less saturated,
bluer, and greener colors.

4 Study 2: Relationships Between Crossmodal Correspondence
and User Responses

The results in study 1 showed the existence of crossmodal correspondence between
music tempo and color (hue, lightness, and saturation), which is consistent with existing
research [31, 32]. Specifically, fast tempo was more strongly associated with warmer
colors (yellower/redder colors) and slow tempo was more associated with cooler colors
(bluer/greener colors). As the perception of color hue is more intuitive than lightness and
saturation in a painting, study 2would further test the role of crossmodal correspondence
between color hue andmusic tempo in human responses. Study 2 used a 2 (music tempo:
fast/slow) *2 (color: warm/cool) mixed-subjects design, with music tempo treated as a
between-subjects factor and color treated as a within-subject factor.

4.1 Participants

A recruitment advertisement that specified the purpose and requirements of the exper-
iment was posted on social media. It was required that the potential participants had
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Fig. 2. Mean value of color and music tempo
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Fig. 2. (continued)

a normal sense of visual and hearing. In addition, music or art professionals were not
asked as they may have different than normal experiences when viewing the paintings,
which helped minimize possible individual differences. As a result, a total of 39 Chinese
participants (29 females, 10 males, Mage= 22.1 years) met these requirements and then
participated in the experiment, all aged between 18 and 30. Among them, 35 participants
were occasional visitors of art museums/galleries online or offline and 4 never visit. The
familiarity with music theory or oil painting was assessed with the question: “Rate how
much you are familiar with music theory” and “Rate how much you are familiar with oil
paintings” (1-very unfamiliar, 7-very familiar). According to the results, all participants
did not have a broad knowledge of music theory (Mean rank = 2.41) or oil paintings
(Mean rank = 2.54). All participants signed a consent form before the experiment and
received 15 RMB as compensation after it. This study was approved by the University
Research Ethics Committee and strictly followed the general ethical guidelines.

4.2 Materials

This study built a mockup online art exhibition using the prototyping tool Axure. The
exhibition consisted of 20 landscape oil paintings, with 10 warm-colored ones (domi-
nated by red or yellow colors) and 10 cool-colored ones (dominated by blue or green
colors). These paintings were selected by three professional visual designers based on
three criteria: (1) lack of distinction; (2) excluding humans and animals; and (3) roughly
the same levels of color lightness or saturation. Each painting was displayed at the center
of a webpage and accompanied by textual information indicating the title, author, year,
and country of the painting. The length of textual information was controlled to the same
to avoid potential influence. Besides, two buttons, collect and share, were placed below
the textual information to enable visitors to interact with the painting. Additionally, the
previous and next buttons under the painting helped visitors navigate in the exhibition.

The warm-colored paintings alternated with the cool-colored ones in the exhibition.
Two schemes of sequence were created based on a 2 * 2 Latin Square, one starting with
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a warm-colored painting and the other a cool-colored painting. Background music was
embedded in the online art exhibition and auto played upon visitors’ arrival. The two
pieces of music examined in Experiment 1, i.e., Bach’s Brandenburg Concerto No. 2
and No. 6, were used in the exhibition as fast and slow auditory materials, respectively.

4.3 Procedure

The experiment was conducted online, and the participants were randomly allocated to
the fast (n = 20) or slow (n = 19) tempo background music group. The experiment
consisted of three parts. First, all the participants were told that the whole process would
be remotely monitored, and screen recorded by the researchers. This permission was
obtained from the participants. Then they were instructed to see a landscape oil painting
exhibition while hearing background music in a website prototype and they can view
paintings, collect, and share the paintings just as the way they behave as normal. After
viewing each painting, they needed to evaluate the color perception, ranging from 1 as
cool color (blue/green) to 7 as warm color (yellow/red). After viewing all the paintings,
they needed to evaluate the tempo of the background music ranging from 1 (slow) to 7
(fast), and how much they like the music ranging from 1 (dislike) to 7 (like). The second
part was three minutes distractor task, during which they worked onmath problems [36].
The third part was a recognition test. Each participant was presented with a total of 40
paintings and asked to recognize from them 20 target paintings that had appeared in the
online art exhibition. The remaining 20 paintings were irrelevant to the exhibition and
randomly arranged in the 40 paintings as distractors. For each painting, the participants
needed to indicate whether they had viewed the painting during art appreciation. They
were given three options, i.e., “yes”, “no”, and “not sure”. The entire experiment lasted
20 min on average.

4.4 Results

This study first checked if the color and music tempo was successfully manipulated.
The Mann-Whitney U test was adopted to compare subjective ratings between warm
and cool colors, fast and slow music, and the liking degree of the music as those data
had no specific distribution [37]. The results showed that participants felt warm-colored
paintings are yellower/redder and cool paintings are bluer/greener (Z = −22.896, p =
0.000, Mean rank: warm 568.38 > cool 207.16). The perceived tempo in the fast music
group was faster than the slow music group (Z = −4.818, p = 0.000, Mean rank: fast
28.38 > slow 11.18). The degree of liking of music did not differ between the fast
and slow tempo groups (Z = −1.085, p = 0.296). Those results suggested that the
manipulation of the experiment was successful.

Secondly, to assess the differences in dwell time, behavior, and retention between
warm-colored and cool-colored paintings, paired t test was conducted while the data
satisfied parametric assumptions, and Wilcoxon signed rank test was conducted while
the data did not satisfy parametric assumptions [38]. One-way ANOVA was used for
assessing the differences between fast and slow tempo groups.
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Dwell Time. This study defined dwell time as the time spent viewing a painting, an
indicator of the user’s involvement in interacting with the painting. The mean dwell time
on cool-colored paintings (M = 10.27 s) was longer than warm-colored paintings (M
= 10.04 s). The fast tempo group had a longer mean dwell time (M = 10.32 s) than
the slow group (M = 9.98 s). However, there existed no significant difference in mean
dwell time between warm-colored and cool-colored paintings (t = −0.622, p = 0.537),
as well as fast and slow tempo (F(1,37)= 0.04, P= 0.843). Results further revealed that
mean dwell time on warm-colored paintings in fast tempo group did not differ from slow
tempo group (F(1,37) = 0.010, p = 0.919), either on cool-colored paintings (F(1,37) =
0.236, p = 0.630).

Next, the congruency effect was analyzed in terms of two tempo groups. As seen
in Fig. 3, participants viewed paintings with incongruent color paintings longer than
congruent. The difference was significant in fast tempo group (Mcongruent = 9.95 vs.
Mincongruent = 10.7; t=−2.142, p= 0.045< 0.05), whereas not in slow tempo group (t
= −0.527, p = 0.605). These results suggested that the crossmodal correspondence
between color and music tempo can play a role on users’ dwell time. Specifically,
when the background music was fast, the participants spent more time on cool-colored
paintings than warm-colored paintings.

Fig. 3. Average dwell time on each painting

Collecting and Sharing. When viewing the paintings, users may collect or share, indi-
cating that they approach the paintingsmore intensively. The number of collects or shares
by each participant was extracted. No significant differences were found between fast
tempo and slow tempo groups (F (1,37) = 0.480, P = 0.493). Cool-colored paintings
attracted more intense approach clicks than warm-colored paintings (Mwarm = 2 vs.
Mcool = 2.90; Z = −2.310, p = 0.021 < 0.05). Results further revealed that clicks on
warm-colored paintings in fast tempo group did not differ from the slow tempo group
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(F (1,37) = 0.733, p = 0.397), either on cool-colored paintings (F (1,37) = 0.166, p =
0.686).

The congruency effect was analyzed in terms of two tempo groups. As seen in Fig. 4,
participants collected or shared more paintings with incongruent color than congruent
with fast tempo condition,whilemore paintingswith congruent color than incongruent in
slow tempo condition. The differences were significant in slow tempo group (Mcongruent
= 2.74 vs. Mincongruent = 1.8; t = 2.150, p = 0.045 < 0.05) but not in fast tempo group
(Z=−1.256, p= 0.209). That is, when the background music was slow, the participants
collected or shared more cool-colored paintings than warm-colored paintings.

Fig. 4. Average clicks on collect and share in one visiting

Memory. Memory can be revealed by a recognitionmemory test [39]. Participants were
considered to remember the painting if they correctly identified both the target painting
and the distractor painting. The results showed no significant differences between fast
tempo and slow tempo groups (F(1,37) = 0.108, P = 0.744). Warm-colored paintings
were remembered more than cool-colored paintings (Mwarm = 5.62 vs. Mcool = 4.67;
Z = −2.769, p = 0.006 < 0.05). Results further revealed that the number of memories
of warm-colored paintings in the fast tempo group did not differ from the slow tempo
group (F(1,37) = 0.344, p = 0.561), either of cool-colored paintings (F(1,37) = 0.003,
p = 0.959).

The congruency effect was analyzed in terms of two tempo groups. As seen in Fig. 5,
the number of correct memories on paintings with congruent color was more than with
incongruent. The difference was significant in fast tempo group (Mcongruent = 5.85 vs.
Mincongruent = 4.65; t= 2.812, p= 0.011) but not in slow tempo group (t=−1.556, p=
0.137). That is, when the background music was fast, the participants would remember
more warm-colored paintings than cool-colored ones.
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Fig. 5. Average numbers of target paintings recognized

5 Discussion

5.1 Crossmodal Correspondence in Online Art Exhibition

Background music is commonly used in art galleries, museums, and so on. However,
how visual-auditory senses are interactively matched, and the consequences of such
interaction remain unknown. This study was particularly interested in the crossmodal
correspondence between color of paintings and background music and the relationship
between them and user responses in an online art exhibition.

Different from the positive congruency effect on viewing times found in [34], this
study found that the dwell time was longer on incongruent color paintings than congru-
ent, but only in the fast music environment. When consumers are in online retail stores,
warm color is considered to result in high arousal and pleasure than cool color, and fast
music is associated with a higher level of arousal and pleasure. Thematch between warm
color and fast music can enhance customers’ emotions and create a desired environment
[27]. However, the perception of art might be different from the evaluation of objects
and it might be more complex than in a retailing setting: consumers’ judgment may
be influenced mainly by rational factor in retailing setting [40] while art exhibitions
is an aesthetic experience [41]. A similar study that focused on visual-olfactory cross-
modal correspondence found the negative influence of congruence on attention in an art
exhibition because the arousal diminished and incongruence would enhance the level
of attention [19].In addition, several studies have shown that faster music can speed up
customers’ activity [42], this study further found that if the fast music color does not
consistent with the painting, users’ activity may slow down. Compared to paintings with
congruent music, paintings with incongruent music would force users from no conscious
control (thinking fast) to conscious control (thinking slow) [43], but this incongruent



156 Q. Guo and T. Jiang

effect maybe only last a short time as the difference was small between congruent and
incongruent color paintings, less than 1 s in this study.

The congruency effect on clicking collect and share was obvious in this study. Both
behaviors indicated that users approach the paintingmore intensively. The results showed
that usersweremore likely to collect and share cool-colored paintings thanwarm-colored
paintings. This difference was significant in the slow music group but not in the fast
music group, which indicated that fast music may weaken this relationship because of
the incongruence between fast music and cool color.

The congruency effect also has an impact on users’ memory, which is consistent with
previous findings [44]. This study found that warm-colored paintings were remembered
more than cool-colored paintings. This effect was still significant in fast music but not
in slow music. That is, slow music may weaken this relationship due to the mismatch
between slow music and warm-colored paintings and promote more memory on cool-
colored paintings. Different from visual-olfactory crossmodal correspondence that scent
destroyed the experience and memory in the art gallery [19], fast music would enhance
the memory of warm-colored paintings.

5.2 Implications

This study presents two theoretical contributions to the literature on crossmodal corre-
spondence and the interaction of visual and auditory cues. First, this study confirmed the
robustness of crossmodal correspondence between color and music tempo: warm color
and fast tempo were crossmodally matched; cool color and slow tempo were cross-
modally matched. Second, this study adds understanding in the multisensory in online
art exhibitions by examining the role of crossmodal correspondence between the color
hue of paintings and music tempo play on users’ behavior and memory formation.

The major findings of this study also have practical implications for multisensory
design in online art exhibitions.Visual and auditory stimuli are common cues in digital art
exhibitions. An effective multisensory design would help the artworks widely spread.
The current findings indicate that the creation of a sensory between painting’s color
hue and background music tempo may enhance user behavior and memory when they
visit digital art exhibitions. It is worth noting that the balance between congruence and
incongruence needs to be taken into account. For example, if an online art exhibition
designer wants users to attend to paintings, cool-colored paintings should be displayed
in fast music environment. But if the designer wants users to collect or share more
paintings, cool-colored paintings should be displayed in slow background music. In
addition, audio-visual technology has been applied in the majority of current VR/AR
[45]. Our results also provide implications for Virtual Reality (VR) and Augmented
Reality (AR) design to improve user experience. Multisensory stimuli integrated in
VR/AR have made it possible to develop an immersive environment [46]. In the future,
the crossmodal correspondence between other sensory stimuli can be explored to help
further understand users’ experience in VR/AR.
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6 Conclusions

This study investigated the association between visual color and music tempo and how
such sensory correspondence contributes to user behavior and memory. The results
in Study 1 showed that warm colors were reliably matched with fast music and cool
colors with slow music. In addition, study 1 also found the association between high
lightness/saturation and fast tempo, as well as low lightness/saturation and slow tempo.
In terms of the relationship between crossmodal correspondence and user responses,
several significant results were found in study 2: In the fast music environment, users
spend more time on paintings with incongruent color than that with congruent color,
but they tend to remember more paintings with congruent color than that with incongru-
ent color. In the slow music environment, users would collect or share more paintings
with congruent color than that incongruent color. This research revealed findings that
the balance between congruence and incongruence should be considered. This calls for
more research towards the potential mediators between crossmodal correspondence and
user responses. In addition, our future work will investigate the effects of crossmodal
correspondence between other sensory features, such as lightness/saturation and music
tempo, on user responses. Besides, some potential mediators, such as subjective expe-
riences, arousal, pleasure, and immersion can also be investigated in future works to
further explore the influence mechanism.
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Abstract. The growing quantity of user-generated book reviews has
opened up unprecedented opportunities for empirical research on books,
reading, and readership. While there is an abundance of literature
addressing the legal and ethical use of user-generated and social media
data in general, for user-generated book reviews, such discussions have
been mostly absent. From a library and information sciences perspective,
user-generated book reviews can pose novel challenges because each book
reviewer may simultaneously be (1) a presumably anonymous and safe
online user; and, (2) an identifiable reader who can suffer real harm, e.g.,
cyber doxing and personal attack. This user/reader duality can create
conflicting recommendations regarding which legal or ethical guidelines
to follow. According to our review, potential legal issues include copy-
right infringement and violations of terms of service/end-user license
agreements and privacy rights, while ethical concerns are centered on
users’ expectations, informed consent, and institutional reviews. This
paper reviews (1) potential legal and ethical pitfalls in leveraging user-
generated book reviews; and, (2) professional and scholarly references
that might serve as useful guidelines to avoid or manage these pitfalls.

Keywords: Book reviews · Digital humanities · Scholarly
communication · User-generated content · Social computing ·
Responsible data science

1 Background and Introduction

Reading is one of the most ubiquitous activities in our daily lives. We have lim-
ited knowledge about historical everyday readers and their reading behavior due
to a lack of records left by or collected from them [108]. In the last two decades,
the increasing availability of user-generated book reviews from online sources1

1 In the context of this paper, user-generated book reviews include not only actual
book reviews but also numerical ratings, crowdsourced tags, user-curated book lists,
virtual collections of books, graphic content, etc.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
I. Sserwanga et al. (Eds.): iConference 2023, LNCS 13971, pp. 163–186, 2023.
https://doi.org/10.1007/978-3-031-28035-1_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28035-1_13&domain=pdf
http://orcid.org/0000-0001-8375-9108
http://orcid.org/0000-0003-2785-0040
http://orcid.org/0000-0001-7914-0126
http://orcid.org/0000-0001-9784-5090
http://orcid.org/0000-0001-8183-7109
https://doi.org/10.1007/978-3-031-28035-1_13


164 Y. Hu et al.

has opened up unprecedented opportunities for computational and empirical
research on readerships and everyday reading behavior. Scholars from different
fields, e.g., library science, digital humanities, communication studies, and natu-
ral language processing, have leveraged such data to examine a variety of topics,
such as review classification, social network analyses of readers, impact assess-
ment and sales prediction of books [20,64,69,80,85,99,150,152,163]. With the
evolution of book review studies, challenges and limitations have also emerged,
ranging from disciplinary divergences (such as reader-orientated theories vs.
book-centric models [31,66]) to limitations of the scholarly usability of review
corpora (such as review credibility and inclusiveness [66,67,70,73,115,118,168]).
This paper asks another insufficiently discussed question that has yet to be fully
explored in prior empirical and computational studies of user-generated book
reviews: How to best use online book reviews for scholarly research from legal,
ethical, and compliance perspectives?

This paper is motivated by two factors: First, while the ethical use of user-
generated content and social media data for research purposes has been criti-
cally discussed [33,34,46,107,168], contextualized investigations of specific gen-
res remain very much in need. As Crawford and Finn have pointed out, “social
and mobile datasets have limitations that, if not sufficiently understood and
accounted for, can produce specific kinds of analytical and ethical oversights”
[29]. In their own research on crisis data, they demonstrated the necessity and
potential of this research direction by critically examining (1) what crisis data
actually represents; and, (2) how these data were used in crisis research [29].
Other studies that focused on specific datasets and use cases have also shed light
on specific research challenges and responsibilities by examining ethical issues
that stem from work in specific domains or research contexts [22,35,37,48,50,98].

Following these exemplary studies, we propose to scrutinize the challenge of
legal, ethical, and compliant research conduct in the context of user-generated
book reviews. We argue for a deeper engagement with these datasets because
of the dual role that many book reviewers play as (1) social media producers
and content consumers; and, (2) readers. When people voluntarily post book
reviews, they also reveal aspects of their reading history, whether they are aware
of that or not. As a result, user-generated book reviews, like most social media
data, may contain directly or indirectly personally identifiable information2 [10].
At the same time, similar to library patron data, user-generated book reviews
record activities and thoughts that are protected as part of people’s intellectual
freedom and valuable contributions to the diversity of viewpoints in society [8].
For instance, online book reviewers might express opinions, values, and beliefs,
which can be vehement, controversial, or even illegal (e.g., acquiring and read-
ing banned books). Reviewers may also share personal experiences, information
about their physical and mental health, and their socio-demographic identities.
These types of sensitive information lead to concerns about the legitimacy and
ethics of using such data in scholarly research.

2 For example, book reviews may contain user names that overlap with real names,
email addresses, identifying parts of addresses, or workplaces.
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Second, we examine the usage of book reviews to further minimize potential
risks for reviewers and researchers. In order to ensure library patrons’ freedom
to read, an unfettered exchange of ideas, and equal access to diverse materi-
als and services, library professionals have long protested against policies that
would harm the confidentiality of their patrons’ data (e.g., search records, book
loans, reference interviews) [6–9,77,78,134]. In practice, many libraries regularly
remove circulation records and decline to keep certain patron data in order to
protect their patron’s privacy from “irresistible government requests” [43,90]. For
similar reasons, book reviewers’ reading records and opinions also need protec-
tion because reviews might be subject to censorship and could be used against
those reviewers. However, online book reviews have not been protected or man-
aged like library patron data, possibly because they have not been conceptualized
in this way, but rather as reviews of consumer goods. This is problematic because
censorship, trolling, scams, and harassment targeted at online book reviewers
have increased [83,104]. Disliked online book reviews have led to cyber doxing
and personal attacks on individual reviewers from book authors, translators, and
the public, both online and offline, around the world [17,83,92,116,128]. For
instance, in 2014, a teenage girl in the U.K. was tracked down and assaulted
by an author because the girl had left a negative review about one of the
author’s books on Wattpad3 [17,117]. Although this horrifying incident was an
unexpected result of the review posting itself, without any research involved,
researchers need to consider the potential for actual harm when designing their
studies and reproducing (or even amplifying) potentially harmful content.

At the same time, researchers might be exposed to professional, institutional,
and legal consequences of scraping and analyzing user-generated book reviews,
such as copyright infringement, violations of policies and end-user license agree-
ments (EULA)/terms of service (TOS),4 and conflicts of interest with various
stakeholders’ policies. Most user-generated book reviews are considered copy-
righted material and/or material governed by TOS/EULAs. Some platforms
that make a profit with their user-generated book reviews have explicitly forbid-
den unauthorized third-party use of their data via TOS, which means researchers
are expected to acknowledge the potential legal hazards that come with their
accessing and using of reviews. Also, for research based on copyrighted data
that is not subject to fair use, scholarly use of the data for non-commercial pur-
poses or the public good does not serve as an exemption from the possibility
of legal consequences. For example, the HathiTrust5 was sued by The Authors

3 Wattpad is a storytelling and social reading platform based in Canada [160].
4 EULA is a contract between the licensor and the licensee, which establishes the

licensee’s right to use a proprietary product. TOS refers to a contract between a
provider and a user which defines the rules that a user should follow in order to
use a service. In our research contexts, we consider them interchangeable terms, as
both of them specify the permissions and prohibitions for using the book review
platforms’ service, products, and/or data.

5 The HathiTrust is a consortium of several hundred academic libraries that have
collaborated (with scanning agencies like Google) to create a massive digital library
[15,61].
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Guild for copyright infringement because of the use of books scanned by Google
[15], and the Internet Archive6 was sued by major book publishers for “grossly”
exceeding what libraries were permitted to do by providing “emergency” access
to digital teaching materials during the COVID pandemic [57,146]. These cases
are reminders that even for public institutions, it is difficult to manage the legal
risks associated with their use of data. We conclude that researchers need to
understand how they can access and use user-generated book reviews in ways
that protect both their human research subjects and themselves from harm and
risks.

Therefore, this paper examines the legitimacy and ethics of leveraging user-
generated book reviews in scholarly research. We draw upon library standards
and practices in addition to existing scholarly discussions to identify potential
pitfalls and solutions. Specifically, we investigate (1) relevant laws; (2) platform
policies; (3) user rights and expectations; and, (4) existing research on the ethical
use of user-generated data at large. Here are the two primary questions we posit
and how we analyze them:

1. Question: What does prior research say about compliance and ethical con-
duct of research that uses user-generated book reviews?
Analysis: We review 100 research articles that feature empirical analyses of
user-generated book review datasets and their creators/users. We collected
these references as part of our empirical and computational research on book
reviews [25,72,73,93,127].7 The findings are presented in Sect. 2.

2. Question: What factors should researchers consider for assessing the appro-
priateness of their use of data while minimizing potential risks caused by their
research?
Analysis: We analyze a broader range of literature to understand the norms,
regulations, and concerns for employing user-generated content (book reviews
included) from the perspective of legislation, platform providers, users, and
researchers. The analyses are presented in Sect. 3.

Then, in Sect. 4, we discuss the findings and limitations of our investigation.
In Sect. 5, we summarize our research contributions and propose topics for future
work. Due to variance in legislation, expectations, and norms for ethics and
compliance across place, time, and disciplines, this paper does not provide a
comprehensive review of prior research on user-generated book reviews, but is
consciously situated primarily in a contemporary, U.S.-centric context. We invite
readers to extend our approach to their own disciplinary and local contexts.
6 The Internet Archive is a large digital library that preserves and provides digitized

content to the public [154].
7 Due to length constraints of this paper, we only discussed some of the arti-

cles that we reviewed for this paper. The full list of references is available
at https://github.com/Yuerong2/iConference2023appendix/blob/main/iconference
2023referencesAppendix.pdf. Our literature review is limited to empirical research on
user-generated book reviews based on computational and/or qualitative methods. We
did not consider theoretical work on user-generated book reviews without empirical
data involved.

https://github.com/Yuerong2/iConference2023appendix/blob/main/iconference2023referencesAppendix.pdf
https://github.com/Yuerong2/iConference2023appendix/blob/main/iconference2023referencesAppendix.pdf
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2 Literature Review of Computational and Empirical
Studies that Use User-Generated Book Reviews

Existing research on user-generated book reviews has investigated a variety of
datasets from different sources around the globe and in a variety of languages
[115], such as reviews in Chinese [59,64,111,164,165], Dutch [19,86], and Ger-
man [40,119]. Among these, book reviews in English obtained from Amazon,
Goodreads, and LibraryThing [12,20,68,150,152,162,163]8 are most frequently
used. Data leveraged include (1) actual review texts, crowdsourced tags, book
ratings, rankings, and lists; (2) reviewers’ public profiles and networks; (3) forum
discussions and social media posts; and, (4) information about book sales and
price [4,12,20,32,60,64,68,69,99,139,150,152,162,163].The scale and granular-
ity of previously compiled and referenced datasets vary drastically, ranging from
hundreds to millions of records [4,60,115,124,130,152]. For instance, Wan and
colleagues scraped 1,378,033 English book reviews for spoiler detection [152],
while Tan and He qualitatively compared 200 book reviews in Chinese and
English as part of a multi-method analysis on cross-cultural reception [130].

These book review datasets have enabled computational and empirical
research in various disciplines, including library and information sciences (LIS)
[162,163], digital humanities and cultural analytics [20,85,150], computer sup-
ported cooperative work [12], social network analysis [99], computational lin-
guistics [152], recommender systems and marketing [27,151], decision making
[64,68,69], etc. In turn, each discipline has brought topics to the research. For
instance, LIS scholars have studied reviews through the lenses of crowd cata-
loging and social tagging [16,24,97,139,149]; citation index and impact assess-
ment [111,153,166,169]; and readers’ social networks and activities [110,136–
138,162]. Cultural historians and literary scholars have asked questions about
the evolution of literary genres, the formation of literary canons, and recep-
tion of literary works [20,39,42,127,150]. Marketing, economics, and system sci-
entists have examined the relationship between book reviews and book sales
[27,64,99,129]. Natural language processing scholars and computational linguists
have built models for review classification (e.g., fake, spoiler, and most helpful
reviews) [50,68,141,152], sentiment analysis and opinion mining [69,96], and
extracting narratives and relationships among characters [63,125]. Several tax-
onomies and conceptual frameworks have been proposed to map and synthesize
prior work on user-generated book reviews [89,118].

Despite the differences between previously used datasets in terms of language,
source, scale, and research topic, most datasets are collected via web scraping
[26,75,150,152], using application programming interfaces (APIs) provided by
the hosting platforms (for example, Goodreads used to provide an API, and

8 Amazon (Amazon.com: Books) is currently the largest online bookseller worldwide.
Goodreads is one of the dominant social reading and book review platforms based
in the United States, with 90 million registered members as of 2019. LibraryThing
is one of the most impactful social cataloging platforms based in the United States,
with 2.6 million users as of 2021 [54,73,95,156–159].
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Amazon web services (AWS) provides an API for individuals) [69,71,122,153,
169], or a combination of the two [36,99].9 Robots.txt files are a server-side
solution for determining what data can be accessed and how, and can inform
web scraping efforts. APIs implement the rules for data collection that providers
define for their service, and are therefore a recommendable solution for data
gathering. Not all platforms provide APIs, however, because enabling research
may not be part of a provider’s business model or might conflict with their
user agreements. For instance, Goodreads shut down its API for accessing book
review data in 2020 and made large-scale data scraping difficult by restricting
its webpage content (e.g., sorting reviews with its proprietary algorithms) [36,
150]. Given such implementations, data scraping is broadly adopted for data
collection, although it might violate copyright and the EULA/TOS of a platform.

Legal risks and ethical concerns associated with book review scraping and
related downstream tasks have been discussed before, but only in small numbers.
One of the articles we reviewed mentioned copyright exemptions for research
[114]. A few articles have discussed the acquisition of permissions for data col-
lection [162,163] and attempts to request permissions [114] from the provider
platforms. Considerations of human subjects research and institutional ethics
review are also often absent.10 Within publications of U.S.-based scholars, we
only found two articles where consideration of and exemption from Institutional
Review Board (IRB)11 oversight was explicitly mentioned [12,102]. Relatedly,
only a small number of articles explicitly discussed actions taken to protect the
identities of the book reviewers, such as (1) removing user names and other user
profile information that might reveal a reviewer’s real-world identity (e.g., self-
reported non-binary gender identities) [4,32,38,88,102,114,120,122,130], para-
phrasing quoted reviews [20], and/or (2) not publishing the original data scraped,
which might also violate copyright and EULAs [12,131,150]. In contrast, most
research did not describe how researchers pre-processed potential personally
identifiable information; such information might remain accessible in existing
book review datasets [62,103].12.

In conclusion, our literature review indicates a general absence of (1) informed
consent from authors of book reviews; (2) permissions obtained from data
sources; or (3) institutional ethics review in existing computational studies of

9 In some publications, data collection methods are not explicitly specified, and gen-
eral terms like “got”, “collected”, “downloaded” and “extracted” are used in lieu of
providing more detailed collection method descriptions. [4,27,36,64,139].

10 Such considerations might not apply to studies on user-generated data. We elaborate
on this issue in Sect. 3.4.

11 In the United States, an Institutional Review Board (IRB) is an administrative unit
formally designated to review and monitor research activities using human research
subjects. IRBs approve or disapprove research proposals prior to their initiation to
ensure the rights and welfare of human research subjects [144].

12 Due to copyright and perform restrictions, it is recommendable to share only unique
key identifiers for collected data items instead of actual datasets such that other
researchers can rehydrate the data, which bears the risk of collecting incomplete
datasets [32,109].
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user-generated book reviews. Discussions of legal and ethical risks associated
with such practices were also largely absent. As discussed in the introduc-
tion, failure to consider these issues could pose risks to online users/readers,
researchers, and academia alike. Therefore, we survey a broader range of liter-
ature and guidelines to fill this gap in legal and ethical considerations of the
scholarly usage of user-generated book reviews.

3 Analysis and Findings

We analyze (1) relevant laws; (2) platform policies; (3) user rights and expec-
tations; and, (4) researchers’ discussion of ethical issues in user-generated data
research. We combine our analysis with real-world and research cases, particu-
larly studies on book reviews. Our findings are presented in the following four
subsections. The four aspects we consider are not isolated; in practice, they
intertwine with each other in complementary or sometimes conflicting ways (as
exemplified in the following discussions). For example, some research aspects
might be ethical but not legal, e.g., violating TOS to scrape publicly available
book information, or legal but not ethical, for example, quoting snippets from
identifying public information of vulnerable communities.

3.1 Legal Permissions and Risks

One primary legal risk associated with research based on user-generated book
reviews comes from data scraping. Various data-scraping lawsuits have been
initiated, claiming violations of TOS, copyright infringements, or unfair compe-
tition [15,57]. In this subsection, we consider cases in the U.S. as an example.
Researchers from other jurisdictions should refer to the corresponding regula-
tions that apply to their research scenarios. For U.S.-based studies, researchers
should first consult the Copyright Law of the United States [143] and the fair
use doctrine for risks associated with copyright infringement, and the Computer
Fraud and Abuse Act (CFAA) [30] to minimize the risks of being sued. Fair use
only conditionally permits unlicensed use of copyright-protected work under cer-
tain circumstances13. Scholarship and research activities are typically activities
protected by the fair use doctrine [143], but a self-assessment of each use case
and/or consultation with a copyright specialist can help to make responsible
decisions.

For research based on large-scale scraped data [122,152], to reduce legal
risks associated with copyrighted content, researchers may consider making

13 The US copyright law demands consideration of four factors for determining whether
fair use is applicable: purpose and character of the use; nature of the copyrighted
work; amount and substantiality of the portion used; and the effect of the use upon
the potential market for the copyrighted work. For research based on user-generated
book reviews, the first two conditions of fair use may be less of a concern, but
researchers should pay more attention to the third and fourth conditions.
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transformative and non-consumptive use of the data14, which has been increas-
ingly adopted in computational studies of massive cultural data [79,113,123].
Furthermore, scholarly use of book review data might not fall under the con-
cerns of the CFAA as the usage is non-commercial and for educational/research
only [5]. However, it is essential for researchers to understand the CFAA and
address other potential conflicts between their intended use of data and the
provider platforms’ policies (e.g., TOS/EULAs), which are discussed in the fol-
lowing subsections.

Second, researchers need to comply with laws that govern the use of per-
sonal data and privacy. In the U.S., applicable laws include privacy laws [3,82],
state laws like the California Consumer Privacy Act (CCPA) [23], and state
laws protecting the privacy of library records. Library records typically include
online search records, circulation records, interlibrary loan records, personally
identifiable uses of library materials and services, etc. Although no federal legis-
lation or case law has been established to protect the privacy of library records,
forty-eight states and the District of Columbia have established laws regarding
the confidentiality of library records [7,90].15 While accessing and presenting
publicly accessible user-generated book reviews obtained from commercial web-
sites is different from disclosing confidential user records held by libraries, both
actions might expose individual reviewers’ personal data to a third party or the
public. Therefore, we advise researchers to check relevant laws on library records
to understand legal requirements associated with library patron records and data
alike.

Last but not least, researchers should note that user-generated content is
often contributed by users from around the globe, regardless of where the plat-
forms are based. For instance, while Goodreads is based in the U.S., its user base
is global [122,140]. Therefore, researchers working on data collection from U.S.-
based providers should examine international and regional regulations as well,
such as The World Intellectual Property Organization (WIPO) Copyright Treaty
[161], and Europe’s Directive on Copyright in the Digital Single Market [135]
and the General Data Protection Regulation (GDPR) [44], and China’s Per-
sonal Information Protection Law (PIPL) [155]. This recommendation applies
to research based in other areas of the world, too.

14 “Transformative use” of the data alters original content to give it “new expres-
sion, meaning or message” [133]. “Non-consumptive use” refers to computer-assisted
research, which has been found not to conflict with copyright holders’ interests.
For instance, in transformative and non-consumptive research, digital humanities
scholars can conduct computational text analysis of millions of books (copyrighted
books included) without actually reading or re-disseminating (i.e., without human
“consumption” of) any expressive content of those books [113].

15 It should be noted that “these state laws, however, are overridden or trumped by
federal laws that allow federal agencies to seek library records” [21,90]. They vary by
state, however, they reflect a consensus that library users’ data are confidential and
should only be disclosed under certain circumstances (e.g., with the user’s informed
consent, under a court order, etc.).
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3.2 Policies and Guidelines Issued by Platforms Provider

Three types of documents from platform providers are most relevant for under-
standing the permitted use of book review data (any of them, or none, may be
available): data access solutions provided by the platform (e.g., APIs, AWS),
TOS/EULAs, and “robots.txt” files16. These files specify what and how data
from these services can or cannot be used, among other things. For instance,
the TOS of Goodreads [56]17 severely limit use of data to prevent inappropriate
commercial competition, copyright infringement, and violations of user privacy
rights. It states that the allowable use of Goodreads data does not include “any
use of data mining, robots, or similar data gathering and extraction tools” [56]
and restrict the data that people can access from their front page via review sort-
ing algorithms and user-interface design [150]. In addition, Goodreads’ robots.txt
excludes a list of sitemaps and webpages from web scraping even though they
are publicly accessible [55], and the site retired their API in 2020 [122]. Given
these limitations, the next question for researchers might be: what are the con-
sequences of scraping data from platforms that explicitly or implicitly prohibit
scraping?

On one hand, researchers might argue for their use of data scraping or scraped
data against the platforms’ policies under certain conditions, e.g., when the
research’s “benefits to society outweigh the harm of violating terms of service”
[145]. One important aspect in advocating for this position is to consider how
“public” the scraped data are: while dominant social media platforms are likely to
“continue to push the boundaries on allowable methods to limit data scraping”,
the Supreme Court’s decisions on the case of hiQ Labs vs. LinkedIn signaled
“a shift in the way courts may be viewing attempts to restrict data scraping”
[53] in the U.S.18 While heated debates on the implications of this verdict con-
tinue, a widely recognized takeaway for researchers is that scraping data that is
publicly accessible without access control, such as passwords, paywalls, physi-
cal or technical barriers (e.g., software verification), is not necessarily unlawful,
even if such scraping is prohibited by the platform’s TOS/EULAs [14,49]. This
verdict, to some extent, suggests that researchers are not doomed to be crimi-
nalized for scraping publicly accessible data without a platform’s permission or
against its policies. On the other hand, the legal and ethical consequences of
violating TOS/EULAs in data collection for research purposes remain an open

16 Robots.txt files are developed and used primarily to inform search engines and web
scrapers whether data on a webpage is prohibited or permitted for harvesting. They
are widely adopted by the websites to regulate scraping, although their prohibitions
“fall into a legal grey area” [123].

17 Accessed in August 2022.
18 In this case, hiQ scraped publicly available user data from LinkedIn’s website to

supply its own business, in spite of LinkedIn’s no-data-scraping policies, letters
specifically addressed to hiQ, and technical measures enacted against hiQ. LinkedIn
claimed that hiQ’s scraping violated the CFAA, the Digital Millennium Copyright
Act, and state trespass law, while hiQ denied these claims and asserted its right to
scrape publicly accessible data [53].
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question [46,145,148], as the feasibility and enforceability of platforms’ TOS,
particularly their prohibitions, are subject to further examination [5,28]. Exist-
ing research on the TOS of over a hundred global social media platforms found
that “though these provisions are very common, they are also ambiguous, incon-
sistent, and lack context” and “may reflect possibly conflicting values” [3,46]. It
is also important to note that platform policies might not align with the best
interests of their users or researchers’ ethical considerations [3,46].

In short, although there is no clear answer to “whether researchers should be
permitted to violate TOS when collecting data” [46], a violation of TOS alone does
not necessarily criminalize researchers’ data scraping. In the U.S., current federal
regulation does not enforce researchers to follow EULAs and does not criminal-
ize scraping as a violation of the CFAA (although scraping might still violate
copyright and privacy laws and regulations). Researchers whose plans for data
scraping do not align with the platform policies are recommended to conduct
a careful assessment of their use case. For instance, they should consider if the
data to be scraped are publicly accessible, and they should avoid scraping from
disallowed webpages/websites that are specified in robots.txt files/EULA/TOS.
Finally, even if data collection procedures follow the requirements and guide-
lines of a platform, researchers also need to consider how to protect users, as
EULAs/TOS do not necessarily align with the best interest of users [3,47].

3.3 User Rights and Expectations

Relevant laws and platform policies may fail to protect user rights or meet their
privacy expectations: “Users care about how their content can be used yet lack
critical information” [47]. Therefore researchers should assess how their planned
work might conflict with the interests of users. To help with that, based on our
literature review, we identified four potential pitfalls and approaches for avoiding
them. First, a user’s acceptance of TOS is not the same as their “informed
consent” to any third-party use of their data. Prior surveys have shown that
most users do not read the TOS they accept or consent to due to “ lack of
choice, inaptitude, or habituation” [18,105]. Meanwhile, without prior knowledge
or additional information, it is beyond any individual user’s capability to predict
the third-party use of their data and potential hazards of that use. Therefore,
responsible researchers should not assume that their use of user-generated data
is within the expectations of the data creators simply due to their acceptance of
a platform’s TOS.

Second, researchers should not necessarily take publicly accessible data as
“data open for use”. This false assumption has led to various problems, such as re-
identification of users in data shares and violations of user privacy [35,167,168].
There is a fundamental difference between (1) the data is public; and (2) the
data has been consciously made public by users. The degree to which user (gen-
erated) data is public varies: some data are actively created and shared by users
(e.g., book reviews that are set to be visible to all), while other data are pas-
sive traces automatically generated by algorithms based on user activities (e.g.,
location information based on IP addresses, time stamps associated with user
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activities, etc.) [65]. For the first case, some platforms, such as LibraryThing,
allow users to set and alter the level of visibility of their contributed content (e.g.,
write a review that is public to all or kept to oneself) [94]. If reviewers explicitly
choose to make their data public, researchers can assume that users are aware
of their choice, even though they might not anticipate use cases beyond the visi-
bility of the given site.19 Even in this case and moreover in general, users might
not be aware that their data is part of passive digital traces or is available for
third-party use.

Third, using public user data does not free the researchers from responsibility
to avoid accidental or inappropriate use of private information, even though it
might have been the users who disclosed their private information in the first
place. As mentioned, user-generated book reviews may disclose personally iden-
tifiable and other personal information [62,103,122]. Additionally, online book
reviews may disclose the identities of people other than the reviewers them-
selves [94], including vulnerable groups of people who have no knowledge of
or control over the existence of a review. For instance, in online book reviews
of children’s books, ages, gender identities, grades, and first names of children
are frequently shared by adult reviewers [106]. Such information, when cross-
referenced with reviewer profiles, can put a child’s real-world identity at risk.
Responsible researchers are advised to remove any personally identifying infor-
mation from their datasets.

Fourth, ethical research should respect and protect the book reviewers’ intel-
lectual freedom and freedom of speech, both of which are particularly pertinent
to the missions and values of LIS [112]. Book reviews may contain controversial
opinions that may not only frustrate or irritate other readers but also unsettle the
public at large [104]. Taking library practices in the U.S. as an example, as long as
a review does not break any laws or TOS, a reviewer is entitled to “write what they
think ” and “dispute ideas and words without limitation” [94], even though others
may oppose them. Such principles are debated among online book reviewers. For
example, a group of book reviewers on Goodreads repeatedly gave one-star reviews
to LGBTQIA+ books, sometimes even before the release of advanced copies or as
part of book campaigns [126]. Many users consider such behavior to be trans- and
homophobic actions targeting LGBTQIA+ groups and marginalized authors, and
demanded moderation from Goodreads to remove these reviews [126]. However,
Goodreads did not remove the ratings as requested because one-star ratings them-
selves did not directly violate any platform regulations (while personal attacks
and hate speech, for example, would violate their guidelines) [41]. In controver-
sial cases, researchers from different disciplines and cultural backgrounds could
potentially approach the data in different ways, which may or may not align with
the interests and expectations of either the users or the platforms involved. We are
not in a position to question anyone’s research priorities or personal stances; we
simply remind researchers that every reader is entitled to their intellectual freedom

19 However, in practice, it is difficult for researchers to verify whether the reviewers are
indeed aware of the public accessibility of their data. Researchers should not make
assumptions about users’ awareness.
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and freedom of speech, and that library professionals adhere to these principles
[84,91]. Responsible researchers should stay alert to any personal biases and feel-
ings toward different groups of reviewers. All users/readers should be equally pro-
tected from unexpected and unwanted surveillance, tracking, blaming, and attacks
in scholarly research.

3.4 Discussions and Concerns from the Research Community

There have been various case studies, guidelines, and statements for how to
conduct compliant, responsible, and ethical research on user-generated data in
general and for specific genres [1,2,11,46,52,58,81,87,121,148], as well as more
specialized discussions on this topic from LIS perspectives [13,100,101]. Here we
zoom in on three topics that have been heatedly discussed: (1) explicit informed
consent from human research subjects; (2) institutional/administrative review
and approval; and (3) platform restrictions.

As for informed consent and institutional/administrative review, while some
researchers argue that such conventional research practices should be applied to
research on user-generated data from online sources [46,51,147], others disagree
[74,87,147]. The latter group argues that scholarly research of such data may be
exempt from informed consent under certain conditions, e.g., when it is almost
impossible to obtain “retrospective” informed consent for archival research [87]20;
and when research projects involve “no more than minimal risk to the subjects”
and “could not practicably be carried out without the waiver or alteration” [74].
Other researchers claim that institutional/administrative review and approval,
such as IRBs in the U.S., tend to apply “overly restrictive guidelines developed
for biomedical research to lower risk studies”, and sometimes lack “the exper-
tise to effectively evaluate technical proposals” [147]. They also argue that ten-
sions between conventional requirements (such as IRBs) and social computing
research could actually “increase risks to participants, delay data collection, or
substantively change a research project” [147]. Furthermore, researchers’ atti-
tudes toward platform restrictions also diverge. For example, some researchers
insist that the legitimacy and enforceability of TOS are questionable [46,148],
which raises concerns about the legal consequences and ethics of either follow-
ing or violating the TOS. So far, no consensus has been reached on these three
topics with regard to the unobtrusive analysis of user-generated content [147],
although opinions are converging on other aspects of ethical social computing,
such as ensuring participants’ access to the research outcomes [148].

Nevertheless, there exists consensus on the holism, contextuality, and complex-
ity of the ethical conduct of research [45,167]. It has been broadly acknowledged
that weighing potential harms and intended benefits for all stakeholders (e.g.,
users, platforms, and society at large) and mitigating different considerations are

20 Kosinski and colleagues argue that no consent is needed and user-generated online
data can be conceptualized as archival data if (1) users consciously made their data
public; (2) data collected is anonymized; (3) researchers do not interact with partic-
ipants; and, (4) no identifiable user information is published. [87].
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hard [46,147]. We have consistently found such dilemmas and trade-offs in existing
book review studies. For example, some studies de-identified reviewers by remov-
ing their original usernames and partial user profiles (e.g., location, gender iden-
tities) [4,122]. This makes reviewers less likely to be tracked down, although risks
of re-identification remain [122,168]. However, such de-identification deprives the
book reviewers of credit for their intellectual contributions and copyrighted work,
to which they are entitled as content creators [22]. To overcome this limitation,
some researchers choose to seek informed consent from book reviewers they intend
to quote in their research publications, particularly as to whether the reviewers
want to be quoted verbatim under their scraped usernames [12,150]. However, get-
ting permission from individual reviewers requires personal contact with human
research subjects, which means their data collection is no longer unobtrusive. For
U.S.-based studies, unless an IRB review is conducted, this strategy would be con-
sidered risky and inappropriate21. Similar trade-offs have emerged from data pub-
lication as well. Some researchers chose to selectively publish their scraped data, or
not to publish any of their scraped data at all, in order to protect reviewers’ data
from inappropriate use [122,150]. However, this raises questions about research
reproducibility and transparency [76,132].

4 Discussion and Limitations

When planning responsible research projects, different factors and considerations
might not align or conflict with each other in actual practice, leaving researchers
with a number of dilemmas to solve and difficult decisions to make. For instance, as
book review platforms often neither provide APIs nor permit scraping, researchers
need to evaluate the risks associated with violating platform policies or even laws.
Researchers are furthermore expected to honor readers’ rights and expectations,
which are crucial concepts that are not always prioritized by platforms’ policies.
There are trade-offs and risks associated with many decisions that have to be made
by researchers. While researchers might not always be able to resolve them, they
should minimize potential harm and make situation-specific decisions to guarantee
that the benefits of their research to society outweigh the risks of potential prob-
lems. Institutional review and oversight, such as IRBs, share this goal, but they
might not apply to working with archival and/or online data, such that researchers
need not only to understand these risks, but also have the knowledge and skills to
mitigate them. Although our research emphasizes legal risks and ethical problems

21 Different IRBs might make different decisions on requests for exemption based on spe-
cific research proposals. For instance, we learned from our own research experience
that analysis of publicly available and de-identified book review data without any
interaction with the reviewers is mostly likely to be considered “Not Human Subjects
Research” (NHSR) by the IRB at our home institution [142]. In this case, researchers
who believe their work does not require IRB review or oversight should submit a
request to their institution’s IRB for a designation as Not Human Subjects Research.
They might also consider asking for an Exempt Status determination, in which case
they are performing Human Subjects research but are exempt from regular oversight.
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associated with research on user-generated book reviews, by no means do we intend
to discourage research with this genre or type of data. We rather hope to critically
engage with this research area by contributing LIS perspectives and facilitating
future research by flagging potential pitfalls and suggesting potential solutions.

Our investigation is limited in several ways. As we are neither law practition-
ers nor policymakers, we are not in a position to give legal advice. Besides, given
the broad multidisciplinary reach of user-generated data research, discussions
about our research questions remain controversial, without a clear consensus or
cross-disciplinary norms. Most importantly, scientific research often comes with
risks and uncertainties, and decisions should be made based on the specific con-
text of a research problem. As there is no panacea for minimizing research risks
or guaranteeing ethical practice, instead of crafting “guidelines for everyone”, we
synthesized prior relevant literature, case studies, and library practices to under-
stand (1) what researchers should look out for; and (2) what they should lever-
age to guide and assess their scholarly usage of user-generated book review data.
Second, given the breadth and multidisciplinarity of book review research, our
scope of analysis was unavoidably yet necessarily narrowed down. For instance,
we took a U.S.-centric perspective, and some of that might not apply to other
regions of the world. Nevertheless, the U.S. context serves to contextualize and
exemplify the complexities of the legal and ethical issues in book review studies,
and provides a regional research case. As an overview, our research outlines the
primary legal and ethical concerns about scholarly usage of user-generated book
reviews, which are not limited to research based in the U.S.

Finally, while we put legal and ethical considerations forward as an insuffi-
ciently discussed problem in research practice of user-generated book reviews,
these considerations are by no means overlooked in research at large. Instead,
as our discussion shows, there exist plenty of generally applicable and insightful
papers and guidelines to refer to. Thus, this paper calls for more attention to
both (1) the paucity of scholarly discussions about legal and ethical concerns in
book review research; and, (2) how researchers can leverage existing resources
to address this particular problem.

5 Conclusions and Future Work

This paper presents an overview of legal risks and ethical concerns associated
with scholarly usage of user-generated book reviews. Our review was primarily
motivated by (1) the lack of attention to this problem in prior computational and
empirical studies of user-generated book reviews; and, (2) the dual role of the
users and readers who are subject to potential harm caused by scholarly use of
their data. We reviewed relevant laws, platform policies, user expectations, and
prior research to inform future researchers of potential legal and ethical pitfalls,
and offer some suggestions for how to avoid them through practical solutions. We
also drew on library practices and guidelines to better understand why and how
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researchers should protect data generated by users/readers. The pitfalls iden-
tified and discussed include copyright infringement, violations of TOS/EULAs,
conflicts with user rights and expectations, and the role of informed consent and
institutional reviews.

The intended contributions of this paper are threefold. First, given the dual
role of online book reviewers as (1)content consumers and producers; and, (2)
readers, we emphasized the significance of evaluating and reducing risks associ-
ated with scholarly usage of user-generated book reviews. Second, we analyzed
legal and ethical concerns that have been under-investigated in the context of
user-generated book reviews. We hope these insights help to inform future stud-
ies on how to reduce potential risks and better protect the users/readers. Third,
under the overarching umbrella of responsible data-driven research, we demon-
strated how to assess legal and ethical issues associated with the characteristics,
stakeholders, and research contexts of book reviews.

For future work, there are more questions to scrutinize. First, there is a
variety of data analyses on user-generated book reviews: some studies anno-
tate individual book reviews word by word while others only map high-level
patterns in corpora (e.g., average book ratings). Should different ethical expec-
tations be applied to different use cases depending on the research scale, gran-
ularity, and “distance from the readers”? For instance, can researchers consider
informed consent inapplicable for de-identified and paraphrased quotations or
non-consumptive text mining of book reviews? To answer these questions, we
need to examine more prior research to understand the needs and costs (e.g., time
and administrative procedures) of different actions taken. There are also open
questions from the perspective of libraries, such as the argument that libraries
are losing competency as a result of their “hands off user data” practice, which
sometimes limits their ability to serve their patrons [43,90]. Are user-generated
book review datasets filling the gaps or taking advantage of libraries’ “moral
absence”, and if so, where do researchers stand on this question? To explore this
question, qualitative studies, such as interviews with researchers working with
user-generated book reviews and/or questionnaires among online book review-
ers, might be effective methods for gaining a nuanced understanding of differ-
ent stakeholders’ needs, expectations, and concerns. We also encourage collab-
orations among researchers from diverse communities and different cultures or
regions to cross-examine and broaden our knowledge of this issue.
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Abstract. STIP (science, technology, and innovation policy/es) affect how rules,
methods and practices are designed and applied to develop basic or applied
research within national borders. Literature on STIP has been fertile in multi-
ple streams, such as theoretical/conceptual frameworks for improving STIP. This
study built on the literature stream by unveiling the underlying structure of STIP
expressed in the key areas and research fields explicitly supported for the case
of Colombia 2005–2018 via co-word network analysis. We empirically identify
the changing STIP priorities between two government administrations. While
government-A prioritized Physical Sciences and Life Sciences and gave room for
bi-disciplinary field communities, government-B doubled Health Sciences pres-
ence and balanced the participation of all areas. Social Sciences and Humanities
had transversal participation in research field clusters. There were three fields with
the highest weighted degree in both governments: renewable energy, sustainabil-
ity, and the environment; general agricultural and biological sciences; and general
medicine. This study provides a novel view based on well-established techniques
to empirically study the structure of STIP and the effect of the government agenda
for managing national science, technology, and innovation capacities by providing
direction through research-oriented funding and proposal calls.

Keywords: Research policy · Co-word analysis · Text mining · Scientometrics ·
Colombia

1 Introduction

Every government has its STIP (science-research-technology policy/ies) agenda. How-
ever, STIP priorities might change in every government transition. Thus, how to study its
changing structure? In this study, we unveil the underlying structure of STIP expressed
in the key disciplines/research areas explicitly supported for the case of Colombia 2005–
2018 via co-word network analysis and discuss the STIP agenda redirection according
to the change of government.
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STIP are complex processes and procedures within and outside the government that
affect how rules, regulations,methods, practices, and guidelines are designed and applied
for developing basic or applied research within national borders [33]. STIP, therefore,
affects knowledge production [27]. Furthermore, NSTIS (national science, technology,
and innovation systems) adapt themselves and their environment to changing socio-
technological forces [5, 25, 26, 39]. The literature on STIP has been fertile in multiple
streams, such as theoretical/conceptual frameworks for improving evaluation and its
impact on NSTIS (and individual actors) performance [4, 19, 20].

For the case of middle-low income countries and Colombia, few specialized studies
have explored the growth of China and the crucial role of firms in their NSTIS [21].
For Brazil, Ref. [1] argued that STIP, which incentivizes the acquisition of machinery-
equipment, was more effective at stimulating innovation activities. For the concrete case
of Colombia [36], recent findings argue—as consistent with the literature—that there is
a positive and significant correlation between R&D investment and STI activities (e.g.,
numbers of national master’s and Ph.D. programs, total scholarships, research groups,
and the like).

Despite such a fruitful stream, this study addresses four factors that have not been
examined with similar interest: i) the evolution of the STIP agenda structure at funding
and proposal calls granularity; ii) its (re)direction according to the change of government;
iii) in developing countries; iv) via informetrics techniques. Our findings could be of
use by practitioners and policymakers in the private and public sectors as a technique
to map the structure of the STIP changes and identify the national/regional supports for
NSTIS actors and areas and research fields in the context of developing countries. After
this introduction, we present the methodology. Then, we display the results, followed
by the discussion and conclusion section.

2 Methodology

2.1 Materials

We search for the public archive of funding and proposal research-oriented calls avail-
able on the official website of the national institution in charge of ‘formulate policies
pertaining to their office, direct administrative activity and execute the law.’ [7, 8, 30].
In Colombia, such a role has been led by Colciencias, now:MinCiencias. The repository
of funding and proposal calls has stored information since 2005. However, there is no
standard metadata storage (e.g., some funding and proposal have specific objectives,
disciplines/research areas supported, others do not). Therefore, we hand-curated the key
information for each call by looking at the complete terms of reference. We omitted
non-research-oriented funding and proposal calls (e.g., tax incentives, national research
groups, or scientific journal assessments). In sum, we conducted the following process:

• Terms of reference documents were manually examined in strategic sections. The
scanning focused on identifying the explicit mention of areas of research fields to be
supported or fostered by the call (e.g., energy, environmental issues).

• Since key terms could be redundant (e.g., energy efficiency, energy transition), we
standardized the funding and proposal calls key terms using the ASJC (All Science
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Journal Classification) [37]. The ASJC is a standard system designed by Scopus to
assign a serial title to single or multiple fields. There are 334 fields in five areas:
physical sciences (contains ~31% of the fields), life sciences (~12%), health sciences
(~37%), social sciences and humanities (~18%), and multidisciplinary. We standard-
ized each key term by contrasting them with the ASJC (e.g., biotech, bio-inspired
technology, was assigned to the ASJC field of Biotechnology).

• As expected, there weremultiple key termswith no counterpart in the ASJC. For those
cases, we searched in Scopus for the most cited/influential article on the key terms in
its title and used the ASJC of the journal in which such an article was published. If a
journal was assigned to multiple ASJC fields, all of them were considered.

• We excluded funding and proposal calls with less than two ASJC fields identified.
Each funding and proposal call reflects at least a triad of fields.

• Due to the project’s undergoing stage, we analyzed 2005–2018 period.

2.2 Method

We used co-word network analysis. This technique was initially proposed to visualize
the network structure of problems [6]. Its uses have expanded to manifold research
fields, such as management and strategic planning [11, 16], innovation studies [10,
15], consumer behavior [32], nanotechnology [31], and information sciences [13, 14].
However, to the authors’ best knowledge, this approach is so far unexplored to study
STIP. Here, we will use this appraisal to assemble an information-based network [40]
with the strategic disciplines/research fields explicitly prioritized by the abovementioned
funding and proposal calls.

Table 1 displays an example of assembling a co-word network. The column ‘Key
terms’ correspond to the explicit key terms identified in the call document; columns
‘ASJC field’ to theASJC fieldmatched; column ‘ASJC edge list’ to the resulting edge list
after processing the co-word of ‘ASJCfields.’ An edge list is a data structure representing
a network as a list of its edges, i.e., links between connected nodes. In the edge list,
column ‘Weight’ shows the frequency of co-occurrence of both nodes ‘From’ and ‘To.’
Finally, column ‘ASJC co-word network’ corresponds to the modeled network based on
the edge list. We followed that process for the complete set of funding and proposal calls
and their corresponding ASJC fields.

The result is an undirected and weighted network since a pair of ASJC research
fields detected denotes a two-way relationship which can be of a higher weight if the
pair have a higher frequency of co-occurrence [38]. We computed the weighted degree
for each node, i.e., the number of edges of a node (field) pondered with the weight of
each edge [2]. We used modularity appraisal for clustering and the ForceAtlas algorithm
for network layout [2, 22]. The shape of each node reflects the field’s area, bringing a
disciplinary intra-composition to each cluster Table 3.
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Table 1. ASJC co-word network

Key 

terms 

ASJC

field 

ASJC edge list ASJC co-occurrence network 

Cultural
processes 

Museology 

History 

Archeology

From To Weight 
Museology History 1 

Museology Archeology 1 

History Archeology 1 

Source: Bastian et al. [2].  

Table 2 displays the government changes timeline 2005–2018, modeled co-word
networks according to each government period, and the number of funding and proposal
calls analyzed by government and year. Colombian elected government term last four
years. Governments A & B were re-elected. Government B suppressed re-election in
2015. Since the government transition takes place in August, we settled the starting
period for each government in the following year. In sum, we could analyze six years of
funding and proposal calls for government-A and eight for government-B.

Table 2. Timeline of co-word networks modeled according to government periods

Co-word network 
modeled 

Network - 1 Network - 2 

Government 
periods 

Government-A (2002-2010) Government-B (2011-2018) 

Year 05 06 07 08 09 10 11 12 13 14 15 16 17 18 

Colciencias-
MinCiencias 
funding and 
proposal calls 
(n = 322) by 
government

14 40 34 23 9 13 18 32 15 NA 30 25 33 36 

981331

Source: Colciencias-MinCiencias [7, 30]. 

3 Results

Figures 1 and 2 display the networks modeled. Table 3 presents the network structural
properties: # nodes (fields), clusters (% of nodes and color) and intra-cluster ASJC area
composition. Government-A expressed 145 fields among its funding and proposal calls.
Despite the dominance of Physical Sciences in the government-A funding and proposal
calls, there is a diverse composition in the clusters formed. The most crowded cluster
has a relatively balanced composition of all five ASJC areas, led by Life Sciences. Also,
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Social Sciences and Humanities fields are consistently embedded in all five clusters,
followed by Physical Sciences in four.

Fig. 1. Co-word network of funding and proposal calls and its composition by areas and fields
government-A 2005–2010. Source: Colciencias-MinCiencias [7, 30]. Note: only top-5 nodes with
the highest weighted degree by clusters are visible.

In contrast, Health andLife Sciences fieldswere present in three clusters. It also high-
lights the formation of two bi-disciplinary clusters: Physical Sciences-Social Sciences
and Humanities; and Health Sciences-Social Sciences and Humanities. The nodes with
the highest weighted degree by area were general medicine; general agricultural and bio-
logical sciences; renewable energy, sustainability, and the environment; andmanagement
of technology and innovation.

The co-word network of government-B holds considerable structural differences.
First, it expressed 232 fields among its funding and proposal calls, +80 fields than
government-A. All nodes were grouped in four instead of five clusters: a higher field
community’s definition. The composition of Life Sciences and Social Sciences and



192 J. D. Cortés and M. C. Ramírez-Cajiao

Humanities is relatively stable. In contrast, Health Sciences composition almost doubled,
while Physical Sciences decreased in ~6%. Also, the disciplinary composition is more
balanced, e.g., no bi-disciplinary clusters found. The nodes with the highest weighted
degree by area were renewable energy, sustainability, and the environment; general agri-
cultural and biological sciences; sociology and political science—which displaced man-
agement of technology and innovation; and general medicine. Government-B deployed
a more consistent (smaller dissension/clustering) and field-balanced STIP with a visible
re-orientation from Physical Sciences towards Health Sciences. On the other hand, there
was no visible sidelining of Social Sciences and Humanities; quite the opposite: it has a
sustained presence in all clusters.

Fig. 2. Co-word network of funding and proposal calls and its composition by areas and fields
government-B 2011–2018. Source: Colciencias-MinCiencias [7, 30]. Note: only top-5 nodes with
the highest weighted degree by clusters are visible.

4 Discussion and Conclusion

This study provides a novel view based on well-established techniques to empirically
study the structure of STIP and the effect of the government agenda for managing
national science, technology and innovation capacities by providing direction through
research-oriented funding and proposal calls. Our approach enriches the bi-direction
of STIP stream on, first, theoretical/conceptual frameworks for improving evaluation
and, second, STIP impact on NSTIS (and individual actors) performance [4, 19, 20].
Furthermore, applying co-word network analysis unveils the STIP changing structure
and priorities in government transitions, helping policy-makers and the NSTIS actors,
in general, to identify strategic fields to focus on and those sidelined.

Our second observation relies on the political spectrum (e.g., left, right) [3] of the
two governments analyzed and how it reflected their priorities via STIP funding and
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Table 3. Network structural properties.

proposal calls. Government-A leaned towards right extremism, while government–B
leaned towards centrism [18, 24]. Our context-based examination would tend to place
a higher weight on Physical-Social Sciences for a right political spectrum government
and Physical-Health Sciences for a centrism one. However, we acknowledge that this
is undergoing field of work and the evidence provided here is scarce to reach such a
conclusion. Just recently, a complete issue of the ANNALS of the American Academy
of Political and Social Science dedicated a complete issue to the subject: the politics of
science [28]. Further stages of our project will deal with the subject in more detail and
the nascent theoretical framework and evidence.

Our findings also could be discussed in light of the literature on STIP-NSTIS path
dependence [9, 17, 34]. Novel elements (e.g., government vision of science) should adapt
and interlock with the existing conditions of both STIP-NSTIS. That is part of a self-
reinforcing dynamic. For instance, if a new funding or proposal call is open to national
institutions, STIP potentially supports current NSTIS capacities instead of a moon-shoot
unreachable research endeavor (e.g., a Colombian particle accelerator), considering the
current status of the local context. Factors explaining such a self-reinforcing dynamic
are: i) the accumulation of experience, ii) the crystallization of expectations, iii) the
widening circle of their diffusion, iv) the diffusion of the knowledge thereof, and of v)
the actions predicated upon that knowledge. In that way, despite the evident changes
in priorities for each government, the most connected fields in both networks did not
change significantly. In other words, several features changed at the networks’ meso
(clusters) level. However, at the micro level, the research fields’ path dependence was
clear.

Our findings also partially contrast studies on the comparative scientific advantage
of countries. Disciplinary specialization due to geographical, historical, and economic
factors in Colombia orbits botany; agricultural and food sciences [29]; ecology; inter-
nal medicine; and surgery [35]. Such fields are similar to the most connected fields
(general agricultural and biological sciences; general medicine). However, there is also
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a noticeable mismatch regarding other highly connected fields (renewable energy, sus-
tainability, and the environment; sociology and political science) and areas (Physical Sci-
ences). Thedecisive influenceof the post-MillenniumDevelopmentGoals (MDGs-2000)
among the most connected fields could be partly explained by the changing institutional
infrastructure modeled by the global development agenda [12].

The following stages of the project could integrate the effect of STIP funding and
proposal calls into the (changing) trajectory of knowledge production—scientific articles
or patents—and the scientific workforce capacities. Also, more robust network science
methods, such as multilayer network analysis to include multiple network layers and
aspects in a more comprehensive analytical framework [23], and controlling for other
variables—(sub)continental research production by area/field—could enrich the insights
here presented.
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Abstract. Algorithms have penetrated into every aspect of our lives. While pro-
moting the development of the digital economy, algorithms have also brought
many problems. China is one of the first countries to introduce laws and regu-
lations on recommendation algorithms to safeguard users’ rights of independent
choice in the digital information environment. In the policy context of algorith-
mic governance, we need more empirical research on algorithm awareness from
the perspective of information users. This study focuses on Chinese rural users’
content recommendation algorithm awareness on Douyin, a short-video platform.
We triangulated survey and in-depth interviews to explore factors behind differ-
ent levels of content recommendation algorithm awareness, as well as the link
between content recommendation algorithm awareness and user experience, and
users’ attitude towards turning off the recommendation algorithm function, which
has been listed in China’s recent algorithm regulation as a required function that
digital platforms have to provide to users. In this study, we constructed a multi-
dimensional scale on algorithm awareness, and identified two types of factors that
account for users’ algorithm awareness: External and internal factors.We also pro-
posed suggestions and counter-measures to improve users’ algorithm awareness.
Findings from this research have implications on the policymaking of algorithm
governances in China and beyond, particularly, the research suggests regulatory
directions for increasing the transparency of content recommendation algorithms
and practical approaches to protect users’ rights in shaping what they consume on
a daily basis.

Keywords: Algorithm awareness · Content recommendation algorithm
awareness · Recommendation algorithm · Digital divides · Douyin · Short-video
platform

1 Introduction

1.1 The Rise of Algorithmically Driven Content Recommendation Systems

In recent years, the rapid development of the Internet accelerates the digitalization of
various industries in China, and algorithms are becoming an important underlying archi-
tecture of Internet platforms. However, algorithms have also brought a series of problems
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such as algorithmic black boxes, information “filter bubbles”, the lack of diverse social
values, and the invasions of user privacy. Regulators of digital platforms are aiming to
strengthen their research and policymaking on algorithm auditing [1]. As a result, the
management and governance of algorithms have received increasingmedia attention and
public scrutiny.

Algorithm governance has become an important issue for various countries and inter-
national organizations. The G20 and IEEE released their guidelines on artificial intelli-
gence and algorithm ethics, the European Union also introduced regulatory frameworks
such as GDPR (General Data Protection Regulation), DSA (Digital Services Act) and
DMA (Digital Markets Act). China took the lead in introducing one of the world’s first
legislations on recommendation algorithm: the Regulations on Recommendation algo-
rithm for Internet Information Services, which is considered as a comprehensive and
systematic regulation of algorithm services.

Algorithms are increasingly involved in information users’ everyday information
seeking, search and sharing processes. Short-video platforms, which recommend per-
sonalized short videos to users using automatic personalization algorithms, have become
one of the most popular social media platforms among the young generations and are
important digital platforms for understanding the social impact of algorithmic recom-
mendation technologies. As of December 2021, China has over 934 million short-video
platform users [2]. Douyin is the largest short-video platform in China. As a short video
community platform for all ages, users can browse other people’s videos or make their
own short videos on Douyin. The total number of its users has exceeded 800 million.
Douyin users are highly engaging in interacting with the platform. The high engagement
levels of users on short-video platforms mean that users have richer and more complex
interactions with algorithms than users of other social media platforms. Algorithms are
playing a key role in shaping information flows for Douyin users and also having a strong
influence on how users engage and interact with algorithmically driven content recom-
mendation systems. This paper addresses the important question of how users perceive
algorithms by focusing on Douyin and users’ awareness of content recommendation
algorithm on Douyin.

1.2 A New Digital Divide?

The changing media environment, which is now increasingly shaped by algorithms as
gatekeepers, might have differentiated consequences for various social groups. While
the existing divide between the information-rich and information-poor users still exists
in how users adopt, adapt and use information technologies, new forms of digital divides
are appearing in how users engage and interact with algorithms in everyday contexts.

The concept of digital divide focuses on inequalities in the access, adoption, and use
of digital technologies. Secondary and tertiary digital divides (adoption or use divide)
shift the focus of digital divide research to the gap in Internet use skills and purposes
between different groups [3, 4]. At the digital divide use level, the presence or absence
of the awareness of algorithms and the strength of algorithm awareness become impor-
tant differentiating factors: “People’s awareness and understanding of the systems that
operate behind-the-scenes to bring content to users” [5] is listed as one of the Internet
skills [6].
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In this study,we refer to this skill as algorithmawareness,which describes users’ level
of awareness of the existence, function, and impact of algorithms on a digital platform,
and whether or not they are able to interact with algorithms consciously and critically.
Existing research suggests that algorithm awareness can improve other Internet skills
and overall information skills. However, this digital advantage is distributed differently
across the population [7]. Therefore, algorithm awareness can be seen as a new and
reinforcing dimension of the secondary and tertiary digital divides [7].

While empirical studies of theChinese rural Internet have depicted awidening digital
divide in China [8–10], it is unclear if the digital divides in the level of algorithm
awareness also exist in China. Also missing from the literature is what social-economic
or internet use factors could account for the users’ variances in their level of algorithm
awareness.

This study will combine quantitative and qualitative methods to examine the users’
awareness of content recommendation algorithm among rural users of Douyin. Find-
ings from this research will help to understand the dimensions, variances, and factors
of algorithm awareness among Chinese short-video users. Three main research ques-
tions are raised: What are the factors influencing algorithm awareness? Does algorithm
awareness have an impact on users’ platform experience? Does algorithm awareness
affect users’ willingness to turn off features related to personalized recommendation
algorithms? More importantly, by answering these research questions, this study can
also help regulators, technology companies, researchers to explore how to build a better
algorithmically driven media environment for Chinese Internet users and how to create
a better future of algorithm governance that benefits both information rich and poor
populations.

2 Literature Review and Research Questions

2.1 Algorithm Awareness as an Important Digital Skill

Recent research has begun to focus on people’s understanding and adoption of algo-
rithms, and “algorithms” are appearing more often in public discourses and academic
research on digital divides. Hargittai et al. highlighted inequalities in Internet use skills
and digital literacy. She argues that group differences in Internet use skills are evident in
most online activities, from the types of content people seek and consume to the content
materials they produce and share [11]. Algorithmic skill can be therefore viewed as
an Internet skill [5]. Algorithmic skills are also referred to as algorithm awareness in
other empirical studies. Algorithm-based applications are embedded in the daily lives
of users, and how users interact with algorithms forms a new form of digital divide in
the increasingly complex digital environment [12].

Scholars have also conducted a series of empirical studies to measure and compare
users’ algorithm awareness and algorithmic attitudes across different digital platforms.
Most empirical research have focused on social media and news platforms. Studies have
found that, surprisingly, more than half of Facebook users are unaware of the existence
of Facebook news streaming algorithms [13]. Some scholars studied users’ attitudes and
perceptions of algorithmic news in Mainland China and found that 67% of users are
aware of recommendation algorithms when using news platforms, but were unaware of
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the algorithmic rules [14]. This shows that there is a general lack of algorithm awareness
and algorithmic knowledge amongusers of algorithmic platforms.Meanwhile, compared
to social media or digital news platform, fewer studies have been conducted on the
algorithm awareness of video platform users.

Users’ algorithm awareness can be defined andmeasured, and some empirical studies
on algorithmic cognition and attitudes have designed algorithmic attitude scales for users
[7, 14], but few studies have systematicallymeasured algorithmawareness. Zarouali et al.
developed and validated the Algorithm Media Content Awareness (AMCA) [15], this
scale includes four dimensions of algorithm awareness: Content filtering, Automated
decision making, Human-algorithm interplay, and Ethical considerations. This scale is
a reliable and valid tool for measuring users’ algorithm awareness, which is tested on
Facebook, YouTube, and Netflix. However, there are many different platforms using
algorithms, and there is still much room for discussion on how to measure algorithm
awareness.

2.2 Mechanisms for the Formation of Algorithm Awareness

What factors influence people’s algorithm awareness? Based on the knowledge gap
hypothesis [16] and digital divides theory, we argue that information inequality is asso-
ciated with socioeconomic disadvantages (e.g., low education and income levels), which
implies that more resourceful and more privileged social groups are better prepared to
benefit from algorithms [17]. Researchers have found that differences in user attitudes
toward algorithms are to some extent caused by the digital divides, with users who spent
longer hours online, users with higher education, and higher media literacy levels are
also the same group of users who are more aware of algorithmic logics and potential
risks with algorithms [14].

While mobile devices are considered as internet leapfrogging technologies for devel-
oping countries, users who solely depend on mobile devices as internet access channels
might be more disadvantaged than users who also have PCs to access the Internet. Stud-
ies have shown that people who use PCs to access the Internet have higher levels of user
engagement, content creation, and information search than those who only use mobile
devices, implying that the gap in knowledge and skills needed to use the Internet effec-
tively increases with the proportion of people who are “mobile-only” [18]. Thus, the use
of Internet access devices may also affect algorithm awareness.

Moreover, the level of “digital literacy”, which is a key dimension of the secondary
and tertiary digital divides, is found to be related to the capabilities of internet users
to utilize digital technologies for capital-enhancing activities [19, 20]. Digital literacy
is an important skill for everyday learning and working living in the digital era, and
improving digital literacy is the key step to bridging the digital divide in Internet usage.
Since algorithmic skills can be used as a new enhanced dimension of Internet skills,
this study will add digital literacy to the discussion of factors influencing algorithm
awareness.

Based on the above-mentioned empirical studies, this study hopes to describe the
current status and influencing factors of algorithm awareness among rural users who
use the short-video platform Douyin in China. The study of the factors influencing algo-
rithm awareness will demonstrate user variances in algorithm awareness across different



Measuring Users’ Awareness of Content Recommendation Algorithm 201

social groups and pinpoint which social groups are more likely to be in a disadvantaged
position in terms of algorithm awareness. We propose the following research questions
and hypotheses based on existing literature of digital divides and digital literacy.

RQ1: What are the main factors that influence users’ algorithm awareness?
H1: Socio-demographic factors are significantly and positively associated with users’
algorithm awareness.
H2: Internet device access is related to users’ algorithm awareness.
H3: Users’ digital literacy is significantly and positively related to users’ algorithm
awareness.

Researchers have pointed out that algorithms can be more easily understood through
the perspective of users [17]. Based on this perspective, we need to focus on users’
everyday experience and actual usage of algorithms. In a survey of Facebook users, it
was found that after experiencing and being aware of the presence of algorithms, users
strengthened their overall sense of control over Facebook’s algorithms, and the extent to
which users understand and experience algorithms may influence their attitudes toward
using the platform [13]. Algorithm awareness guides users to envision, understand, and
interact with algorithms [21]. Awareness of the presence of recommendation algorithms
on online platforms may make users think more critically about the content they see,
and users’ algorithm awareness may help themmake careful assessments of the platform
and decide how to interact with algorithms [15]. An important insight from studies that
center around users’ everyday experiences with algorithms is that users’ awareness of
algorithms is a dynamic process, which might change while users interact with the algo-
rithmic platform. Through understanding how users interact with platforms, researchers
can also infer the level of user awareness of algorithms. Therefore, we are also interested
in exploring the influence of users’ daily interactions with algorithms on algorithmic
awareness. We propose the following hypotheses that focus on user interactions with
algorithms:

H4: Users’ experience and intensity of platform use are significantly and positively
related to users’ awareness of algorithms.
H5: The interaction behavior between users and algorithms is related to users’ algorithm
awareness.

2.3 Algorithm Awareness and User Experience

Algorithm awareness can further help users to meet their personal needs in the algorithm
society. Studies have shown that the understanding of algorithmic systems can increase
users’ motivation to use algorithmic platforms and users’ trust in algorithms [22]. The
level of user understanding of recommendation algorithms positively influences users’
trust in and acceptance of the platform [23]. User satisfaction is the metric that is of
interest tomost digital platforms. Yet studies have found that users’ satisfaction increases
when the digital platform can explain the recommendation results to the user [24]. Users
have a cognitive need for algorithmic recommendationmechanisms, and there is a strong
link between user experience and the level of transparency of algorithms used by digital
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platforms [25]. Therefore, this study also focuses on the link between users’ platform
usage experience and algorithm awareness by asking a second research question.
RQ2: Does algorithm awareness influence users’ experiences of the digital platform?

Nowadays, the collection, use, and storage of users’ personal data is a mandatory
condition for users to enjoy algorithmic services. Users should have the right to know
what private data they give up in return for the services they received and make an
informed decision on whether users want to reveal personal data to digital platforms
[26]. The permanent retention of data has led to digital surveillance and large-scale
collection of sensitive personal data [27], and the legal community has responded to
the risk of personal information collection by private companies [26]. “The right to be
forgotten” was first introduced in the GDPR to uphold the right of information subjects
to demand that information controllers delete their personal information. In algorithmic
governance, user rights are an important consideration, and we should also focus on this
in algorithm awareness research.

We note that the algorithm regulation in China explicitly requires algorithmic ser-
vice platforms to provide users with the option to turn off algorithmic recommendation
services, and this regulation was originally set up to protect users’ rights and interests.
Technology companies such as Douyin has added a function that will allow users to turn
off personalized content recommendations and personalized ad. This allows users to opt
out of the recommendation algorithm service provided by Douyin with one click. How-
ever, it is unclear whether or not users are aware of the function or to what extent users
feel empowered after using this function. This study hopes to investigate users’ attitudes
and practices regarding the algorithmic recommendation function from the perspective
of their algorithm awareness, and therefore poses the third research question.
RQ3: Does algorithm awareness affect users’ willingness to withdrawal from features
related to personalized recommendation algorithms?

To date, algorithm awareness research mainly focuses on users’ algorithmic cog-
nition and attitude, user-algorithm interaction, and user rights in algorithmic society;
previous research has extensively focused on traditional search engines, social network-
ing sites, or news recommendation platforms, leaving popular digital platforms such
as TikTok (or Douyin in China) unstudied. Meanwhile, although countries around the
world are enhancing algorithmic governance to protect users’ rights when engaging with
algorithmically shaped content, very few studies have discussed algorithmic governance
in the context of algorithm awareness. We believe that the understanding of the level
of user awareness of algorithm will significantly contribute to the debate about and
discussion of algorithm governance.

Findings from our research will have the following contributions: First, this study
focuses on short-video platforms and investigates users’ algorithm awareness and its
influencemechanismby combining quantitative and qualitative approaches.Wewill con-
tribute newfindings about users’ everyday experiences on short-video platforms. Second,
we are also interested in exploring factors accounting for the levels of users’ awareness
of algorithms, including socio-economic factors, internet use, and users’ engagement
in digital platforms. Understanding the mechanisms of the shaping of algorithm aware-
ness will contribute to the empirical research on digital divides, algorithmic divides, and
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algorithm literacy. Finally, our research will also test if algorithm awareness is related
to users’ sense of control in front of platform algorithms.

3 Methods

3.1 Quantitative Research Design

This study built an algorithm awareness framework and a scale to understand users’
algorithm awareness. We build the scale of algorithm awareness based on AMCA and
applied the new scale in the context of Douyin, an example of short-video platforms.
We defined four dimensions of algorithm awareness for Douyin users, including a total
of 14 questions (see Table 1).

The first dimension is users’ awareness of personalized recommendation algorithms
and content filtering. Compared to the AMCA framework, we added the users’ indepen-
dent judgment on the degree of algorithm awareness in this dimension. This dimension
refers to users’ awareness of the existence of the Douyin algorithm and its personalized
recommendation and filtering features. Algorithm awareness should be based on users’
knowledge of the algorithm for personalized content filtering, because this knowledge
and awareness play an important role in changing users’ choice of platform and behavior
on the platform.

The second dimension is the awareness of algorithmic automation. Considering the
difficulty of understanding, we condensed and simplified the AMCA question items.
Algorithms are designed to implement human judgments in an efficient way, hence, user
awareness of this automated judgment or decision-making process is an important step
in understanding how algorithms shape the network environment [15].

The third dimension is user awareness of the human-algorithm interaction, which we
have refined this dimension based on the characteristics of short-video platforms. The
algorithm collects user information and presents the content on the platform through
logical operations, so the user’s behavior, the information provided and the algorithm’s
logical operations collaborate to produce the push content [28]. We argue that a sense
of control, or the feeling that users can influence the algorithm’s output through online
behaviors is an important part of algorithm awareness. For example, Douyin users’
interests may change over time, and if users do not know how to provide feedback or
interact with the algorithm, they may not be able to reject receiving content that they are
not interested in.

The fourth dimension is whether users are aware of the ethical issues related to the
recommendation algorithm. Based on the literature review, we summarize the ethical
privacy issues of algorithms into three dimensions, including the possible bias and dis-
crimination of algorithms, algorithmic transparency from the users’ perspective, and per-
sonal information security issues. As discussed earlier, the policies related to algorithm
governance in China required technology companies to provide switch-off bottoms for
users to opt out of content recommendation algorithms and protect users’ rights to algo-
rithm transparency. Therefore, we add questions about user-initiated privacy function
settings as an extension to AMCA.
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Table 1. Dimensions and questions of algorithm awareness

Dimensions Questions

Personalized recommendation algorithms and
content filtering

1. I’ve heard of Douyin algorithmic recommendation
mechanism

2. I understand how to influence Douyin algorithm

3. The content I see on Douyin is pushed through the
algorithm

4. The Douyin algorithm makes the content seen by
each person different

5. The content recommended by the Douyin algorithm
for me will be tailored to personal interests

Algorithmic automation 6. The algorithm automatically decides what content I
see on Douyin

7. When the algorithm decides what content I see on
Douyin, no human judgment or intervention is required

Human-algorithm interaction 8. My various actions on Douyin (such as retweeting,
liking, commenting, etc.) will affect the content I see
on Douyin

9. The information I provide to Douyin (such as
gender, location) and my device information will affect
what I see on Douyin

10. I can adjust the content Douyin pushes by giving
feedback to the platform about what I am interested in
and what I am not interested in

Ethical privacy issues of the algorithm 11. I think Douyin should be more transparent in
introducing the basic principles of its algorithm to users

12. The algorithm’s personalized approach to
recommending content can exacerbate social
inequality and bias

13. Douyin’s algorithm makes excessive use of
personal data (such as age, gender, location, etc.), and I
am worried that my personal information will be leaked

14. I will actively turn off certain permissions that I
don’t think Douyin should have access to, such as
access to location information, contacts, calendar,
photo albums, etc.

Scholars have not yet agreed on the definition and measurement of digital literacy.
We note that some scholars have categorized and used the type of online activity in
the discussion of Internet skills and use in the secondary digital divide [29], and we
measured digital literacy in terms of the type and frequency of users’ online activities.
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To explore users’ awareness of the opt-out option required by the new algorithm
governance policy in China, we demonstrated to users in the questionnaire that they
could turn off the Douyin algorithmic recommendation feature and showed the steps
to turn it off to those who were unaware of this feature. This part of survey questions
is placed after the measurement of algorithm awareness and platform engagement. We
hope to explore if users’ awareness of algorithms is associated with the likelihood of
opting out of content recommendation algorithms. Table 2 shows the important variables
included in the questionnaire.

Table 2. Main variables included in the questionnaire.

Main variables Type

Algorithm awareness Likert scale

Digital literacy Likert scale

Use experience Continuous variable

Intensity of use Continuous variable

Douyin feature usage (user interaction with algorithm) Likert scale

Use experience Likert scale

Demographic variables

Gender Categorical variables

Age Continuous Variable

Marital status married Categorical variables

Children Categorical variables

Annual income Continuous Variable

Career Categorical variables

Education Categorical variables

Permanent residence Categorical variables

Whether to opt out of content recommendation algorithms

Turn off the personalized content recommendation function Categorical variables

Turn off the personalized ad recommendation function Categorical variables

This study combines surveys and interviews to explore users’ awareness of algo-
rithms. The survey method was adopted to collect quantitative data. The sample was
residents of X town, Du’an County, Hechi City, Guangxi Province, and the main respon-
dentswere residents over 18 years oldwho grewup or live in this area. Before sending out
the survey, we ran a pilot study with a smaller sample of population. We then distributed
the final survey questionnaire using a snowballing approach by sharing the question-
naire through two channels: WeChat and QQ. We set filter questions and test questions
in the questionnaire, with the filter questions distinguishing between respondents who
use Douyin and those who are non-users, and the test questions requiring respondents
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to select specific Likert scale dimensions to identify invalid responses and ensure the
quality of survey data.

3.2 Qualitative Research Design

In order to gain a deeper understanding of the algorithm awareness of rural users of
Douyin, this study also designed an interview outline based on the research questions and
existing empirical research. The qualitative interview contains three aspects regarding
algorithm on Douyin: algorithm awareness, user interaction, and user feedback.

We selected respondents who completed the survey questionnaire to participate in
in-depth interviews. In the process of selecting interviewees, we ensured that the demo-
graphic backgrounds of respondents were diverse. We selected interviewees based on
their levels of algorithmic literacy, experiences in using Douyin, whether or not they
choose to turn off the personalized recommendation algorithm function, and whether or
not they use Douyin to actively create content online. We invited six interviewees for
the qualitative study and transcribed the interviews for in-depth analysis.

4 Results

4.1 Descriptive Analysis

A total of 377 valid questionnaires were collected in this study, and a total of 309 people
had used Douyin (82%). The overall Cronbach’s α of the questionnaire was 0.898, which
was greater than 0.8 and close to 0.9, which indicates a satisfactory level of reliability.
The reliability of the subscales ranged from 0.807 to 0.885, indicating high reliability
of the questionnaire scale measurements.

4.2 Exploratory Factor Analysis of Algorithm Awareness

To understand the algorithm awareness of Douyin users, respondents were required to
assess and score 14 statements about Douyin algorithms. This study examined the fea-
sibility of the scale through Exploratory Factor Analysis and adjusted the scale accord-
ingly. Before conducting the factor analysis, the Kaiser-Meyer-Olkin (KMO) was con-
ducted, and the results showed a KMO of 0.837 and Bartlett’s sphericity test of 0.000
for the probability of compatibility, indicating the suitability of the algorithm awareness
scale for factor analysis. We selected principal component analysis and performed factor
matrix rotation using the variance maximization method. The first four factors had factor
eigenvalues greater than 1 and explained 61.348% of variances (see Table 3).

The results of the factor analysis differed somewhat from the expected framework,
and we divided the scale of algorithm awareness into four factors (see Fig. 1). These
were (1) awareness of the personalized content filtering characteristics of algorithms;
(2) awareness of ethical privacy issues posed by algorithms, including concerns about
personal data leakage, awareness of limiting algorithm permissions, and awareness that
algorithms may exacerbate inequality and bias; (3) hearing about and understanding
algorithms, including hearing about the Douyin algorithm and thinking they understand
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how to influence personalized information. (4) Awareness of the automated nature of
the algorithm, is that the algorithm automates the pushing of content without human
intervention.

Fig. 1. Four factors of algorithm awareness

The proportion of variance contributions corresponding to each common factor was
used as the weight coefficient to calculate and generate the new variable algorithm
awareness composite score (AA_Score). The algorithm awareness composite score will
be used as the main reference to measure users’ algorithm awareness, and the higher
the score, the higher the level of algorithm awareness. The formula for calculating the
Algorithm awareness Score is as follows.

AA_Score = 25.091÷ 61.348× FAC1+ 13.602÷ 61.348× FAC1+ 12.552

÷ 61.348× FAC3+ 10.102÷ 61.348× FAC4

4.3 Results Analysis

RQ1: What are the Factors Influencing Algorithm Awareness? From the results
of the correlation analysis, it can be seen that the socio-demographic variables that
are significantly related to users’ algorithm awareness are marital status, occupation,
education level and age, and H1 holds. H2 considers the influence of users’ Internet
access, and whether or not they use devices other than cell phones is significantly related
to algorithm awareness. H5 considers users’ interactive behaviors with algorithms, and
it is found that among the 14 interactive behaviors, only the behavior of following
Douyin account is related to algorithm awareness. In this regard, we believe that Douyin
is a content product, and users shape personalized content by following accounts of
interest. “Follow” is a way for users to express their liking of videos or creators and their
expectation of similar content, and this participation itself has a strong user initiative.
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Table 3. Specific factor loadings for algorithm awareness exploratory factor analysis

Questions Factor
1

Factor
2

Factor
3

Factor
4

What I do in Douyin affects the content I see 0.804 0.069 −0.028 0.165

The information provided to Douyin affects the content
pushed by the algorithm

0.765 0.194 0.049 −0.104

Douyin pushes personalized recommendations based
on individual interests

0.747 0.080 0.099 0.217

The ability to provide feedback to adjust the content
pushed by the algorithm

0.654 0.040 0.098 0.014

The content I see in Douyin is pushed by the algorithm 0.569 0.143 0.468 0.112

Algorithms make the content seen by users different 0.511 0.138 0.417 0.168

Douyin should be more transparent about the algorithm 0.492 0.374 0.257 −0.089

I am worried about personal information leakage 0.243 0.801 −0.074 0.073

I will actively restrict Douyin permissions 0.170 0.752 −0.024 −0.192

Algorithms exacerbate inequality and bias −0.104 0.682 0.115 0.390

I understand how to influence the Douyin algorithm −0.073 −0.032 0.813 0.049

I have heard of Douyin algorithmic recommendation
mechanism

0.275 −0.023 0.765 0.031

The algorithm pushes content without human
intervention

0.058 0.040 0.081 0.853

Content on Douyin is automatically pushed by the
algorithm

0.534 −0.014 0.047 0.596

To further explore the possible differences in H1, we conducted multiple regres-
sions using the aggregated score of algorithm awareness as the dependent variable and
demographic variables as the independent variables (see Table 4). It has been argued
that the variable of educational attainment is an important variable explaining variances
in algorithm awareness [17]. With the addition of the educational attainment variable in
Model 2, income and education remained significant predictors of algorithm awareness,
and the increase in R2 of the model indicated that the variable of educational attainment
accounted for a larger variance in algorithm awareness, and that there was a larger educa-
tional difference in users’ overall algorithm awareness, with users with high school and
bachelor’s degrees having higher algorithm awareness compared to those with middle
school or less education.
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Table 4. Linear regression of demographic factors and algorithm awareness composite score

Model 1 Model 2

B p B p

Age −0.007 0.459 −0.005 .543

Annual income 2.191E−6** 0.009 1.946E−6* .035

Gender female 0.022 0.736 0.005 .940

Marital status married −0.196 0.375 −0.079 .720

children yes −0.007 0.973 0.102 .617

Education

High school 0.463** .005

College 0.304 .051

Bachelor 0.569** .000

Graduate and above 0.335 .175

R2 0.056
0.040
F (5,303) = 3.583, p = 0.004

0.116
0.089
F (9,299) = 4.364, p = 0.000

Adjusted R2

F Statistic

*p < 0.05; **p < 0.01.

For the digital literacy factor, the results of factor analysis showed that the digital
literacy scale could be downscaled into five factors (see Fig. 2). Finally, we calculated
the overall digital literacy score based on the exploratory factor analysis data of digital
literacy (see Table 5) to measure the high level of digital literacy of users. The cor-
relation analysis shows that digital literacy is significantly correlated with algorithm
awareness. Specifically, except for online sales literacy, all other digital literacy factors
are significantly correlated with algorithm awareness, and H3 holds.

Fig. 2. Five factors of digital literacy
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Table 5. Factor loadings for exploratory factor analysis of digital literacy

Factor
1

Factor
2

Factor
3

Factor
4

Factor
5

Shopping using e-commerce platforms 0.798 0.181 −0.044 −0.050 0.174

Using search engines 0.717 0.036 0.186 0.276 0.176

Watching online videos, movies, or TV series 0.615 0.508 −0.007 0.092 −0.003

Listening to music 0.536 −0.072 0.490 0.100 0.012

Using Internet financial tools 0.110 0.776 0.085 −0.150 0.135

Browsing online news 0.380 0.601 0.192 0.279 0.121

Using social media −0.211 0.524 0.211 0.439 0.151

Receiving and sending text messages or doing
text editing

0.343 0.368 0.202 0.307 −0.220

Locating or navigating 0.072 −0.003 0.758 0.180 0.007

Receiving or making phone calls 0.209 0.134 0.713 −0.014 0.029

Receiving or sending emails −0.174 0.268 0.668 0.145 0.173

Make, edit, or share videos −0.005 0.113 0.003 0.753 0.111

Play online games 0.293 −0.196 0.200 0.606 0.267

Use e-commerce platforms to sell 0.309 0.134 0.299 0.520 −0.080

Watching short-videos −0.019 −0.007 0.073 0.000 0.807

Taking online classes or participating in
online training

0.311 0.251 0.065 0.238 0.653

Read e-books or online novels 0.277 0.435 0.027 0.218 0.525

The regression analysis of each factor of digital literacy and the composite score of
algorithm awareness showed (see Table 6) that the addition of each factor variable of
digital literacy increased the adjusted R2, indicating that the variable of digital literacy
was more important in algorithm awareness. Specifically, smartphone application liter-
acy (β = 0.330) and digital browsing learning literacy (β = 0.153) were significantly
and positively correlated with algorithm awareness composite scores, and the higher the
digital literacy of the above dimensions of users, the higher the algorithm awareness.
We believe that most mobile applications use recommendation algorithms, which shape
users’ daily algorithmic environment, and users implicitly feel and understand algo-
rithms in their daily digital application practices. Therefore, improving users’ digital
literacy can bridge the digital divide and also positively influence algorithm awareness
and improve users’ knowledge about algorithms.
RQ2: Does Algorithm Awareness Have an Impact on Users’ Platform Experience?
Answering this question requires a downscaling of users’ Douyin usage experience
scale. According to the results of factor analysis, the nine items of users’ Douyin usage
experience can be downscaled into two factors. Factor 1 is named video production and
social interaction experience, and factor 2 is named content and advertising experience.
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Table 6. Linear regression of digital literacy factors and algorithm awareness composite score

Algorithm awareness
composite score

Algorithm
awareness
composite score

B P B P

Age −0.005 −0.005 −0.005 0.646

Annual income 1.946E−6* 1.946E−6* 1.946E−6* 0.031

Gender female 0.005 0.005 0.005 0.608

Marital status married −0.079 −0.079 −0.079 0.953

Children yes 0.102 0.102 0.102 0.768

Education

High school 0.463** 0.463** 0.463** 0.123

College 0.304 0.304 0.304 0.204

Bachelor 0.569** 0.569** 0.569** 0.004

Graduate and above 0.335 0.335 0.335 0.527

Factor 1 - smartphone application literacy 0.000

Factor 2 - basic mobile phone literacy 0.101

Factor 3 - digital browsing and learning literacy 0.004

Factor 4 - online sales literacy 0.508

Factor 5-digital entertainment literacy 0.099

Constant −0.388 −0.388 −0.388 0.319

R2 0.116 0.249

Adjusted R2 0.089 0.214

F statistic F (9,299) = 4.364, p =
0.000

F (14,294) = 6.95,
p = 0.000

*p < 0.05; **p < 0.01.

After correlation tests, it was found that hearing about and understanding the Douyin
algorithm and being aware of the automation features of the algorithm were related to
user video production and social interaction experience; being aware of the personalized
content filtering features of the algorithm and being aware of the ethical privacy issues of
the algorithm were significantly related to user content and advertising experience. The
results of linear regression showed (Table 7) that Model 2 increased Adjusted R2 with
the addition of variables for the algorithm awareness factor, indicating that algorithm
awareness is a significant influencing factor in the experience of using Douyin. Hearing
about the algorithm (β = 0.1885) and being aware of the algorithm as an automated
push (β = 0.137) were positively associated with video creation and social interaction
experience, with the former having higher importance on the experience impact; being
aware of the algorithm as personalized recommended content (β = 0.351) and being
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aware of the algorithm’s ethical privacy issues (β = 0.239) were positively associated
with the content and advertising experience, with the former having a and ad experience
were higher.

Table 7. Linear regression of algorithm awareness factors and users’ experience of using Douyin

Video creation and social interaction
experience

Content and ad experience

Model 1 Model 2 Model 1 Model 2

Age 0.034*

(0.049)
0.039*

(0.023)
−0.010
(0.580)

−0.008
(0.617)

Annual income 9.515E−7
(0.587)

3.496E−7
(0.842)

5.251E−7
(0.771)

−7.634E−7
(0.651)

Gender female 0.167
(0.171)

0.230
(0.057)

0.006
(0.961)

−0.037
(0.750)

Marital status married 0.092
(0.826)

0.032
(0.939)

−0.162
(0.706)

−0.059
(0.881)

Children yes −0.416
(0.284)

−0.517
(0.176)

0.172
(0.667)

0.145
(0.693)

Education

High school −0.156
(0.614)

−0.271
(0.378)

0.773*

(0.015)
0.436
(0.142)

College −0.433
(0.144)

−0.409
(0.162)

0.481
(0.114)

0.187
(0.507)

Bachelor −0.471
(0.067)

−0.533*

(0.040)
0.429
(0.104)

−0.053
(0.832)

Graduate and above 0.072
(0.878)

0.086
(0.854)

0.028
(0.954)

−0.310
(0.489)

Factor 1 - Awareness of
personalized content
filtering

0.018
(0.761)

0.351**

(0.000)

Factor 2 - Ethical
privacy awareness

−0.033
(0.544)

0.239**

(0.000)

Factor 3 - Hearing
about algorithms

0.185**

(0.001)
0.063
(0.243)

Factor 4-Automated
algorithmic push

0.137*

(0.013)
0.077
(0.143)

Constant −0.546
(0.250)

−0.619
(0.188)

−0.175
(0.720)

0.235
(0.604)

R2 0.090 0.141 0.037 0.203

Adjusted R2 0.062 0.103 0.008 0.167

F statistic F (9,299) = 3.274
p = 0.001

F (13,295) = 3.731
p = 0.000

F (9,299) = 1.279
p = 0.248

F (13,295) = 5.765
p = 0.000

*p < 0.05;**p < 0.01.
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In our qualitative study, we found that algorithm awareness influenced users’ aware-
ness of Douyin’s video posting assistance features and rules, which further influenced
the experience of using the video posting feature. Douyin users can choose to add a topic
in the form of “#+text” when posting videos. Adding a topic enables more users inter-
ested in the same topic to see the video and get more traffic. People with low algorithm
awareness may have used hashtags but do not understand the recommended features
they carry. One interviewee had added a hashtag when posting a video (see Fig. 3), but
she said:

I don’t know what the ‘#’ means, let alone what it does. It seems like this is a
quote? I saw it and clicked to add it.

Fig. 3. Topic tags (marked in red) were used in the video content posted by a respondent.

RQ3: Does Algorithm Awareness Affect Users’ Willingness to Turn off Features
Related to Personalized Recommendation Algorithms? Among respondents who
use Douyin, half of the users think they know how to turn off the personalized content
recommendation function. Overall, 1/3 of users chose to turn off personalized content
recommendation function, and 2/3 of users chose to turn off personalized advertising
recommendation function.
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Based on the interviews, we speculate that some respondents were actually unaware
of the exact location of the button to turn off algorithmic recommendations. One respon-
dent chose in the questionnaire that he knew how to turn off the personalized content
recommendation function, stating:

The relevant buttons for these softwares are normally in the settings, I guess, but
I haven’t gone through them.

Currently, Douyin does not place the button to turn off the personalized recommen-
dation algorithm function in a conspicuous location, and it takes at least four steps to
turn off the button within Douyin (see Fig. 4). Some respondents said that Douyin hides
the button to turn off the function too deeply and that it is “too much trouble” to turn off
the button.

Fig. 4. Steps to turn off the personalized content recommendation feature in Douyin.

RQ3 focused on the relationship between algorithm awareness and turning off algo-
rithmic recommendations. The results of the analysis showed that the overall score of
algorithm awareness was significantly correlated with whether or not users turned off
personalized ad display. Whether to turn off the personalized content recommendation
function was significantly correlated with Algorithm Awareness Factor 1 and Algorithm
Awareness Factor 2, and whether to turn off the personalized ad recommendation func-
tion was significantly correlated with Algorithm Awareness Factor 2. Further dichoto-
mous logistic regression results showed that (see Table 8), themore aware and perceptive
users are of the algorithm’s personalized content, the more likely they are to keep the
personalized content recommendation function; the more aware users are of the possible
ethical privacy issues of the algorithm, the more likely they are to choose to turn off the
personalized content recommendation function.

In the interview, we found that users’ acceptance of personalized advertising is also
related to the individual’s willingness to shop online. In the digital economy, digitaliza-
tion is the key to connecting buyers and sellers. Douyin often induce users to click and
consume by serving advertising videos, and these ads are determined by algorithms. The
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combination of ads and personalized videos greatly affects user attention, engagement
and decision-making. “Prevent myself from shopping online because of ads”, “Lessen
my desire to consume” are the reasons often cited by respondents who choose to turn
off personalized ads displays.

Table 8. Logistic regression of algorithm awareness factors and whether to turn off personalized
content recommendations

Whether to turn off personalized
content recommendation
(yes = 0, no = 1)

Model 1 Model 2

B P B P

Age 0.060 0.142 0.061 0.145

Annual income 0.000 0.165 0.000 0.172

Gender female 0.517 0.052 0.515 0.063

Marital status married −0.621 0.531 −0.453 0.660

Children yes −1.049 0.270 −0.947 0.342

Education

High school 0.858 0.285 0.796 0.347

College −0.609 0.350 −0.648 0.336

Bachelor −0.362 0.532 −0.336 0.584

Graduate and above −1.614 0.136 −1.504 0.175

Algorithm awareness factors

Factor 1 - awareness of personalized content filtering 0.331* 0.025

Factor 2 - ethical privacy awareness −0.519** 0.000

Factor 3 - hearing about algorithms −0.148 0.281

Factor 4-automated algorithmic push 0.023 0.861

Constant −0.672 0.548 −0.705 0.549

Chi-square cardinality 16.171(p =
0.063)

36.674(p = 0.000)

Predicted overall percentage 67.6 70.2

R2 0.071 0.155

*p < 0.05; **p < 0.01.
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5 Conclusion and Discussion

Algorithms have embedded in almost every aspect of our daily lives, and the development
of technology often carries two sides. In the context of the hot debate of algorithm
criticism and the policy of algorithm governance, more empirical research is needed on
algorithm awareness from the users’ perspective.

This study contributes to the research of digital divides, algorithm literacy, algorithm
governance from the perspective of algorithm awareness. First, this study supplements
and extends the digital divide theory and applies it to the digital environment of algo-
rithmic recommendations, contributing to the empirical study of the social impact of
algorithms. This study focuses on algorithmic users and chooses the popular short-form
video platform, Douyin, to examine content recommendation algorithms. Second, this
study contributes important measures of algorithm awareness, and the designed algo-
rithm awareness scale integrates important dimensions such as personalized filtering,
automated features, and ethical safety awareness of content recommendation algorithms.
This scale shows good reliability and validity in the investigation of content recommen-
dation algorithm awareness forDouyin users. The valid and reliable algorithm awareness
scale provides a toolkit for studying the algorithm awareness of Chinese internet users,
especially short-video platform users. In the future, we aim to apply the scale of algo-
rithm awareness in other empirical studies of recommendation algorithms, including
but not limited to search engines, short-video platforms, and mobile news Apps. Third,
this study adds an important qualitative research perspective on users’ algorithm usage
experience and algorithm choice. We find that users’ algorithm awareness affects users’
platform usage experience, and together with other factors, influences users’ consider-
ation of recommendation algorithm functions, which leads us to start a discussion on
platform algorithm governance policy implementation.

5.1 The Mechanisms of User Variances in Algorithm Awareness

Existing literature have emphasized the importance of user awareness of algorithms. We
identified several different types of factors explaining variances in user awareness of
algorithms. First, the socio-demographic factors. We found that demographic variables
such as age, marital status, education level, and occupation are significantly associated
with algorithm awareness. Regression analysis showed that income and education were
themain significant predictors of algorithm awareness, which is consistent with previous
research on socioeconomic status and algorithmic knowledge [17], demonstrating the
impact of economic income and education on the digital divide in the new technological
environment. People with higher education and income have a higher level of algo-
rithm awareness. This gap may stem from the stratification and inconsistency of various
resources brought about by education and income; higher income and education provide
users with greater advantages in terms of access to processing relevant information and
exposure to algorithmic knowledge, etc. The objective conditions and social experiences
of this distinction are unconsciously internalized into the users themselves, which can
bring about differences in habits of thinking, feeling, and acting [30, 31], which is also
reflected in user algorithm awareness.
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Second, we can see a significant relationship between Internet devices that users
access and the level of their algorithm awareness. This echoes findings from studies that
revealed that mobile devices exacerbate digital inequality, and mobile Internet access
cannot fully replace PC Internet access [18]. We can see that in today’s highly popular
mobile Internet, those who receive poor quality content in mobile algorithmic platforms
and overly rely on algorithmic push mechanisms face new challenges in online informa-
tion seeking [18]. We found that this group is also situated in a disadvantaged position of
algorithm awareness, and one way to help these groups improve their algorithm aware-
ness is to conduct digital literacy training and algorithmic education across different
network terminals. We verified the correlation between digital literacy and algorithm
awareness in our study. The level of algorithm awareness showed a positive correlation
with users’ Internet skills.

In summary, this study concludes that users’ algorithm awareness is influenced by
both external and internal factors. The former requires more algorithm knowledge pop-
ularization by platforms or education systems, more media coverage and discussion of
algorithms, and policies inform users of their choices in algorithmically shaped infor-
mation environment. Meanwhile, user awareness of algorithms, as we identified in this
research, largely stems from the education and resources shaped by the socio-economic
variables. This indicates that the improvement of users’ awareness of algorithm also
require policymakers and technology companies to pay close attention to the structural
variances in how users perceive and understand technologies. Existing divides in the
access, adoption and usage of digital technology are still reflected in how users engage
with algorithms.

Therefore, to raise the level of algorithm awareness and bridge the algorithm gap, we
should consider two aspects: First, increase the publicity and discussion of algorithms,
prioritizing debates around algorithms as amore prominent social discussions, and create
a social environment that focuses on improving algorithm awareness among the public.
Second, increase digital literacy training and algorithm education, and emphasize data
thinking and risk perception when popularizing algorithm knowledge from the perspec-
tive of algorithm users [32] and to improve people’s vigilance awareness and critical
thinking of algorithms [33].

In addition, we found that information diversity is an important element behind
algorithm awareness. Diversity here refers to not only the diversity in platforms, but
also diversity in information content users receive on a daily basis. As our findings
suggest, an overly simplistic personalization algorithmwill have a negative impact on the
empowerment of information users, restricting the quality and quantity of information
they receive from the platform. Therefore, we argue that as content recommendation
algorithm push personalized content to users, technology companies need to consider
how to best inform users of a more diversified information diet, and how to educate users
of the technological functions available on the digital platforms.

5.2 Strengthen the Transparency of Algorithms and Protect the Subjectivity
of Users

The results of RQ2 prove the significant relationship between user satisfaction and
platform algorithm transparency. To a certain extent, algorithmic literacy represents
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users’ awareness of the platform and their ability to use it, and the higher the algorithm
awareness, the higher users’ ability to use the platform tomeet their informational needs.
Our study found that users’ awareness of algorithmic personalized content filtering and
awareness of algorithmic ethical privacy issues influenced users’ experience of using
the platform. In addition, algorithm awareness directly affects users’ understanding and
use of functions such as platform production and publishing, which further affects their
experience of using the platform.

Therefore, improving the level of users’ algorithm awareness is a win-win solution
for both users and the platform. Platforms that want to enhance positive feedback from
users should appropriately increase the transparency of their algorithms, explain their
rules in sorting, pushing and retrieval in a simple and clearway, pay attention to algorithm
transparency and interpretability to avoid adverse effects on users and prevent disputes
and controversies. In the long run, algorithmic transparency is not only one of the ways
to improve users’ awareness of algorithms, but also an inevitable issue to be discussed
in algorithm regulation and algorithm optimization [34]. At the same time, algorithmic
transparency should not stop at the design of hidden functions under policy mandates.
We found that the steps to turn off the algorithm function inDouyin are cumbersome, and
users generally cannot easily find the close button. When the function that empowers
users to actively close algorithmic recommendations is hidden behind a heavy user
interface design, it essentially violates the principle of transparent and open presentation
and does not effectively implement the right of algorithmic users to close algorithmic
recommendations.

Algorithm platform should ensure that human intervention and the users’ right to
independent choice, in the “provisions” in Article 17, in addition to the clear platform
to provide the option to close the recommendation algorithm service, but also provides
that “the recommendation algorithm service provider should provide the user with the
ability to select or delete the user tag for the recommendation algorithm service for
their personal characteristics” In view of the purpose of users’ use of the platform,
the diversity of demands and the differences in users’ algorithm awareness, we believe
that the platform should also design a functional interface to meet the users’ power
to manage and delete their own tags when implementing the regulations. Algorithm
platforms should further refine industry standards, ethical norms, and software practices
for tag management in personalized recommendation algorithms, and actively seek a
balance between user empowerment and user experience.

Algorithm awareness research from the users’ perspective helps us explore which
groups may be at a disadvantage of the digital divide in a digital environment where
algorithmic recommendations are popular. And understand whether the closure of algo-
rithmic recommendation interfaces required by the policy is truly accessible to users
and whether user rights and interests are truly protected. Currently, much effort is still
needed to raise the algorithm awareness of different social groups.

5.3 Limitation

There are still a number of limitations in this study. In terms of data collection, limited by
the online questionnaire survey method, there are many samples of undergraduate and
people under the age of 25, and the incomplete data has a certain impact on the analysis
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results. In terms of data analysis, more complex statistical analysis can be performed for
some data results. In terms of interview design, there is also a lack of more qualitative
interview samples. In follow-up research, a return survey can be conducted to explore
the changes and performance of user algorithm awareness.
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Abstract. Open government (OG) has been seen as the act of government facil-
itating transparency and accommodating citizen and stakeholder engagement for
public decision-making. Despite the widespread implementation of open gov-
ernment initiatives, what factors influence open government from a country’s
perspective remained unclear. This article investigated socio-technical aspects of
open government by looking at five factors: e-government development, freedom
of press, innovation capabilities, digital skills, and legal adaptability. This study
used secondary data from 137 countries to measure the factors influencing OG
globally, employing amultiple regressionmodel. Only digital skills are considered
less influential in open government initiatives among all the five factors.

Keywords: Open government · Factors · Country

1 Introduction

Practitioners and academics are increasingly concerned about government transparency
and disclosure of data and information due to the development of information technol-
ogy and the Internet [94]. Globally, countries are facing a number of complex issues,
including inefficient and ineffective governance, legal barriers, slow economic recovery,
corruption, aging technological infrastructure, and a reduction in freedom of the press
[58, 77]. Those issues are considered the causes of the declining trend in trust in govern-
ment, which some scholars classify as national economic [13, 21, 32, 53], socio-cultural
[47, 70], and politics [66] causing factors. A great deal of research efforts has been done
to find strategies for tackling challenges and reversing the loss of faith in government.
One of the remedies is to have an open and transparent government [67, 71].

Open government is defined “as the extent to which a government shares infor-
mation, empowers people with tools to hold the government accountable, and fosters
citizen participation in public policy deliberations” [91]. Based on that definition, OG
encompasses various mechanisms to ensure that the government fulfills the functions
of transparency, accountability, and citizen participation. Since the first movement in
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the 1990s, more and more countries and jurisdictions have participated in open govern-
ment initiatives and transformed their government sectors to be more transparent and
accountable for citizens, increase citizen-government engagement, and reap the benefits
for all stakeholders [1, 31, 41, 89]. Currently, the global and largest OG partnership
called Open Government Partnership notes that 77 countries and 106 local governments
have joined the partnership, ranging from low-income to high-income countries [64].

1.1 Problem Statement and Research Question

Many countries worldwide have devoted their resources to transforming their govern-
ment into open governments [27, 31]. Several studies have investigated, initiated, and
advocated for open government initiatives to understand government actions better. For
instance, some scholars concentrate on one of the OGD initiatives, i.e., open government
data (OGD). These scholars investigate the benefits of OGD [60–62], potential barriers
to its adoption [35, 48, 55, 68], and the public sector and open data [29, 38]. Previous
studies have also discussed factors influencing government institutions’ adoption of open
government-related data at the institution and a specific country level [23, 52, 80, 81].
These existing studies highly focus on examining open government at the institution
level or in a particular country.

Asmore andmore countries and jurisdictions have committed to anopengovernment,
there is a need to understand this phenomenon at the global level. Few attempts have
been made to investigate factors influencing the adoption and implementation of OG at
the country level. These existing studies highly focus on examining open government
at the institution level or in a specific country. This study examines the socio-technical
factors that influence the implementation of open government from the perspective of
countries globally. We aim to answer the following research question: “What factors
influence the implementation of OG globally?”.

A conceptual model is proposed to explain how these factors influence OG imple-
mentation at the country level. Using secondary data from 137 countries taken from
several international, recognized, and reputable sources. This study makes a valuable
contribution to filling the gap in current literature and practice regarding OG factors as
seen from a global perspective by providing a holistic understanding of the factors that
contribute to the successful implementation of OG initiatives by taking an in-depth look
at these factors. It also helps researchers establish evidence-based theoretical models for
implementing OG based on the findings. As a result of the study, government managers,
policymakers, and practitioners can formulate more effective strategies for managing
OG initiatives and prioritizing the factors contributing to building an open, transparent,
and collaborative government.

2 Literature and Hypotheses

2.1 Open Government: Definition, Benefits, and Challenges

Open government is not universally defined despite the adoption and implementation
of OG in various countries [89]. According to the Organization for Economic Coop-
eration and Development, openness and responsiveness are attributes of an effective
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government [25]. Open government also refers to transparent, participatory, and col-
laborative government activities concerning citizens or businesses [26]. Furthermore,
OG has been defined from the citizens’ perspective, who have access to government
information and decision-making, which involves monitoring and influencing govern-
ment policy [51]. OG also integrates external knowledge into political and administrative
processes through information and communication technologies [78].

Another study demonstrated that ICT could be a tool for promoting government
transparency through citizen participation and collaboration [19]. ICT enables open
government initiatives such as e-government and open data to make government more
accessible, transparent, and service-oriented [30].

The definition of open government accentuates its three core values, transparency,
collaboration, and public participation. Recent studies have explored the values or ben-
efits of OG. Scholars such as [35, 54] categorized the benefits of OG based on political,
social, and economic benefits. Other literature also coined OG to reduce corruption,
generate economic growth and innovation, improve the public sector’s responsiveness
to citizens and businesses [25, 50, 83], and increase engagement between government,
community, and citizens [41, 74]. OG is also believed to increase government account-
ability as a decisionmaker, as opening government data to the public will force the
government to be more aware of its decision-making process [44].

Meanwhile, Schnell and Jo [79] state that political factors such as transparency
and government openness are fundamental democratic values. Both are the demands or
expectations of citizens of their government. In addition, both values also function as a
check on executive power.

OGalso increase the knowledge of citizens regardingwhat their government is doing.
As a result, it can reduce information asymmetries between government and citizens and
monitoring costs [49]. Furthermore, open government has been seen as an evolving and
important topic for government practice and research, within which five dimensions
are intertwined: information availability, transparency, participation, collaboration, and
information technology [27].

Implementing OG is not without a challenge. Ubaldi [83] discussed six key dimen-
sions for OGD initiatives among OECD members. These dimensions, which were
referred to as “challenges,” include a) policy challenges, b) technical challenges, c)
economic and financial challenges, d) organizational challenges, e) cultural challenges,
and f) legal challenges. In addition to presenting the challenges, the paper also discussed
several examples of how the OECD member countries had encountered the challenges.
For instance, policy challenges were discussed with the example from the UK Cabinet
Office that published the Open Data White paper in June 2012, followed by the first
Open Data Strategy in each government department. The “Regulations.gov” case study
was mentioned to give an idea of the technical challenges in the US government. Due to
its exclusivity rule with a limited search engine capability, the “OpenRegulations.org”
was created to compete with the “Regulations.gov,” where simple-to-navigate listings
and a more sensible set of RSS feeds were offered, one for each department agency.
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2.2 Implementation of OG Across Countries

Many countries have taken open government initiatives. The Open Government Part-
nership (OGP)—the most prominent international initiative promoting open govern-
ment—stated that a growing number of countries and jurisdictions have participated in
that partnership since its first initiation in 2011. Currently, their members comprise 77
countries and 106 local governments [64] around the world.

The government takesmany initiatives to implement OG.One can be seen by looking
at its open government policies, programs, and structural organizations. A previous study
analyzed policy documents that include relevant policies and open government-related
action plans in seven OGP members: Azerbaijan, Brazil, Canada, Kenya, Netherlands,
the UK, and the US [14]. OECDmentioned some relevant policies for open government,
such as the law on privacy and data protection, e-government policies, public interest
disclosure policies, the law on access to information, et cetera [25]. Additionally, the
presence of OG initiatives can also be seen by investigating common objectives and
difficulties across OGP countries when implementing their open government action
plans. For example, a previous study investigated the common objectives among three
OGP countries, Brazil, France, and the US, and found out that the main objective of
open government plans was to restore confidence in governments [7]. The study also
revealed common difficulties, such as the ability to resist political changes and low public
participation.

Another essential initiative is the publication of government data to the public. Not
only at the national level, many government institutions at state and local levels also
have data portals as the repository of government data accessible and available to the
public [22]. Global Open Data Index presents the benchmark of 94 countries regarding
the publication of government data on their portals, ranging from the government budget
and procurement to land ownership data [37]. An independent organization also releases
a WJP Rule of Law Index of 139 countries based on the indices of eight measurements,
one of which is the open government index [91]. OG index measures the degree of gov-
ernment openness. Based on that index, Norway is the highest rank in open government
index, followed by Denmark, Finland, Sweden, and the Netherlands in the second, third,
fourth, and fifth ranks. Republic or Iran, Cambodia, and Egypt are countries with the
lowest open government index.

Furthermore, a previous study [4] examined government websites in the Middle
East to see if open government principles are being implemented. Among the 13 Mid-
dle Eastern countries under study, only three have made government-owned data pub-
lic, Bahrain, United Arab Emirates (UAE), and Saudi Arabia promoting government
transparency through open data and facilitating public engagement. Meanwhile, in the
United States, open government data is primarily addressed through laws in Paperwork
Reduction Act 1980, which primarily sought to reduce the federal paperwork burden
for individuals, small businesses, and local and state governments. Minimizing the cost,
maximizing the usefulness of the information collected, coordinating, integrating, and
ensuring automatic data collection, processing, use, and dissemination is achieved.

Although OG initiatives have been implemented in many countries, there have been
variations in evaluating their effectiveness. Evaluating ongoing OG initiatives can con-
sider some technical, organizational, and regulation criteria. However, it is important to
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note that there is still little discussion on what factors are important to consider when
designing and implementing global OG initiatives. A study pointed out that open govern-
ment data research, as part of open government, typically undergoes four main phases,
including a) OGD launch, b) evaluation and learning, c) OGD adoption and use, and d)
implementation and comparison among countries [24]. Thus, studying influential fac-
tors affecting OG implementation can help the government manage OG initiatives, from
planning to evaluation.

2.3 E-Government Development and Open Government

A technological revolution has forced the government to develop citizen services and
digital government operations [42]. Many have noted that ICT is the key to promoting
open government [19]. ICT enables the government to implement various initiatives
to create a more open, accessible, transparent, and service-oriented government for
the public [30]. As many scholars have paid attention to strategies in increasing trust in
government, open government is believed to be the remedy for losing faith in government
[59]. A government reform to be more open and transparent through the help of ICT
and especially e-government is the solution. Through various e-government initiatives,
citizens can access and receive government services effectively and efficiently [16],
control andmonitor government programs and activities, and other types of participation,
including e-voting [2, 15]. E-government is associatedwith open government as it creates
amassive amount of government data and thus triggers the government to publish its data
to the public. The availability of government data in amassive number also stipulates that
citizens push the government to be more open regarding their data and activities. Open
government data (OGD) implementation is a global focus of government institutions.

However, a previous study [6] investigated the challenges of open government
data. Most are related to technical challenges, such as data formats, ambiguity, qual-
ity, et cetera. In the literature on information systems, successful information systems,
including e-government systems, are seen from the quality of their systems, services,
and data/information [17, 18]. E-government is the key to open government [1, 43].
Therefore, we argue that e-government plays a vital role in achieving full openness
in government. The better the e-government development in a country, the better the
implementation of its open government is.

Hypothesis 1:
E-government development positively influences the implementation of OG.

2.4 Freedom of Press and Open Government

One of the core components of open government is transparency, defined as “the extent
to which government makes available the data and documents the public needs in order
to assess government action and exercise voice in decision-making” (p. 87) [31]. Trans-
parency also enables government-citizen engagement. Citizens are not only allowed to
access government data but also the freedom to monitor what the government is doing
and report government performance to the public. Open government is often associated
with freedom of press and freedom of information.
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The Reporters Without Borders (RSF) defines press freedom as “the right for jour-
nalists to select, produce, and disseminate news in the public interest without political,
economic, legal, or social interference and without threats to their physical and mental
well-being.” Press freedom includes freedom of expression, opinion, and information
[76] which can be linked to the Freedom of Information Act. An individual’s right to
freedom of expression occurs when there are no restrictions in the media.

Despite some arguments against FOI, a previous study [9] mentioned five strong
arguments favoring FOI. First, information should be used for public interests because
the existence of government is to protect public interests. Second, to be accountable, the
government needs to reveal what they are doing. So, information is the key to account-
ability. Third, a good government requires reliable and available information. Forth, it
is the right to citizenship. In the US, for example, Article 19 of the Universal Declara-
tion of Human Rights states that everyone has a right to access information, including
“freedom of expression, opinion, and search, receive, and impart information and ideas
regardless of frontiers.” According to Article 19 of the 1966 International Covenant on
Civil and Political Rights, freedom of expression includes the right to seek, receive, and
impart information, ideas, and opinions of any kind, whether it is written, spoken, or
otherwise [65]. Fifth, the exclusivity to possess information harms democracy and can
lead to corruption and other abuse of power.

Both movements—the freedom of press and freedom of information—have forced
governments to release data and make it easily accessible [19]. The movements also
emphasize accountability and transparency, improve citizen preferences [40, 86], and
amend previous data policies [8]. It involves media independence and citizens having
access to the media. Having free media can help facilitate informed public debate,
provide a forum for citizen perspectives, and limit government power and corruption.
Press freedom helps to reduce corruption and bring about accountability [11]. Open
government and press freedom are interconnected [63]. Thus, open government leads to
greater press freedom.

Hypothesis 2:
Freedom of press positively influences the implementation of OG.

2.5 Country’s Innovation and Open Government

Innovation is the heart of economic growth and social development. Porter (2001) men-
tioned that to be an innovative country, private sectors, including firms, are the engines.
However, these private sectors depend on national policies to be innovative. Porter con-
cluded that the strength of innovation in a country requires a good collaboration between
private and public sectors [72]. Moreover, Porter highlighted that innovation resulting in
competitive advantage and economic development could only be achieved whenever a
favorable and collaborative environment exists. Innovation is not only believed to tackle
economic challenges but also other wicked problems such as aging societies, climate
changes, political instability, and other social and human issues [69].

The degree of innovativeness of a country is different from one another. Porter
and Scott (2001) explained the aspects of innovative national capacity that shape a
nation’s innovation capability. One of the elements is the nation’s common innovation
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infrastructure which encompasses “the set of cross-cutting investments and policies
supporting innovation through an entire economy” (p. 5) [73].Moreover, theymentioned
that a fundamental of a strong innovation infrastructure is the government’s support in
building excellent research so that scientists and engineers can contribute to innovation.
A country with good innovation capacity is committed to economic openness, including
openness in trade and investment.

An open government environment emphasizes collaboration and participation, two
elements that a country requires to be an innovative country. A country that emphasizes
openness tends to be more flexible in organizing the collaboration and participation
among the public, private sectors, and citizens. For example, some countries with high
innovativeness, such as the United States, provide incentives for private investment in
broadband infrastructure and liberalization in telecommunication networks to encourage
more industry competition [12, 20]. However, the same policies could not be applied in
other countries because various issues, such as the government’s ideology, can influence
a country’s degree of innovativeness [87].

In addition, the open government also aims to create amore accountable government.
A previous study [45] argued that innovation and economic development are related to
good governance or how well the quality of government is defined by three basic ele-
ments, i.e., accountability, transparency, and justice. An innovative environment requires
accountability marked by the absence of the abuse of power, “democracy and political
pluralism,” and participatory development (p. 9) [45]. They also mentioned the impor-
tance of freedom and the need for government to be open so that citizens can trust more
in government, which eventually will reinforce positive development.

Therefore, we hypothesize that the degree of innovation in a country influences the
implementation of open government. The more innovative a country is, the more it
needs a government that supports an open, transparent, collaborative, and participative
environment.

Hypothesis 3:
Innovation capabilities positively influence the implementation of OG.

2.6 Digital Skills

Open government facilitates government administration and provides better services to
citizens and businesses. It facilitates the participation of citizens in democratic institu-
tions and political processes. With the spread and adoption of technology, digital and
technology-related skills are becoming increasingly crucial.

Digital skills are important in realizing open government, as one of the goals of
open government is to be more engaged with citizens. Without these skills, citizens may
not be able to access e-government services and government data [28]. There are two
crucial aspects of digital skills, online information, and services [85]. Furthermore, Van
Deursen andVanDijk (2009) classified digital skills into operational skills (digital media
skills), formal skills (internet skills), information skills (search, select and evaluate e-
information), and strategic skills (e-skills attached to a goal). Citizens need to have these
skills in order to access government data and services.
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Moreover, by nurturing their digital skills, citizens are forced to interact with the
government using different applications [5, 10, 33], such as e-government. A previous
study noted an association between e-government and digital skills [75]. Following the
same logic, we assume that digital skills positively influence the realization of open
government initiatives.Hypothesis 4:

Hypothesis 4:
Digital skill positively influences the implementation of OG.

2.7 Adaptive Regulation and Open Government

An open government is functional when it is transparent, accountable, participatory, and
collaborative. However, laws are also a vital component of open government. Citizens
have the right to access informationonpublic issues, public utilities, anddecision-making
processes through laws on the right to access information.

Learning from the United States, some policies, regulations, and laws are enacted,
revised, and reenacted to facilitate government transparency. According to Article 19
of the Universal Declaration of Human Rights, everyone has a right to access informa-
tion. According to Article 19 of the 1966 International Covenant on Civil and Political
Rights, freedom of expression includes the right to seek, receive, and impart information,
ideas, and opinions of any kind, whether it is written, spoken, or otherwise. Moreover,
the Paperwork Reduction Act (PRA) was revised in 1995 to emphasize enhancing the
quality and use of federal information, disseminating public information, and ensuring
its integrity. Alongside the PRA, McDermott (2010) highlighted 1985 Circular A-130,
which essentially states that government information is government information, and
that the public has no right to access it. In addition, his study also pointed out that the
E-Government Act of 2001 is the only legislation focusing on the government’s manage-
ment of its information content for access and accountability (p. 406) [50]. In 2002, the
E-Government Act was rewritten and codified by the Federal Chief Information Officer
(CIO) Council, whose activities have largely been unaccountable. The ability of a coun-
try to adapt to the required regulation is thus necessary for creating an open government.
We hypothesize that the legal adaptability of a country influences the implementation of
open government.

Hypothesis 5:
Legal adaptability positively influences the implementation of OG.

3 Conceptual Model

This paper investigates factors that influence a country’s realization of open government.
The five hypotheses emphasize the role of e-government development, freedom of press,
innovation capabilities, digital skills, and legal adaptability of a nation to influence open
government. In other words, open government implementation in a nation is a function
of e-government development, freedom of press, innovation capabilities, digital skills,
and legal adaptability. We depict the proposed relationship using Fig. 1.
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Fig. 1. The conceptual model

4 Methods

Based on the research model (Table 1), our study consists of six variables: open govern-
ment, e-government development, freedom of press, digital skills, innovation capabili-
ties, and legal adaptability to digital innovations. This study investigates the determinants
of OG implementation using the data of 137 countries. The variables used in this study
were taken from different data sources, i.e., World Bank Global Competitiveness 4.0
Index in 2019 [93], United Nations E-Government Survey for 2020 data [84], andWorld
Justice Project Index in 2020 [90].

To test the hypotheses in our study, we used variables as depicted in Table 1. As
we investigate the factors influencing open government, the dependent variable in the
model is Open Government. We use the Open Government Index obtained from the
World Justice Project Rule of Law Index [92] to measure this dependent variable.

The first factor we predict to influence is e-government development. We use the e-
Government index, obtained fromUnited Nations E-Government Survey tomeasure this
factor, followed by an independent variable freedom of press. This variable is measured
using the Press Freedom Index fromWorld BankGlobal Competitiveness 4.0 Index [93].
We also use innovation capabilities, which relies on the innovation capabilities indicator
from World Bank Global Competitiveness 4.0 Index as the measurement. Digital skills
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and legal adaptability, we use World Bank Global Competitiveness 4.0 Index data to
operationalize these variables.

Table 1. The variables and their measurements

Type Variable name Measurement Data type

Dependent variable Open government Open government index (0–1
scale)

Ordinal

Independent variable E-government E-government index (0–1 scale) Ordinal

Freedom of press Press Freedom index (0–100%
score)

Ordinal

Innovation capabilities Innovation capabilities
(0–100% score)

Ordinal

Digital skills Digital skills (0–100% score) Ordinal

Legal adaptability Legal framework’s adaptability
to digital business models
(0–100% score)

Ordinal

The study considered only countries whose data are in all databases. At first, there
were 139 countries; however, we omitted 2 countries (Sierra Leone and Liberia) due to
significant missing data. However, we still experienced some missing data. We use the
simplest mechanism to address this by imputing the missing data by their means [34].
We imputed 15% (22 records) of Open Government Index data and 2% (3 records) of
the legal adaptability variable. We realized that imputation by means could lead to bias.
Thus, we discussed this issue in our future recommendation.

We analyze our data using multiple regression. To conduct the regression analysis,
we ensure the three assumptions are met, i.e., linearity, normality, and homoscedasticity.
We use the scatter plots and correlation matrix to ensure that each independent variable
as a predictor has a linear relationship with the outcome or the dependent variable. In
addition, the scatterplots and correlation matrix are also used to check the presence
of multicollinearity issues among the independent variables. Descriptive analysis and
histogram are used to describe the normality. Next, a residual plot is used to check the
homoscedasticity.

5 Results and Findings

Wecheck the three assumptions before conducting the analysis usingmultiple regression.
We use scatterplots, correlation tables, and VIF values to check the first assumption, i.e.,
the linearity (Appendix). The scatterplots show a positive linear relationship between
each pair of independent variables and the dependent variable. The correlation matrix
also confirms the scatterplots, indicating strong linear relationships, as the values range
between .568 and .679.We also check themulticollinearity issues using correlation tables
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and the Variance Inflation Factors (VIF) values. The correlation table shows no multi-
collinearity issue since the highest correlation value among two independent variables
is below the cutoff value of .8. The VIF values of all predictors are far below the cutoff
value of 10; therefore, there is no issue with multicollinearity. Therefore, the linearity
assumption is met. The dependent variable is normally distributed over the independent
variable. The third assumption is homoscedasticity which aims to check the homogene-
ity of the variance of the residuals. The scatterplot in the appendix, which describes the
data point patterns between the standardized predicted value and the residuals, indicates
that the plot is homoscedastic. As all three assumptions are met, we continue to conduct
the regression analysis.

Subsequently, we run the data using multiple regression in SPSS to answer which
predictors significantly predict open government implementation. Table 2 presents the
summary of the regression analysis. The findings show that among the five independent
variables, four of them are found to be significant predictors to open government. The
digital skills variable is the only insignificant predictor to open government.

Based on the standardized coefficients, freedom of press is the most important pre-
dictor to open government as it has the highest value of standardized coefficients. This
predictor also has a positive relationshipwith open government; an increase of 1 standard
deviation of freedomof presswill result in an increase of .295 standard deviations of open
government. Other important predictors are e-government development and innovation
capabilities, which indicate a positive relationship to open government. An increase of 1
standard deviation of e-government will cause an increase of about .298 standard devia-
tions of open government. Similarly, increasing 1 standard deviation of innovation will
improve the index of open government by about .298 standard deviations.

Legal adaptability also positively influences the open government index. However,
this predictor is considered a weaker predictor to open government. An increase of 1
standard deviation of legal adaptability will likely increase .179 standard deviation of
open government.

The digital skills variable, on the contrary, is insignificant as the significance value
of this variable is higher than the p-value. Even though it is indicated in the table that
this predictor has a negative influence on open government, however, this predictor is
not important to explain open government at a global level.

Regarding the goodness of fit, the R-square value is 64.9%. It means that the inde-
pendent variables in the model explained 64.9% of the variation in the open govern-
ment index. However, we aim to understand the association between the dependent and
independent variables. Therefore, we do not focus on the R-squared value.
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Table 2. The summary of regression analysis.

Independent variables Unstandardized coefficients Standardized coefficients Sig

E-government development .218*** .298*** <.001

Freedom of press .004*** .392*** <.001

Innovation capabilities .002** .261** .006

Digital skills −.001 −.101 .299

Legal adaptability .002* .179* .037

R-squared: .649.
Dependent variable: Open Government.
*** p < .001, ** p < .01, *p < .05.

6 Discussion

This article addressed the question, “What factors influence the adoption and implemen-
tation of OG at the country level?” As part of its contribution to the empirical literature
on open government, the study examines the factors influencing OG implementation at
the country level. Themultiple regression analysis shows that all factors significantly and
positively influence open government, except digital skills. Among the four significant
factors, freedom of press and e-government development are the strongest predictors of
government openness. Innovation capabilities and legal adaptability are the least strong
predictors. Therefore, this result implies that freedom of press, e-government develop-
ment, innovation capabilities, and legal adaptability are more important for government
openness than digital skills.

This study highlights the importance of freedom of press, including freedom of
information, transparency, and open government. Our findings strengthen the argument
of those who support the role of FOI as an integral component of open government
[9]. Our results also support the statement made by the Open Government Partnership
[63], which mentioned that access to information and media freedom is essential in
open government reforms. Our study implies that a country that aims to achieve open
government reforms should address issues that inhibit citizens from freely accessing,
consuming, and sharing information. Furthermore, this study also underlines the roles
of journalists and media in an open government environment.

The study also supports the notion that ICT is the key to open government [19, 30, 1,
43]. The results demonstrate the significance of e-government development in creating a
more open and transparent government for the public. The study proves the existence of
path dependence [82] between e-government and open government. A country with pro-
gressive e-government development will be most likely to have better open government
implementation. Referring to the technical challenges of open government [6], a country
with good e-government development could experience fewer technical challenges due
to progressive development in e-government. The implication of our study suggests that
nations should prioritize e-government development as part of their open government
initiatives. E-government development such as improving data and systems integration,
the quality of information and data, system usability, and e-customer services.
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The study also helps to explain how legal adaptability is important to open govern-
ment. For a country to have a more open and transparent government, its regulations
need to be adaptive to follow the changes in society, including the needs of citizens. For
example, in the open government environment, citizens function as service consumers
[81], and thus, the government needs to be adaptive in regulations to protect citizens
through privacy protection laws and regulations [3]. The study implies the need for
government to be adaptive in meeting the rights of citizens to have access to informa-
tion, including information related to public issues, public utilities, and decision-making
processes through laws on the right to access information.

Regarding innovation, our findings complement the existing literature,which stresses
that open government has a role in boosting innovation and a nation’s competitive advan-
tage [36, 39, 46]. However, the study reveals that the innovation capability of a nation
also influences the progress of open government. The findings have two implications.
First, a country that demands a transparent and open government should precede firms
and private sectors. The government should also emphasize building excellent research.
Second, we create a contribution to enrich the literature on innovation and OG. All this
time, no study discusses the direct influence of innovation on open government. Our
study reveals that innovation can have a direct influence on OG and a direct influence
of OG on innovation. To conclude, there is a two-way direction between innovation and
open government.

However, we are surprised that this study contradicts previous findings on the impor-
tance of digital skills to digital government. A previous study confirmed the relationship
between digital skills and citizen involvement in e-government as part of the open gov-
ernment initiative in the European Union. Their study found that digital skills are critical
to e-government [75] in a way that differs from ours. Another study also noted the rela-
tionship between digital skills and service consumers of government services [57]. Even
though we find that e-government development is imperative in open government, our
result does not see digital skills as a significant factor for open government. According
to our study, no guarantee being digitally literate will lead to open data, services, or
engagement on the part of the government. This argument works under the assumption
that digital skillsmay not be the principal driver of a country of open government. In spite
of the fact that citizens require literacy, numeracy, and analytical skills, the theoretical
reasons for believing that openness leads to education are weaker [79]. The government
should encourage the development of critical thinking, problem-solving, and produc-
tive, cognitive, and ethical skills among citizens and public officials so that government
information can be shared, produced, and consumed.

7 Conclusion, Limitations, and Future Work

In open government literature, most academic interests focused on the formation, evolu-
tion, and institution of open government. Little attention is paid to factors influencing the
adoption and implementation of open government globally, with a unique dataset from
different universal and reputable world databases.We studied factors that influence open
government globally within 137 countries. The paper examines the socio-technical fac-
tors that affect open government. The factors are e-government development, freedom of



234 L. Ayinde et al.

press, innovation capability, digital skills, and legal adaptability. The result confirms that
four factors (e-government development, freedomof the press, and innovation capability)
influenced open government except for digital skills. Past studies have identified digital
skills as a barometer for government transparency, data sharing, and citizen engagement.
However, this study suggests that digital skills might not be the most influential factor
contributing to government openness. In other words, the more citizens and public office
holders understand and use digital skills does not determine the level of openness of gov-
ernment in terms of data, services, and citizen engagement. Therefore, we argued that
governments worldwide should identify other factors in this study (e-government devel-
opment, freedom of press, innovation capabilities, digital skills, and legal adaptability)
and use them to drive their openness to data, services, and citizen engagement.

Our research is limited in terms of our ability to disentangle causality; however,
our findings offer plausible hypotheses and suggest avenues for further research. Addi-
tionally, they give practitioners some insight into how to advance OG globally. As a
result of this study, there are two limitations; first, secondary data were collected, which
can be analyzed quantitatively or qualitatively in future studies. A total of 137 coun-
tries were analyzed, which could be further categorized into developed, developing, and
underdeveloped countries. Cities, counties, and states have developed open government
initiatives over the past decade. Despite this, there is a lack of empirical research on the
factors that affect the implementation of open government at the local and state levels.
To understand how state and local governments implement open government initiatives,
further research is needed. Further studies can look at these limitations and use them to
guide their studies.

In addition, another limitation is related to handling the missing data. Some papers
suggest avoiding missing data imputation using their mean because of bias issues [56,
88]. However, we handle ourmissing data by imputing themwith theirmeans. Therefore,
further studies need to be done to findways to handlemissing data using other techniques.

Appendix
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See Table 3.

Table 3. Pairwise correlations

Innovation
capabilities

Legal
adaptability

Freedom of
press

Digital
skills

E-gov
index

Open gov
index

Innovation
capabilities

1

Legal
adaptability

.716** 1

Freedom of
press

.440** .440** 1

Digital skills .769** .792** .320** 1

E-gov index .711** .616** .405** .702** 1
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Abstract. This paper revisits the concepts of lex informatica (Reidenberg) and
code is law (Lessig), both early theories related to how regulation of behaviors on
the internet might be managed, By focusing on the context of internet trolling in
the United Kingdom, we consider the nature of trolling, how it has manifested in
the UK in terms of actual notable incidences, and reflect on whether the law of the
state within the regulatory regimes envisioned by Reidenberg and Lessig are in
fact the best fit for managing these behaviors. Abusive behavior online can have
profound impacts on people, causing significant fear and leading to an impact on
private and family life. In balancing the qualified nature of freedom of expression
rights versus other human rights we consider whether the laws of peoples, the
regulatory capabilities of social media companies, and the wider culture of digital
society are best placed collectively to create respectful norms on the Internet.

Keywords: Trolling · Freedom of expression · Harassment · Law · Social Media

1 Introduction

This paper explores a subset of Internet regulation by investigating practice with regards
to the extent of trolling/offensive behaviors on Twitter, with emphasis on the United
Kingdom.

As early as 1999, Lawrence Lessig claimed that the regulation of the Internet could
be relatively straightforward, and although involving differences to regulation in the real
world, could in essence be evenmore effective and potentially regressive than regulation
in the real world. Lessig argued that what would emerge would be, “an architecture
that will perfect control and make highly efficient regulation possible” spurred on by
both governments and corporations [1]. Lessig’s work was inspired by the earlier work
of Reidenberg, who stated in a 1997 piece that, “the set of rules for information flows
imposed by technology and communication networks form a “Lex Informatica” that
policymakers must understand, consciously recognize, and encourage” [2].

What we have then is a digital domain where the laws of society have their place,
but ultimately that is also controlled by the systems and architectures, rules, and norms
of behaviors in the digital spaces we occupy. For Lessig these constraints on the digital
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world could be classified under four modalities of control: laws, norms, markets, and
code (or architecture) [1]. We can see the viability of Lessig’s four modalities clearly as
still being of significant relevance. On the one hand social media companies demand all
users sign up to a set of terms and conditions (T and Cs) before they are given an account,
and these invariably include elements of regulation of behavior related to trolling and
harassment. This is the element of regulation that is applied by the market itself, in the
hope of encouraging acceptable norms. In addition, the system architecture itself can be
utilized to control trolling behaviors by analyzing words and tone of posts and blocking
content and/or restrict access to users who breach norms. On the other hand, the law
also takes an interest in trolling activity, with the Crown Prosecution Service (CPS) in
England andWales producing clear guidelines and a typography for prosecutors on how
to deal with alleged trolling behavior from a legal standpoint [3].

2 Social Media Trolling: An Ever-Growing Problem?

Social media trolling and bullying affects one in four young people, with targets dis-
proportionately coming from disabled groups and ethnic minorities [4]. In recent years
leading Members of Parliament (MPs) in the UK such as Jess Philips [5] and Yvette
Cooper have also been victims of the activity, with Cooper calling for action to specif-
ically prevent the abuse of women on social media [6]. In terms of creating a safe and
welcoming space, “trolling has been framed as a major, if not the major, impediment
to online community formation” [7]. In terms of Twitter trolling activity can quickly
become a major news story, notwithstanding any legal implications which may follow.
There have increasingly been incidents whereby public figures have been exposed to sig-
nificant amounts of abuse online. MP Stella Creasy reportedly installed a panic button
in her home after death threats on Twitter, and Caroline Criado-Perez reported impacts
on her wellbeing and state of mind as a result of messages received. At the height of the
abuse, Criado-Perez was receiving up to 50 offensive tweets per hour [8].

In 2017 a campaign utilizing the hashtag #ReclaimTheInternet was backed by MPs
YvetteCooper andMariaMiller. The campaign aimed to counter sexist trolling ofwomen
on social media and was launched by both MPs to significant publicity. Cooper raised
the issue that much activity identified as trolling is not necessarily illegal:

..in most cases, online abuse isn’t a crime. So, the question is what responsibility
all of us have - as individuals, through campaigns, through schools, workplaces,
unions, and through publishing platforms and social media - to challenge it and
change attitudes [9].

In thewords fromYvette Cooper, we can see reflected Lessig’smodalities, with a call
for better norms through individual behaviors, but also the responsibilities of themarkets
themselves to build better platforms. There is a crucial need, then, when discussing the
regulation of trolling to consider both the potentially illegal elements of the behaviors,
alongside the kinds of behaviors that, though not illegal, may be able to be dealt with by
social media companies T and Cs.
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2.1 Free Speech and Trolling: The Liberal Dilemma

A key aspect of the freedom desired by many on the Internet is that related to free
speech, or freedom of expression. From an American perspective the cherished First
Amendment to the Constitution has meant that free speech rights are guarded, and the
emphasis falls most often on the right of the speaker unless they are defaming a person,
breaching their target’s intellectual property rights, or otherwise injuring them via some
form of fighting words (words designed to provoke or incite violence).

The United Kingdom has no written constitution to protect free speech, however
a rich tradition has evolved related to the utility of free speech for society, and the
introduction of the European Convention on Human Rights via the 1998 Human Rights
Act enshrined a qualified legal right to freedom of expression, balanced against other
rights. The balancing of freedom of expression versus other human rights remains the
crucial qualification. As Nussbaum argues, “none of the major philosophical theories
gives us reason to think that repeated slurs, or cyber bullying, are high-value speech”
[10]. The qualification stated in Article 10 is, “since [freedom of expression] carries
with it duties and responsibilities, [it] may be subject to such formalities, conditions,
restrictions or penalties as are prescribed by law and are necessary in a democratic
society” [11].

2.1.1 The Nature of Communication on the Internet

Spinello has observed, “democratization of speech and information may well be the
greatest legacy of the … Internet era” [12]. However, “unencumbered by generally
accepted social norms [people] are more prone to say and do things that they perhaps
would not under their real identities” [13]. McGoldrick suggests that “the empowerment
provided by the internet has proved intoxicating and led individuals to issue communi-
cations as though they were within a ‘Wild West’ type, law-free, zone in Cyberspace”
[14].

2.2 Arguments for and Against Free Speech in the Online Space

Barlow’s “Internet Manifesto” declaration laid down a bold vision for free speech on the
Internet, one that was grounded in a libertarian adherence to First Amendment principles.
Barlow’s cyberspace was “a world where anyone, anywhere may express his or her
beliefs, nomatter how singular, without fear of being coerced into silence or conformity”
[15]. As Danielle Citron has observed, however: “The Internet is a double-edged sword.
While it can facilitate the empowerment of people who often face discrimination, it can
also be exploited to disenfranchise those very same individuals” [16]. It is an obvious
assertion, but the Internet as it was envisioned by Barlow and the early pioneers did not
foresee dilemmas such as online trolls, threats of physical violence, and death threats,
and the types of discriminatory interactions as alluded to by Citron. With the distance of
time passed since Barlow, there is an argument that could be posited that the free speech
values of 1996 cyberspace are not readily applicable to 2022, assuming they ever were.

The 1997 Supreme Court decision in Reno v ACLU offered that the Internet enabled
anyone to become “a pamphleteer…a town crier with a voice that resonates farther
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than it could from any soapbox” [17]. Important in the decision of the court was that
levels of protection appropriate for children should not be the norm for adults using
the Internet, and that while protections must rightly extend in the areas of obscenity
or child pornography, free speech was too important a right to be toyed with. As was
acknowledged, however, there are forms of expression that pose challenges to the notion
of free speech on the Internet, and this poses “a contentious moral problem” [12].

Reno v ACLU encapsulated much of what is at stake in the free speech debate with
regards to the Internet. A contemporary reflection on the case by Lipschultz offered that
the decision of the court represented an adherence to the marketplace of ideas approach
to free speech [18]. Within this philosophical approach to free speech the notion is that
all ideas should be expressible, and the market (or the community) will decide which
have efficacy or not, allowing all ideas to be tested. Critics of the marketplace of ideas
approach to free speech would argue that some people have more access to distribute
their ideas than others. As Barendt suggests, “the marketplace is not in practice open
to everyone who wants to communicate his ideas……Differences in the availability
of ideas have little to do with their truth” [19]. Others have posited that often what is
expressed when hate speech is the topic are not ideas but merely passions that should
not be supported in a civilized society [20].

Themarketplace of ideas does not take into account that the expression of some types
of view actually may work in such a way that those ideas drive others away through fear.
Again, in the context of online trolling, Citron argues that:

When individuals go offline or assume pseudonyms to avoid bigoted cyber-attacks,
they miss innumerable economic and social opportunities. They suffer feelings of
shame and isolation. Cyber mobs effectively deny people the right to participate
in online life as equals [16].

Abah reiterates this view, stating: “the marketplace stops functioning as a market-
place of different ideas and becomes a monopoly if certain people are driven off from
the center to the periphery, or chased completely off by intimidation and threats, not
because their ideas and contributions are bad, but because their ideas contradict and
challenge the status quo or are contrary to the presumed mainstream ideas” [21]. Free
speech proponents might counter that the people who feel driven away by trolls have a
right of reply, but this does not take into account where the victims may experience fear
or harassment to such an extent that they feel a need to withdraw themselves or restrict
their online interactions [22]. Such withdrawal has consequences for victims over and
above any fear or harassment felt in terms of missed opportunities.

2.3 The Concept of Trolling

The Dictionary of Contemporary Slang defines troll as: “a malicious, anonymous online
presence” [23]. As the Guardian newspaper commented in September 2011, ‘…tech-
nically speaking, a troll isn’t someone who is merely offensive…They’re people who
purposefully drag an online conversation off-topic – often by being offensive, but some-
times just by being needlessly pedantic or bizarre’ [24]. At the heart of the traditional
meaning of troll, as it is applied to the Internet, is related to a sub-culture who sought to
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gain social capital among members by disrupting message board threads. This was seen
as a challenge, and the more disruptive a troll could be, the more they earned respect
in the eyes of the sub-culture. In this early phase of the Internet trolls were just that,
a sub-culture, that might have a nuisance value to users of forums they had disrupted,
but they were not in any way a societal problem. As Lovink highlights, “the problem of
trolling can easily be isolated to individual cases. Trolls are figures of exception” [25].

Increasingly in the modern era, the term troll has been used extensively for a range of
behaviors on the Internet, including significant incidences of harassment. In her research
on the trolling phenomena, Whitney Phillips found significant frustration amongst those
who identify as trolls in the “traditional” sense with the “increasingly fuzzy popular
definition of trolling, which in mainstream media circles has been attributed to such a
wide variety of behaviors that it has been rendered almost meaningless” [7, p. 158].

2.4 The Culture of Trolling in the Modern Era

There is little doubt that the idea of the Internet troll has transcended its sub-culture
boundaries and become a staple of popular culture. In many ways this provides a cachet
the perpetrator does not deserve. Another emerging element of trolling and online harass-
ment in recent years has been its identification with the political movement known as
the Alt-Right. This rise has been mapped by Angela Nagle in a recent book, and she
suggests the link between trolling of vulnerable groups and the alt-right community is a
significant one:

One of the things that linked the often nihilistic and ironic chan culture to a
wider culture of the alt-right orbit was their opposition to political correctness,
feminism, multiculturalism, etc., and its encroachment into their freewheeling
world of anonymity and tech [26].

While on one hand the troll subculture might argue their activities do not constitute
genuine threats, the merging of elements of that subculture with the alt-right, and the
white supremacist elements within it, suggest that trolling and politics have become
more integrated. It therefore asks a lot for a victim of trolling to be able to make the
distinction between the high jinks of “legitimate” trolls versus the received message that
may constitute a significant threat. As Diaz has offered:

Detecting when one is being “trolled” on the Internet is often an impossible task
considering the anonymity of the speaker, and the ambiguity of text.’ A jest may
appear as a threat, sarcasm as defamation, or criticism as bullying [27].

It is unreasonable to ask digital citizens who are not part of a sub-culture to respect
abuse and/or harassment as a joke when it appears to be identical to the real thing. The
reality of the troll on social media is that they are often merely bullies, often targeting
vulnerable groups and causing them distress at worst, and nuisance value at best:

Anonymous mobs employ collaborative technologies to terrorize and silence
women, people of color, and other minorities. The harassment typically includes
threats of sexual violence, postings of individuals’ home addresses alongside the
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suggestion that they should be raped, and technological attacks that shut down
blogs and websites. Cyber mobs brand targeted individuals as inferior beings and
as sexual objects [16, Kindle Locations 379-381].

The anonymity element of cyberbullying/trolling cannot be underestimated. In
research undertaken in 2015 by the Pew Research Center, the statistics on this were
stark, highlighting the extent of anonymous harassment received:

[O]f those who have experienced online harassment 38%, said a stranger was
responsible for their most recent incident and another 26% said they did not know
the real identity of the person or people involved. Taken together, thismeans half of
those who have experienced online harassment did not know the person involved
in their most recent incident [28].

The impact of trolling or cyberbullying can be significant on a victim. As Rosewarne
has argued, “in the context of cyberbullying, a single electronic attack can in fact have
recurrent and repetitious effects” [29]. The ubiquity of words on the Internet means that
the victim may feel there is no escape from the repeatedly experiencing the bullying,
since anyone with a computer can see it, and unless deleted or the perpetrator blocked,
the victim may always see it in their timeline or on their account. The act of retweeting,
a technique which forwards an initial tweet, means that the followers of the person
retweeting will also then be aware of the initial act. Compounding this is the belief
that perhaps the offending tweet will always be there, with the use of search engines
to archive twitter data it may well always be on the Internet, following the victim and
forever reminding them of the interaction. As Carrabis and Haimovitch argue, in the
“new online world, victims have no safe haven to retreat from these public malicious
acts of cyberbullying” [30]. As Delgado and Stefancic offer:

[M]uch material posted on the Internet will remain there indefinitely, becoming “a
permanent or semi-permanent part of the visible environment in which our lives,
and the lives of vulnerable minorities, have to be lived.” If the hate message “goes
viral,” it may attract millions of viewers and remain in cyberspace, perhaps forever
[31].

Notwithstanding the ability of the victim to remove themselves from the perpetrator
via blocking mechanisms and the like, the impact of trolling or cyberbullying can have
profound effects on the person on the receiving end.

We will explore this further when we discuss the criminalization of trolling, but
examples that challenge the victim/perpetrator narrative from the point of view of desert
can also be regularly found and are of vital importance in considering the complexity of
Internet culture. In Ronson’s So you’ve been publicly shamed, the author explores the
mass shaming on the Internet of people who have been believed to have transcended a
norm. Such shaming exercises follow remarkably similar patterns as other cyberbullying
and trolling examples. X says something that Y or Group Y on the Internet believes
to be wrong, and the responses in opposition then are sent. Interestingly in Ronson’s
exploration, the group shaming was seen to be virtuous by those taking part in it. He
highlights the case of Justine Sacco who tweeted a tasteless joke before boarding a flight
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to South Africa: ‘Going to Africa. Hope I don’t get AIDS. Just kidding. I’m white!’
[32, p. 64]. Sacco arrived at the other side completely oblivious to the reality that her
tweet had gone viral. Most of the tweets were genuine shock and outrage at something
they deemed to be racist, however many of the tweets did seem to be akin to the type
one would associate with trolling/cyberbullying. There is a sense in some of the public
shaming that if people are so sure about their world view, they do not tend to see that
what they are doing might constitute trolling or bullying. The notion that the victim
deserves the treatment is one that all bullies may allow themselves to be justified by.
Commenting on Ronson’s work on public shaming, Peter Bradshaw of The Guardian
suggested: “Twitter-shaming allows people who complacently think of themselves as
basically nice to indulge in the dark thrill of bullying – in a righteous cause. Perhaps
Ronson’s article will cause a questioning of Twitter’s instant-Salem culture of shame”
[33].

A final point related to online harassment/trolling is the gendered elements that relate
to it. While the Pew study found that men receive more harassment related to public
embarrassment and the calling of offensive names, it also highlighted that females, and
young females 18–24 especially, receive the most severe forms of online harassment,
such as stalking, physical threats, and sustained harassment [28]. Clearly these more
severe forms of harassment move beyond a simple freedom of expression justification
into areas of wrongdoing that have genuine implications for women’s safety online. In
this context it is important to highlight that while harassment online is meted out to all,
concern must be expressed at the types aimed primarily at women. Vitak et al. undertook
a study of undergraduate women across US universities related to their experiences of
online harassment, and a key finding suggested that women were becoming almost
resigned to abuse being part of the online experience if they want to remain a part of it:
“Even when women do not retreat from online spaces, a disheartening trend exposed in
both anecdotal work and this study is the general sense that women are tolerant of these
behaviors because they have become part and parcel of interacting online” [34].

3 Criminality of Trolling.

Social media is at its root an example of electronic communication, and the law is quite
clear that electronic communications technology “can be used to incite, encourage or
assist another in the commission of an offence, or to form a conspiracy” [35]. Jones
organizes his treatment of the topic under four categories of offence, which closely
relate to the CPS guidelines on prosecuting social media offences, as we will see further
below:

• Threats of violence or damage to property.
• Harassment of an individual.
• Breaches of court orders.
• Communications that are grossly offensive, indecent, or obscene.

Jones points out that a threat to kill someone is unlawful under s.16 of the Offences
against the Person Act 1861 regardless of the medium fromwhich that threat is received,
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and anyone doing so shall be guilty of an offence and liable on conviction on indictment
to imprisonment for a term not exceeding ten years.” Importantly, Jones points out that
the mens rea (guilty mind) must be clear and that a threat delivered as a joke would
not succeed: the intent must be to make the victim fear that the threat would be carried
out. In an online scenario where over 50% of trolling behavior comes from an unknown
person, how is one to tell a joke from the real thing?

General threats that might cause distress to a victim are an offence in England and
Wales under s.1 of theMalicious Communications Act 1988 and s127 of the Communi-
cations Act 2003. s1 of the Malicious Communications Act states that a person may be
guilty if they send “a letter or other article” which conveys a threat, and he is guilty of an
offence if “distress or anxiety to the recipient or to any other person to whom he intends
that it or its contents or nature should be communicated.” Importantly there is a defense
available which states that a person is not guilty if the threat was used to reinforce a
demand, or he believed the threat was a legitimate means of doing so.

In DPP v Collins the network utilized for transmitting offensive content was the
telephone network, with the defendant leaving a series of offensive telephone messages
on the answering service of his MP [36]. The messages used several extremely strong
racial epithets which were said to have extremely offended theMP’s staff, none of whom
were from the ethnic minorities targeted by the insults. The defendant was initially
acquitted on the basis that his messages were offensive, but not grossly so. This was
held on appeal initially; however, he was finally convicted on subsequent appeal when
the Law Lords decided that the offensive messages would grossly offend a reasonable
person in a multicultural society, and he should have been convicted under s127 of the
Communications Act 2003. The actus reus (guilty act), then, was deemed to be sufficient
to warrant conviction under s127, and the defendant should have been aware that his
messages may offend, whether he intended them to or not.

Perhaps the most influential case related to social media behavior in UK law date has
been Chambers v DPP [36] in which the key legal question related to the intention of
the tweeter, and therefore themens rea. In this case, which the defendant won on appeal,
the defendant sent out a now infamous tweet to his followers about Robin Hood Airport
in England, where he was due to leave for a trip with a love interest, and the fact that it
was closed for snow. The tweet said:

Crap! Robin Hood Airport is closed! You’ve got a week and a bit to get your shit
together otherwise I am blowing the airport sky high!!

On viewing the tweet later, an airport employee informed the police and Chambers
was arrested and charged under s127(1)(a) of theCommunications Act 2003with sending
a message of “a menacing character” on a public electronic communications network.
Chambers was convicted at the original trial, despite him claiming that the tweet was
an obvious joke and that no mens rea existed. Nevertheless, the court took the stance
that s127(1)(a) was a strict liability offence, and that sending the tweet was sufficient to
convict [36].

An initial appeal was lost by the defendant, but a later Divisional Court found in
his favor, with the court taking the stance that the legislation was not designed to chill
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freedom of expression. The judgement summarized that: “We would merely empha-
size that even expressed in these terms, the mental element of the offence is directed
exclusively to the state of the mind of the offender, and that if he may have intended
the message as a joke, even if a poor joke in bad taste, it is unlikely that the mens rea
required before conviction for the offence of sending a message of a menacing character
will be established” [36].

Chambers v DPP has provided a high threshold for prosecutions under s127, erring
on the side of freedom of expression over offense. Convictions are still clearly possible
and probable under the statute, but the dangers of a chillingwind of jokes being perceived
as threats receded somewhat with the decision. Murray suggests that the case provided
a rap on the knuckles for lower courts in England and Wales who failed to consider
both the actus reus and mens rea of the offence [37]. The case arguably highlights a
double-edged issue, in that technology is feared as a mechanism for delivering offensive
content, but also that content related to terrorism, even bad jokes, is treated with little
patience by some courts. Judge Bennett in the original appeal classified the tweet as
being “being of a menacing nature in the context of the times in which we live” which
suggests there was as much about fear of terrorism in the original decision as there was
in a reasonable approach to s127 of the Communications Act [38]. The Chambers case
led to the development of guidelines by the CPS for prosecuting social media cases,
which we cited earlier.

R v Stacey was another case where the Public Order Act 1988 was used to prosecute
a Twitter troll [39]. In this case the defendant posted an offensive tweet with regards
to a footballer, Fabrice Muamba, who had collapsed on the pitch gravely ill during a
match. When taken to task by other Twitter users on the offending post, Stacey replied
with further tweets that were racially offensive. Stacey was charged and convicted under
elements of the Public Order Act related to racially offensive speech, rather than any of
the legislation related to the online elements. This case reinforced that while the medium
of the message may be at the heart of the ability to commit the crime, crimes that have
real-world equivalences can be charged under existing legislation where it is deemed to
be fit to do so.

A final important case to discuss is R v Nimmo and Sorley [40]. In this case Caroline
Criado Perez and Stella Creasy MP were on the receiving end of harassing tweets from
both defendants related to a campaign they had been involved in to have Jane Austen
appear on a bank note. Tweets traced to an account operated by Sorley were summarized
in the sentencing report as:

“F*** off and die...you should have jumped in front of horses, go die; I will find
you and you don’t want to know what I will do when I do... Kill yourself before I
do; r*** is the last of your worries; I’ve just got out of prison and would happily
do more time to see you berried; seriously go kill yourself! I will get less time for
that; r***?! I’d do a lot worse things than r*** you” [40].

Nimmo’s tweets were in a similar vein, threatening, and coming from several
accounts all linked to the defendant. The sentencing comments feature a victim report,
and it makes for stark reading. Miss Criado-Perez stated that the tweets received had
been life-changing in terms of putting her in fear. The report goes on to state:
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She feared the abusers would find her and carry out the threats. She felt hunted.
She remembers feeling terror every time the doorbell rang. She has had to spend
substantial time and money ensuring she is as untrackable as possible [40].

Creasy informed the court of the impact on her life, including installing a panic
button at her home, as well as the fear it instilled in both her family and her staff.

RvNimmoandSorley brought the topic ofTwitter abuse into the public consciousness
even more strongly, especially around the gendered elements of the abuse. Despite one
of the defendants in the case being female, the anonymity offered by Twitter accounts
meant that the victims had no idea who made the threats, or where they were. This
uncertainty and trepidation were clear in the comments made in the sentencing report,
and mirrors the research discussed above by Citron. The fear instilled by harassment on
social media is real, and notwithstanding times when the purpose is to trick or joke, the
impact on victims is clearly stark in many circumstances. In R v Nimmo and Sorley an
element of the case highlighted that both defendants were to some extent social misfits,
and the technology allowed them to vent in what they perceived to be anonymity and
without repercussions. This belief that such behavior on social media is unlikely to be
traced back might explain some of the worst of the incidences, however as discussed
earlier, the troll subculture may also mean that for some, trolling brings some kind of
social benefit or kudos from within specific sub-communities that makes it worth the
risk.

Harassment of an individual: Under s.2 and/or s.2A Protection from Harassment Act
1997 two or more messages sent to a victim can constitute an offence. CitingMajrowski
v Guy’s and St Thomas’s NHS Trust we are reminded by the courts that day to day life
involves a range of situations where we will come across annoyances:

Courts are well able to recognize the boundary between conduct which is unattrac-
tive, even unreasonable, and conduct which is oppressive and unacceptable. To
cross the boundary from the regrettable to the unacceptable the gravity of the
misconduct must be of an order which would sustain criminal liability [41].

In terms of social media, then, the messages received by the victim would need to
meet this threshold to be liable to prosecution under theProtection fromHarassment Act.
In all of the potential prosecutions of social media interactions, the courts are reminded
that the need to balance free speech with the rights of victims is paramount. Courts are
especially reminded of the chilling effect on free speech of criminalizing behaviors that
may well be unsavory but may well have to be permitted to occur in a free society.
However, in the cases cited it is difficult to see how the laws passed by the state should
not take a role in trying to punish such behaviors.

Can this be left simply to the market? It must be noted that the difficulty of regu-
lating social media from the point of view of trolling and freedom of expression is a
challenging task, given freedom of expression is such a culturally located value. Social
media companies based in the USA and built on First Amendment values are essentially
offering to the world a service that transcends the rights and values of even some liberal
democracies in Europe. Law within a jurisdiction can attempt to address this, but the
code or architecture of the social media companies may well be best placed to do so.
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4 Regulation by Social Media

Outwith the differing legal systems in which companies such as Twitter and Facebook
operate, there is also increasing pressure for the companies to be effective regulators
of their own services, with a great deal of this work undertaken by code applied to the
content setting standards, or norms, of behavior expected.

The relationship between the social media platform and the user forms a contract
between them: the user agrees to adhere to behavioral norms, the social media company
punishes anyone who deviates from these norms. Both sides living up to their side of the
bargain ultimately would make regulation straightforward. Nevertheless, even if social
media companies were successful in regulating most offensive content, some people
would likely still be on the receiving end of content that could be deemed illegal.

In February/March 2017 Twitter introduced new initiatives to attempt to reduce
the incidences of harassment some members were receiving. Included was the ability
to ignore unverified accounts, set up safer searching, and provide more control over
who can contact you (i.e., limiting access to you from people you do not follow, or
new accounts) [42]. More recently, additions have included the ability to set who can
respond to a tweet you send, as well as the ability to create a curated set of followers
within your overall number. In addition, functions like blocking users who you may not
wish to interact with, and reporting activity you feel breaks Twitter rules are open to
anyone receiving (or seeing) abusive content.

Reidenberg highlighted that the regulation of content is a basic dilemma of policy,
and that it “poses intricate philosophical, practical, and political complications” [2]. As
social media companies operate in a global marketplace, the pressure on them to censor
within specific jurisdictions and not others has become a pressing one. As Reidenberg
summarizes, “network service providers may opt for the overly cautious route of self-
censorship and opt policies of ‘when in doubt, take it out’” [2].

The Twitter Rules document contains the regulatory information with regards to
behaviors on the platform. At the preamble to the document, it is stated clearly that
Twitter stresses the important of the user experience and the safety of its users. It requires
all members to adhere to the rules, which include provisions related to abuse of copyright
as well as specific behaviors related to harassment. The main elements that relate to the
regulation of trolling behaviors (there are nine Twitter Rules in total) are:

• Violence
• Abuse/Harassment
• Hateful Conduct [43]

All the functionality in the world will not stop trolls from harassing victims when
they simply need to create new accounts to perpetuate the attacks (such as in R v Nimmo
and Sorley) if they are blocked and/or banned by the victim. Indeed, the increasing
volumes of abuse received because of the use of multiple accounts is likely to make the
victim feel even more vulnerable, since it is not clear if the harassment is coming from
the same original troller, or if multiple others are joining the attacks. This enhanced fear
is not something that is immediately within the power of the social media companies to
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prevent, unless the victim removes themselves from social media, and thus the obvious
remedy does seem to necessitate recourse to the law.

5 Conclusions

This paper has sought to explore some legal and regulatory issues of Internet trolling
and offensive behavior from a UK perspective. While there are calls on social media
companies to do more to prevent abuse and harassment online, ultimately the UK state
is of a mind to step in to regulate trolling via both new laws and existing laws, all the
while being mindful of the clear potential for impacting on freedom of expression rights.
At the time of writing in the UK, the government has introduced the Online Safety Bill
which seems to place more onus on social media companies to regulate the content that
is hosted by them [41]. The key emphasis in the bill is on companies to improve their
architecture and procedures to limit exposure to harmful content, empowering users to
be able to place more and easier limitations on what they are exposed to.

In closing, Lessig’s four modalities remain a key paradigm of how trolling and
abusive behaviors can be managed: the Internet can be regulated via the traditional
justice system (law), which can be supported via the algorithms that govern usage of the
services provided (code) leading to the third modality (markets) setting the parameters
for the fourth (norms). Lovink suggests, the extent of how the modalities can deal with
the problem is not straightforward andwill say a lot about the societywe live in: “Editors,
programmers and, eventually, the Law will deal with the unstoppable deviant Other….
The way society deals with those who cross invisible lines tells us a lot about the limits
of the rhetoric of tolerance, openness, and freedom” [25, p. 163].
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Abstract. Memory organisations need to constantly address the adop-
tion of digital technology to remain relevant in light of recent innovations
that constitute the so-called fourth technological revolution. This study
aims to expand the understanding of the current adoption of Artificial
Intelligence for digital preservation tasks by investigating it through the
lenses of the Diffusion of Innovations theory in relation to disruptive inno-
vations. The analysis takes the form of an exploratory qualitative inquiry,
performed on the transcripts of four focus groups presenting opinions on
specific applications of Artificial Intelligence systems, mostly related to
Computer Vision, expressed by professionals engaged in digital preserva-
tion. The study results indicate that there is strong interest in adopting
these innovations. However, further research and the development of a
dialogue among the involved communities of practice are necessary to
determine the implications and potential outcomes of this technological
advancement in the context of digital preservation.

Keywords: Artificial intelligence · Digital preservation · Focus
groups · Abductive analysis · Qualitative methods · Diffusion of
innovations theory

1 Introduction

GLAMs – Galleries, Libraries, Archives, and Museums, eventually cited as LAMs
– is an umbrella term referring to organisations that are dedicated to memory-
keeping, and therefore perform digital preservation, although following largely
distinct curatorial practices. What these organisations have in common is the
aim of collecting, documenting, preserving, and organising different kinds of doc-
uments [30]; the professionals within this diverse community provide information
services in a wide variety of formats.

Fast-paced evolution and heightened access to Information and Communica-
tion Technologies (ICTs) have prompted GLAMs to explore new and dedicated
methods for content publishing, access, indexing, and management, eventually
including some Artificial Intelligence (AI) applications. Although the topic has
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a certain level of representation in the literature, the effective implementation of
these technologies is challenging to evaluate. This is due to the lack of character-
ising settings and of a common understanding of the very concept of AI across
GLAMs.

In our study, we offer a snapshot of the opinions expressed by GLAM pro-
fessionals about the adoption of AI technologies. The analysis takes the form
of a qualitative inquiry, performed on the transcripts of four focus groups dis-
cussing the adoption of AI systems through specific prompts – mostly related to
the area of Computer Vision. We investigated the elements comprising the “per-
ceived characteristics of innovation”, one of the core aspects of the Diffusion of
Innovation (DoI) theory in order to broaden our understanding of the variables
related to this phenomenon.

The background section introduces the theoretical framework – the DoI the-
ory and related concepts – as well as gives an essential overview of current AI
applications in GLAMs. Following, methods, sample size and features are intro-
duced and explained in detail; the analytic framework, which draws upon the
most recent developments in the abductive analysis, is then explored. The results
are presented in the form of a multi-level thematic analysis based on the final
code equations, discussed and contextualised within the DoI theory. Last, the
conclusions wrap up the major findings and highlight potential further research
opportunities.

2 Background

2.1 Adoption and Diffusion of Technologies: An Overview

Recently, the adoption of technological innovations has become a vast and articu-
late research topic, with a wide-ranging representation and application in diverse
fields, such as e-governance [18,43], healthcare [9,16,20] and more rarely in the
context of heritage [3,4,26]. As emerging from a recent analysis [34], at least
21 theoretical frameworks have been developed to investigate the variables and
dynamics characterising this phenomenon. The review identifies the Technology
Acceptance Model (TAM) as the most popular framework used to explain Infor-
mation Technology (IT) adoption, which closely focuses on users’ behaviour and
attitude towards the use of technology [8]. Following TAM, the second-ranking
among the most frequently occurring theories in literature is the Diffusion of
Innovations (DoI), originally introduced by Rogers [31]. Differently from TAM,
DoI focuses on the processes of adoption and diffusion of innovations under dif-
ferent scenarios, characterising the adopters based on their innovativeness, either
approaching them as individuals or organisations. Uncertainty, or the lack of pre-
dictability which triggers the information-seeking process, is at the core of the
DoI theory. Rogers observed that even “knowing of a technological innovation cre-
ates uncertainty about its consequences in the mind of potential adopters [32].”
Therefore, the reduction of uncertainty about the advantages/disadvantages of
innovation is what drives the decision made about its adoption – whether it
might result in acceptance or rejection.
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The full dynamics of this event and its variables are illustrated in the
five-stages innovation decision-process, presented in Fig. 1. To conceptualise his
model, Rogers built upon the work of Ryan and Gross [33] which describes “the
process through which an individual (or another decision-making unit) passes
from gaining initial knowledge of an innovation to forming an attitude toward
the innovation, to making a decision, to adopt or reject, to implementation of
the new idea, and to confirmation of this decision [32]”.

As summarised by Dearing and Cox [9], there are three sets of variables that
can be analysed to explain the success (or the failure) of the diffusion of an inno-
vation: the balance between the innovation’s pros and cons, the characteristics of
adopters and the larger socio-political context. By understanding the structural
position of each adopter within the investigated context, it is possible to deduce
motivation and time of adoption; Rogers individuated five different categories of
adopters (innovators, early adopters, early majority, late majority and laggards)
depending on their innovativeness, which reflects the (pro)activity towards the
adoption of new ideas in comparison with other units of adoption part of the
same system [32].

Fig. 1. The innovation-decision process from [32], re-designed by G. Osti.

As with other frameworks, Rogers’ proposal has undergone a number of
expansions and criticisms over the years. Kee [19] in the chapter written for
the Encyclopaedia of Organisational Communication argues that the main crit-
icisms moved to the DoI theory are the following:

– The pro-innovation bias, or the perception of the introduction of innovation
as necessarily positive, which leads to overlooking the foreseen and unforeseen
effects happening once reached the confirmation stage [15].

– The individual blame bias, highlighting the incorrect adoption and imple-
mentation of a piece of technology performed by an individual, instead of
considering the context in which the failure happens [23].

– The knowledge gap bias, or the uneven distribution of knowledge causes the
early adopters to have a higher socio-economic status [17].



262 G. Osti and A. Cushing

Nevertheless, the nature of the innovation and the adoption domain have a cen-
tral role in shaping the diffusion dynamics. Innovation can be something tangible
or intangible which is receipted as “new” by the adopters no matter to its objec-
tive “newness” – which often develops along the axes of knowledge, persuasion
or decision [32]. Hence, cutting-edge and (apparently) advantageous innovations
might not be rapidly adopted as expected.

2.2 Towards the Adoption of Artificial Intelligence in GLAMs

Recognised as a research field in 1956 [22], Artificial Intelligence (AI) has no
universally accepted definition but it is generally understood as “the capacity
of computers or other machines to exhibit or simulate intelligent behaviour”
[27]. AI has become a label for a wide-ranging set of methods and techniques
applicable to any domain; the conversation around their adoption has never been
so intense and ubiquitary as the accessibility threshold (intellectual, economical
and practical) has been sensibly become more permeable in the recent years.
AI, block-chain and more generally ICT, have been pointed at as a disruptive
innovations, capable of re-shaping every sector of the economy and even our
everyday life [12,14].

The idea of Disruptive Innovation (DI) – originally “disruptive technology” –
was introduced in 1997 by Christensen’s seminal work [5] and further expanded,
resulting in some ambiguity. It has been argued by Si and Chen [36] that the
current definitions of DI can be classified based on: the specific domain in which
it is developed, its evolutionary trail, its effects and its key features. In their
study, the authors propose a comprehensive definition for DI, which attempts at
capturing its essential features:

“[DI is an] innovation process in which technologies, products or services
are initially inferior to those provided by incumbents in the attributes
that mainstream consumers value, but these technologies, products or ser-
vices can attract and satisfy the consumers in low-end or new markets
with advantages in performance attributes (such as being cheap, simple,
or convenient) that these consumers value but which at the same time are
neglected by mainstream markets.”

Within the context of GLAMs, AI is often used as a synonym of Machine Learning
(ML), a subset of AI methods using experience to enhance performance or to allow
making predictions [24], generally branched in supervised learning, unsupervised
learning, and reinforcement learning. Among GLAMs, libraries have been pro-
actively developing the discussion about AI adoption as testified by the increas-
ing number of studies and reports available in literature [28,41,42]. The report
on Machine Learning + Libraries commissioned by the Library of Congress Labs
in 2020 gathers extensive documentation on the topic, proposing an overview of
current applications of ML in libraries and other cultural heritage organisations,
exploring extant criticalities and best practices [6].
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Four main areas proposing a review of several promising ML applications are
featured in the report:

1. Crowdsourcing, or the public participation in annotating collections.
2. Discoverability within and among collections, which application features:

clustering and classification; pre-processing; Optical Character Recognition
(OCR); Handwritten Text Recognition (HTR); metadata and historical tab-
ular data extraction; non-textual data annotation and linking data.

3. Library administration and outreach including: collection management;
preservation and conservation; ML literacy, education and support to patrons’
ML experiments.

4. Creative and archivist interventions, exploiting ML’s potential for expressive,
artistic, and activist projects.

As emerging from this report, a certain and prolonged effort has been invested
so far in experimenting with ML in the libraries. However, the section dedicated
to the integration – the effective implementation – of these systems into libraries
reveals a theoretical rather than practical nature. As suggested by the authors,
“the ML and libraries field must develop means to bridge a world that prioritizes
expert data and metadata, created slowly, and a set of methods that generate
useful but flawed data and metadata, more quickly and at a larger scale [6].”

In 2020 a dedicated task force of Europeana Network Association experts
realised a survey for environmental scanning purposes [21] or to assess the progress
being made with AI in cultural heritage management and preservation. The survey
included 56 memory institutions from 20 different (mostly EU) countries, which
described 36 use cases featuring AI applications. The analysis revealed that mem-
ory institutions’ interest in AI has mainly to do with facilitating the exploitation
and eventually the production of their digitised collections. Most of the projects
were text-based, in some cases making use of OCR and HTR for digitisation pur-
poses; however, the sample was highly diversified in the approach and in terms of
targeted contents. This variability was referenced to the experimental nature and
high threshold for AI work, or due to the wide array of available applications and
frameworks within AI. Nevertheless, the impacts of the use cases were described
as still in an early stage, having their goals ranging from the improvement of pro-
duction workflows to deepening knowledge about AI integration.

While not constituting more than a small benchmark providing us with the
essential traits to evaluate the state of AI adoption in GLAMs, the aforemen-
tioned reports are symptomatic of a fuzzy situation. If we were to name a stage
of the DoI innovation-decision process to explain what we observe, we might cau-
tiously say between the persuasion and the implementation stage. Fear of redun-
dancy/job loss, algorithmic discrimination and the eventual loss of institutional
credibility are only some of the potential threats which seem to counterbalance
the benefits that might be generated through AI adoption in GLAMs, which are
currently hindering other sectors of application [11]. The reason these concerns
– or better uncertainties – are globally shared, is AI’s main strength and weak-
ness: its universal applicability. The data used to feed the machine determine
the goodness (or the badness) of the outputs, alongside theoretical and inter-
pretive choices and frameworks [13]. As consequence, the forms of AI adoption
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in any field tend to be highly specific. The authors of a very recent review on
teaching and learning AI resources for GLAMs agree on seeing the emergence
of challenges unique to the GLAMs context [7]. Additionally, they observe that
if professionals do not commit to develop the expertise to deal with AI within
their domain, the benefits deriving from the adoption of this technology might
not be fully exploited. Similarly, Strien et al. [37] argue that, independently of
the extent and nature of involvement of GLAMs professionals into computational
methods, having at least a basic understanding of AI methods will be pivotal,
since many of those will be embedded to future technologies.

3 Materials and Methods

3.1 Focus Groups

This analysis is built upon a series of four focus groups, originally aimed at
collecting the opinions on the adoption of AI systems for digital curation tasks
expressed by professionals engaging with digital preservation. The focus groups
were conducted between 2020 (FG1) and 2021 (FG2-4) by master students, as
part of the module on digital curation run by A. Cushing; G. Osti participated
in the original data analysis session for FG2-4.

In FG1 four professionals from an important library volunteered to discuss
the outputs of the application of Computer Vision (CV) to some photographs
of one of the library’s collections. The CV task consisted of the generation of
tags and descriptive titles for four of the historical photographs part of the
collection; it was performed in Python, using Microsoft Azure Cognitive Services
for Computer Vision.

FG2-4 were informed by the issues and themes emerging from FG1, and
designed to extensively further inquiry theoretical and practical AI implemen-
tation aspects. The focus groups featured three to five practitioners in digital
curation working for different institutions around the globe, recruited through
word of mouth, social networks and mailing lists. Table 1 provides the demo-
graphics for the participants (n = 16); further details on the focus groups will be
disclosed contextually with the results, in Sect. 4. Provenance, role and affiliation
of the participants were coded to general categories, ensuring anonymisation.

3.2 Research Design

Abduction, a pragmatic qualitative method aiming at theory-making, was ini-
tially introduced by Peirce [29] as an alternative to purely inductive or deductive
approaches in natural sciences, and later expanded by several scholars engag-
ing with qualitative approaches. The abductive analysis is characterised by the
research orientation, which is set to identify unexpected findings or exceptions
violating a set of theoretical constructs, to be understood by analysing variation
in order to expand the violated assumptions. The approach combines induction
and deduction in various phases of the research process in an iterative fashion.
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Table 1. Participants demographics

Focus group Participant Provenance Role Affiliation Gender identity

FG1(2020) PD101 Ireland Digital Preservation Manager Public GLAM M

PD102 Ireland Digitisation Programme Manager Public GLAM M

PD103 Ireland Assistant Keeper Public GLAM F

PD104 Ireland Assistant Keeper Public GLAM F

FG2(2021) PD201 Ireland Researcher Higher Education F

PD202 Ireland Archivist Higher Education F

PD203 Ireland Digital Curator Private GLAM F

PD204 Denmark Librarian Public GLAM F

PD205 UK Archives Manager Public GLAM M

FG3(2021) PD301 US Digital Humanities Librarian Higher Education F

PD302 China User Manager Assistant Private GLAM F

PD303 China User Services Assistant Private GLAM F

FG4(2021) PD401 Ireland Project Manager Higher Education M

PD402 UK Digital curator Public GLAM F

PD403 China Digital curator Public GLAM M

PD404 US Library & Digitisation Manager Public GLAM F

This study aligns with the approach to abductive analysis described by
Tavory [38] and Timmermans [39]. The coding process was built upon the
methodology proposed by Vila-Henninger et al. [40], articulated in the following
steps:

1. Generation of the abductive codebook. A deductive theory-based codebook
was initially drafted, broadly based on the core elements mentioned in the
innovation-decision process (Fig. 1). A second round of inductive coding to
refine the codebook was performed to identify the unexpected findings, or
anomalies violating the theoretical framework until reaching saturation.

2. Abductive data reduction through code equations. Code equations were created
by collating codes from the original codebook to reach a higher degree of
specificity. Several code equations were created and explored through queries
and validated in a single round, which led to keeping only a subset.

3. In-depth abductive analysis. A final inductive coding step was performed on
the validated code equations, in order to understand their relationship with
the theoretical framework.

Multiple coding styles (structural, axial, and magnitude coding) were adopted
at various stages [35]. The data analysis was performed in NVivo 12 Plus for Mac.

3.3 Limitations and Justifications of the Study

The study is not generalised based on several aspects. Recruitment was per-
formed on a voluntary basis; the provenance and gender of the participants
resulted unevenly distributed: 50%(8) worked in Ireland and the other remain-
ing half in various EU and non-EU countries; 68.7%(11) identified their gender
as female. 56.2%(9) of the participants were affiliated with a public GLAM,
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while the remaining 43.8%(7) were working for a private GLAM or in the higher
education sector.

As a result of the small sample size, focus groups are not expected to rely
on probability sampling, but rather to replicate the process of formulating and
articulating complex concepts [10]. This study has a qualitative design, different
from most of the studies undertaken to investigate the adoption of innovations
which attempt to quantify some specific aspects of the phenomenon [1,4]. We
chose this strategy to acquire in-depth information and capture group-thinking
dynamics, which are crucial to tracking how a hardly-definable concept as AI is
devised by members of different GLAMs.

4 Results and Analysis

4.1 Abductive Codebook and Final Code Equations

The abductive process allowed us to refine the research question from the con-
clusion of step one. The obtained abductive codebook included a reworked set
of the concepts occurring in Fig. 1; its final version is presented in Table 2.

The “unexpected findings” were mostly concentrated in the fragments corre-
sponding to Prompt 1 from FG2-4, which continuity with FG1 led to a structure-
based re-coding of the focus groups; the presentation of the results has been influ-
enced by this structural aspect. The emerging affinities and contrasts allowed the
formulation of the code equations during step two; the validation, facilitated by
the formulation of contextual queries in Nvivo, confirmed their consistency. The
validated code equations are the following:

– AI potential adoption scenarios envisioned by participants are variable, even-
tually driven by the technology cluster.

– There are no clear mitigation strategies in response to the expressed concerns
and consequences.

– The technology cluster to which AI is compared is still AI.

4.2 Adoption Scenarios

Prompt 1 required the participants to FG2-4 to delve into a realistic decision-
making situation: they had to rely on their professional background and experi-
ence to discuss their choice. The task consisted in deciding among three different
potential applications of AI which could help manage an extensive, unpublished
and partially digitised collection of historical photographs from the first quarter
of the 1900s. The available options were:

– automating the generation of descriptive metadata;
– automating the appraisal of the photographs;
– clustering and discovering hidden patterns in the photographs.
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Table 2. The final abductive codebook.

Code Description Sub-codes

Use cases Any real-world
application of AI
mentioned by the
participants

Prompt-based, examples
aligned with the
discussion of the prompt
given to the participants
Off-prompt, any example
provided which has no
direct relationship with
the discussed prompt

Perceived attributes DoI theory-based
categories related to the
persuasion stage

Relative advantage, any
aspect of the use of AI
constituting an
improvement for the
participants
Compatibility,
consistency of AI
application with the
extant curatorial
measures, values or
practices
Test/consumption
balance, aspects
connected with the
usability,
understandability and
the observability of AI
application

Uncertainties Hardly rulable variables,
which handling might
determine the
acceptance or the
rejection of AI

Mitigation strategies,
grounded actions
proposed to reduce
uncertainties

Concerns and
consequences, anxieties
of the participants
towards these variables,
either based on observed
outcomes or on personal
opinions

Technology cluster Distinguishable elements
of technology perceived
as closely interrelated to
AI systems
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FG1 can be intended as an experimental real-world application of option one,
since it demanded the participants to comment on the CV-based generation of
descriptive metadata (titles and tags) performed on four historical photographs
picked from a well-known collection from the institution of which the participants
were working for. They were asked to build upon the outputs and discuss the
potential of the tool in facilitating them to catalog photographs or in any other
task.

Opt. 1: Automating the Generation of Descriptive Metadata. Almost
the entirety of the participants to FG2-4 voted for option one, which was defined
the “most useful” (PD201), “accurate” and “valuable” (PD203), or even “less
harmful” (PD202); PD204 understood the automated generation of a baseline
description as a relative advantage, potentially enhancing the accessibility of the
collection.

The participants from FG1 were tendentially positive to the outputs although
skeptical towards the further steps – two high and two low accuracy outputs were
shown, to avoid the pro-innovation bias. PD104 questioned the full implementa-
tion of a similar system, acknowledging that:

“[...] a relatively homogeneous group of photographs or something like that,
then there’s definitely potential. How realistic that is, or how practical that
is, I’m not sure... that actually exists with every collection, because what
you find with every collection is every collection is different.”

PD103 was not satisfied with the specificity of the application “from what
we seen, it’s not doesn’t seem to me to be particularly useful”; PD102 outlined
the limits of the current level of the application: “I mean, as we say, it may not
be that useful, but it’s identified quite a lot there, that’s, you know, it’s part of
the way there towards being something that might be useful. You know, that’s
not damning with faint praise.”

Opt. 2: Automating the Appraisal. Option two was considered the most
controversial, defined “too risky” (PD402) or facing a straightforward rejection
“I am not trusting AI to make curatorial decisions” (PD404); PD303 simply
deemed AI incapable to run the task. PD301 considered option two from the
perspective of the end-user:

“Yeah, number two isn’t something I would do um. Like if I’m putting
something into a repository, I would keep everything. Like you know if
I’m putting a collection online. You know I don’t know what’s going to be
valuable to the researchers, so I’d put everything.”

PD403 was the only one choosing appraisal as their first option:

“And I would choose two, it could be the most risky here, but I would say
it probably depends on a different work, you know, work methods here, for
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example, for me, [uh], from like my working perspective, how-how do you
choose keep or not keep it’s-it’s depends on some technical(?) metadata
here.”

In FG1, either PD101 and PD102 recognised the relative advantage of facili-
tating appraisal, however not through a full automation process. PD101 recalled
a situation in which AI application could have been strategic, applying it to
manage born-digital collection featuring sequential shoots, a so characterised by
a high redundancy of the same subjects and angles:

“And so we’re, you know, we’re kind of trying to get a sense of, of these,
you know, let’s say 100 photographs, how many kind of unique situations
are there, people, location, camera angle; and it would be amazing, if there
could be some way where it could at least do some sort of grouping, which
would say, okay, in this sub folder, it looks like there’s maybe eight unique
moments. And here are the groupings. And then that could give you a
sense of well, do we actually want to appraise and maybe dispose of all
of these not duplicates, but similar images? And it would, it would kind
of, it could aid in that very manual process of grouping them. And that,
and then you can maybe have a single description for those groups, as
opposed to trying to do an item level description. So that kind of sense of
similarities and groupings with a lovely user interface around it, could be
really helpful, I think, for my day to day work.”

PD102 added to the observation by extending this AI application perspective
towards what happens before appraisal:

“[...] but one area that I’ve had experience with previously and possibly
seen some things here, is where no information or useful information exists
already, because that does affect our workflows in terms of what images we
keep, and what images we don’t after we digitise. So, being able to supply
information where it doesn’t already exist to create a kind of baseline for
description to be supplemented afterwards might be beneficial.”

Opt. 3: Clustering and Discovering Hidden Patterns. Option three was
eventually pointed as a potential follow-up to option one (PD203, PD204), but
others addressed it as the hardest thing to do (PD401, PD404), being still in an
early development stage (PD202) or eventually “unnecessary” (PD301). Almost
none of the participants took a clear position in regards to this option and, to a
certain extent, they expressed a different interpretation. While PD403 envisioned
is as a sort of standalone knowledge systems “or the third one it’s kind of, uh,
it’s not based on the item itself, but it’s based on a whole system, like a whole
database, and you need to uh, like make review if it’s in the right position this
database”, PD301 compared it to the Semantic Web:

“[option] three is sort of like to me it sounds like a semantic web kind
of thing. Which is interesting, but again, it would require some kind of
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[inaudible segment] expertise like to be able to make for an intelligent look
over the AI, what the AI does. And also, it’s not like entirely necessary
for me to put out the collection, I just really need metadata.”

PD101 from FG1 reported about a scenario in which AI adoption could
provide an interesting application:

“[...] I wish that we could have had some sort of an AI project. And it was
where there was a filmmaker who wanted to do a project using archival
footage purely of the moon. And now, I thought that this was a perfect
example because in the cataloguing, the descriptive cataloguing that we
would be doing, you would never mention the existence of a moon and at
any stage right? That’s never the subject of any kind. It’s just happens to
be in the background. But it was the focus of what he wanted. And so our
descriptions were actually quite useless to him. And it was purely going on
the memory of people saying, ’Oh, I’m pretty sure there’s a moon...appears
in this particular film.’ And so it would be amazing if you could, if you had
access to a bunch of like access copies, like mp4 or something like that,
and you could just run this. And like if it was ‘moon’, or if it was ‘sun,’ or
you know, horse and carts.”

Further Applications. The participants to FG1 deemed the presented CV
application as “a way in, a low-level way in”(PD205) or “not alternative to cat-
aloguing”(PD102) but something that has “a distinct role to play”(PD102) as,
eventually noted by PD101 “there are certain times when there’s an access case,
or research case, where a traditional archival description or whatever just, just
doesn’t fit the bill.” PD204 suggested looking at AI as a potential partner in
digital transactions:

“Yeah my perspective on AI is that it should be used to improve services
and I’d like to see a human-centred approach where humans learn from the
computers machines, just like machines learn from the humans, humans.
And in that way we can solve the main problems together, more like a
partnership.”

In the same fragment PD201 follows remarking the limits of current AI sys-
tems based on their experience:

“I suppose I work in a field quite close to AI, I work in national language
processing, so for me AI is a very general term for, yeah, like what other
people have said, that idea of trying to solve problems computationally,
that are quite difficult for humans but may be trivial for machines that
have these huge computing process power. But then I have, you know,
applied that to my own field which is language, and so how can you under-
stand and use language using computers, which obviously don’t understand
the language, it’s just symbols to them.”
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4.3 Broadening Knowledge as a Mitigation Strategy

As anticipated by the validated code equation, there are no case-specific mitiga-
tion strategies, as most of the emerging uncertainties stem from the applications
on AI in other domains. However, the observations made by the participants
on the whole innovation-decision process provide us with a consistent answer:
more knowledge and training are needed to start addressing some of the existing
concerns. PD401 developed on the significance of training and the development
of a skill set relevant with AI and the context in which it is applied, to avoid
time-wasting:

“So the type of job that we’re doing has changed. And if you don’t know
how to build a ground truth you’re wasting your time. If you buy an AI
that hasn’t got a ground truth built in with it that does what you want
you’ve wasted your money. So it’s not like these things are just out of the
box solutions that will be put into a cultural heritage situation and work.
I would imagine that you have things in the [library institution], that you
could make your AI work on it, to say recognise pictures or drawings or
maps, but they won’t work in [country]. They’ll have to create their own
ground truth, so, it’s not a universal solution, and it is a different set of
skills that need to be learned before you’re going to get anything out of it.
So I think the whole thing comes down to training.”

The need for a deeper understanding of the potential of AI in relation to big
data is expressed by PD205, “it’s a question of kind of human aspirations being
matched to what’s possible with technology to create something at a much larger
scale than we could manage in the same space of time, just by doing it manually
or analog, in analog ways”, and also implicitly by PD202, which advocates for
the awareness of the whole process and what to expect from it:

“[...] I think it can be very easy to, to think of AI as solving problems and
saving money and saving time, am, but in actual fact, if you don’t resource
it properly (cause more?) problems em, and, and, that needs to be put in
place as well, making sure that the time is spent on it and making sure
that you don’t end up halfway through a project and realize, you have to
cut corners and it makes the whole thing kind of null and void.”

4.4 AI as a Technology Cluster

One of the most particular outstanding features from the transcripts is the way
in which the participants refer to AI coeval technologies; in several cases the
participants fail to define boundaries between AI and other technologies or in
providing a clean cut definition, although all of them display a very good under-
standing of its functioning and its practical application:

“AI always sort of speaks to a sort of a digitisation of a previously analog
or manual process, so whether that’s a simple code that’s written to look
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through a few documents for, to find terms or, or, or if it’s something
much more large scale, whether it’s like running a factory through mainly
computerised processes, it’s, it’s any level of that.” (PD203)

Supporting the effective expertise of the participants, additional direct and
indirect experience-based opinions on AI adoption occur in other fragments of
the transcripts. The application areas mentioned in the examples mostly relate to
text processing, featuring OCR and other technologies. PD401 mentions working
with HTR on historical manuscripts and, according to their opinion “it’s really
good at it, and it is doing things that would frequently require human interaction
and it does give good answers based on probabilities and so on, but I would make
the point that I’m in Humanities because I’m really bad at maths [laughs].” Other
AI applications like text extraction via ML (PD101) or text classification tasks
performed in the context of literature/systematic reviews (PD203, PD204) are
mentioned. Yet, is surprising to find observation like the following from PD301:

“Yeah I mean, I guess I wouldn’t see OCR as AI. Um I don’t know what
you think but like we- I work pretty closely with our- we um, we have
[a colleague with archiving position]. And we’re looking at like you know,
getting OCR because our main archive- online archives of theses [inaudible
segment]. I don’t know, I mean, I guess to me why OCR has been around
for so long and why artificial intelligence implies like more to me – more
like intelligence than is in OCR, but maybe I’m wrong.”

Another interesting remark is made by PD101 that, while knowing the limits
of application of the CV model outputs showed to them called in another method,
arguing: “but my immediate question is like, why hasn’t it just done the optical
character recognition? Like the title is there in the photograph on the subject”,
defining it as “an obvious thing to do.”

5 Discussion

Here we summarise our main findings:

– AI adoption scenarios. Despite some reservations, generating descriptive
metadata through automation (opt. 1) was well received. Appraisal automa-
tion (option 2) was mostly viewed negatively: the process of determining the
value of records in a specified context (e.g. collection, single item, file, etc.), is
one of the pivotal functions of archival professionals, which is mostly empirical
and so difficult to transfer to a machine. There was a suspension of judgement
for clustering and hidden patterns discovery (opt. 3) since no participant took
a position and different understandings of the task emerged from the discus-
sion. Further applications envisioned for AI are built upon its current limits,
providing a deeper snapshot of either the level of technology understanding
on the participants and of the ongoing negotiation of the work relationship
between humans and machines.
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– Knowledge as a mitigation strategy. In contrast with the variable perspectives
around the practical applications of AI, the participants showed a certain
agreement on the need for developing a better understanding of the implied
technologies and the for a strong vertical (context-based) specialisation.

– AI as technology cluster. Some participants mention other AI applications as
coevals to AI, but do not necessarily recognize them as such. Most of the
participants have a basic understanding of computational methods; image-
based techniques are mostly discussed as part of the prompts while they tend
to recall and build upon text-based techniques.

Re-invention, or “the degree to which an innovation is changed or modified
by a user in the process of its adoption and implementation” [32] can be pivotal
in mitigating uncertainties. It is essential to review the roles and tasks to be
performed by humans and machines, since their eventual overlap has emerged
as a strong source of uncertainty. It is not a coincidence that the concept of
“human-in-the-loop” recently entered the academic debate: this umbrella term
refers to the design of interactions between humans and ML algorithms that
emphasise human involvement [25]. Therefore, identifying complementary spaces
for algorithms and human-made decisions can be considered a high priority task
in the AI adoption agenda of memory organisations.

The different opinions on the relative advantages of AI applications high-
lighted in this study might either reflect the diverging interests and work prac-
tices characterising the organisations part of the “GLAMs umbrella”, or be the
result of a lack of knowledge about the limitations and opportunities that AI
applications provide. This is consistent with the need for a better understanding
of AI expressed by the participants collected under the second code equation
and with the extant literature [6,7,28,37].

Last, in the DoI framework the technology cluster comprises “one or more
distinguishable elements of technology that are perceived as being closely inter-
related” [32]. AI applications are interdependent and the fruit of an intense
research layering, which for GLAMs is largely documented in the field of Digi-
tal Humanities, having a strong historicality on text-based applications [2,13].
Applications to non-textual media had a more recent development due to tech-
nology infrastructure and computing power constraints, which might explain
why the participants were mostly presenting text-based examples.

6 Conclusions

This study attempted to explore and investigate the opinions of GLAMs profes-
sionals about AI in the context of digital preservation. The results suggest that
AI adoption in memory organisations is still in an early stage. To better under-
stand AI applications’ advantages and disadvantages, GLAM professionals need
to engage in a healthy dialogue and further experimentation to better under-
stand their implications within digital preservation. These preliminary results
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can inform further mixed-methods inquiries, which might provide a detailed pic-
ture of the innovation-decision process for specific organisations or communities
of practice.
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Abstract. When selectingworkers inmicrotask crowdsourcing platforms, a com-
mon practice of requesters is to select qualified workers by looking at the evalua-
tion results for the tasks in the past or by conducting qualifying tests for the tasks.
This sometimes misses workers who may be able to complete some of the tasks.
Increasing working opportunities for such workers has advantages not only for the
workers but also for requesters because they obtain labor resources for faster com-
pletion of tasks. However, in general, an increase in the working opportunity and
obtaining high-quality task results is a trade-off; if they choose workers whose
skill levels are above a lower threshold to increase the number of workers, the
quality of the task will be undermined. In this paper, we address the problem of
improving the trade-off in labor-intensive crowdsourcing by exploring different
task assignment strategies. For that purpose, we apply Item Response Theory to
evaluate the skills of workers and the difficulty of tasks and devise an algorithm
for assigning tasks in such a way that the variance in the number of tasks assigned
among workers is minimized trying to take advantage of the potential parallelism
of crowdsourcing. Second, we address the problem that the difficulty of the tasks
is unknown in advance. We explore an approach that uses ML outputs for diffi-
culty estimation. This paper reports on our experimental result, which shows the
potential of this approach, and discusses when this approach is effective.

Keywords: Crowdsourcing · Task assignment · Human factor

1 Introduction

Crowdsourcing services serve as one of the important platforms for supplying tasks to
people. Selecting workers to perform the task is important to keep the results of the task
of good quality.

In the assignment of micro-tasks, where sufficient information about the worker is
not always available, it is a common practice for requesters to select appropriate work-
ers by referring to tasks that workers have worked on in the past and the percentage of
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Fig. 1. The trade-off between working opportunity and task result quality. An increase in working
opportunities has advantages for both workers and requesters. However, it results in lower-quality
of task results in general. As shown in Sect. 5, we discuss how the trade-off line changes with
different task assignment methods.

correct answers in ability tests, etc. Then, requesters select workers whose ability level
is higher than the threshold. For example, Amazon Mechanical Turk allows requesters
to assign tasks only to workers whose past task approval rates are higher than a thresh-
old. This feature enables the requester to obtain high-quality task results.

However, selecting workers based solely on the average quality of task result qual-
ity in the past limits the number of candidate workers for the task, which can have a
negative impact on both the requester and workers (Fig. 1). From the requester’s per-
spective, they will encounter labor shortages and delays in task completion occur; from
the worker’s perspective, workers with sufficient skills to tackle some of the tasks may
be excluded and may not be given a chance because their past task performance is not
above the threshold. On the other hand, if we were to open our tasks to all workers, we
would lose the quality of the task results.

The purpose of this study is to pursue a better trade-off between the increase in
working opportunities and the quality of task results in labor-intensive crowdsourc-
ing. Here, we define the quality of a task result as the percentage of correct answers.
The working opportunity is the number of workers to whom tasks are assigned, and a
worker’s skill is their ability to answer a task correctly.

We compare several strategies for the trade-off. Our assumption is that considering
the difficulty of tasks and the skills of workers in task assignments will give a better
trade-off. To see whether the assumption is correct or not, we developed a strategy that
applies ItemResponse Theory (IRT) [1] to evaluate the skills of workers and the difficulty
of tasks. IRT is a theory for determining the distribution of task difficulty and worker
ability when we are given a set of tasks without known difficulty, a set of results of the
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tasks without known skills, and the set of workers who completed the tasks. IRT has
been widely used to create standardized tests such as TOEFL. IRT uses a parameter θ to
denote the ability of the worker. In the IRT model, the obtained task difficulty maps the
skill levels to the probability of giving the correct answer o the task (We will explain the
detail with Fig. 2 in Sect. 3). Namely, given a worker with skill θ and a task with known
difficulty, we can compute the probability of the worker’s giving a correct result for the
task.

The simplicity is the main reason we chose IRT.
Our research questions are as follows.

RQ1:Given a set of workers with known skills and a set of tasks with known difficulties
based on IRT, is there a practical algorithm to assign the tasks that effectively exploits
the available workers?

RQ2: Does the framework considering both task difficulty and worker skills give a
better trade-off between the size of the working opportunity and the task quality results?

Then, assuming that we find that the framework is promising, an obstacle to the
deployment of the framework is that we have a set of tasks whose difficulties are
unknown. Therefore, the last but important question is as follows.

RQ3: In what situation the task assignment considering the worker’s skills and task
difficulties is effective?

Contributions and Key Findings. The contributions of this article are as follows.
(Algorithm) We show that there is a polynomial-time algorithm that takes as inputs
the task difficulties and worker skills based on IRT, and assigns the tasks to the work-
ers considering the task quality and balanced assignment to exploit the size of working
opportunities for parallel executions. (Effects) Through the experiment, we found that
the IRT-based framework shows a better trade-off between the quality of the task and
the size of working opportunities. (Deployment)We show a deployment framework of
the approach and identify the situation in which the framework is effective; (1) there
must be some overlap between worker skills and task difficulties, and (2) we need task
features that correlate to the task difficulty in terms of IRT. We can check whether the
conditions hold before adopting the task assignment strategy.

Limitation. Our result applies to classification tasks only. Other types of tasks, such
as generation tasks and free-keyword tasks, are out of the scope of this paper. The
result appears when some conditions are satisfied, which is explained in the discussion
section.

2 Related Work

To the best of our knowledge, this work is the first that explores the better trade-off
between the increase in working opportunity and task quality results. However, there
are many studies that are related to our problem.

Involving More Workers in Task Assignment. Hashimoto et al. [8] addresses the task
assignment problem considering both the requester perspectives, such as productivity
and throughput, and working opportunities such as task participation rate and standard
deviation of the number of tasks, for a given complex workflow consisting of various
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tasks. They have shown that an assignment strategy that prioritizes worker participation
rate and standard deviation of the number of tasks among workers can be effective. The
method is based on a simple assumption that we know the required skills for each task
and the skills of workers, and the workers can always complete tasks correctly when they
match.

Huang et al. [11] proposed a method for involving workers with different language
skills in decomposed microtasks as much as possible in a video subtitling workflow and
showed that it is possible to include workers with relatively low skills in some parts of
the tasks. Again, this study assumes that the skills possessed by workers and the skills
required by tasks are given as input in advance.

In contrast to these studies, we do not start with the assumption that the skills and
required skills (difficulty for our case) are given. We need to estimate them.

In the context of spatial crowdsourcing, methods aimed at minimizing the workload
distribution among workers as social fairness [14] and sharing rewards equally among
workers [3] have been proposed. However, these methods do not take into account the
skill of the worker, which is a factor that greatly affects the quality of the results of the
task. We propose a method for estimating worker skill by IRT, in which the worker’s
skill has a significant impact on the quality of the results.

Task Assignment Considering Worker Skills. The idea of evaluating worker’s skills
towards the tasks to improve overall quality is discussed for both online task assignment
[7,9,10,12,13], and batch-based assignment. [5,6,15]. Fan et al [7] proposed an online
task assignment framework for estimating a worker’s ability to answer correctly on
tasks that the worker has not yet performed, based on the similarity between tasks and
the worker’s past performance. Specifically, a similarity graph between tasks is created
based on the task content, and a personalized PageRank is calculated using the worker’s
performance on the test task as a profile. This method has been shown to improve the
accuracy rate and throughput of assignment results. Hettiachchi et al. [9] used a method
to estimate worker performance on various tasks using a cognitive ability test to esti-
mate worker skills in tasks such as classification, counting, transcription, and sentiment
analysis, and then assigned these tasks to workers. These studies have been successful
in improving the worker’s accuracy rate. The above studies share similarities with our
method in that they estimate the skills possessed by workers and the knowledge and
abilities required for the tasks before task assignment. Mavridis et al. [15] and Duan et
al. [6] propose a batch assignment algorithm leveraging the structure of task sets and
then assigning tasks such that the workers are good at. Also, the multiskill-based assign-
ment algorithm in spatial crowdsourcing has been developed by [5]. In their work, they
consider the constraints of time, budget, and skills required for the tasks. However, the
objective functions of these works are mainly the quality and efficiency of the assign-
ment results and do not address the problem of increasing working opportunities.

3 IRT-Based Framework

In this section, we first introduce Item Response Theory. Next, we show a polynomial-
time algorithm that takes a set W of workers with known skills, a set T of tasks with
known difficulties, and a quality target Th and assigns tasks in such a way that the vari-
ance in the number of tasks assigned among the workers is minimized trying to take



Effects of Increasing Working Opportunity on Result Quality 281

Table 1. Symbol definitions

Symbols Definition

W = {w1, · · · , wn} Set of workers

T = {t1, · · · , tm} Set of tasks

tj = (j, dj) A task (j = task id, dj =Feature value of tj)

Ak ⊂ W × T Set of Assignment

assigned(wi) ⊆ T Set of tasks assigned to wi

Th Threshold of required result quality

d(Ak) Variance of number of assigned tasks among workers

ans(wki , tki) Answer of workerwki to tasktkj

ˆanskj Ground truth of task tkj

δ(·) A function returns 1 if argument is true

f(dj) A function returns the answer of task tj

g(f(dj)) A function returns difficulty of task tj

advantage of the increased working opportunity in terms of the parallelism of labor-
intensive crowdsourcing. Finally, we show a deployment strategy for the situation in
which we have tasks whose difficulties are unknown. The notations used here are sum-
marized in Table 1.

3.1 Item Response Theory

Item Response Theory [1] is a theory for determining the distribution of task difficulty
and worker ability when we are given a set of tasks without known difficulty, a set of
results of the tasks without known skills, and the set of workers who completed the
tasks. In IRT, the skill of each worker in the set W of workers is represented as a scalar
value θ in a dimension named the ability scale. In the IRT model, the obtained task
difficulty maps the skill levels to the probability of giving the correct answer o the task.

Here, people who have higher skills can answer more difficult questions (tasks)
correctly. IRT helps us to develop a good ability test in a domain as follows: given the
set of answers of workers to the set of candidate questions in the domain, IRT first
produces the estimated ability of each worker and the description of each question that
shows the difficulty of question (tasks), which is called item Characteristic Curve (ICC)
(Fig. 2). The ICC of each question shows the probability that workers with different skill
levels provide the correct answer to the question.

Therefore, given the ICCs for a set of candidate questions, we can choose good
questions for an ability test, based on the ICC of each candidate question, to estimate
the skill level of workers.

There are several variations of IRT and we adopt the 1-parameter logistic model [1]
to represent the ICC here. Let θi be a skill parameter that represents the skill of a worker
wi ∈ W . Then, the probability of correctly answering the task j (called an item in IRT)
is expressed by the following equation.

P (ans(wi, tj) = ˆansj | θi, bj) =
1

1 + exp(−D(θi − bj))
, (1)
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Fig. 2. Item Characteristic Curve in IRT. In the one-parameter model, the difficulty of a task is
represented by b, which is the skill level for giving the correct answer with a probability of 0.5.
IRT computes the CCI for each task.

where bj is a difficulty parameter of a task tj that represents the skill level for the worker
returns the correct answer with a probability of 0.5 for the task tj . D is a constant value
called the “scale factor”, and set at 1.7 for the model [1].

Given a set T of tasks (questions) and the answers to them by a set W of workers,
IRT outputs the worker skills θwi

for wi ∈ W and the ICC of each t ∈ T 1.

3.2 Assignment Algorithm

Problem Formulation. Given a set W of workers, a set T of tasks and a quality thresh-
old of the assignment result in Th, we seek a set Ak of tuples of worker and task
assignments that satisfy the following requirements (1) and (2).

(1) Keep the quality above the threshold:

1
|Ak|

∑

(wki
,tki

)∈Ak

δ(ans(wki
, tki

) = ˆanski
) ≥ Th, (2)

where ans(wki
, tki

) is the answer of wki
to tkj

and ˆanskj
is the ground truth for

tkj
.

(2) Minimize the variance of task assignments among workers:

min
Ak⊂W×T

d(Ak), (3)

where

d(Ak) =
1

|W|

|W|∑

i=1

(|assigned(wi)| − |assigned(w)|)2. (4)

1 In our paper we use one parameter model of IRT. Therefore, each ICC is represented by θwi

difficulty bj .



Effects of Increasing Working Opportunity on Result Quality 283

Algorithm 1. Assignment Algorithm
Input: T and W , each are sorted by θ
Output: Ak

1: Ak = ∅
2: for wi ∈ W do
3: assigned(wi) ← {tj ∈ T | good(wi, tj , Th)}
4: T ← T \{tj}
5: flatten(i)
6: end for

Algorithm 2. flatten(i)
Input: Ak and worker index i
Output: A′

k

1: while |assigned(wi−1)| > |assigned(wi)| do
2: move a task from assigned(wi−1) to assigned(wi)
3: flatten(i − 1)
4: end while

In this equation, assigned(wi) =
{
tkj

|(wi, tkj
) ∈ Ak

}
and |assigned(w)| =

1
|W|

∑|W|
i=1 |assigned(wi)|, which are the set of tasks assigned to a worker wki

and
the average number of tasks assigned to workers, respectively. Given the skills of the
workers and the difficulties of the task, we need an assignment algorithm to solve our
problem explained at the beginning of the section. Here RQ2 arises: whether there is
a polynomial time algorithm exists or not. We positively answer the question by con-
structing such an algorithm. Let good(wi, tj , Th) = true if P (ans(wi, tj) = ˆansj |
θi, bj) ≥ Th}, which means that it holds if wi completes tj correctly at a greater prob-
ability than Th.

Before proceeding with the algorithm, we start with the following theorem.

Theorem 1. Assume that θwj
≤ θwi

if j < i. Let assigned(wi) be a set of tasks
assigned to the worker wi. Then, the assignment is optimal in terms two objective func-
tions (1) and (2), if the following condition holds:

∀ wi ∈ W, if ∃t ∈ assigned(wi) s.t. good(wi−1, t, Th) = true

then ∀k s.t. good(wk, t, Th) = true and k < i,

|assigned(wk)| = |assigned(wi)| (5)

which means that if a worker wi is assigned to a task that the other workers with less
skills can complete, the workers with fewer skills have already been assigned the same
number of tasks as wi.

Proof. Any other assignment will increase the variance of task assignment or violates
condition (1).

Next, we give another theorem on Algorithm 1.
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Fig. 3. How Algorithm 1 works.

Algorithm 3. Pseudo code for the deployment framework
Require: W, T , T ′, Th, and the AI model f : D → V
Ensure: Ak

1: Apply IRT to T ′ and W to compute the skills of W and difficulties of T ′.
2: Find g(dj , f(dj)) that correlate with the IRT’s difficulty values for T ′.
3: Apply the Task Assignment Algorithm 1 to W and T −T ′, using {θi} for wi and estimated {bj} for tj ∈ T −T ′

based on the regressions from {g(f(dj))}.

Theorem 2. Algorithm 1 guarantees that the condition (5) holds after it halts.

Proof. The iteration (Line 2–5) proceeds with workers with incremental i (Line 2).
We assume that all tasks and workers are classified by their skills and difficulties, i.e.,
θwi−1 ≤ θwi

and bj−1 ≤ bj for all i and j. Therefore, the iteration starts with w1

who has the lowest skill. In each iteration, we assign wi to all available tasks tj if
good(wi, tj , Th) holds (i.e., wi can complete the task with a probability greater than
Th). Note that in this iteration i we have already assigned workers w1, . . . , wi−1 to all
tasks that they can complete with a probability greater than Th. Then, we we look at
the assignments to previous workers to check whether there are workers wj (j < i) s.t.
|assigned(wj)| > |assigned(wi)|.

If there exists (e.g., the left part of Fig. 3), we flatten the task assignment (Line 5,
Algorithm 2, the middle part in Fig. 3) so that the consequence of the theorem holds
(the right part in Fig. 3 at the end of each iteration for w1, ... ,wi.)

3.3 A Deployment Scenario

The previous section showed that if we know all of the worker skills and task difficulties
for all tasks in advance, there is a task assignment algorithm to solve our problem.
However, we will not know the difficulty of the tasks until we have completed the
tasks. Therefore, we cannot directly apply the idea in practice.

This section explores a scenario where the approach can be used and a potential
deployment framework for it. Through exploration, we try to find answers to RQ3: Are
there any practical deployment frameworks for this approach?
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Fig. 4. A deployment framework

In this scenario, we assume that the task is an AI-result correction task, which asks
workers to correct the AI’s output shown in each task. This kind of task is ubiquitous
in a variety of areas, such as translation [2,16,17], labeling [18,20], object recognition
[4,19]. The idea behind the deployment framework is to use the ML outputs for the
difficulty estimation.

In the framework, we do the following two things: (1) We assume an AI model2

that returns the AI’s results and its confidence level for tasks T . (2) We prepare gold
standard data for a small subset T ′ of T . We can obtain the data by asking experts to
complete the tasks.

The framework is illustrated in Fig. 4 and its pseudo-code is given in Algorithm 3.
The inputs of the framework are W of workers, a set T of tasks, a small subset T ′ ⊂ T
that has gold standard data, a quality threshold Th, and the AI model to be used in the
tasks, represented by a function f : D → V . Here, given a task feature di ∈ D for a
task ti ∈ T , f(di) returns some output vi ∈ V , which is the task result, potentially with
an associated information such as its confidence value.

First, we ask all workers in W to complete tasks in T ′ and apply IRT to the results
to obtain bi for ti ∈ T ′ and θwi

for wi ∈ W (Line 1). Then we compare the task
difficulty values in IRT for T ′ and the tasks and their outputs {di, f(di)} for T ′ to find
g(di, f(di)) that correlates with the difficulty values of the IRT for T ′ (line 2). Then
we perform a regression on the values to estimate bj for T − T ′ and apply the task
assignment algorithm (Algorithm 1) to W and T −T ′ using the estimated values (Line
3).

This deployment framework suggests that there are some prerequisites for it to
work. First, we need gold standard data for at least a small set of tasks in T . Sec-
ond, there must be some correlation between bj and the task features dj and the task’s
output f(dj). As shown in the experiment, we found that there is a case where a weak
correlation works.

2 The AI model can be the result of a multi-model ensembles.
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Fig. 5. Distributions of worker skills (Blue) and task difficulties (Orange). There is an overlap
between them. Note that wi is expected to give a correct task result at 50% probability when
θi = bj . (Color figure online)

4 Experiment

We conducted an experiment to address RQ2: whether task assignment considering
worker skills and task difficulty provides a better trade-off between task result quality
and increasing task opportunity for balanced task assignment in labor-intensive crowd-
sourcing, and RQ3: in what situation this framework is effective. For the former, we
applied IRT to a set of tasks and workers and executed the assignment algorithm shown
in Algorithm 1. For the latter, we applied the deployment framework for a scenario and
conducted a detailed analysis.

4.1 Settings and Statistics

(1) Tasks. In this experiment, we designed 100 tasks using news-aggregator-
dataset3(|T | = 100). Each task displays the text of a news article title taken from the
dataset and the result of the AI model’s classification of the text into one of the fol-
lowing categories: Economy, Business, Technology&Science, or Health. The worker is
asked to choose between two options to answer whether the result of the classification
by the AI model is correct or not. In this experiment, a Naive Bayes model was used as
the AI model, and the correct classification rate by the AI model was 92.8%.

Figures 6 and 7 show examples of easy and difficult tasks in the task set, respec-
tively, according to the IRT result in our experiment.

3 https://archive.ics.uci.edu/ml/datasets/News+Aggregator.

https://archive.ics.uci.edu/ml/datasets/News+Aggregator
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Fig. 6. One of the easiest tasks. The correct answer is ‘Technology&Science’ (option1)

Fig. 7. One of the most difficult tasks. The correct answer is ‘Other’ (option2)

(2) Platform and Workers. We recruited 100 workers on Amazon Mechanical Turk
and collected task results asking them to complete all tasks in T . We paid 0.70 USD
to each worker. Then we removed two workers who did not give complete answers.
Therefore, |W | = 98. The overall average (all workers and all tasks) of the accuracy of
task results was 0.577.

(3) Worker Skills and Task Difficulty Distributions. Figure 5 shows the distributions
of worker skills and task difficulties obtained by applying IRT to W and T based on
the task results. In the setting of this experiment, we assume that there is substantial
overlap between the two distributions.

(4) Assignment Strategies.We compare four strategies: Top, Random, Average Accu-
racy (AA), Perfect Information (PI) with IRT, and Difficulty Inference (DI) with IRT,
with a variety of Ths.

Random This assigns a randomly chosen worker to each task. In the assignment strat-
egy, each worker has an equal chance of being assigned a task, sacrificing the quality
of the result.

Top This assigns tasks only to the top N workers (N = 5) in terms of the worker skills,
i.e., the number of correct answers for task T ′.

AA We choose workers whose accuracy of the task results for T ′ are greater than Th
and assign them to tasks. This is a popular strategy in practice and therefore serves
as an important baseline.
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Fig. 8. Difficulty distribution for each task set having the same category

IRT(PI) We apply the task assignment algorithm assuming that the worker’s skills and
task difficulties for all workers and tasks in IRT are available. We may use PI for
short.

IRT(DI) We apply the task assignment algorithm in the deployment framework for
an example scenario where we have AI-result correction tasks. We may use DI for
short.

For DI, we chose 40 qualification tasks for T ′ from T . The result of each assignment
strategy will be the average of 200 trials with different T ′ randomly chosen from T . For
AA, IRT(PI), and IRT(DI), if there is no qualified worker for a task, the task is assigned
to one of the top 5 workers based on their respective skill estimation methods.

(5) Correlation between task difficulties and the feature of tasks. For DI, we need
to find g(dj , f(dj)) that correlate with the IRT’s difficulty values for T ′, so that we can
estimate the difficulty of the task T −T ′, based on the regression from g(dj , f(dj)). In
our experiment, we found that there is some correlation between the difficulty and the
label for each task (Fig. 8). Therefore, we computed the difficulty of a task in T − T ′

by taking the mean value of the difficulty parameters of tasks in T ′ (i.e., the averages
shown in Fig. 8), based on the labels estimated by the AI model for the task.

4.2 Result

Working Opportunity. Before we discuss the trade-off between the quality of the task
result and the size of working opportunity, we show the effect of our framework on
working opportunity. Figure 9 shows the number of workers assigned to at least one
task) with Th = {0.5, 0.6, 0.7, 0.8}. The result shows that PI and DI can assign more
workers to tasks than AA.
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Fig. 9. Average number of workers who can perform at least one task (Blue: IRT(DI), Orange:
AA). (Color figure online)

Theoretically, as the threshold Th increases, the number of assigned workers
decreases, and thus the variance of the number of task assignments increases. Figure 10
shows the trend of a variety of strategies. Except for the random strategy of sacrificing
the quality of the result of the task, PI and DI keep the variance low.

Trade-off between quality of task result and the size of working opportunity in
terms of the maximum number of assigned tasks for workers. Figure 11 shows
the trade-off between the accuracy of the results of the tasks and the number of tasks
assigned to each worker which becomes smaller when the number of workers increases.
The result clearly shows that IRT-based task assignment strategies (PI and DI) give bet-
ter trade-offs.

We test whether there is a statistically significant difference in the accuracy between
DI and the baseline method AA at two thresholds of 0.5 and 0.8. Here, we apply the
independent Welch’s t-test to the accuracies of the results by DI and AA to examine
the difference between them. There is a statistically significant difference when the
threshold is 0.5 (p = 0.001), and there is no significant difference when the threshold is
0.8 (p = 0.41). The above results indicate that DI has significantly higher accuracy than
AA when Th = 0.5. Even when a high threshold Th = 0.8 is given, DI can maintain
accuracy so high that there is no significant difference with AA.

Estimated Task Difficulty. Figure 12 shows the mean ratio of successful assignments
made by DI when Th = {0.5, 0.6, 0.7, 0.8}. It shows that task assignments are generally
good, although estimated difficulties are not necessarily correct. One of the reasons is
that the error causes problems only if the difficulty is estimated to be higher than the
correct one. Otherwise, the assignment of tasks remains good, as the assigned worker
gives the correct result of the task at a probability greater than Th.
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Fig. 10. The variance of a number of assigned tasks among workers with a variety of task assign-
ment strategies, varying the threshold: Random, IRT(PI), and IRT(DI) can reduce the variance.
TOP and AA are inferior because they only consider the required threshold.

5 Discussions

Our experimental results showed that the IRT-based assignment provides better trade-
offs (answer to RQ2), and it does so when the following conditions hold (answer to
RQ3):

(1) There is a substantial overlap between the distributions of task difficulties and the
skills of the workers. If there are no overlaps or only a little overlap, we will have
a trivial assignment or no assignment to guarantee the required data quality. For
example, if only a few workers have the skills to produce the correct results for
the tasks, we must assign them to all the tasks. If all tasks are easy enough for any
worker to complete, we can assign any worker to each task.

(2) There must be a certain amount of correlation between the task difficulty and the
features of the task and AI’s output for it. If there is no correlation, it would be
impossible to estimate the difficulty of the tasks. However, our experimental result
suggests that the correlation does not need to be very high because the estimation
error matters on only one side; if the skill is estimated to be less than the correct
one, the task assignment’s result will be correct. Given the above observation, there
is a practical approach to adopting the framework. First, we choose T ′ and ask all
workers to complete the qualification test. Then, we apply IRT to obtain the distri-
butions, worker skills, and task difficulties. Then, if there is a substantial overlap
between the two distributions, we look at whether there exist features of tasks and
task results that are correlated to the task difficulties. If they exist, we apply the
task assignment algorithm. Otherwise, we will take other strategies such as AA.
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Fig. 11. The trade-off between the task result quality and the size of the working opportunity in
terms of the maximum number of assigned tasks for workers. The number of tasks assigned to
each worker becomes smaller when the number of workers increases. This clearly shows that
IRT-based assignments (DI, PI) gives a better trade-off.

Fig. 12. Ratio of good assignments by DI at different thresholds.

6 Conclusion

This paper explored the trade-off between the increase of task opportunity and the task
result quality in labor-intensive microtask-based crowdsourcing, with a hypothesis that
considering the workers’ skill levels and the task’s difficulty in task assignment will
be effective. For this purpose, we applied IRT to evaluate the skills of workers and the
difficulty of tasks. We devised a principled algorithm for assigning tasks so that the
variance in the number of tasks assigned among workers is minimized, trying to take
advantage of the increase of working opportunity in terms of the parallelism of crowd-
sourcing while considering the worker skills and task difficulties. Second, we addressed
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the problem that the difficulty of the tasks is unknown in advance. We explored an app-
roach that uses ML outputs for difficulty estimation. The experimental result showed
that the approach is effective when a certain condition is met. We found a deployment
framework considering the conditions. Our future work includes extending the approach
to deal with multidimensional abilities.
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Abstract. We discuss two kinds of semantics relevant to Computer
Vision (CV) systems - Visual Semantics and Lexical Semantics. While
visual semantics focus on how humans build concepts when using vision
to perceive a target reality, lexical semantics focus on how humans build
concepts of the same target reality through the use of language. The
lack of coincidence between visual and lexical semantics, in turn, has a
major impact on CV systems in the form of the Semantic Gap Problem
(SGP). The paper, while extensively exemplifying the lack of coincidence
as above, introduces a general, domain-agnostic methodology to enforce
alignment between visual and lexical semantics.
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1 Introduction

Let us begin with a motivating example from the domain of musical instruments.
The musical instrument Koto, for instance, can be visually perceived in poten-
tially an infinite number of ways. It can be, for example, perceived as a generic
musical instrument or as a stringed musical instrument by someone who is not
familiar with Japanese music. It can also be (mis)perceived as a Chinese Zheng
or a Mongolian Yatga or a Kazakhstani Jetigen by individuals closer to Chinese,
Mongolian or Kazakhstani culture. Those who are experts in Japanese music can
perceive it as a Gakuso, Chikuso, Zokuso or Tagenso (types of Koto). Finally,
the Koto can also be Koto#2010, a specific Koto which my music academy
bought in 2010. However, the interesting observation is the fact that each of the
above (visual) perceptions can subsequently be encoded linguistically in, again,
potentially an infinite number of ways. Thus, for example, a Koto can be lin-
guistically encoded as a Koto or as a Kin or as a Jusangen (all of them being
synonyms) in Japanese [12]. The same Koto, however, being a lexical gap [8] in
any of the Indian languages can only be defined as a board zither with 13 strings
and movable bridges, without any assignment of a linguistic label.

We observe from the above motivating example that given any target reality,
there is a clear and unavoidable lack of alignment between how humans visually
perceive the target reality and how they linguistically interpret it for commu-
nication and reasoning [9,11]. In fact, the aforementioned lack of alignment is
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pervasive in Computer Vision (CV) systems and has been crystallized as the
Semantic Gap Problem (SGP) [17], viz. the lack of coincidence between a visual
data (such as object(s) in an image) and its user linguistic interpretation in a
specific context. Thus, for instance, given the perceived visual data as an image
of a Koto, it is not necessarily the case that its linguistic interpretation is codified
as exactly that of a Koto in a particular context.

We recast the SGP to be essentially the problem of a many-to-many map-
ping between Visual Semantics (encoding the visual data as in SGP) and Lexical
Semantics (encoding the user linguistic interpretation as in SGP) which gener-
ates the lack of alignment [4]. While visual semantics concentrate on how humans
recognize and mentally internalize concepts via visually perceiving a target real-
ity, lexical semantics is instead focused on how concepts are constructed by
humans via linguistically encoding mental representations of a target reality in
the form of words and word meanings in a particular language [7,8]. For instance,
given the target reality of a specific instance of Koto, the visual semantics of a
CV system (such as a smartglass) can perceive and encode the Koto at different
levels of abstraction corresponding to different partial views, each of which can
further be linguistically codified in different ways in different languages.

Towards resolving such misalignment, the goal of this paper is to introduce
a general, domain-agnostic methodology which enforces the alignment between
visual and lexical semantics. The key novelty of the methodology lies in the fact
that, differently from mainstream CV approaches (see, for example, [16,18]), the
very basis of computing visual semantics (via visual properties) [9] is independent
from that of computing lexical semantics (via linguistically grounded properties),
while still being functionally linked and aligned.

The remainder of the paper is organized as follows. Section 2 discusses and
exemplifies the notions of visual semantics and lexical semantics. Section 3 details
the SGP in terms of the misalignment of visual and lexical semantics. Section 4
illustrates the proposed methodology to align visual and lexical semantics and
thus resolve the SGP. Section 5 concludes the paper.

2 Visual and Lexical Semantics

We assume that reality is composed of substances, where substances are things
“about which you can learn from one encounter something of what to expect on
other encounters, where this is no accident but the result of a real connection”
[15]. Grounded in the above assumption, visual semantics focus on how “humans
build concepts when using vision” [9] to perceive a target reality of substances.
Such concepts generated from visual experientiality [4,5], are termed Substance
Concepts (see [10]). Notice that substance concepts are always formed from par-
tial views of a substance, such partiality arising from factors such as different
focus or different confounding variables such as occlusion, clutter etc. For exam-
ple, let us continue with the motivating case of a Koto which, in our terms, is a
substance. Further, according to the theory above, the same substance Koto can
generate different substance concepts depending on the different partial views.
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For a member in the audience of a concert where the Koto is played, the sub-
stance concept can be just a stringed musical instrument because he/she recog-
nizes that, differently from a keyboard, the Koto is played via taut strings. For
the concertmaster, the same instrument can generate the substance concept of
a Koto because he/she recognizes that a Koto has thirteen taut strings. For the
musician playing the Koto, instead, the substance concept generated can be my
koto which he/she bought in early 2021.

There are three characteristics of visual semantics, as exemplified above,
which are of key significance to CV systems. Firstly, the fact that visual seman-
tics is computed over the partially viewable visual properties [9] (e.g., thirteen
taut strings) of a substance and not over linguistically grounded properties as
is standard in mainstream CV benchmarks (see, for instance, [2,13]). Secondly,
the computation of visual semantics is hierarchical by nature, i.e., it implies the
continuous construction of a visual subsumption hierarchy [9] which taxonomi-
cally interrelates, over several levels, general and specific substance concepts. For
example, the same Koto can generate a visual subsumption hierarchy where the
most general substance concept is stringed musical instrument, the intermediate
substance concept is Koto and the most specific substance concept is Tagenso.
Thirdly and finally, the important observation that the visual subsumption hier-
archy is constructed by exploiting visual genus-differentiae [9] over visual prop-
erties. For example, while a stringed musical instrument is recognized via its
visual genus of taut strings, the visual differentia of number of taut strings tax-
onomically differentiates a stringed musical instrument into a guitar (six taut
strings) or a koto (thirteen taut strings).

Lexical semantics, on the other hand, focus on how humans build concepts
through the use of language (termed Classification Concepts as from [10]) for
a particular target reality. It does so by constructing and exploiting large-scale
(multilingual) lexical resources which are general (see, for instance, Princeton
WordNet (PWN) [14]) or domain-specific [1] in scope. The fundamental language
constructs which model the classification concepts composing such resources
include word, word sense (encoding a specific meaning of a word), synsets (a
set of synonyms having same word sense), glosses (a natural language definition
encoding the meaning of a synset) and examples (exemplifying a gloss). For
example, in the musical instrument domain hierarchy of a lexical resource, the
word Koto can be the preferred term of a synset comprising of the synonyms -
Koto, Kin and Jusangen. The synset Koto can be defined as “a Japanese stringed
instrument, consisting of a rectangular wooden body over which are stretched silk
strings, which are plucked with plectrums or a nail-like device”1.

In sync with visual semantics, there are three key characteristics of lexical
semantics which are noteworthy. Firstly, the fact that lexical semantics is com-
puted over linguistically grounded properties of a substance which might not
necessarily be visually perceptible. For example, the property of a Koto being
made of a specific kind of Paulownia wood is extravisual in nature, the details of
which can only be defined linguistically. Secondly, lexical subsumption hierarchies

1 https://www.collinsdictionary.com/dictionary/english/koto.

https://www.collinsdictionary.com/dictionary/english/koto
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[7] are computed based on linguistically grounded properties, which interrelates,
over levels, generic classification concepts with their more specific counterparts.
For instance, a lexical subsumption hierarchy about Koto can related the generic
classification concept of Koto with kotos made of different grades of Paulownia
wood, each of which is a distinct, more specific classification concept with respect
to Koto. Last but not the least, the lexical subsumption hierarchy is constructed
by modelling lexical genus-differentiae [8] out of linguistically grounded proper-
ties of classification concepts encoded in their glosses. To take an example, while
the lexical genus of the classification concept Koto is “made of wood”, the lexical
differentia “type of wood” helps differentiate (the classification concept of) kotos
made of Paulownia wood from (the classification concept of) kotos made of other
woods in the lexical subsumption hierarchy.

3 Visual Semantics �= Lexical Semantics

The root of the (in)correspondence between visual and lexical semantics lies in
the Semantic Gap Problem (SGP) which has been formally defined as “the lack
of coincidence between the information that one can extract from the visual data
[encoded by visual semantics] and the interpretation that the same data have for
a user [encoded by lexical semantics] in a given situation” [17].

There are three key dimensions (the combinations of) which result in the
lack of coincidence as mentioned above. Firstly, given a target reality (such as
an image of a musical instrument), the fact that its visual properties doesn’t
necessarily coincide with its linguistic properties as defined in a standard gloss.
This generates different non-coinciding substance and classification concepts for
the same image. Secondly, as a consequence of the above, the visual subsump-
tion hierarchy of substance concepts doesn’t necessarily coincide with the lexical
subsumption hierarchy of classification concepts formed from the target reality
in different languages. Thirdly, the differences in the choice of visual genus-
differentiae and of lexical genus-differentiae with respect to the target reality
results in potentially many visual subsumption hierarchies, each of which doesn’t
necessarily coincide with the potentially many lexical subsumption hierarchies.
We briefly exemplify below some cases of incorrespondence between visual and
lexical semantics (see Fig. 1) in the musical instruments hierarchy of ImageNet
[2] as detailed in [6].

Let us concentrate on image (1) in Fig. 1. Though the image is classified as a
good image in ImageNet [18] with a one-to-one correspondence between its visual
and lexical semantics, it isn’t necessarily the case. Depending on the focus of the
visual properties of the image, it can be visually classified as different substance
concepts such as stringed instrument (presence of taut strings), guitar (presence
of six taut strings) and acoustic guitar (absence of output jack). Out of the three
cases above, only stringed instrument respects a one-to-one alignment between
visual and lexical semantics with respect to the ImageNet label. Further, for
the same image, there can be different visual differentiae such as number of
strings, body shape or colour which can, in turn, generate mutually incompatible
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Fig. 1. Samples from ImageNet Musical Instrument Hierarchy (IL: ImageNet Label)

visual and lexical subsumption hierarchies. Similarly, image (2) can be visually
classified as stringed instrument (presence of taut strings), dulcimer (presence
of four taut strings) and Apalachian dulcimer (unique body shape), out of which
only dulcimer respects the alignment between visual and lexical semantics with
respect to the ImageNet label.

The image (3) in Fig. 1 is an example of mislabelled images in the musical
instrument hierarchy of the ImageNet. It is clear from the image that it is of
a birthday cake shaped in the form of a guitar (and thus should ideally be
encoded as a birthday cake) at the visual semantic level. However, we notice
a direct incorrespondence between its visual and lexical semantics in the form
of a wrong (ImageNet) label titled Acoustic Guitar. Image (4), on the other
hand, is a rather ambiguous image in the ImageNet. It can be visually classified
on the basis of at least two visual property - number of strings and number of
movable bridges. Each of the above properties would, in turn, generate a visual
subsumption hierarchy of substance concepts inconsistent with the other and
with lexical subsumption hierarchies in different languages.

4 Aligning Visual and Lexical Semantics

Given the exemplification of the misalignment between visual semantics and
lexical semantics in CV systems, we now introduce a general, domain-agnostic
methodology to enforce alignment between the two aforementioned semantics in
such systems. The methodology is organized into four ordered steps:

1. Step (1): Substance Concept Recognition. Identify the relevant substance con-
cepts in the visual data (such as in an image) by determining their relevant
visual properties.

2. Step (2): Visual Classification. Organize the recognized substance concepts
into a visual subsumption hierarchy by determining visual genus-differentia.

3. Step (3): Linguistic classification. Choose the language labels for each concept
in the visual subsumption hierarchy, thus transforming each such substance
concept into a classification concept.

4. Step (4): Conceptual Classification. Choose an alinguistic identifier to
uniquely disambiguate each classification concept denoted by the selected
label.
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We now elaborate and exemplify each of the above steps one by one.

Step (1): Substance Concept Recognition. This step is focused on recognizing sub-
stance concepts from substances. Visual perception, which is the reference of a
percept to the substance outside the mind [5], is incrementally facilitated by pure
percepts and compound percepts [5]. Given an encounter with a substance from
a particular partial view, pure percepts are meaningful impressions (i.e., visual
properties) of the substance generated by a single primary sense (vision) and
deposited in a memory. Pure percepts, over several sets of encounters, aggregate
to form compound percepts. Compound percepts, being agglomerated (mean-
ingful) impressions generated by the association of several pure percepts, are
essentially the substance concepts. Such evolving assimilation of newly perceived
percepts with pre-existing concepts in the memory is stored and updated in a
continuously evolving cumulative memory [9].

Let us exemplify the above step with case of three stringed musical instru-
ments - Guitar, Flute and Koto (see Fig. 1 for reference). From a certain distance,
all the three can be definitively visually recognized as the substance concept
musical instruments given their visual property of means of producing music.
From a nearer distance, though, Guitar and Koto can be recognized as the sub-
stance concept stringed musical instrument and Flute as the substance concept
wind musical instrument (the visual property being the different means of pro-
ducing sound). Finally, from an even closer examination, even the substance con-
cepts Guitar and Koto can be visually differentiated (the visual property being
the number of taut strings). Notice that the substance concept Guitar and Koto
are aggregations of several pure percepts perceived from different partial views
deposited in the cumulative memory.

Step (2): Visual Classification. The visual classification step, instead, is focused
on the modelling of the substance concepts recognized in the previous step into
a visual subsumption hierarchy. Such a hierarchy is constructed by organizing
substance concepts as a function of their visual properties via exploiting visual
genus-differentiae. Let us continue with the previous example of a Guitar, Flute
and Koto. The root of the visual subsumption hierarchy will be the substance
concept musical instruments. On applying the visual differentia means of sound
production to the visual genus musical instruments, the children substance con-
cepts would then be stringed musical instrument (the means being taut strings)
and wind musical instrument (the means being sound pipe). Further on, the
visual genus stringed musical instrument can have children substance concepts -
Guitar (six taut strings) and Koto (thirteen taut strings) based on the visual dif-
ferentia - the number of taut strings. Notice that visual genus-differentia in this
step is mapped one-to-one with the visual properties considered in the previous
step.

Step (3): Linguistic Classification. The focus of the linguistic classification step
is to exploit language labels, viz. words from an appropriate natural language or
domain language to annotate the visual subsumption hierarchy as constructed
above. This generates what we model as the lexical subsumption hierarchy
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composed of classification concepts at each level of the hierarchy. For example,
the labelling of previous visual subsumption hierarchy of musical instruments in
the Italian language will generate its Italian lexical subsumption hierarchy. The
labelling of the same visual subsumption hierarchy in Japanese will, instead,
generate its Japanese lexical subsumption hierarchy. It is worth noting that
the lexical subsumption hierarchies are distinct for each language due to lexical
gaps (as studied in [7,8]), but can also be highly egocentric depending on one
single individual’s purpose [3]. Further, the classification concepts and the lexi-
cal subsumption hierarchy definitionally correspond one-to-one to the substance
concepts and visual subsumption hierarchy from the previous step.

Step (4): Conceptual Classification. The conceptual classification step formally
identifies each concept in the lexical subsumption hierarchy with unique alinguis-
tic or language independent identifiers, thus mitigating any remaining linguistic
phenomena such as polysemy, homonymy and synonymy [8]. In the process,
this step also facilitates disambiguation of classification concepts from language
labels to uniquely machine-identifiable classification concepts for computational
reasoning, analytics and communication purposes. For example, the classifica-
tion concept Guitar and Koto can be assigned the unique identifers 1278956
and 9998705 respectively to computationally disambiguate them.

There are three crucial observations. Firstly, the fact that the four steps
(individually and in unison) of the methodology enforce a one-to-one align-
ment between visual and lexical semantics, thus eliminating the many-to-many
mapping between them existing in a particular context. The experiment design
and execution reported in [6] for (a subset of) the musical instruments hierar-
chy of the ImageNet elucidates how such an alignment is enforced in practice.
Secondly, notice that the algorithmic implementation of the methodology (see
[6,9] for implementation and preliminary results) as described above is contin-
ual and domain-agnostic in nature. A CV system grounded in the methodology
would thus be able to, for any domain, continually recognize substance concepts
and incrementally generate, refine and disambiguate substance and classification
concept hierarchies. Recent efforts in the direction include the ongoing project
Media UKC [5], a multimedia extension of the multilingual lexical semantic
resource Universal Knowledge Core (UKC) [7,8]. Finally, as reported in the
experiments performed in [6], there is a considerable improvement in (image)
classification accuracy when state-of-the-art (CV) neural network models are
trained on ground truth generated following the proposed methodology above.

5 Conclusion

The paper introduced Visual Semantics and Lexical Semantics in the context of
CV systems and exhaustively exemplified the misalignment between them. As a
solution to such misalignment, the paper introduced a general, domain-agnostic
methodology over four ordered steps to enforce alignment between the two kinds
of semantics in a particular context.
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Abstract. Hit song prediction, one of the emerging fields in music infor-
mation retrieval (MIR), remains a considerable challenge. Being able to
understand what makes a given song a hit is clearly beneficial to the
whole music industry. Previous approaches to hit song prediction have
focused on using audio features of a record. This study aims to improve
the prediction result of the top 10 hits among Billboard Hot 100 songs
using more alternative metadata, including song audio features provided
by Spotify, song lyrics, and novel metadata-based features (title topic,
popularity continuity and genre class). Five machine learning approaches
are applied, including: k-nearest neighbours, Näıve Bayes, Random For-
est, Logistic Regression and Multilayer Perceptron. Our results show
that Random Forest (RF) and Logistic Regression (LR) with all features
(including novel features, song audio features and lyrics features) outper-
forms other models, achieving 89.1% and 87.2% accuracy, and 0.91 and
0.93 AUC, respectively. Our findings also demonstrate the utility of our
novel music metadata features, which contributed most to the models’
discriminative performance.

Keywords: Hit song prediction · Music information retrieval ·
Machine learning · Text processing

1 Introduction

Music labels spend more than $4.5 billion every year discovering new talented
artists and producing popular songs [1]. Precipitated by the growing importance
of online digital music platforms and recent advancements in machine learn-
ing and big data technologies, a new research area called hit song science has
attracted increasing attention [2]. A successful hit song prediction approach could
bring considerable benefits to many music lifecycle stakeholders. Early hit song
prediction studies illustrate the complexity of this problem, delivering only weak
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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classification results [3–6]. In recent years, more advanced approaches have been
able to accurately predict hits and non-hits using audio features [7–13]; how-
ever, many other potentially useful sources of information about the songs are
also available. In this study, we employ 12 Spotify audio features (energy, live-
ness, tempo, speechiness, acousticness, time signature, key, duration ms, loud-
ness, valence, mode and danceability), these features are drawn directly from
Spotify, together with novel features based on Billboard music metadata (pop-
ularity continuity, genre class and title topic), as well as the topics extracted
from the songs’ lyrics to identify Top 10 hits among Top 100 hits. To our knowl-
edge, this work is the first attempt to improve hit song prediction by extracting
features from the topic of song titles and by using a song’s prior popularity infor-
mation. We examine the effectiveness of these novel features together with song
audio and lyrics features for hit song prediction using a variety of machine learn-
ing approaches, including k-nearest neighbours (kNN), Näıve Bayes (NB), Ran-
dom Forest (RF), Logistic Regression (LR) and Multilayer Perceptron (MLP).
Our findings demonstrate the utility of the new features and provide state-of-
the-art prediction performance, as well as providing promising avenues for future
work in this area.

2 Related Work

Hit song prediction (HSP) has been investigated frequently in recent decades.
Much seminal work failed to accurately predict hit songs, with some work even
suggesting that popularity was not predictable [4,5]. An early approach by Dha-
naraj and Logan [3] achieved promising results by using a SVM model to clas-
sify top 1 songs through acoustic and lyrics data. However, they provided only
scant details about their data gathering, feature engineering, model training and
parameter optimization procedure and found textual features to be more predic-
tive than audio analysis. Salganik et al. [4], and Pachet and Roy [5] attempted
to reproduce Dhanaraj and Logan’s work but failed to achieve a similar level of
accuracy.

Various algorithms have been applied to tackle this task, among them: Logis-
tic Regression (LR), Support Vector Machine (SVM) and Neural Networks (NN)
are commonly used [3,6,8,11]. Ni et al. [7] gained promising results in predicting
UK Top 5 hits on the Top 40 single song charts, but again little implementation
detail was provided. Fan and Casey [11] used LR and SVM models to predict
British and Chinese hit songs but found that audio features worked better for
predicting Chinese hits than British ones, and that textual features worked best
overall.

Herremans et al. [6] focussed particularly on dance songs and classified hits
using five machine learning models. Their research affirmed the importance of
audio features; however, they achieved relatively poor accuracy results, perhaps
due to their use of a large number of features without performing any feature selec-
tion. Georgieva et al. [8] compared six machine-learning algorithms when conduct-
ing Billboard hit song prediction; the most successful algorithms were LR and a
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NN with a single hidden layer. Their work also demonstrated the utility of Spo-
tify’s audio features for this task. Nasreldin [12] did similar research but identified
XGBoost as the top performing classifier; in their study the SVM model performed
the worst. As they only use the raw data without any feature selection, they only
achieved accuracy results similar to those of Herremans et al. [6]

Recently, Zangerle et al. [15] adopted deep neural networks and treat HSP
as a regression task, and their experimental results show that the wide and
deep neural network-based approach performed best, achieving 72.04% accuracy.
However, the common problem with deep neural networks is that their results
are hard to interpret. Essa et al. [16] tried to solve the HIS task by using both
classification and regression models. They considered audio features alone and,
through adopting seven machine learning models, they achieved results suggest-
ing that both machine learning approaches (classification and regression) can be
used for HSP.

Although previous studies have made a large contribution to this topic, it is
still unclear which features can be used to successfully classify hit songs when
including audio features, music metadata and song lyrics, and in what combi-
nation. Audio features have shown promise, but only raw terms have been used
to construct features to date [5–7]. Textual features have rarely been adopted in
hit song prediction tasks and, although Singhi and Brown [17] did attempt to
extract 31 song lyrics features and build SVM model to predict hit songs, the
performance achieved was not inspiring.

3 Data and Methodology

3.1 Data Collection and Preprocessing

To investigate hit song prediction, we obtained Billboard hot 100 songs data from
the open-source platform data.world named “Billboard Hot-100 Songs 2000-2018
w/Spotify Data+Lyric”1. The dataset includes all songs in the Billboard hot
100 weekly charts from 2007 to 2017, as well as audio features, metadata and
lyrics of each song provided by Spotify. The raw dataset includes 33 attributes
in total. We firstly remove the irrelevant features (e.g., spotify link, video link,
analysis url). Then, we define “hits” in this context to be songs whose highest
position in the Billboard Hot 100 list was at rank 10 or above to produce a binary
classification of “hit” (1) that at some point reached the Top 10 or “not-hit” (0)
that never reached the Top 10. The features used in this study include those
engineered based on metadata (e.g., weeks, song title, music genre), 12 Spotify
audio features, as well as lyrics of each song. 273 songs had missing audio features
data and/or lyrics, and were subsequently removed as it would not be possible
to extrapolate or estimate such features. This left 3581 unique songs in the final
data set: 507 hits and 3074 non-hits.

1 data.world/typhon/billboard-hot-100-songs-2000-2018-w-spotify-data-lyrics.

https://data.world/typhon/billboard-hot-100-songs-2000-2018-w-spotify-data-lyrics
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3.2 Feature Engineering

We engineered several additional features to augment the existing metadata fea-
tures from the original Billboard data and the Spotify audio features. Popular-
ity continuity was created to represent the sum of each song’s popular duration
(i.e., how many weeks it had already been listed in the hot 100 chart prior to
the week of interest). Songs already present in the chart for more than 50 weeks
were assigned a 3; those present for between 20 and 50 were assigned to 2; those
between 10 and 20 were assigned 1; otherwise, a song was assigned 0. Unlike
classical music, popular music has relatively rapid iterations [19]. The majority
of songs only remain in the chart for a short period, typically less than 20 weeks.
Therefore, we assign a number based on 3 duration splits where the assigned
numbers are only based on weekly duration data. The song title topic feature
was created based on the song title. We removed symbols, punctuation, short
terms (i.e., fewer than 4 chars) and stopwords from the data, then, inspired by
[3], used a bagofwords representation with Latent Dirichlet Allocation (LDA)
to extract topics from the song titles. In total, ten topics were extracted, and
each song was assigned to the topic number with the highest probability for that
song in θ. The numerical variable named genre class was created to replace the
existing string variable broad genre in which each genre was assigned a numerical
value: 1 to 6 representing country, electronic dance music (edm), pop, r&b, rock
and rap music respectively. We treat song lyrics similar to how we treat song
titles, the only difference being the number of topics: 20 topics were extracted
from the lyrics. This is because lyrics are far longer than titles, thus providing
sufficient data to extract a larger number of more meaningful topics. Each song
was assigned to the topic number with the highest probability for that song in θ.

3.3 Training Environment

Min-max normalization method was applied to accelerate the algorithm con-
vergence speed [16]. After preprocessing and feature engineering, a total of 16
features were used for model building. We treat each song as an individual, tem-
poral factors were not considered in our experiment, the data were split into
training and testing sets using a ratio of 80:20 and, due to the relatively small
size of the overall data set, 5-fold cross validation was applied instead of an
individual validation set. Due to the highly imbalanced classes (i.e., most songs
are not top-10 hits), Synthetic Minority Over-Sampling (SMOTE) was adopted
inspired by Chawla et al. [18], which could effectively increase the accuracy of
minority class (hit song) prediction. In this paper, 5 nearest neighbours have
currently used to over-sampling the minority class (hit songs). resulting in a
final training set of 4918 songs (including hits 2459 and 2459 non-hits). For-
ward feature selection was carried out. All models were trained and tested using
KNIME 4.4.02.

2 https://www.knime.com/.

https://www.knime.com/
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3.4 Model Setup and Optimisation

This study examined five commonly-used machine learning approaches from the
prior literature, and all the model parameter tuning has been using 5-fold cross
validation. The model hyperparameter and their optimum values are shown in
Table 1.

k-Nearest Neighbour (kNN). We tested values of k between 1 to 20 to seek for
more appropriate neighborhood distance when predicting hit songs, and when
we tuned the hyperparameter to k = 1 has achieved most effective accuracy.

Näıve Bayes (NB). We tested the default probability from 0.001 to 1 every 0.01,
the best setting was default probability = 0.031.

Random Forest (RF). When using RF to train our model, the different split cri-
terion algorithm provides varied performance, which includes information gain,
information gain ratio, and Gini index. We tested the number of models of all
algorithms from 50 to 1000 every 50, and the Gini index achieved best perfor-
mance at 600 numbers of models.

Logistic Regression (LR). We tested four ways to solve the equation, iteratively
reweighted least squares with Gauss, iteratively reweighted least squares with
Laplace, stochastic average gradient with Gauss, stochastic average gradient
with Laplace. We find out using iteratively reweighted least squares with Laplace
regularization to solve the equation is more effective. The Laplace equals to 3
has been accepted as best performance.

Neural Network (NN). Multilayer perceptron (MLP) model consisting of an input
layer, a hidden layer, and an output layer has been conducted in this study.
We tested the Maximum number of iterations from 500 to 5000 with 500 stop
sizes, Number of hidden layers and Number of hidden neurons per layer from
1 to 25 was measured every 3. The best parameter tuning result is 4500, 4, 22,
respectively.

Table 1. All model hyperparameter tuning optimization value.

Classifier Hyperparameter Value

kNN K value 1

NB Default probability 0.031

RF Gini index: number of models 600

LR Laplace 3

NN Maximum number of iterations 4500

Number of hidden layers 4

Number of hidden neurons per layer 22
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4 Findings, Results and Limitations

Our results include an analysis of accuracy, as well as AUC and the number of
features used as a measure of parsimony (see Table 2 and Table 3). We compare
models trained using all features, including our novel engineered ones, audio fea-
tures and lyrics features together, against three “baseline” models, audio features
alone, audio features and original metadata features, as well as novel features
and audio features model. It is notable that Random Forest (Accuracy = 89.1%,
AUC = 0.91) and Logistic Regression (Accuracy = 87.2%, AUC = 0.93) with all
features performed best according to both metrics. Logistic Regression with
Laplace regularisation achieves the best AUC score while only using 4 features.
According to Han et al. [20], the reason L1 regularisation is more appropriate to
this task could be it capable of reduce the coefficients of some features to zero
and generate a spare solution. Random Forest achieved the best accuracy result,
but required seven features to train the model, which leads to longer training
times, and poorer explainability. MLP shows average performance in this task;
this model requires a maximum number of features according to Table 2, and
longest training time to achieve the best result, perhaps because the volume of
the data available is insufficient to train the network well. Näıve Bayes performs
worst on accuracy, but better on AUC score, which means this model has great
ability on identifying hits but weak on identifying non-hits.

Table 2. Features selected for each model.

Classifier Accepted feature combination

kNN popularity continuitya, song title topic, genre class, energy,
liveness, key, lyrics topicb

NB popularity continuity, genre class, key, loudness

RF popularity continuity, genre class, song title topic, key,
valence, energy, lyrics topic

LR popularity continuity, genre class, lyrics topic,
danceability

NN popularity continuity, genre class, key, song title topic,
lyrics topic, acousticness, liveness, tempo, danceability

a Novel features are marked in italics.
b Lyrics feature is marked in bold.
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Table 3. All model training and test results summarisation and comparison.

5-fold CV accuracy 5-fold CV AUC Model test accuracy Model test AUC

KNN (Audio) 83.98% 0.847 79.92% 0.530

KNN (Metadata+audio) 90.85% 0.917 82.08% 0.748

KNN (NFEa +audio) 93.79% 0.930 86.05% 0.775b

KNN (NFE+audio+lyrics) 94.31% 0.937 86.38% 0.745

NB (Audio) 62.71% 0.697 42.82% 0.609

NB (Metadata+audio) 82.78% 0.915 71.13% 0.899

NB (NFE+audio) 86.26% 0.924 74.76% 0.922

NB (NFE+audio+lyrics) 86.23% 0.931 78.52% 0.900

RF (Audio) 79.22% 0.876 71.13% 0.629

RF (Metadata+audio) 91.62% 0.977 74.76% 0.869

RF (NFE+audio) 93.84% 0.980 87.59% 0.908

RF (NFE+audio+lyrics) 95.1% 0.989 89.12% 0.912

LR (Audio) 61.26% 0.649 57.88% 0.603

LR (Metadata+audio) 84.83% 0.917 83.54% 0.927

LR (NFE+audio) 86.15% 0.928 86.47% 0.923

LR (NFE+audio+lyrics) 87.07% 0.933 87.17% 0.927

MLP (Audio) 68.20% 0.756 63.60% 0.563

MLP (Metadata+audio) 87.48% 0.923 76.85% 0.847

MLP (NFE+audio) 88.0% 0.929 79.36% 0.734

MLP (NFE+audio+lyrics) 90.04% 0.931 84.66% 0.808
a NFE stands for abbreviation of novel feature engineering.
b The best preformance has been marked in bold.

Compared to the baseline method, all the model test accuracy results with
our novel metadata features provided significant performance improvement seen
in Table 3, which proved our novel metadata features have contributed impact to
HSP task. When adding song lyrics topic features, the accuracy score of all mod-
els are slightly increased, the AUC score of kNN and NB are decreased for .030
and .022 respectively, probably because the lyrics topic increase the complexity
of features, which might be hard for both algorithm to classify the patterns of
hits and non-hits. The novel variables almost frequently in the list of automat-
ically selected features as shown in Table 2, demonstrating their discriminative
power. The utility of popularity continuity indicates that the longer a song in a
particular genre can maintain a position in the charts, the more likely it is to
become a hit song. Certain topically-coherent sets of terms, such as love, girls,
life, and hearts are more likely to appear in the hits than non-hits, as captured
in the song title topic and lyrics topic feature. Based on the ablation studies,
some of the Spotify audio features such as key, liveness, energy, and danceabil-
ity are also important when classifying hit songs but less consistently so than
our novel features and song lyrics feature. The contributed features are varied
between each model. Compared to song title topic, song lyrics feature shows
more contribution when using these two features together to identify hit songs.
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The result of this study supports the findings of [6,8,13,14] that music meta-
data, audio features and lyrics can be used to classify hit songs through machine
learning approaches. Adding all features together has achieved the best perfor-
mance of all models. Moreover, we have been able to outperform the baseline
results of [8–10], as their work achieved an accuracy score around 60% to 87%
compared to our work, which gave accuracy scores around 79% to 89%.

As future work, we intend to further enrich our models by developing more
features based on, for example, music reviews and social tags. More complex
and granular genre classifications such as different types of music from various
cultures, like Latin music or dance songs from India could be used to extend our
model. Furthermore, a larger dataset covering a longer period will be examined.
As the hit songs identified in our study can be defined as extremely popular
songs (top 10 among100), the model generalisation ability may need more tests,
particularly adding songs never achieved in billboard top 100. The substance of
a hit song may change over time, and we will consider more complex models that
include temporal aspects to model changes in genres and topical popularity over
time. Other audio-based features could also be considered, such as Mel-frequency
Cepstral Coefficients (MFCC) and compared with the Spotify audio features.
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Abstract. The number of malicious bots is increasing rapidly with the
growing popularity of social media. We evaluate the importance of 19
commonly used features for Twitter bot detection. Our goal is to pro-
pose a set of minimal user-specific features for developing scalable Twit-
ter bot detection systems. To identify the most important features, we
apply three model inspection methods - Permutation Importance (PI),
SHapely Additive exPlanation (SHAP), and Local Interpretable Model-
agnostic Explanations (LIME). We find that the number of followers,
friends, and favourites, and the rate of Tweets, making friends and lik-
ing Tweets are the most important user-specific features for Twitter
bot detection. We apply the Wilcoxon signed rank test to compare the
performance of the models trained using all features, using the impor-
tant features and the features not found as important in our evaluation,
respectively. We observe that there are no significant differences between
the performance of the models trained using all features and the mod-
els trained using the important features. On the other hand, the models
using the unimportant features by our evaluation show statistically sig-
nificant poor performance. We demonstrate that the above six features
are sufficient to identify Twitter bots.

Keywords: Social bot · Feature evaluation · Model inspection ·
Scalable twitter bot detection

1 Introduction

Twitter has become a popular publishing media for anyone to create and dissem-
inate contents to a large online population. While social media platforms have
many benefits to offer, their adversarial use is not uncommon. For instance, mali-
cious actors exploited social media to spread deceptive and malicious contents
to create social and political upheaval [13] and health hazards [23]. Malicious
bot detection is an important task for preventing the ill affects of social media.

Researchers have proposed innovative solutions based on machine learning
(ML) models to detect malicious bots on the Twitter platform. These ML mod-
els are trained using features extracted from contents (e.g., Tweets) and user pro-
files. Popular users’ features include the number of friends, followers, the number
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
I. Sserwanga et al. (Eds.): iConference 2023, LNCS 13971, pp. 312–327, 2023.
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of interactions, the rate of making friends, and followers [8,24,29,32]. Popular ML
classifiers used for Twitter bot detection include Random Forest (RF), AdaBoost
(AB), Logistic Regression (LR), and Decision Trees (DT) [27]. RF is a tree-based
ensemble classifier and found to be the best performing classifier for Twitter data
analysis [27,31]. In this work, we apply advanced tree-based ensemble classifiers
such as Light Gradient Boosted Machines (LGBM), XGBoost and Extra Trees and
find that these classifiers perform better than RF for bot detection.

A recent study by Cresci [4] highlights that due to the evolving nature of the
bots existing bot detectors can detect a very few of the recent bots. Consequently,
only 5% of the recent bots are being removed [6] from the social media platforms.
There is a need for bot detection methods which can be adapted to recent bots
easily. This can be achieved by careful selection of features.

The number of features used by the bot detectors varies in the literature.
Varol et al. [27] used 1150 features. On similar datasets, Yang et al. [31] and
Gilani et al. [14] achieved similar performance using 20 and 21 features respec-
tively. To detect a different type of bot, Cresci et al. [5] used 19 features. The
type of features mostly depends on the availability of the annotated data. How-
ever, it is essential to find an optimal set of features to develop bot detection
models since the volume of Twitter data is huge and scalability is important for
recent bot detection.

Some features are more important than others. For example, the number
of characters in Tweets posted by bots will be similar to human users since the
malicious bot will try to mimic non-malicious posts to maximize likes and shares
to increase visibility and reliability (as non-malicious users). Thus, the number
of characters in Tweets is not an important feature whereas the number of likes
and shares are important.

Interpretable classifiers provide mechanisms to retrieve feature importance
from the structure of the classifiers. For example, the variable importance in RF
[2] or coefficients in logistic regression classifiers [3]. For non-interpretable classi-
fiers, we need to use model agonistic measures such as Permutation Importance
(PI) [1], SHapely Additive exPlanation (SHAP) [18] and Local Interpretable
Model-agnostic Explanation (LIME) [22]. In this paper, we refer to these model
agonistic measures as model inspection approaches as these measures work on
trained classifiers and inspect the differences between the performance of the
classifiers to estimate feature importance [3].

Scalability and dynamic contents are two major research challenges involving
Twitter data analytics. Twitter is evolving every day, providing a huge amount
of “user” and “content” data [31]. The large volume of Twitter data processing
is very resource-intensive. Dynamic content refers to the evolving contemporary
subjects discussed on Twitter. For example, COVID-19 related information, as
well as misinformation, has been dominating Twitter for the past two years, and
now the “Russia-Ukraine war” is taking over COVID-19 related tweets. Due to
the changing nature of Twitter contents, analytics tasks, such as bot detection
using content information will not perform well on future data streams.
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In addition to ever-changing contents, bot creators change strategies to make
bots invisible to existing detection methods. Therefore, more research is needed
to develop methods that do not rely on content information i.e., methods lever-
aging information that are similar in characteristics among different types of
bots across various datasets (e.g., user information).

The specific contributions of this paper are:

1. We combine three state-of-the-art model inspection approaches - Permuta-
tion Importance [1], SHAP [18], and LIME [22] to identify six most important
features for Twitter bot detection. Using three importance measures makes
the results more reliable than previous approaches. To the best of our knowl-
edge, we are the first to use multiple feature inspection approaches to identify
important features for bot detection.

2. We evaluated ten classifiers on ten Twitter datasets. Our evaluation includes
both traditional classifiers such as RF, DT, LR, etc., and advanced classifiers
such as Gradient Boosting. We found that advanced classifiers outperform
currently preferred RF classifier on Twitter datasets [27,31].

3. Our comprehensive evaluation showed that six features - number of followers,
friends, and favourites and frequencies of Tweets, making friends and liking
Tweets are the most important features for developing bot detection systems.
This result is important as using only six features will increase scalability, one
of the existing problems in large Twitter analytics datasets.

2 Do All the Features Equally Contribute to Bot
Detection?

In Sect. 1 we argue that all features do not contribute equally to bot detection.
To see it concretely, we use predictive power score (pps) which is a measure
of arbitrary predictive relationships (both linear and non-linear) between two
variables [9,28]. Given two variables x and y, pps score is calculated by building
a predictive model e.g., decision tree using x as feature and y as the target. A
pps score 0 implies x cannot predict y better than a näıve baseline model and a
score 1 implies the perfect predictability.

In this section, we demonstrate that not all features are useful or equally
important for bot detection. There are mainly two types of features in Twitter
datasets, they are content features and user features. Features related to Twitter
contents or Tweets vary in different datasets according to the trending discus-
sions at the time of data collections. The user features are extracted from the
user profiles of Twitter users and do not depend on trending topics i.e., they do
not change according to the discussions.

Table 1 shows the 19 user features we used in our empirical study. These
features are the user features commonly used in literature on bot detection [30,
31]. In our experiments, we do not use the ‘verified’ feature, as it is already
declared to be authentic or non-malicious users by Twitter. User age (uage)
is used to derive features f8, f9, f10, f11 and f13. User age is defined as the
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Table 1. Twitter features used for bot detection.

ID Feature Type ID Feature Type

f1 Whether the user has a default profile Binary f11 The ratio of favourites and user age
f6

uage
Real

f2 Whether the user has a background image Binary f12 The ratio of followers and friends
f4
f5

Real

f3 Number of statuses posted by the user Integer f13 The ratio of user’s list growth
f7

uage
Real

f4 Number of followers Integer f14 Number of characters in the screen name Integer

f5 Number of friends Integer f15 Number of digits in the screen name Integer

f6 Number of favourite Tweets Integer f16 Name length Integer

f7 Number of lists the user belongs to Integer f17 Number of digits in the name Integer

f8 The ratio of status during user’s age
f3

uage
Real f18 Length of user’s profile bio Integer

f9 The ratio of followers obtained
f4

uage
Real f19 Likelihood of the screen name Real

f10 The ratio of friends made in user’s age
f5

uage
Real (e.g., random, or authentic)

difference between the time the data was collected and the time the account was
created.

We hypothesize that if the features f1, f2, · · · , f19 equally contribute to bot
detection, they will have similar pps scores i.e., pps(f1,bot) = pps(f2,bot) =
· · · = pps(f19,bot). Here, the target ‘bot’ indicates human or bot accounts. We
also hypothesize that if pps(fi, fj) is high, then fj should not be used in model
building as fj is highly correlated to fi and fi accurately predicts fj .

We use pps scores in two ways. Firstly, we compute pps scores between each
feature and target ‘bot or human’ which indicates contributions of features to
bot detection. Secondly, we compute pairwise pps scores between all features
which reveals if there is any highly correlated feature. We use all ten datasets
shown in Table 2 and take the average pps scores for comparisons. The pps scores
of the features on the ten datasets are illustrated in Fig. 1a.

Fig. 1. (a) Predictive power of the features to detect bots. (b) Predictive power of the
features in the x axis to predict the features in the y axis

Figure 1a depicts the contribution of features for bot detection. The figures
shows that all features do not contribute equally to bot detection task. Moreover,
the predictive power of an individual feature is not very high (less than 0.40)
which means none of the features can detect bots independently. Figure 1b shows
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that feature f3 can predict f8 to some degrees. Similarly, f4 predicts f9, f5
predicts f10 and so on. We can interpret some of the correlations in Fig. 1b.
For example, from Table 1, we see that f8 and f9 are computed using f3 and
f4 respectively. Hence, these predictability scores are not arbitrary. However,
we do not use pps score for evaluating feature importance as pps works only
on individual features. A high value of pps(fi,bot), 1 ≤ i ≤ 19 indicates that
fi is important for bot detection, but fi may not contribute highly in presence
of other features. Hence in the next section, we proposed a new method which
uses three model inspection methods to identify most important features for
bot detection. The identified important features should be used for developing
scalable bot detection systems.

3 Proposed Feature Evaluation and Identification
Method

An overview of our evaluation method is illustrated in Fig. 2. There are three
main steps in our evaluation. Firstly, we identified the best performing classifiers
from ten classifiers trained on each of the ten datasets. Secondly, we applied three
model inspection methods on each best classifier corresponding to each dataset
to identify the most important features according to the contribution of the
features for Twitter bot detection. Then, we rank the features according to their
contributions computed by each model inspection method. Finally, we identify
the minimal feature set F ′ by aggregating the ranks of the features on all the
datasets.

Fig. 2. An overview of the proposed evaluation method.

3.1 Identifying the Best Performing Classifiers

We cast the bot detection problem as a binary classification problem with the
target class representing bot and benign human users. Let a set of Twitter
datasets be D = {D1,D2, · · · ,Dn} and a set of classifiers C = {C1, C2, · · · , Cm}.
To identify, which classifier Ci performs best on a dataset Dj , we train all
the classifiers in C on all the datasets in D and Ci performs best on Dj if
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per(Ci,Dj) = max1≤i≤m per(Ci,Dj), 1 ≤ i ≤ m ∧ 1 ≤ j ≤ n. Here, per(Ci,Dj)
is the performance of Ci on Dj according to some performance metric such as
accuracy or F1 score.

A summary of the ten datasets in our evaluation is given in Table 2. For each
dataset, Table 2 shows the Dataset name, the research introducing the dataset
(Source), the number of users in each class (Bot and Human), and a short descrip-
tion of the dataset. These datasets have different characteristics and have been
used for malicious bot detection. We followed [30,31] to prepare the datasets. In
the original sources, some datasets included only human accounts or only bot
accounts [30]. We combine the single-class datasets to prepare the training set.
For example, the pron-celebrity dataset is formed by combining two single
class datasets pronbots and celebrity. Another single class dataset verified
is randomly sampled and combined with vendor-purchased and botwiki to
form vendor-verified and botwiki-verif- ied datasets respectively. Sim-
ilarly, political-botometer is a combination of botometer-feedback and
political-bots.

Table 2. Summary of the evaluation datasets.

Dataset Source Bot Human Description

caverlee [17] 22223 19276 Bot accounts and legitimate human accounts

cresci-rtbust [19] 353 340 Bots and humans accounts sharing Italian retweets

cresci-stock [7] 7102 6174 Humans and bots sharing malicious financial tweets

gilani [14] 1090 1413 Manually labelled bots and humans accounts

midterm [31] 42446 8092 Human and bot accounts discussing politics during 2018 U.S. midterm election

botwiki-verified [30,31] 698 994 Bots from botwiki.org archive and verified human accounts

political-botometer [30] 201 380 Political Twitter bots, human and bot accounts reported by Botometer users

pron-celebrity [30] 17882 5918 Bots involving Twitter scams and verified celebrity accounts

vendor-verified [30,31] 1087 993 Vendor purchased fake follower accounts and verified human accounts

Twibot-20 [11] 6589 5237 Human accounts are verified accounts and bots are annotated manually

The ten classifiers considered in our study are k-Nearest Neighbor (KNN),
Decision Tree (DT), Logistic Regression (LR), Support Vector Machines (SVM),
AdaBoost (Ada), Gradient Boosting (XGB), Random Forest (RF), Extra Trees
(ET) and Light Gradient Boosting (LGBM). Among these classifiers, RF is the
most popular one [31]. Similar to RF, Ada, XGB, ET, and LGBM use decision
trees as base classifiers. However, they use different strategies to build the trees.
These tree-based ensemble classifiers perform better on traditional non-social
media datasets.

As for estimating the performance of the classifiers, we used cross-validation
(CV). For datasets having less than 1000 samples, we used 3 folds CV and for
the other datasets, we use 5 folds CV.

We evaluated our proposed approach using the macro averaged F1-score
obtained by computing the harmonic mean of Precision and Recall. F1-score
is a better choice than precision or recall for accessing classifiers’ performance
on imbalanced datasets. Macro averaging calculates F1-score for each class indi-
vidually and then computes the unweighted average. Therefore, all target classes
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have the same influence on the performance despite an inequal number of samples
per class. Note that some of our datasets are imbalanced i.e., have an unequal
number of human and bot accounts.

3.2 Feature Ranking by Model Inspection Approaches

Each dataset Di ∈ D is a collection of Twitter users described by a set of features
F = {f1, f2, · · · , f19}. The details of the features are introduced in Sect. 2. We
trained the classifiers C using features F . For the caverlee dataset (see Table 2)
all the 19 features shown in Table 1 are not available in the original source.
We used the available features - f3, f4, f5, f8, f9, f10, f12, and f18 for caverlee
dataset. The goal of this work is to identify a small number of features for
malicious bot detection. That is, from the features F = {f1, f2, · · · , f19} we want
to select a subset F ′ = f1, f2, · · · , fp such that p < 19 and F ′ only includes the
most important features for the malicious bot detection task. We call a feature
fi ∈ F important if removing fi i.e., F −fi significantly affects the classification
performance of a classifier. We estimate the contributions of features using model
inspection approaches [1,18,22].

Instead of using feature importance provided by interpretable algorithms such
as DT and LR, we are using model agonistic approaches such as Permutation
Importance (PI) [1], Shapely Additive explanation (SHAP) [18], and Local Inter-
pretable Model-agnostic Explanation (LIME) [22]. Interpretable algorithms are
useful for small problems with very few variables. They become uninterpretable
with the increasing complexity of the classification tasks. For example, a 20 level
DT is hard to interpret. A previous study [25] showed that RF importance is
biased towards the variables selected for tree construction. This bias also exists
in other tree-based methods such as ADA, XGB, and LGBM. Another study
[16] shows that linear models and RF generated inconsistent importance. More-
over, our results in Table 3 indicates that DT and LR did not achieve the best
performance on any of the datasets.

Given a trained classifier and training data, the model inspection methods
i.e., PI, SHAP, and LIME provide a list of features with the contributions of the
features towards the classification task. Higher contribution means higher impor-
tance. We used this feature contribution list to rank the features in ascending
order where the smallest rank represents the most important feature. We use
ranks as the results produced by the three methods are not comparable.

To obtain a reliable estimate of feature importance, we aggregated the ranks
from the three model inspection methods. These methods can produce incon-
sistent results due to the different approaches used for computing contributions
of the features [20]. Furthermore, none of the model inspection methods is reli-
able alone. PI does not perform well in the presence of correlated features [1],
LIME sometimes performs poorly on tabular data [22] and SHAP can produce
misleading results [18].

Another important distinction among the model inspection methods lies in
the number of instances used by the methods for computing feature impor-
tance. PI is a global approach i.e., the feature importance is computed on all
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the instances in the test set. On the other hand, SHAP and LIME are local
approaches i.e., they provide feature importance for a single instance. We applied
SHAP and LIME to each instance of a dataset using cross-validation and aver-
aged the results to get the global importance of the features.

3.3 Identifying the Optimal Feature Set

It is important to aggregate feature ranks from the three methods to select most
important features. We assumed that a feature ranked higher (i.e., important)
by all the model inspection approaches must be included for malicious Twitter
bot detection. Let the output of the previous step be a rank matrix R ∈ Z+3∗n×p

where n is the number of experimental datasets and p is the number of exper-
imental features. As we have three feature ranking methods, for each dataset
and feature we have three ranks i.e., for n datasets we have 3 ∗ n rows in R.
As discussed earlier a model inspection method will generate zero or very low
importance for some features. We ignored such low importance. As a result, R is
a sparse matrix i.e., for a particular dataset a feature may have less than three
ranks.

To select the most important features, we needed to consider both the average
rank of a feature and how many times the feature has been ranked. Let, NC1×p =
count nz(ri∗), 1 ≤ i ≤ p be a vector of p elements where an element nci represent
how many times feature fi (represented in the ith column ri∗ in R) is ranked.
Also let S1×p =

∑3∗n
j=1 rij , 1 ≤ i ≤ p be a vector of sum of the ranks of all

features.
We performed an element wise operation R′1×p = NC1×p ÷ S1×p to obtain

the average ranks of each feature. For p experimental features, R′ is a vector of
size p where each element is the average rank of the corresponding feature. We
selected the minimal feature set F ′ considering both R′1×p and NC1×p.

3.4 Method Implementation

We utilized various Python libraries for implementing our experiments. More
specifically, we used pandas for data processing and sklearn for building most of
the experimental classifiers. Additionally, we employed Microsoft’s LightGBM1

and dmlc XGBoost2 packages for building the LGBM and XGB classifiers. For
all implementations, we used the default hyperparameters provided by the cor-
responding libraries. The permutation importance is available in the sklearn
library. The python implementations of SHAP and LIME are freely available in
GitHub3,4.

1 https://github.com/Microsoft/LightGBM/.
2 https://xgboost.ai/.
3 https://github.com/slundberg/shap.
4 https://github.com/marcotcr/lime.

https://github.com/Microsoft/LightGBM/
https://xgboost.ai/
https://github.com/slundberg/shap
https://github.com/marcotcr/lime
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4 Results and Discussion

4.1 Best Performing Classifier on Each Dataset

We used macro F1 scores to select the best performing classifier for each dataset.
Our experimental results are shown in Table 3. Each cell in the table shows the
macro F1 score achieved by a classifier specified in the column header on the
dataset specified in the corresponding row header. The best scores are highlighted
using boldface texts.

Table 3. Macro averaged F1 scores of the classifiers on the experimental dataset.

SL Dataset DT ADA ET KNN LGBM LR NB RF SVM XGB

1 botwiki-verified 0.9688 0.9853 0.9761 0.8588 0.9841 0.9405 0.8381 0.9805 0.9125 0.9762

2 caverlee 0.8590 0.8992 0.9045 0.8872 0.9061 0.8377 0.7527 0.9063 0.8626 0.9029

3 cresci-rtbust 0.6854 0.7545 0.7805 0.7024 0.7733 0.7226 0.6942 0.7936 0.7553 0.7778

4 cresci-stock 0.8125 0.8381 0.8498 0.6649 0.8716 0.6494 0.6556 0.8691 0.6843 0.8564

5 gilani 0.6798 0.7293 0.7368 0.6387 0.7510 0.7133 0.6966 0.7550 0.6932 0.7541

6 midterm 0.9740 0.9803 0.9810 0.9210 0.9858 0.9520 0.9223 0.9854 0.9436 0.9812

7 political-botometer 0.7389 0.7700 0.7713 0.6689 0.8072 0.6794 0.6018 0.8049 0.7085 0.7758

8 pron-celebrity 0.9996 0.9997 0.9968 0.9494 0.9994 0.9732 0.9658 0.9997 0.9749 0.9999

9 vendor-verified 0.9735 0.9793 0.9701 0.8288 0.9802 0.8850 0.8533 0.9793 0.8749 0.9749

10 Twibot-20 0.6653 0.7392 0.7361 0.6180 0.7435 0.6846 0.6487 0.7419 0.6575 0.7401

Though RF is shown to achieve the best performance on similar datasets
in [27,31], we found LGBM, XGB, and ADA perform better than RF on some
datasets. Our results show that the XGB obtained the highest F1 score on the
pron-celebrity dataset which is nearly 1 (0.9999).

LGBM performs the best on majority of the datasets. LGBM gained F1 scores
of 0.9858, 0.9802, 0.8716, 0.8072 and 0.7435 on the midterm, vendor-purchased,
cresci-stock, political-botometer and Twibot-20 datasets respectively.
Similarly, ADA performs better than RF with F1 score of 0.9853 for the
botwiki-verified dataset. The highest F1-score is achieved by RF is 0.9063
on the caverlee dataset, followed by 0.7936 and 0.7550 for the cresci-rtbust
and gilani datasets respectively. Expectedly the non-ensemble methods such
as DT, LR, and NB did not perform well.

4.2 Feature Importance

As discussed earlier, we ran our experiments with 3 different model inspection
methods - PI, SHAP, and LIME on the best performing classifier for each corre-
sponding dataset. The low-performing features return very low scores in all fea-
ture importance methods. Therefore, for each method, we showed 10 top-ranked
features. Our experimental result showing feature ranks for the ten datasets
is presented in Table 4. Each row represents a feature importance method and
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dataset, and each column represents a feature. A cell represents the rank of a
feature on a particular dataset using a feature importance method.

The last two rows of Table 4 show the average ranks and the number of times
a feature is ranked (Count) by the importance measures. We observe that some
features such as f2, f14 and f17 are not ranked by any methods i.e., they are not
important for malicious user identification. From Table 1, we see that these fea-
tures are whether the user has default profile image and the number of characters
and digits in username. We also observe that f4 (number of followers) and f6
(number of favorite Tweets) are ranked as the most important having average
ranks 3.3 and 3.5. Features f4 and f6 have 22 and 23 non-zero ranks respec-
tively. Thus, considering both average ranks and the number of times a feature
is ranked we select F ′ = {f4, f5, f6, f8, f10, f11} to be the minimal feature set
for malicious Twitter bot detection. From the traditional 19 features, our com-
prehensive evaluation showed that six features i.e.,number of followers, friends,
and favourites and frequencies of Tweets, making friends and liking Tweets are
sufficient for developing machine learning-based effective malicious bot detection
systems. number of followers, friends, and favourites and frequencies of Tweets,
making friends and liking Tweets

4.3 Effectiveness of the Selected Features

Accuracy of the models are also as important as using the important features.
To compare the performance of the models using only the selected features, we
retrain our experimental models using the selected features F ′. We also compare
the performance of the models with the features those are not selected by our
inspection-based selection method i.e., features in F − F ′. The results of the
experiments are shown in Table 5 where column F shows the best performance
without feature selection, column F ′ with feature selection and column F − F ′

features those are not selected by our method on the corresponding datasets.
We observe that, feature selection achieves almost similar performance to the

models without feature selection and the models with unimportant features per-
form poorly as expected. To confirm the statistical significance of the results, we
perform the Wilcoxon signed rank test [21] on the results in Table 5. Specifically,
we compare column F ′ with F and F −F ′ with F . The result of the significance
test show that there is no significant difference in performance of the models
with and without feature selection and models with unimportant features per-
formance is significantly different than model with all features. The result of the
significance test is given in Table 6. We use 95% significance level in our test.

4.4 Scalability Using Selected Features

To evaluate the scalability gained by our method, we conduct an experiment
with a moderately large Twitter bot dataset i.e., Twibot-22 [10] consisting of 1M
labeled Twitter accounts. For this experiment, we took 200000 random samples
(12764 bot and 187236 human) from the dataset. When working with Twitter
data a lot of computation time is required by feature extraction. We observed
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Table 4. Feature ranking from model inspection approaches.

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14 f15 f16 f17 f18 f19

botwiki-verified PI 1 3 2 4 5 6 7 10 8 9

SHAP 1 3 2 4 5 7 9 6 10 8

LIME 1 5 3 2 4 7 9 6 10 8

caverlee PI 5 6 1 4 1 2 3 7

SHAP 4 6 1 5 7 2 3 8

LIME 4 8 1 5 6 2 3 7

cresci-rtbust PI 5 3 6 10 2 4 8 9 1

SHAP 8 2 6 4 9 3 5 7 1

LIME 7 3 1 7 10 2 4 9 6 8

cresci-stock PI 3 2 6 1 10 5 9 7 4 8

SHAP 4 1 5 2 9 6 10 7 3 8

LIME 9 1 3 4 7 5 10 6 2 8

gilani PI 2 5 3 10 1 7 9 4 6 8

SHAP 2 6 4 10 1 8 7 3 5 9

LIME 2 10 7 4 9 1 3 5 6 8

midterm PI 9 3 6 1 8 4 5 2 10 7

SHAP 10 4 1 5 2 7 6 1 3 9

LIME 10 4 1 7 3 6 2 9 5 8

political-botometer PI 8 1 6 4 3 5 2 9 10 7

SHAP 9 2 4 3 7 5 1 6 10 8

LIME 4 3 1 2 7 5 10 9 8 6

pron-celebrity PI

SHAP

LIME 7 1 9 8 2 6 4 5 3

vendor-verified PI 8 3 5 2 6 1 9 4 7 10

SHAP 8 3 10 5 1 7 2 4 6 9

LIME 7 3 10 6 2 9 8 1 4 5

Twibot-20 PI 6 1 5 3 4 7 10 2 8 9

SHAP 10 1 9 8 7 3 2 5 4 6

LIME 8 2 6 1 9 5 3 10 7 4

Average ranks 9.3 5.6 3.3 5 3.6 5.3 4.3 7.2 4.8 4.7 5.5 7.5 10 8 6.2 7

Count 3 0 21 22 25 23 21 23 25 25 18 17 17 0 2 8 0 15 6

Table 5. Comparison of performance with the selected and unselected features.

SL Dataset Model F Model F ′ Model F − F ′

1 botwiki-verified Ada 0.9853 Ada 0.9823 LGBM 0.9731

2 caverlee RF 0.9063 LGBM 0.8871 LGBM 0.8734

3 cresci-rtbust RF 0.7936 ET 0.7470 Ada 0.7656

4 cresci-stock LGBM 0.8716 LGBM 0.8665 LGBM 0.8052

5 gilani RF 0.7550 XGB 0.7486 LGBM 0.7168

6 midterm LGBM 0.9858 ET 0.9850 LGBM 0.9779

7 political-botometer LGBM 0.8072 ET 0.8184 XGB 0.7591

8 pron-celebrity XGB 0.9999 XGB 0.9999 LGBM 0.9988

9 vendor-verified LGBM 0.9802 Ada 0.9706 Ada 0.9798

10 Twibot-20 LGBM 0.7435 XGB 0.7430 LGBM 0.7362

Avg 0.8828 0.8895 0.8585
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Table 6. Result of wilcoxon signed rank test.

Test Test statistics W p

F vs. F ’ 7 0.066

F vs. F − F ′ 0 0.002

that for the 200000 samples, it requires approximately 15000 s to extract features
F and 9800 s to extract F ′. In other words, it takes 0.0750 and 0.0488 s to extract
19 and 6 features respectively from each user metadata.

We train the RF model using 70% of the data ten times with features F and
ten times with F ′ to observe the time required for model constructions from the
extracted features. The sklearn RF library is quite efficient and the average time
require by features F model is 56 s and by F ′ is 39 s approximately. Clearly, F ′

require less time for both feature extraction and model construction.
The procedures for feature extraction and classifier training are implemented

on a personal computer (PC) with an Intel Core i7-7600U CPU (2.80 GHz) and
16 GB RAM. On this PC, it takes approximately 0.0753 (using features F)
and 0.0489 s (using features F ′) including feature generation and modelling to
evaluate an account for bot detection.

We can obtain metadata about 8.6M accounts per day with a user API
key from Twitter firehose [31]. According to our reported rate above, generating
features F from the entire firehose data will require ≈ 7.5 days and for generating
features F ′ will require ≈ 4.8 days. Once the features are extracted, building
models will require ≈ 40 mins and ≈ 28 mins using F and F ′ respectively. In
real-world applications often high performing computing resources are used for
processing large volume of data. In such cases the data processing time will
reduce significantly for both sets of features.

5 Related Works

Researchers have applied supervised machine learning (ML) methods to detect
malicious Twitter users. In supervised ML methods, labelled datasets are used to
train the classifiers. A wide range of social media features is used by researchers
to train ML classifiers. For instance, Varol et al. [27] used 1150 features to
train various ML classifiers including Random Forest (RF), AdaBoost, Logis-
tic Regression, and Decision trees. Though RF showed the best performance,
training with so many features require huge computational time. Yang et al. [31]
showed that similar performance can be achieved using fewer features (specif-
ically, they used 20 features). Gilani et al. [15] experimented with 21 features
and developed an RF classifier to classify non-malicious (human) and malicious
(bot) users.

Classifiers trained with lots of features are not easily scalable. It is essential to
find task-specific important features and use them to improve the classifiers’ per-
formance [2]. Feature selection is important on both social media and non-social
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media datasets. A few examples of this type of feature selection task are - emotion
classification [26], industrial recommendation system [33], and human activity
recognition [2]. The existing feature importance analysis research greatly varies
in measuring the feature importance for selecting the most important features.
Chen et al. [2] used variable importance of RF algorithm and Recursive Feature
Elimination methods. Gilani et al. [15] also used Recursive Feature Elimination.
RF algorithm provides feature importance scores by considering the features
appearing at the roots or upper levels in the base trees. As we mentioned earlier,
RF generates biased results when less important features get selected for base
tree constructions [25]. Feature importance measures are also inconsistent [20]
i.e., multiple methods can produce different importance for the same features
and classifier. We cannot rely on a single measure. Instead of selecting features,
Yang et al. [31] selected training data for scalability. Social media datasets are
increasing in numbers and volume rapidly. Therefore, selecting a subset of exist-
ing datasets as Yang et al. [31] may not be effective in the future. To address the
above issues in existing research, we propose to use multiple feature importance
measures on a large number of datasets and classifiers. Our approach combines
multiple methods to get a more reliable estimate of feature importance and
reduce inconsistencies of a single approach.

6 Conclusion

In this paper, we have demonstrated that six features are as effective as 19 com-
monly used features for bot detection. Scalable bot detection methods can be
developed using six features. We proposed a framework for selecting features for
malicious Twitter user detection. We used three model inspection approaches
to reduce the inconsistencies in the importance generated by an individual app-
roach. Our evaluation includes ten classifiers and 19 features from ten publicly
available Twitter datasets. Previous works in social media bot detection found
RF as an effective classifier. However, our empirical results suggest that more
advanced tree-based ensemble classifiers such as XGB and LGBM perform better
than RF. Most importantly, our findings show that only six features are sufficient
and require less time for malicious bot detection. In the future, we will study
the cross-domain performance of bot detectors using a minimal set of features.

This work contributes to a promising direction in developing scalable
approaches for Twitter bot detection. Scalable methods for Twitter data analysis
are in demand as the volume of data is increasing every day.
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Abstract. COVID-19 pandemic has paused many ongoing research projects and
unified researchers’ attention to focus on COVID-19 related issues. Our project
traces 712,294 scientists’ publications related to COVID-19 for two years, from
January 2020 to December 2021, in order to detect the dynamic evolution patterns
of COVID-19 collaboration network over time. By studying the collaboration
network of COVID-19 scientists, we observe how a new scientific community has
been built in preparation for a sudden shock. The number of newcomers grows
incrementally, and the connectivity of the collaboration network shifts from loose
to tight promptly. Even though every scientist has an equal opportunity to start
a study, collaboration disparity still exists. Following the scale-free distribution,
only a few top authors are highly connected with other authors. These top authors
aremore likely to attract newcomers andworkwith each other.As the collaboration
network evolves, the increase rate in the probability of attracting newcomers for
authors with higher degree increases, whereas the increase rates in the probability
of forming new links among authors with higher degree decreases. This highlights
the interesting trend that COVID pandemic alters the research collaboration trends
that star scientists are starting to collaborate more with newcomers, but less with
existing collaborators, which, in certain way, reduces the collaboration disparity.

Keywords: COVID-19 Publications · Collaboration disparity · Collaboration
network · Dynamic evolution · Degree centrality

1 Introduction

The science of science is a field to study the structure and evolution of science, which has
offered rich quantitative and qualitative methods to uncover hindsight about creativity,
collaboration, and impact in scientific endeavors. Despite the prominent contributions
of science of science researchers, which are deeply rooted in normal science including
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scientific collaboration [11], team composition [14], novelty [13], and funding alloca-
tion [9], studies about scientific activities in abnormal conditions are largely overlooked.
However, patterns or findings from studies on normal science cannot be applied to abnor-
mal conditions. Normal science was coined by Thomas Samuel Kuhn [10] as a phase of
science during which the scientific community has confidence in what the world is like.
Normal science often suppresses fundamental differences/novelties because it favors
fitting phenomena into the widely accepted conceptual theories/boxes [7]. So, when a
novel pandemic occurs, we need to understand how scientists collaborate and what the
team dynamics are, whether out-of-the-box thinking can be supported by scientific com-
munities. This paper studies the scientific collaboration of COVID-19 authors from the
perspective of evolving networks.

The ongoing COVID-19 pandemic certainly not only disturbed the normal routines
of scientific activities, but also demanded solutions from science to resolve the spread.
Understanding scientific activities in abnormal times are urgent and imperative [8].
Studying the patterns of scholarly communications during pandemic times can help us
understand how science can bend the trajectories of pandemic spreading and provide
implications for science policy makers to have a better risk management plan for future
unexpected disasters.

2 Related Work

Barabasi et al. [4] explored the evolving collaboration networks in mathematics and
neuro-science disciplines covering eight years. They found that the average degree (i.e.,
degree centrality) increases and the node separation (i.e., the average distances of all
shortest paths between two given nodes) decreases. In addition to uncovering the power
law distribution of networks [3], he also revealed two mechanisms to explain the prefer-
ential attachment phenomenon – “the richer get richer”. In the research, [4] found that
a new author is more likely to work with authors who already have many coauthors.
Also, authors who already have many authors are more likely to build more links as
the network evolves. Azondekon et al. [2] analyzed the connectedness of researchers in
malaria research by building a co-authorship network from papers collected by Web of
Science. They found that prolific authors have higher probabilities of collaborating with
more authors and the giant component covers 94% of all the vertices to confirm a small-
world network. Furthermore, Uddin et al. [12] extended the relationship between net-
work centrality measures with the impact and productivity of authors. They established
the regression model and revealed that degree centrality and betweenness centrality of
authors are positively correlated with the strength of their scientific collaborators (i.e.,
number of coauthors of a given author) and impact (i.e., the citation count of a research
article authored by a given author). In our project, we want to apply the network science
measures into the COVID-19 collaboration network to detect the collaboration disparity
during the pandemic.
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3 Methodology

Data
We use the LitCOVID dataset1 as our source of COVID-19 publications. LitCOVID
collects COVID-19 publications from PubMed dataset2 through searching relevant key-
words, such as “coronavirus”, “ncov”, and “2019-nCoV” [5, 6]. The results are updated
daily and reviewed by human and machine learning algorithms. By December 23rd in
2021, there are 205,476 COVID-19 papers, including specific PubMed id and title infor-
mation. By tracing the PubMed id in the PubMed dataset, we can get author lists and
publication time of each paper. We deal with the author name disambiguation problem
with the assistance of Semantic Scholar dataset3 [1]. Xu et al. [15] evaluated the effect of
author name disambiguation in the Semantic Scholar, which reaches 96.94% in F1 score.
LitCOVID and Semantic Scholar both keep the PubMed id, thus we can match author
names in LitCOVID with unique author ids in Semantic Scholar through the common
PubMed id. Finally, we get 186,046 COVID-19 related papers, with complete publica-
tion time, author names, and author ids from 2020 January to 2021 December. Among
these papers, there are 712,294 unique authors. A majority of 89% papers (166,126)
papers have more than one author and 99% (704,164) authors have collaborators. In
order to observe the evolution of the collaboration network, we document eight quarters
based on publication time. Table 1 and Fig. 1 describe the cumulative nodes and links
added into the network over time. We can see that the node increase rate appears to be
stable, whereas the link grows suddenly at the first and second quarter in 2021 and then
keeps stable.

Table 1. Cumulative number of nodes and links for the COVID-19 collaboration network up to
a given time.

Date N of nodes N of links

2020_Q1 13,062 139,562

2020_Q2 128,589 2,223,421

2020_Q3 245,330 11,310,419

2020_Q4 349,479 16,507,786

2021_Q1 469,920 85,371,561

2021_Q2 573,649 146,582,029

2021_Q3 658,173 162,823,954

2021_Q4 712,294 177,493,364

1 https://www.ncbi.nlm.nih.gov/research/coronavirus/.
2 https://pubmed.ncbi.nlm.nih.gov/download/.
3 https://api.semanticscholar.org/corpus/download/.

https://www.ncbi.nlm.nih.gov/research/coronavirus/
https://pubmed.ncbi.nlm.nih.gov/download/
https://api.semanticscholar.org/corpus/download/
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Fig. 1. Cumulative number of nodes (left indicating Authors) and links (right: indicating co-
authorship) for the COVID-19 collaboration network up to a given time.

Measures
Authors have formed the collaborationnetwork if anygiven twoauthors have co-authored
at least one paper, there is an edge to connect these two nodes. Degree centrality for an
author i can be defined as: DegreeCentrality(a) = k

n−1 , where k is the degree of author
a (represents the number of authors with whom author a is directly connected in the
co-authorship network), n represents the number of authors in the network.

Figure 2 shows how to calculate the probability of attracting external new nodes and
forming new internal links. Probability of attracting new authors for an old node with
degree ki: P(ki) = V (ki)

N (ki)
, where V (ki)means the number of newcomers that authors with

degree ki attract,N (ki)means the number of authors with degree ki. Probability of form-

ing new links among old nodes with degree ki and kj: P
(
ki, kj

) = L(ki,kj)
N (ki)∗N(kj) , L

(
ki, kj

)

means the number of new links between authors with degree ki and kj, N (ki)∗N
(
kj

)

means the number of combination pairs between authors with degree ki and kj.

4 Results

We observe the evolution of the collaboration network at eight different stages, from the
first quarter of 2020 to the fourth quarter of 2021. Firstly, we found the degree distribu-
tions of networks up to the indicated time all follow scale-free power law distribution
(Fig. 3).We can see most of the authors have a relatively small number of collaborations,
but a few authors have the ability to connect with many partners. This result is consistent
in these eight networks. The degree distributions gradually shift upward as more new
authors join the community, and meanwhile move rightward as existing authors enhance
their collaboration ties.
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Fig. 2. The illustration of calculating probability of attracting new nodes and forming new links
among old nodes. a. At the time t1, there are three kinds of nodes with different degrees (green)
in the network. We calculate the number of these nodes, like, N(k = 1) means the number of
nodes with degree 1. At the next time t2, new nodes (orange) join in (b) and new links (orange)
among old nodes appear (c). V(new) represents the number of new nodes, and L(new) represents
the number of new links. d. We calculate the probability of attracting new nodes for an old node
with degree ki. f. We calculate the probability of forming a new link for an old node with degree
ki and an old node with degree kj.

Fig. 3. Degree distribution for COVID-19 authors, showing the cumulative results up to a given
time. The plot is drew using a logarithmic scale for both the x-axis and the y-axis. X axis k
represents the number of collaborators an author has, whereas y-axis frequency shows the number
of authors in the network with degree k.

Given the scale-free distribution, we choose to separately observe the top and tail
authors’ degree centrality. The tail 20% authors’ average degree centrality values have
trivial changes over time (Fig. 4a).At the very beginning (2020_Q1), the degree centrality
is relatively large for top 10% and top 20% authors as the network has a few nodes. We
also need to note that one year later (2021_Q1), there is an apparent increase in degree
centrality for top authors. Meanwhile, the gap in degree centrality between top 10%,
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top 20% and tail 20% increases in 2021. These patterns suggest that top authors play
a more important role in connecting other authors than tail authors, which increases
the collaboration disparity. We are also curious about what kind of collaborators top
authors connect with. In the first year, the difference in degree centrality between top
authors’ collaborators and tail authors’ collaborators is evident. It indicates that they
prefer to work with homogenous authors whose degree is similar to them. Specifically,
top authors tend to work with top authors, whereas tail authors tend to work with tail
authors. When the COVID-19 pandemic suddenly starts, the powerful alliance among
top authors enables them to react quickly to the outbreak. However, one year later,
the difference in degree centrality between top authors’ collaborators and tail authors’
collaborators is less significant (Fig. 4b). One possible reason is that although top authors
still work with each other, they attract more newcomers as more people pay attention to
the COVID-19 pandemic and join the community. Thus, high degree centrality and low
degree centrality cancel out each other.

Fig. 4. a) Average degree centrality values of COVID-19 authors whose degree centrality values
are in the top 10%, top 20% and tail 20%. b) Average degree centrality values of top 10%, top
20% and tail 20% authors’ collaborators.

To explain the phenomenon above, we explore two possible mechanisms. On the
one hand, old authors with a high degree have a larger probability of attracting external
new authors. On the other hand, old authors with a high degree have a larger probability
of forming internal new collaborations. In Fig. 5 and Fig. 6, we calculate the probability
of collaborating with external new authors and forming new internal links among old
authors. The slope of the dashed line corresponds to the exponent of power law distri-
bution. The slope values are positive, which signifies that authors with larger k are more
likely to connect with new authors (Fig. 5). From 2020 to 2021, the increase rates in the
probability of attracting newcomers increases for top authors with more collaborators,
indicated by the slope changes. In the first quarter of 2021, the second quarter of 2021
and the fourth quarter of 2021, the slopes are above 1. On the whole, the inequality of
newcomer distribution is aggravated until 2021. Similarly, the slope values are positive
in Fig. 6, which indicates that authors with larger k are more likely to publish COVID-19
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papers together. But the difference is the increase rate in the probability of building new
connections among old nodes with high degree decreases from 2020 to 2021. In the
second quarter of 2020, the third quarter of 2020 and the fourth quarter of 2020, the
slopes are above 1.

Fig. 5. The probability of attracting newcomers for existing COVID-19 authors before the given
time. a-g. The plot is drew using a logarithmic scale for both the x-axis and the y-axis. The x-axis
and y-axis are calculated as Fig. 2d. We fit the increasing trend with dashed lines and calculate
the slope. h. The changes of slopes corresponding to a-g.



338 H. Xu et al.

Fig. 6. The probability of forming new links among existing COVID-19 authors before the given
time. a-g. The plot is drawn using a logarithmic scale for both the x-axis and the y-axis. The x-axis
and y-axis is calculated as Fig. 2e. We fit the increasing trend with dashed lines and calculate the
slope. h. The changes of slopes corresponding to a-g.

5 Conclusion

The current COVID-19 pandemic has caused a huge economic loss with the record high
unemployment, the collapse of industry giants (e.g., large retails), the bankruptcy of
small and medium-sized businesses, and spiral decline in spending, traveling, produc-
ing, and servicing. The whole world is on the pause button, and the world economy is on
a spiral downturn. Uncertainty lies ahead of us. With our ever-growing highly connected
world, simple infectious diseases can rapidly transform into pandemics, the threat and
damage of future infectious diseases can be immense. Understanding scientific activities
in the current and past pandemics/epidemics can help us identify patterns and pinpoint
wrongdoings. This paper conducts preliminary research about the connectivity of sci-
entific activities of COVID-19 authors who are working at the frontlines to fight against
COVID-19. In addition to describing the static topology of the COVID-19 collaboration
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network, we also reveal the dynamic evolution of the network. We found that COVID
pandemic alters the research collaboration trends that star scientists are starting to col-
laborate more with newcomers, but less with their peers, which, in certain way, reduces
the collaboration disparity.
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Abstract. Extracting keywords from textual data is a crucial step for text anal-
ysis. One such process may involve a considerable amount of time when done
manually. In this paper, we show how keyword extraction techniques can be used
to untap texts of political nature. To accomplish this objective, we conduct a case-
study on top of 16 Portuguese (PT) political party programs made available in the
context of the legislative elections that took place in 30th of January 2022. Our
contributions are two-fold. At the level of resources, we make available a curated
dataset and a python notebook that systematizes the process of transforming text
into quantitative data and into visual aspects. At the methodological level, we
propose to extend the keyword extraction algorithm used in this study to extract
the most relevant keywords, not only from individual political party programs, but
also across the entire collection of documents. A further contribution is the case-
study itself, which calls attention to the fact that such solutions may be of interest
not only to common people, but also to journalists or politicians alike. Broadly,
we demonstrate how the discussion and the analysis that stems from the results
obtained may foster the political science research by making available large-scale
processing of documents with marginal costs.

Keywords: Text Mining · Text Visualization · Keyword Extraction · Political
Texts

1 Introduction

Text Mining refers to the use of natural language processing techniques to automatically
mine text from unstructured data making it suitable for text analysis, visualization, or
machine learning. It is widely used in social media networks to analyze the sentiment
of Twitter posts [19], in clinical records to understand the clinical history of a patient
[13] or in general documents to extract narratives from texts [21]. It has also been an
important technique in political science [15] and a valuable resource for researchers
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interested in getting insights from texts of political nature. The adoption of these tech-
niques by the political science community dates back to over twenty years ago [10].
The last decade, however, has seen a dramatic increase in the number of research works
using computational methods for political text analysis. Loris et al. [17], for example,
proposed a methodology to discover the polarization of social media users during elec-
tion campaigns. Kokil et al. [16] evaluated the effectiveness of different methods on
predicting election results from Twitter posts in three Asian countries. Kall et al. [4]
addressed cross-disciplinary innovation in political text analysis for party positioning.
Stefano and Sara [24] devised a model to classify agreement and disagreement between
points of view in the political domain. Text as visualization approaches [2] also became
mainstream in political science allowing researchers to get insights from texts, discover
news trends, correlations, and associations which in the past were only possible through
manual techniques.

Much of this work on political computational analysis, has only be made possible
by the efforts carried out by dedicated projects focused on collecting and making avail-
able data to track public policies, such as The Comparative Agendas Project [9] whose
purpose is to collect and organize data from archived sources to track policy outcomes
across countries. Another important resource in this context is web archives [5] which
give historians, political and computer scientists a valuable resource to explore informa-
tion from the past that is no longer available on the conventional web. Further initiatives
involve making political data, freely available for anyone to access, use and share under
the paradigm of open data [3]. Another important dataset, widely used by political scien-
tists is the Manifesto Corpus [25], a free, digital, multilingual, and annotated collection
of electoral programs from more than 50 different countries in almost 40 languages.

Although extracting policy positions from political texts using words is not a new
application [18] at the crosslinks between political science and NLP, few has been done
to perform comparative policy analysis [8]. In this paper, we apply an existing keyword
extraction method to perform political and comparative text analysis and show how this
methodology can be used to uncover texts of political nature. We envision that one such
solution may be an important contribution for increasing the transparency in the political
sphere and in reducing the gap between citizens and political parties. It may also be of
interest to journalists looking for a tool that enables fast access and digestion of large
portions of texts. A recent example of the use of this kind of tools within news outlets
can be found in “Journal Público”1, a Portuguese reference newspaper, which, during
the course of the Legislative Portuguese 2022 elections conducted a word cloud analysis
of the programs of the two biggest political parties. In our paper, we make use of proper
keyword extraction algorithms to obtain the most relevant keywords (not necessarily the
most frequent) from the programs of the 16 political party candidates to the Portuguese
(PT) legislative elections held on January 30th, 2022. The conducted analysis reveals
how to transform text into quantitative knowledge, while discarding information that
will likely be not helpful for the common reader. A curated dataset and the procedure
to pre-process the documents, extract relevant keywords and generate the plots, is made

1 https://www.publico.pt/2022/01/18/politica/noticia/peso-empresas-justica-programas-ps-psd-
1992182.

https://www.publico.pt/2022/01/18/politica/noticia/peso-empresas-justica-programas-ps-psd-1992182
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available in this github2 repository as a contribution to the research community. Such
code can also be easily adapted in the future to further political text scenarios sharply
decreasing the costs of applying it to large collections of text. Although automated
content analysis will probably never replace careful and close reading of texts [14] it
certainly helps reducing the effort and the labor of manually processing these documents
one by one. It also opens up the possibility to be applied in a vast array of applications
going from text visualization to multilingual text collections and social media texts.

2 Text-as-Data Through Keyword Extraction

Extracting keywords from textual data is a crucial step for text analysis. One such process
may involve a considerable amount of time when done manually and does not scale well
upon large or huge number of documents. Recent advances in NLP help to overcome
this problem by offering users the chance to resort to automatic methods. Multiple
algorithms have been proposed over the years from unsupervised methods to supervised
ones. A review of key phrase extraction can be found in the work of Eirini and Grigorios
[7]. A recent tutorial [20] in this topic has also been conducted in ECIR’22 conference
showing the importance of this subject. In this article, we will be applying YAKE! [22],
keyword extraction Python package3 to extract relevant keywords from political texts.
We follow the same approach as that followed by the General Index4, which has used
this method to extract over 19 billion keywords from 107 million scientific articles.
Alternative approaches such as topic rank [1], key2vec [6], kea [11] or kp-miner [23]
could have been used instead or in parallel. Note however, that the aim of this work
is not to compare the behavior of the different keyword extraction methodologies, but
to highlight how this kind of tools can be used to reduce the gap between citizens
and political parties by making the documents transparent via text visualization and by
increasing the text processing speed. YAKE’s plug-and-play nature, availability through
a python package and adaptability to different domains and languages, plus a good
compromise between effectiveness and efficiency, make it a good solution for this use-
case scenario. Other solutions such as Voyant Tools5, a web-based text analysis, reading
and visualization environment, have been considered, however the fact that their code
is not available as a python package impedes large-scale analysis. Scattertext6, A tool
for finding distinguishing terms in corpora and displaying them in an interactive HTML
scatter plot, was also considered to a certain extent, however it is not comparable to
YAKE! as it only allows for a text scatter comparison between two texts. A recent
paper closely aligned with our work is that of Dilay and Dilai [13] who focused on the
detection of keywords in political speeches, particularly those of the American Senator
John McCain. In this paper, the authors have compared the keywords at the beginning
and at the end of his political career and linked them with the values promoted by the
politician. In contrast to this work, we focus on political party programs rather than on

2 https://github.com/rncampos/PT-LegislativeElections2022.
3 https://github.com/LIAAD/yake.
4 https://archive.org/details/GeneralIndex.
5 https://voyant-tools.org.
6 https://github.com/JasonKessler/scattertext.
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political speeches. As a basis to our study, we opt to make use of 16 recent political party
programs as opposed to the well-known Manifesto corpus [25], which gathers a set of
political curated texts from different countries. With this, we aim to showcase how to
get raw texts as an input stream and from there how to perform a comparative visual
analysis of the different party programs.

3 Dataset

In this paper, we will be using the electoral programs of the 16 political party candidates
to the PT legislative elections held on January 30th, 2022. We refer to 9 political parties
with parliamentary representation in the last legislature (2019–2021): Partido Socialista
(PS); Partido Social Democrata (PSD); Bloco de Esquerda (BE); ColigaçãoDemocrática
Unitária PCP-PEV (CDU); Partido do Centro Democrático e Social (CDS-PP); Partido
Pessoas-Animais-Natureza (PAN); Chega; Iniciativa Liberal (IL); Livre; and to 7 polit-
ical parties which did not have a representation in the parliament. We refer to: ADN;
Ergue-te; MAS; MPT; Nós Cidadãos; RIR; Volt Portugal. Four other political parties,
PTP; PCTP/MRPP; JPP; Aliança, ran in the elections but did not make their programme
available online. The parsed dataset and a python notebook is available inGoogleColab7.
The text files went through a data acquisition (from pdf files, using pdfminer package)
and a pre-processing stage (with the help of clean-text and self-developed functions) to
cope with noisy text (e.g., roman numerals - I.I.- were discarded, among other functions
that are described and used in the notebook). Stopwords were not removed as these are
handled by YAKE! Linguistic features such as stemming were also not employed as
YAKE is language agnostic. Each electoral programme has on average a total of 33,284
tokens. The smallest one (MAS) contains 1,558 tokens. The largest one (IL) has 175,272
tokens.

4 Text Analysis

To start with our analysis, we begin by running YAKE! keyword extraction algorithm on
each text considered andwe set the system to retrieve the top-200most relevant keywords
from each of the 16 texts as the electoral programs are quite large and embody much
information. However, any other number of keywords may be considered by the users
depending on their specific scenario. In addition to this, we also set themax_ngram_size
parameter set to 3, meaning that the returned keywords may have from 1 up to 3 terms.
Below, we list one characteristic keyword from each of the political party programs8

obtained within the list of top-200 keywords. Naturally, the process of selecting key-
words is prone to subjectiveness and may differ from person to person. In this case, we
wanted to highlight (grounded on our knowledge of the Portuguese political spectrum)
a few keywords that we know characterize the thoughts and the ideologic nature of each

7 https://drive.google.com/file/d/1X3UEGoPl9WZb2I2JXAoDhihE6l79pkFn/view?usp=sha
ring.

8 For a matter of comprehensiveness, we have translated the keywords from Portuguese to
English, meaning that some of the keywords may end up being formed by more than 3 terms.

https://drive.google.com/file/d/1X3UEGoPl9WZb2I2JXAoDhihE6l79pkFn/view?usp=sharing
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of political parties analyzed. PS: “national rail plan”; PSD: “national maritime space”;
BE: “essential public services”; CDU: “capital”; CDS-PP: “Jewish-Christian ethics”;
PAN: “intersex genital mutilation”; Chega: “social parasitism”; IL: “TAP - flag carrier
airline of Portugal”; Livre: “nature conservation”; ADN: “political freedom”; Ergue-
te: “Compulsory military service”; MAS: “miserable wages”; MPT: “designed nuclear
power plant”; Nós Cidadãos: “we want equal pay”; RIR: “guarantee salary conditions”;
Volt: “mental health”. An interesting note here, is the use of keywords of a protest nature
(“miserable wages” to “political freedom”) from those political parties which are not in
the parliament. Others, refer to military services or nuclear power plants, two important
issues discussed by these days, due to the war in Ukraine, but that were not discussed
in January. Another interesting remark comes from “Chega”, an extreme right-wing
political party that makes a reference to “social parasitism”, in CDU – the communist
political party” with a reference to “capital” or in CDS-PP, a political party that has a
religious matrix and that makes a reference to “Jewish-Christian ethics”. Figure 1 shows
how to move from text to visualization by making available a word cloud for the 9 polit-
ical parties with parliamentary representation in the last legislature (2019–2021). The
remaining 7-word clouds pertaining to political parties without parliamentary represen-
tation can be found in the notebook. The figures follow the shape and the colors of the
Portuguese flag. Several keywords stand-out here. From left to right word-clouds: “na-
tional strategy”; “public administration”; “public services”; “freedom”; “state”; “public
transportation”; “national production”; “national identity”; “ONUODS”; “agriculture”;
“teaching”; “youth”; “health care”; “higher education”; and “European union”.

Further to this analysis, we compared the differences between keywords used by
left-wing (“BE”, “Livre”, “PAN”, “PCP”, “PS”) and right-wing (“CDS”, “Chega”, “IL”,
“PSD”) political parties. To do so, we began by doing an intersection (a more relaxed
approach, such as union, can be used instead) of all the relevant keywords retrieved
by left-wing parties and did the same for the right-wing ones, before determining a
difference between the two sets. As a matter of comparability, we also used scattertext
as it fits this problem of comparing two different sides of the story. Figure 2 shows (top-
left hand side, red circle) words that tend to appear only at the left-hand side, which are
very infrequent at the right. These are the cases of 3 political parties (“pan”, “bloco de
esquerda” and “pcp”) and a few other interesting words, such as “fishing”, “deficiency”,
“planet”, “eradicate”, “evasion” and “workers”. Instead, doing a left difference in YAKE
returned keywords such as “public administration” or “housing”, “culture”, “justice”,
“development”, “resources”, “public services” or “national territory” without references
to the names of the political parties. Such keywords were deemed as relevant in all of
the electoral programs of the left-wing political spectrum, but not, on all the right-wing
parties.

Likewise, keywords such “bureaucracy”, “subsystems”, “liberal” or “chega” (the
latter, again, are the names of political parties) were found by scattertext in the right-
wing side, while “citizens”, “Europe”, “quality” or “security” were found by YAKE.
What this anecdotal example shows is that both systems are able to capture characteristic
keywords (except for the names of the political party programmes). A major difference
between them, however, is that, unlike YAKE!, scattertext is limited to perform analysis
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Fig. 1. Word cloud for the nine political parties with parliamentary representation

Fig. 2. ScatterText. Comparing left-wing and right-wing parties

in scenarios with two documents, while YAKE! can perform the analysis of individual
texts.
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Next, we decided to look at the number of times a word appears across the sixteen
texts. Thus, instead of picking words that occur a lot in a specific document and little
in the rest of the collection (as TF.IDF does), we are interested in words that occur
frequently across the various texts considered. We assume, as a starting point, YAKE! to
be our filtering step, giving us a short list of keywords to which we should look at, and
from there, we go into selecting which ones are relevant across the entire collection of
texts. To this regard, we devise a simple equation which multiplies the term frequency
(TF) of a keyword in the entire collection of documents D, by the log of the number
of documents where the keyword appears. The rationale here is that frequent keywords
that appear in more documents should be valued higher.

GlobalWeight(keyword) = TF(keyword ,D) ∗ log(|{d ∈ D : keyword ∈ d}|)
Figure 3 shows a bar plot of the top-50 keywords across all the documents. From

the top-4 results, three are related with the health domain (a natural consequence of
Covid): “health care”, “health professionals”, “national health”. Apart from that, other
keywords worth to be mentioned and appear to be a concern across all the political
parties: “disabled people”, “fight against corruption”, “state budget”, “nature conserva-
tion”, “national minimumwage”, “gender equality”, “quality education”, “job creation”,
“national rail plan”, “Lisbon Airport” or “central public administration”, to name but a
few.

Fig. 3. Top-50 keywords (3-terms) across the entire collection of texts

5 Conclusion

In this paper, we describe a simple but effective approach to demonstrate how keyword
extraction systems can be of help for those interested and in need of digesting large
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portions of text, such as political programs. This can be of interest for different profile
of users, including citizens, journalists, or politicians alike. One such solution should
be faced not as a replacement of the human understanding and comprehension, but
rather as a complement of knowledge. The contribution of this paper is twofold. First,
we release a curated dataset from 16 Portuguese political party programs along with
a python notebook which will guide users to the practical issues related to extracting
keywords from political texts and transforming text into visual aspects. Second, we show
how such a tool can be used to unlock political texts and become an important platform
for political science research. Parallel to this, we came up with a global weight measure
to value words that occur frequently across the various texts considered to understand
common topics discussed. In the future, we plan to make a comparative analysis of the
political party programs overtime to see how language evolves. In addition, we aim to
develop an online demowhich will allow users to generate this kind of analysis and plots
without the need to resort to a python notebook.
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Abstract. As social media such as Twitter has become an important medium
for disseminating information, it is essential to understand how the information
diffusion on social media influences public adoption of vaccines. Based on the
innovation diffusion theory, we construct a user and information quality indicator
system for early adopters of COVID-19 vaccination by identifying their creation
of user-generated content on social media. Machine learning approaches and text
analysis methods are used to perform topic clustering and sentiment analysis
on vaccination-related tweets on Twitter. Based on each country’s vaccination
data in January 2021, the study examines the relationship between the quality
of social media early adopters, and the quality of the information they publish
with vaccine adoption by using the OSL regression model. The empirical results
show that the total number of tests, the number of new COVID-19 cases, and
the human development index have a significantly positive influence on vaccine
adoption. Neutral emotions and offensive language of early adopters on social
media have a significantly negative relationship with vaccine adoption. These
interesting findings can help governments and public health officials understand
early adopters’ perceptions of vaccines and play an important role in targeted
policy interventions.

Keywords: Vaccine Adoption · Information Quality · Early Adopters

1 Introduction

On January 11, 2021, theWorld Health Organization announced that more than 40 coun-
tries have started vaccination against COVID-191. Some research has been carried out
on identifying factors that influence vaccine adoption, such as vaccine confidence, col-
lective responsibility, anxiety, religious leadership, government intervention, and fear of
side effects [13, 26]. Most scholars have used questionnaires, user interviews, and other
methods to analyze public attitudes and willingness to get vaccinated [11]. However,
there are still limitations related to the small sample size and the granularity of limited
time and space [12]. Social media can provide the public with the functions of gener-
ating, sharing, commenting, and accepting multimedia social content among multiple

1 http://news.cnr.cn/native/gd/20210112/t20210112_525389026.shtml.
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users [22]. It shortens the social distance between users and has a major impact on the
way users discuss and communicate various products and services. Extensive research
has shown that more than half of the world’s population are active social media users
[7]. MOORE [21] holds the view that successful market adaptation of an innovative
product requires the support of enough early adopters in the early stages of dissemina-
tion. The same applies to innovative vaccine products that use social norms to overcome
vaccination hesitancy. It is crucial to attracting early adopters of Covid-19 vaccines to
demonstrate their vaccination intentions [4, 27]. Previous studies have widely explored
the information quality of online users, while there are few explorations on whether
users’ posts on social media affect vaccine adoption during COVID-19. Thus, we intend
to solve the question that how the quality of early adopters on social media and the
quality of information they post affect vaccine adoption from a novel perspective.

Based on the innovation diffusion theory, the term ‘early adopter’ on social media is
used here to refer to users who have posted on Twitter that they or their loved ones (par-
ents, grandparents, etc.) have made an appointment or have been vaccinated. We group
these users by their vaccination date and location. We analyze the views and influence of
early adopters on social media when COVID-19 vaccines enter the international market.
We also adopt an Ordinary Least Squares (OLS) regression to identify the relationship
between the quality of early adopters on social media, and the quality of the informa-
tion they post with vaccine adoption. The specific objective of this study is to study the
behavior of vaccine adoption and provide decision support for government departments
to close the gap and promote the new vaccine.

2 Related Research

Recent studies have attempted to discuss the dissemination and diffusion of innova-
tive products and innovative knowledge information from multiple dimensions through
qualitative analysis and theoretical modeling. According to Rogers’s innovation diffu-
sion theory in communication studies [24], adopters of new technologies are classified
as innovators (2.5%), early adopters (13.5%), early majority (34%), late majority (34%),
and laggards (16%). Early adopters of social media tend to exert influence on specific
topics related while their influence is not significantly different from other users [19].
While early adopters are usuallywilling to recommend innovations to late adopters, early
adopters with a high need for uniqueness can also spread dissuasive word of mouth on
social media [20].

Previous studies use qualitative interviews or online questionnaires to analyze the
factors of early adopters [15, 17, 31]. Sociodemographic characteristics, personality
characteristics, behavioral characteristics, and resource characteristics are commonly
used to identify early adopters. Early adopters are characterized by youth, high activity,
high socioeconomic status, high education level, and high personal income. While there
are also studies showing older adults aremore likely to adopt new ideas [23]. Chen andLu
[3] exploited the temporal and topological features of early adopters to effectively predict
the popularity of messages on social media. In addition, social relationships and topic
diversity of early adopters can predict topical popularity [25, 28].Most studies have used
the community characteristics of early adopters as an indicator to evaluate the intensity
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of information diffusion [16, 18]. Extroversion, openness, and conscientiousness have
significant positive effects on information sharing among early adopters, while negative
effects on rumor spreading [19]. Harris et al. [11] compared local health department
social media accounts across adoption categories. They found that the frequency of
tweets was independent of the adopter category, while varied across geographic regions.

Age, gender, education level, concerns about vaccine safety and efficacy, and psy-
chosocial factors significantly predict vaccine acceptance [9, 14]. Lazarus et al. [14]
adopt logistic regression to assess the associations of age, gender, and level of education
with vaccine acceptance. They found higher education levels were associated with lower
vaccination acceptance in Canada, Spain, and the UK. Chia et al. [5] examined how per-
ceptions and acceptance of the COVID-19 vaccine among low-income elderly people
were influenced by social media misinformation. In addition to the characteristics of
population statistics, messages released by social media users can also influence public
opinion. In the process of emotional diffusion, tweets published by the Centers for Dis-
ease Control and Prevention and the Food and Drug Administration of the United States
duringCOVID-19have awide impact on public emotions [29].Userswith different occu-
pations pay different attention to different topics [30]. Few researchers examine how the
diffusion of vaccine information on social media impact vaccine decision-making. In
this paper, we focus on the characteristics of early adopters on social media and explored
the impact of the quality of early adopters and the quality of their user-generated content
on vaccine adoption.

3 Research Methods

3.1 Data Sources and Sample Selection

As shown in Fig. 1, the curve of cumulative vaccination2 is an S-shaped diffusion curve
that conforms to the law of Roger’s innovation diffusion curve. In the early stage, the
spread of vaccine adoption is very slow. After a period of time, the accumulation of users
of a certain scale accelerates the spread of the vaccine. We chose to collect social media
data during January 2020, which is consistent with the proportion of early adopters of
vaccines (15%).

The sample dataset consists of two parts: (1) 852, 805 vaccine-related COVID-19
tweets including replies, quotes, and retweets are collected from Twitter from January
4 to January 31, 2021. We identify the early adopters of vaccines by analyzing the text
of tweets such as “Got my second dose of the vaccine,” and “My dad got his COVID
vaccine!” We finally select 17,189 early adopters and their behavioral data including
107, 227 tweets. Useful metadata such as user description, user geographic location,
user creation date, text, links, etc. is also extracted for the following investigation. (2)
The total number of vaccinations per country per day between January 5 and February
1, 20213.

2 https://ourworldindata.org/covid-vaccinations?country=OWID_WRL.
3 https://github.com/owid/covid-19-data.

https://ourworldindata.org/covid-vaccinations?country=OWID_WRL
https://github.com/owid/covid-19-data
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Fig. 1. Number of people vaccinated (cumulative) around the world between December 2, 2020,
and December 6, 2022.

3.2 Variable Definition and Measurement

This article measures vaccine adoption using daily updated vaccination data for each
country worldwide. The explanatory variables include the quality of the early adopters,
and the quality of information published by the early adopters as follows. The early
adopter on social media in this paper refers to users who have posted on Twitter between
January 4 and January 31, 2021, that they or their loved ones (parents, grandparents,
etc.) have made an appointment or have been vaccinated.

The Quality of Early Adopters. The quality of early adopters is categorized into
authority, activity, and topic richness. a. User authority includes the level of personal
information disclosure (geographical location, personal description, link in personal
description or not), authentication, number of followers, number of friends, number of
tweets, and user registration age. b. User activity is the number of vaccine-related tweets
posted by early adopters during the data collection period (January 4 to January 31,
2021). c. The topic richness of early adopters is the number of different topic categories
to which early adopters’ tweets belonged during the data collection period. Topics of
COVID-19 vaccine-related tweets are generated by the BERTopic topic modeling algo-
rithm [10]. The coherence score (C_V coherence) in the Gensim package is calculated to
measure the performance of the topic model. The higher the coherence score, the better
the topic model [6].

The Quality of Information Published by Early Adopters. The quality of informa-
tion published by early adopters is categorized into readability, objectivity, media rich-
ness, and reliability [8]. a. There is a correlation between lexical, and syntactic features
with text quality [1]. We measure the complexity of the tweets by the comprehensive
evaluation of the Automated Readability Index (ARI), Flesch-Kincaid, Coleman-Liau
Index (CLI), and other readability indexes. b. We adopt the TweetEval evaluation frame-
work [2] based on the pre-trained model BERTweet to perform sentiment analysis on
the text of tweets. The framework includes sentiment classification (positive, negative,
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and neutral), irony, hate speech, and offensive language recognition. c. The presence of
hyperlinks, images, and videos is incorporated into media richness. d. Reliability is the
comprehensive evaluation of interactions with other users (@user) and the number of
retweets and likes.

As control variables, we consider the total number of cases, the total number of
tests, population density, positive rate, human development index, life expectancy, and
reproduction rate (Table 1).

Table 1. Variable definition and description

Variable Category Symbol Description / Measurement

Dependent Variable Vaccine Adoption Total number of COVID-19
vaccination per country per day

Explanatory Variables Quality of Early Adopters Authority, Activity, Topic
Richness

Quality of Information Published
by Early Adopters

Readability, Objectivity, Media
Richness, Reliability

Control Variable Total Cases Total cases for COVID-19 per
country per day

Total Tests Total tests for COVID-19 per
country per day

Positive Rate The share of COVID-19 tests
that are positive per country per
day

Population Density Number of people divided by
land area, measured in square
kilometers

Human Development Index (HDI) A composite index measuring
average achievement in three
basic dimensions of human
development (life, knowledge,
living)

Life Expectancy Life expectancy at birth in 2019

Reproduction rate The effective reproduction rate
of COVID-19

4 Empirical Analysis and Results

The descriptive statistics of this study are shown in Table 2. For data processing, we
use the mean normalization method and dimensionless processing. The entropy weight
method (EWM) is applied to determine the weight of each indicator. We first remove
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some highly correlated variables such as activity. The variance inflation factors (VIF) are
commonly calculated as part of regression analysis to measure how much the variance
is inflated. The results showed that the VIF values for each variable are all less than 5,
indicating that all variables are uncorrelated with other variables.

Table 2. Descriptive statistics of explanatory variables

Variables N MIN MAX AVG Std Median

Authority 2206 0.021 43.537 0.585 1.38 0.585

Activity 2206 1 364.5 6.648 15.189 6.648

Topic Richness 2206 1 10 2.115 1.095 2.115

Reliability 2206 0.01 29.287 0.725 1.509 0.268

Media Richness 2206 0 2 0.304 0.353 0.229

Readability 2206 0.076 2.297 0.965 0.271 0.976

offensive 2206 0.035 0.909 0.176 0.13 0.138

hate 2206 0.031 0.885 0.052 0.038 0.044

irony 2206 0.045 0.942 0.417 0.189 0.388

Negative 2206 0.004 0.952 0.297 0.232 0.281

Neutral 2206 0.017 0.946 0.472 0.212 0.474

Positive 2206 0.009 0.976 0.231 0.217 0.18

This paper uses theOLS regressionmodel to testwhether the quality of early adopters
and the quality of variance-related information they publish on Twitter can affect vacci-
nation adaptation. Model 1 contains 7 control variables, and Model 2 includes 10 more
independent variables on the basis of Model 1. The results of both the White and BP
heteroskedasticity tests reject the null hypothesis (p < 0.05), indicating the occurrence
of heteroscedasticity between random interference items. Robust standard errors are
computed to eliminate the heteroscedasticity between the data.

As shown in Table 3, the results of regression Model 1 show the effect of control
variables on explanatory variables. The results show that the total number of tests, the
total number of new cases, and the human development index are significantly positively
related to vaccine adoption. We observe a significant negative relationship between life
expectancy, reproduction rate, and the rate of people testing positive for COVID-19
with vaccine adoption. While population density shows no significant effect on vaccine
adoption.

Model 2 includes explanatory variables in addition to model 1, and the significance
of the model is p < 0.001. Results reveal that neutral emotion and offensive language
have a significant negative relationship with vaccine adoption. This indicates that users
on social media can influence vaccination adoption through specific emotions conveyed
by user-generated content. While readability, irony, hate speech, positive emotion, relia-
bility, topic richness, media richness, and authority show no significant effect on vaccine
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adoption. This suggests that vaccine adoption does not differ significantly based on the
authority and activity levels of early adopters on social media.

Table 3. Results of the OLS regression analysis

Symbol Model 1 Model 2

Authority 0.007 (1.889)

Neutral emotion −0.349* (−2.544)

Positive emotion −0.248 (−1.919)

Offensive language −0.541* (−2.340)

Media Richness 0.006 (0.086)

Trustworthiness −0.003 (−0.283)

Topic Richness −0.022 (−1.052)

Readability 0.011 (0.123)

Irony 0.004 (0.028)

Hate speech 0.061 (0.122)

Life expectancy −1.637** (−4.756) −1.656** (−4.614)

Log10 (total tests) 0.538** (11.462) 0.528** (11.352)

Log10 (population density) 0.022 (0.651) 0.018 (0.535)

Log10 (total cases) 0.546** (12.819) 0.551** (12.782)

Reproduction rate −0.332* (−2.185) −0.290 (−1.908)

Positive rate −1.111** (−3.575) −1.181** (−3.648)

Human development index 4.179** (6.398) 4.191** (6.141)

Constant −3.393** (−6.816) −3.039** (−5.860)

F value F (7, 821) = 377.082,
p = 0.000

F (17, 811) = 178.398,
p = 0.000

* p < 0.05 ** p < 0.01

5 Conclusion

This paper attempts to show whether the diffusion of vaccine information on social
media impact vaccine adoption. We find that neutral emotion and offensive language
have a significant negative relationship with vaccine adoption. While the quality of
early adopters shows no significant effect on vaccine adoption. A possible explanation
for this might be that there is a lag in the impact of social media users, and users in
certain countries have limited access to Twitter. In addition, the effects of high-influence
users and low-influence users in the same country are offset, making the average effect
insignificant. In the future, we will consider the influence of early adopters’ opinions on
other users on social media as a mediating variable to analyze the influence factors of
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vaccine adoption. Findings can help public health authorities target vaccine promotion
messages more effectively.
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Abstract. Research Data Practices (RDP) refer to research activities conducted
across the lifespan of data. Characterizing RDP in disciplinary contexts is bene-
ficial for providing data stakeholders with practical understanding of RDP neces-
sary to design data curation services which are tailored to researchers’ need. In
this paper, we focus on the five most common types of RDP – collecting data,
processing data, analyzing data, representing data, and publishing or citing data.
First, we compared the distributions of the five types of RDP across disciplines
and observed noticeable differences between disciplines. In addition, we exam-
ined the characteristics of each type of RDP under different disciplinary contexts,
by developing discipline-specific RDP vocabulary employing the tf-idf approach.
Based on the common terms as well as the discipline-specific ones, we found that
the five types of RDP can be distinctly conceptualized, while each type of RDP
varies by disciplines in terms of their action, object, and instrument.

Keywords: Research data practices · Data activities · Data curation · Scholarly
communication · Digital scholarship

1 Introduction

Research Data Practices (RDP) refers to a series of research activities conducted across
the lifespan of data. RDP include activities like collecting data, processing data, analyz-
ing data, managing data, representing data and sharing data [1]. As data-driven scientific
discovery becomes more widespread across many research areas [2, 3], researchers,
libraries and funding agencies are more aware of the importance of understanding RDP
in order to meet data curation responsibilities, design data related tools, and construct
research infrastructure [4, 5].

RDP vary by disciplines, and these differences should be considered attend to spe-
cific requirements and provide more tailored digital scholarship supports [1]. Studies
investigating RDP in various disciplines have emerged in recent years [6–11]. Most of
the empirical studies focused on researchers’ perspectives, process behaviors and artic-
ulated experience gathered by questionnaires, observations, and interviews. Yet another
way to examine their RDP is through the artifacts researchers created – their scholarly
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publications, where they are usually required to rigorously document the process and
details of how they work with their data.

In this paper, we focus on five RDP types that commonly appear in research papers –
collecting data, processing data, analyzing data, representing data, and publishing and
citing data. We aim to explore the following research questions by analyzing the texts
describing data activities in research papers:

1. Howdoes the distribution of different types of data practices differ across disciplines?
2. What are the characteristics of different types of RDP activities across disciplines?

2 Related Works

As RDP are influenced by researchers’ disciplines [4], most of the empirical RDP stud-
ies focused on a specific discipline. Borgman conducted interviews and ethnographic
studies to investigate RDP in habitat ecology, including data sharing, data collection and
data analysis [8]. Rolland and Lee explored data sharing and reuse practices in collab-
orative cancer epidemiology research by interviews [10]. Yoon and Kim examined data
reuse practices of social scientists by conducting surveys [12]. Thoegersen interviewed
humanities researchers on their data management practices [7]. Ma and Xiao explored
the RDP in digital history on how researchers collect, process, analyze and present their
data [9]. Differences can be revealed by comparing the results from these studies. For
example, while data sharing and reusing practices is more mature in science disciplines,
social scientists are more concerned with data reuse. Meanwhile, the notion of data is
still obscure to some humanities scholars.

Borgman compared the RDP in science, social science and humanities disciplines
with case studies as well as the disciplinary requirements on data curation and knowl-
edge infrastructure [13]. But the RDP and differences are narrated in a macroscopic
way. By contrast, Chao et al. constructed a vocabulary of data practices and curation
by interviewing researchers in earth and life sciences. Though derived from a specific
discipline, the vocabulary depicts the RDP in fine granularity and can be expanded to
accommodate other disciplines [1]. Referring to this work, a vocabulary with broader
coverage can be generated from research papers quantitatively.

Research papers are major venues to communicate research results [14], thus are
used for analyzing scientific discourse and argumentation structures in many studies.
Wang et al. annotated 40 research papers in LIS and biomedical to analyze and compare
the argumentation structure in these two disciplines [15]. These manual annotations can
further contribute to automatic recognition of specified entities or semantics [16, 17]. Yet
few research has adopted this approach to study RDP. In-discipline and cross-discipline
RDP have largely been characterized with qualitative data analysis. On the contrary, this
paper utilizes text mining to identify the keywords descriptive of RDP and reveal the
variance of disciplines. This approach adds to the previous studies from a quantitative
perspective.
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3 Methods

3.1 Data Collection and Preprocessing

We chose two journals each in four disciplines including sociology, economics, physics,
and biology (see Table 1) and selected 15 papers published between 2020 and 2021 from
each journal, resulting in 120 papers in total. We only included empirical studies that
involve substantial RDP. Theoretical papers and literature reviews were not used.

We selected paragraphs in the papers to build a corpus of content potentially relevant
to RDP. All the paragraphs in “methods/methodology,” “data,” and “abstracts” were
included as they usually contain dense descriptions of RDP. Paragraphs in “related
literature,” “previous research” and “research background” were eliminated as they are
not likely to describe data activities pertinent to that study. In other sections, we selected
all the paragraphs that contain the keyword “data.” The selection process yielded 3075
candidate paragraphs in the corpus.

Table 1. Overview of source journals

Discipline Journal Number of candidate paragraphs

Sociology Sociology 198

The british journal of sociology 138

Economics The quarterly journal of economics 412

Journal of financial economics 342

Biology Cell 901

Nature cell biology 589

Physics The astrophysical journal 198

Nature physics 297

Total 3075

3.2 Annotation of Research Data Practices

To identify the RDP appeared in research papers, we proposed an annotation scheme
referring to the DPCVocab [18]. Five most representative RDP types were included in
the annotation scheme - collecting, processing, analyzing, representing, and publishing
or citing data, all of which were listed with definition and examples (Table 2).

Next, the corpus was annotated by annotators trained through a guideline. We
recruited 14 undergraduate and graduate students and assigned them to label the journals
corresponding to their specialized discipline.

We asked nine annotators to assign one or more RDP types to each sentence in a
given paragraph and highlight the words, phrases, or clauses which had the most impact
on that decision. If there is no RDP type applicable, the sentence was labeled “non-data
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Table 2. Annotation Scheme for research data practices

Type of RDP Definition Examples

Collecting data Collecting or generating data, as
well as selecting and searching
for data

• Questionnaires
• Interviews
• Generating data through
experiments

• Reusing existing data or code

Processing data Processing the collected data to
have them fit for the purpose of
data analysis

• Preprocessing
• Cleaning
• Transforming
• Aggregating data from
different sources

Analyzing data Analyzing, interpreting, and
summarizing data, which often
entails certain data analysis
skills and technologies

• Classifying
• Comparing
• Testing hypothesis
• Mining data
• Developing software or scripts

Representing data Describing the external and
internal features of data to
organize, manage and display
data without changing the
original content or shape of data

• Using metadata
• Presenting data in the form of
table or figure

• Assigning data identifier

Publishing or citing data Publishing and sharing data, as
well as citing others’ data

• Publishing or sharing data
• Citing others’ data

practice.” When it is ambiguous to pick up such words, phrases, or clauses, they were
asked to highlight the whole sentence. The labels are reviewed by the first author and
then used to compare the distribution of RDP and generate the vocabulary.

3.3 Development of the RDP Vocabulary

We built the RDP vocabulary for each discipline to identify similarities and differences
of activities in the same type of RDP across disciplines. Specifically, we collected all
highlighted words, phrases, and clauses (the “spans”) along with its label. The spans
were split into smaller segments based on their source discipline and label, yielding
20 segments (4 discipline × 5 categories). The keywords from the segments were sim-
ply extracted through tf-idf term weighting scheme [19], with each segment being a
“document” when calculating tf-idf weights.

Prior to the step above, stop words, punctuation, numbers, and words other than
noun and verb were excluded from the spans. In addition, all nouns and verbs were
lemmatized for better estimation of tf-idf weights. We listed 100 highest weighted terms
of each RDP type of each discipline to develop the vocabulary.
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4 Findings

4.1 Differences of Distribution of RDP Types Across Disciplines

The proportion of each RDP type in the four disciplines were calculated based on
sentence-level label assignments. As shown in Fig. 1, biology has the highest percent-
age of “processing” among the disciplines. In biological experiments, there could be
a large gap between organisms as data source and the structured data which is ready
to be digested by data analysis instruments, thus requiring a lot of efforts to clean and
transform the data. Economics had the largest percentage of “analyzing” among disci-
plines, implying that economic research may need to elaborate on sophisticated analytic
methods. However, economics had the least percentage of “processing,” which might
suggest that the original data is usually in a structured or semi-structured format in eco-
nomic research, such as statistical reports. The percentage of “publishing or citing” in
physics exceeded other disciplines by a wide margin. It confirms that the practice of
data sharing is more established in physics. “Collecting” data accounted for a half in
sociology, which might be caused by detailed descriptions on questionnaire design or
interviewing process.

Fig. 1. Comparison of proportion distributions of RDP categories between disciplines

4.2 Characteristics of Different Types of RDP Across Disciplines

Based on the RDP vocabulary, we further examined the common RDP characteristics
across disciplines as well as those unique to a discipline. Terms are considered to rep-
resent common characteristics of an RDP type (“common terms”) if they are within the
k highest weighted terms at least n times out of 4 disciplines with respect to a type of
RDP. Since the annotated corpus for “publishing or citing data” is small, we set k = 50
and n = 2 for this type. Otherwise, we set k = 100 and n = 3.
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Table 3. Common terms of different types of RDP

Type of RDP Common terms

Collecting data Collect, record, obtain, provide, include, take, sample,
observation, survey, base

Processing data Exclude, apply, combine, remove, normalize, compute, process,
record, value, sample

Analyzing data Examine, test, estimate, compare, compute, construct, define,
follow, show, present, sample, value, parameter, method

Representing data Show, display, present, illustrate, describe, plot, map, represent,
provide, see, data, result, detail, figure, table, statistic, panel, line

Publishing or citing data Study, paper, database, source, see, code, find, support, https,
obtain

As shown in Table 3, core concepts of the RDP type can be seen in the common
terms.Collectingdata involves generating and selectingdata. Processingdata is primarily
concerned with cleaning, normalizing, and integrating the raw data. Analyzing data
is about discovering patterns and trends from the data, which includes modeling and
interpreting data, as well as testing hypothesis. Representing data is mainly associated
with displaying data along with some forms of visualization. Publishing or citing data
has more focus on data depository and some signals guiding users to reuse data. There
are few overlapping common terms between different types of RDP, which suggests that
the RDP types are distinctly categorized.

The varying characteristics of different types of RDP across disciplines are mani-
fested in the discipline-specific termsof eachRDP type.We selected “discipline-specific”
terms that were thought to be representative of an RDP type with respect to a disci-
pline, among the hundred terms listed in the vocabulary. Discipline-specific terms were
further classified into “action” (act.), “object” (obj.) and “instrument” (inst.) subcate-
gories. The “action” refers to the verb for performing a certain RDP. The “object” and
“instrument” correspond to the target and means of the action, respectively. Example
discipline-specific terms are shown in Table 4.

Overall, the most distinct differences across disciplines exist in the object terms. For
example, the objects of data processing are demographic characteristics in sociology,
whereas physical quantities are the main target of processing in physics. Collecting data
is the one that differed in instrument across disciplines, where the report and database
are retrieved in economics and the questionnaire is distributed in sociology. Biology
has distinctive discipline-specific action terms both for collecting and processing data,
which illustrates complicated experiment operations. Biology also shows rich terms in
its instruments of representing data, in which a variety of visualization elements were
introduced. For publishing or citing data, although the disciplines use different action
terms, many of these terms could be used interchangeably. Yet in sociology, there’s lack
of terms in this RDP types, which would suggest relatively less data sharing and citing
RDP in sociology.
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Table 4. Example discipline-specific terms of different types of RDP

Sociology Economics Biology Physics

Collecting data Act. Interview
Recruit
Invite
Guide

Gather
Retrieve

Harvest
Image
Clone
Inoculate
Infect
Inject

Define
Observe
Detect

Obj. Participant
interviewee
Respondent
community
Group
Variable

Firm
Bond
Borrower
Holding
Loan
Transaction
Credit
Subsidy

Sequence
Mouse
Cell
Tissue
Gene
Dna

State
Degree
Rotation
Cluster
Space
Energy
Momentum
Torsion

Inst. Questionnaire
ethnography
fieldnote

Database
Report

Centrifuge
microscopy

Qubit
Tensor

Processing
data

Act. Code
Transcribe
operationalize
categorize
anonymize

Digitize
Aggregate

Wash
Purify
Isolate
Quantify
Trim

Fit
Catalog
Derive
characterize
Train

Obj. Parent
Earning
Gender
Student
Item

Outlier
Maturity
Security
Equity
Loan

Cell
Tissue

Granule
Flux
Field
Parameter

Inst. Transcript
Memo
Tape

Indicator Centrifuge
Plate

Algorithm
simulation

Analyzing data Act. Code
conceptualize

Regress
Predict

Detect
Visualize

Obtain
Implement
Satisfy

Obj. Theme
Factor
Hypothesis

Effect
Investment
Price
Return
Debt
Leverage

Assay
Cell
Gene
Genotype
Antibody
Tissue

Circuit
Band
Network
Density
Eigenstate

(continued)
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Table 4. (continued)

Sociology Economics Biology Physics

Inst. – Series Library
Cytometry
chromatography

Equation
Function

Representing
data

Act. Highlight Summarize Overlay
Tabulate

Define

Obj. Factor
Variable
Structure

Increase
Year
Baseline
Rate
Effect

Cell Parameter
State
Density
Curvature
emission

Inst. Appendix Column Heatmap
Scatterplot
Box

Measurement

Publishing or
Citing data

Act. – Replicate
Extend

Publish
Download
Modeling

Request
correspond
provide
Find

Obj. – Statistic Sequence
Virus
Protein

Finding
Theory
Algorithm

Inst. – – – –

5 Conclusion and Discussion

In this paper, we compared the distributions of the five types of research data practices
(RDP) across four disciplines and observed noticeable differences across disciplines.
In addition, we examined the characteristics of each type of RDP under different disci-
plinary contexts by developing discipline-specific RDP vocabulary. Based on the com-
mon terms as well as the discipline-specific ones, we found that the five types of RDP
as recognized in [1] can be distinctly conceptualized, while each type of RDP varies
by disciplines in terms of their action, object, and instrument. These distribution and
characteristics can inform researchers, librarians, funders, and other data stakeholders
to understand the RDP in disciplinary contexts and provide tailored data services to meet
disciplinary needs.

Yet limitations exist in current research approach. First, the paragraphs were not
randomly sampled, hence it was impossible to test whether the four disciplines had a
significant difference in their distributions of RDP. In the future, we can improve the
research design to support statistical testing. Second, the descriptions of different types of
RDPare often intertwined,making it difficult for annotators to decide on the specificRDP
type to label. On the one hand, this suggests that more detailed guidelines and training for
the annotators are needed. On the other hand, there might be a need for more structured
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descriptions about the RDP in research papers, similar to research method descriptions
commonly adopted by certain disciplines. Third, adopting the tf-idf approach to build the
vocabulary is just a preliminary step. In the future, we can leverage more sophisticated
methods such as topic modeling for identifying the keywords or cluster analysis for
exploring which documents are similar than others. The initial vocabulary we developed
can be further refined and expanded to provide a shared terminology for researchers,
curators, tool developers and other stakeholders to describe and characterize RDP.
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Abstract. This study reviews existing studies on misinformation. Our purposes
are to understand the major research topics that have been investigated by
researchers from a variety of disciplines, and to identify important areas for further
exploration for library and information science scholars. We conducted automatic
descriptive analysis and manual content analysis after selecting journal articles
from 4 major databases. The automatic analysis of 5,586 journal articles demon-
strated that misinformation has been an increasingly popular research area in
recent 12 years, and scholars in more than 1,200 fields of study have published
related articles in more than 2,400 journals. Topics explored include misinforma-
tion environments, impact of misinformation, users/victims, types of misinforma-
tion, misinformation detection & correction, and others; The content analysis of
151 articles published in library and information studies journals found that more
than 40 different theories/models/frameworks have been applied to understand or
fight misinformation. Furthermore, information scholars have suggested that the
research of misinformation could be explored further in 5 categories, including
further understanding misinformation, its spread, and impacts; misinformation
detection and correction, Policy and education to fight misinformation, more case
studies, and more theory and model development. This study provides a broad
picture of misinformation research, which allows researchers and practitioners to
better plan and develop their projects and strategies for fighting misinformation. It
also provides evidence to information schools to enhance curriculum development
for educating the next generation of information professionals.

Keywords: Misinformation · Systematic literature review · Topic analysis

1 Introduction

Misinformation has been a challenge for the public, the social media industry, and the
academia, especially with the advancement of the Internet, social media, and other infor-
mation technologies. The wrong messages submitted or posted on social media might
lead to incorrect understanding and even harmful behavior by individuals. The negative
impact of misinformation might be tremendous and cause huge damage to the human
society; Social media platforms must spend time and effort to detect misinformation and
seek balance between free speech and misleading messages; And scholars in multiple
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disciplines, such as medicine, computer science, communication, political science are
actively exploring theories, methods, and technologies to explain, detect, and correct
misinformation.

As information professionals, we are at the forefront of helping information users
fight misinformation [1, 2]. Although extensive research has been conducted, systematic
understanding of such effort is not performed. There is no big picture on what disciplines
are active, what have been explored, and especially, what information scientists have
performed in this area. We believe information scientists could do much more to help
the general public, to educate modern information professionals, and also to provide
insights on future solutions to misinformation. However, the basis of further exploration
needs to be a good understanding of what have been done ever since.

The purposes of this study are to understand the major research topics investigated
by researchers from a variety disciplines, and to examine the important areas for further
exploration for information scientists. Specifically,wewould like to answer the following
questions:

• RQ1: What are the characteristics of existing literature (2010–2022) on misinforma-
tion?

• RQ2: What are the major topics explored by researchers from different disciplines?
• RQ3:What are the theories that information scientists have applied to misinformation
research?

• RQ4: What are considered important future research topics or directions?

The rest of the paper is organized as follows. Section 2 reviews the definition of
misinformation and a few literature reviews we could find that are related to this study;
Sect. 3 describes our research design, including literature selection and data analysis
approaches. Section 4 presents our analytical results on the selected papers’ metadata,
and manual library and information science articles. Next, we discuss our results and
concluded the paper.

2 Related Review Studies

2.1 Misinformation Defined

Earlier authors portray misinformation and disinformation as false information [3],
inaccurate information [4], as a virus [5, 6], and as “articles that are intentionally and
verifiably false and could mislead readers” [7].

Contemporary authors, however, present misinformation as the umbrella term that
includes all inaccurate or false information or reports spreading on social media [8,
9]. However, misinformation, disinformation, fake news, rumor, spam, troll, and urban
legend all share the wrong message(s) as a common characteristic that can lead to
distress or adverse effects via social media if not curbed [9, 10]. This effect explains
why false information and fake news are confused with various other terms associated
with inaccurate information. Lazer and colleagues [11] argue that fake news is the most
challenging to define as they are fabricated stories that mimic news media content and
sometimes intend to accomplish a political goal.
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Our study applies a broad definition of misinformation to include most of the aspects
being specified by other researchers - as misinformation refers to articles, posts, mes-
sages, and other representations that are intentionally fabricated and verifiably false to
mislead people.

2.2 Literature Analysis of Misinformation Research

There are very few review studies that have been found in this area. Revez and Corujo [2]
conducted a systematic literature review on librarians against fake news. They reviewed
27 articles from 2018–2020 and concluded that a librarian could develop formal instruc-
tion, apply a framework and use checklists or learner-centred approaches. Librarians
may also produce campaigns through socialmedia or library guides through audio-visual
activities.

Another study by E, Sakura, and Li [12] reviewed 135 papers published before
2020 on misinformation correction and its effects. Their review tried to answer ques-
tions including characteristics of the literature, psychological and behavioral outcomes,
and theories used to explain or predict the performance of misinformation correction.
Their research found that there have been consistent interests on information correction
topics over the past four decades with a sharp increase in the topic relevance in the
last ten years. However, most research conducted in misinformation correction has been
built using psychological perspectives with quantitative methodologies. They concluded
that misinformation treatment is a complex process that sometimes generates unwanted
outcomes.

Both reviews have presented a systematic process of selecting relevant articles from
literature databases for review, which is very similar to what we have used for this
study. Specifically, E, Sakura, and Li [12] used Preferred Reporting Items for Systematic
review andMeta-Analysis (PRISMA) approach to analyze articles collected from google
scholar, EBSCO academic, and Web of Science.

3 Research Design

We used a systematic review approach in order to answer the research questions. A sys-
tematic review was defined as: “a review of a clearly formulated question that uses sys-
tematic and explicit methods to identify, select and critically appraise relevant research
and to collect and analyze data from the studies that are included in the review” [13].
Automatic analysis and manual content analysis were combined in this study. The whole
research process involves the following steps: 1) relevant literature identification, or data
collection; 2) article selection and verification, and (3) automatic and manual analysis.
Our study starts with retrieving metadata from well-known large scholarly databases.
The collected data were then filtered using the inclusive and exclusive criteria we prede-
fined for automatic and manual analysis. After that, the selected data sets were analyzed
automatically or manually to answer the research questions (Fig. 1).
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Fig. 1. Research design: Semi-automatic systematic review workflow

3.1 Data Collection

As misinformation covers many related terms such as “disinformation”, “fake news”,
“rumors”, “spams”, and “troll”. [9, 14, 15]. They are often used interchangeably. There-
fore, together with “misinformation”, we included the above terms as queries to retrieve
“misinformation” articles from the following four well-known databases: Web of Sci-
ence, Scopus, ScienceDirect, and Semantic Scholar. Furthermore, we set the publication
year filter from 2010 to 2022. In other words, we tried to retrieve misinformation-related
articles in the past 12 years as the scope of this study.

Most databases do not have complete metadata attributes, which are helpful for our
data filtering strategy. Therefore, we merged metadata from different databases using
DOI (if available) and titles. Web scraping and APIs given by Scopus, ScienceDirect,
and Semantic Scholar were used to scrap and integrate data from the four sources auto-
matically. As a result, we obtained metadata records of 24,056 articles. Each metadata
record may include the following fields: title, authors, venue, publication year, citation
count, fields of study, abstract, DOI, query, and database.
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3.2 Data Selection and Verification

Data selection and verification, or data cleaning, are necessary to ensure the quality of the
data for analysis. Our data selection process includes duplicates removal, journal article
identification, and Library and Information Science (LIS) journal article identification.

Because the data collected from different sources contained many duplicate records,
we normalized the titles by lowercasing and removing punctuations. Then we removed
8,449 duplicated records by comparing them with each other using a Python program.
After this process, 15,607 unique articles were kept. Then we removed 1,780 articles
that were published before 2010.

The remaining 13,823 records contain journal articles, conference proceedings,
books, and other types of publications. The quality of these articles varies and is chal-
lenging to control. We made a difficult decision that our analysis would focus on journal
articles. To verify that a paper is a journal article, we gathered the publication type
attributes from Semantic Scholar and compared them with our data set. None of the
other databases offer more complete information on publication type than Semantic
Scholar. Still, we manually evaluated about 1,200 records that could not be verified
automatically. After dropping papers with other publication types, 9,502 journal articles
remained. Then we kept the articles that included necessary metadata fields for our anal-
ysis. Specifically, we filtered out articles missing values on DOI, abstract, and field of
study. We finally selected metadata records of 5,586 articles for our automatic analysis.

To answer research questions 3 and 4, we selected articles that were published in
LIS journals for manual analysis. Based on the LIS journal list provided by SCImago
JR, we found 202 LIS journal articles in the 5,586 records, and 151 of them were kept
for manual content analysis.

3.3 Automatic Metadata Analysis

Our automatic analysis of themetadata of 5,586 articleswas conducted using the pipeline
suggested byChen, Chen, andHguyen [16]. First, the analysis explores themetadata fea-
tures using simple descriptive statistics. Then we conducted keyword and topic analysis
using statistical models to gainmore insights into the topics of the articles. Finally, statis-
tical models were used to extract the keywords and topics as they are corpus-independent
and do not require training data as supervised learning models.

Descriptive Analysis. The descriptive analysis aims to identify high-level bibliometric
characteristics of literature about misinformation. For our purposes, we aim to identify
distributions of articles regarding publication years, disciplines, and venues of the 5,586
records.

Keyword Analysis. Keyword analysis extracts the most important and representative
keywords from a large corpus. Statistical and unsupervised-learning models are pre-
ferred as they are efficiently computed and do not depend on any corpus or domain.
YAKE! outperformed among those models (i.e., TF.IDF, KP-Miner, RAKE, TextRank,
SingleRank, ExpandRank, TopicRank, TopicalPageRank, PositionRank and Multipar-
titeRank) on over twenty datasets [17]. YAKE! takes into account features of casing,
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position, frequency, context relevancy, and term dispersion, returning a ranking score for
each keyword extracted by the algorithm [17]. We concatenated titles and abstracts to
input into YAKE! as they contain the most concise information of the articles. The most
common lengths of word phrases are from one to three tokens, so we set up a maximum
n-gram of three.

Topic Analysis. Topic analysis, also called topic modeling, is preferred to use to gain
more insight into a large text dataset as it clusters themost representative information into
word categories. Latent SemanticAnalysis (LSA) andLatentDirichletAllocation (LDA)
are the two most widely-used algorithms for topic modeling based on mathematical
techniques [18]. LSA looks at the whole corpus as a whole matrix. It attempts to find the
latent relationships within texts by first computing similarity among document vector
representations, then using Singular Value Decomposition (SVD) to reduce the matrix
dimension. On the other hand, LDA assumes that each document contains a mixture
of topics described by a multinomial distribution over a word vocabulary [18]. Using
Umass topic coherence as an evaluation metric, Bellaouar, Bellaouar, and Ghada [19]
empirically proved that LDAprovided better-quality topics with higher coherence scores
than LSA on a scientific publication dataset. Therefore, LDA was chosen to extract the
latent topics from the misinformation publications we selected. To choose an optimal
number of topics, we based on cv topic coherence scores. We investigated the coherence
of a range of topic numbers between 20 and 40; this range is proper to balance the topic’s
interpretability and specificity. With the highest coherence scores (0.485) for 30 topics,
we chose to cluster the dataset into 30 topics.

3.4 Manual Content Analysis

As aforementioned, we selected 202 LIS journal articles for our systematic review. To
ensure that those articles are research publications with regard to misinformation, we
manually verified them and kept 151 articles for the systematic review. For the purpose
of this study, we manually analyzed the full texts of these articles to: identify theories
or frameworks used in misinformation research (RQ3), and to extract and summarize
future research directions (RQ4) by the authors of these articles.

Coding Process and Codes. We applied an inductive approach to conducting a coding
process to answer RQ3 and RQ4. In other words, the coding process aims to identify
theories (RQ3) and future directions (RQ4) from the 151 library and information sci-
ence articles. Because there is no coding scheme available, we identified the theories
and future directions of the articles and then summarized them to form appropriate
categories. The two-level codes: theories or future directions, and their categories, are
presented in the Results Section. In Sect. 4.3, Table 4 lists the categories of theories
in the first column, the frequency count and percentage, and the examples of existing
theories/models/frameworks in the last column. In Sect. 4.4, Table 5 lists the categories
of future directions in the first column, and actual future directions in the second column.
One of the authors did the coding for each table, and another author reverified the coding
results.
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4 Results

This section reports the results of our automatic analysis and manual content analysis.

4.1 General Characteristics of Misinformation Literature

We automatically analyzed the following features: Distribution of Publication, Publica-
tion Fields, and Publication Venues.

Distribution of Publication. Figure 2 depicts the distribution of 5,586 journal articles
published in 2010–2022 related to misinformation. It indicated that research on misin-
formation had become an upward trend between 2010 and 2021. Evidently, the number
of publications has doubled each year since 2019. Although we do not have complete
data for 2022, with this tendency, it can be forecasted to grow higher at the end of this
year.

Fig. 2. Distribution of publications 2010–2022

Publication Fields. Scrapping the field-of-study metadata from Semantic Scholar to
merge with our collected data allows us to understand the interdisciplinary nature of
the misinformation research. We found 1,278 disciplines that have contributed to this
research area. Table 1 lists the top 30 fields of study that have published the greatest
number of articles. Medicine, followed by Computer science, has the most publications
about misinformation, accounting for 27% and 24% respectively of the whole data set
(n = 5,586). Psychology takes up the third largest portion (10%). Among the misinfor-
mation publications we selected, the Information science & Library science field also
contributes 182 articles, making it the eighth largest field.
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Table 1. Top 30 disciplines studying misinformation.

Field of study Count Field of study Count

Medicine 1508 Science & technology - other topics 99

Computer science 1321 History 93

Psychology 546 Environmental sciences & ecology 83

Communication 419 Public 71

Engineering 250 Environmental & occupational
health

71

Political science 226 Chemistry 51

Sociology 186 International relations 50

Information science & library science 182 Operations research & management
science

50

Physics 170 Linguistics 46

Mathematics 138 Materials science 45

Government & LAW 135 Geography 45

Telecommunications 122 Geology 45

Business 109 Arts & humanities - other topics 44

Social sciences - other topics 104 Economics 41

Business & economics 99 Education & educational research 36

Publication Venues. The misinformation-related articles we selected were published
in 2,401 journals; the top 20 leading journals are presented in Fig. 3. Physica A: Sta-
tistical mechanics and its applications, a journal in the field of statistical mechanics,
published the most misinformation-related papers (96 papers); IEEE Access, an inter-
disciplinary journal of engineering and information technologies fields, published the
second largest number of articles. Both journals are well-identified in the computer and
information science community. Further, a majority of the leading journals are computer
and information science (about eight journals) and medicine and health science (about
seven journals), affirming the incredible growth of this topic in those two areas.

Based on the journal list given by SCImago JR1, we found that 62 out of 2,401 jour-
nals in our selected misinformation literature are of Library and Information Science.
Table 2 shows the top 20 LIS journals leading in misinformation research. The Publica-
tions journal ranks first with 16 articles, followed byGovernment Information Quarterly,
Journal of Information Science, International Journal of Information Management, and
JASIST, almost half of that number.

1 https://www.scimagojr.com/.

https://www.scimagojr.com/
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Fig. 3. Top 20 journals publishing misinformation-related research.

Table 2. Top 20 leading library and information science journals

LIS journal Frequency

Publications 16

Government information quarterly 9

Journal of information science 8

International journal of information management 8

Journal of the association for information science and technology (JASIST) 8

Online information review 7

Profesional de la informacion 6

Library & information science research 5

IEEE transactions on information forensics and security 4

Social science computer review 4

Electronic library 4

Journal of health communication 4

Information communication and society 3

Journal of documentation 3

Reference services review 3

Communications in information literacy 3
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4.2 Major Topics and Themes

Key Terms. Using YAKE! Keyword extraction algorithm, we extracted the top 50 key
terms from the dataset. Among them, the most frequent words or phrases are “social
network spam”, “social media network”, “social media research”, “fake news”, “health
misinformation”, “fake news detection”, “rumor spreading”, “rumor detection”, “fake
news sharing” (or “fake news spreading”), “vaccine”, “social media analysis”, “misin-
formation effect”, “fake news research”, and “rumors”. These terms indicate aspects of
current misinformation research, which may include misinformation detection, social
media analysis, misinformation effect or impact, contexts, or environments that mis-
information was spread or distributed (i.e., social media), and domains involved (i.e.,
medicine and healthcare).

Topics and Themes. Key term extraction has its limitation for us to understand the
topics because they are at most three-word phrases. We, therefore, conducted topic
analysis applying the LDA topic modeling algorithm. The topic analysis could cluster
articles with related topics that allow us to identify themes out of the topics. Table 3 is
the results of the topic analysis. It contains four columns, with the first column providing
an ID for each topic identified by the system. The second column lists the 10 terms that
represent each topic. These terms are extracted from the title and abstract of the 5,583
records; the third column is topics annotated by the authors based on the terms,whichwas
challenging because annotation is subjective and could bewrong, even thoughwehave 10
terms for each topic.The last column lists themes thatwe identifiedbasedon the terms and
topics. We identified 6 themes, including Environment of rising misinformation, Impact
of misinformation, User research, Domain-specific misinformation research, types of
misinformation, and fighting misinformation. Several topics detected by the system are
labeled as “Unknow topic” because we failed to assign an appropriate label to it. We
assigned them into a category called “Other.”

Even though it is sometimes challenging to accurately interpret the results of the topic
analysis, most misinformation is created and spread on Internet environments, including
social media such as Facebook, Twitter, Instagram, and emails. Noticeably, misinfor-
mation also exists in the form of visual advertisements on Instagram. Additionally, we
found that Cybercrime contributed to misinformation creation and growth.

Spam, fake news, and rumors are found to be major types of misinformation, which
is consistent with the aforementioned misinformation definition by Wu and others [9].
Misinformation especially involves various domains, from controversial social issues,
environment, and medicine to the political dilemma; specifically, some popular topics
of misinformation found are scandal, medical treatment, sexual misconduct, COVID-19
pandemic, abortion, political issues in the election, and vaccination concerns in commu-
nity.Also, approaches to fightmisinformation, including educating,managing healthcare
risks, making scientific evidence visible, and using algorithms to automatically detect
misinformation, are explored in the literature. Furthermore, we found that misinforma-
tion literature also focused on studying the impact of misinformation on human memory
and stock trading market, while behavior studies and online review studies are signifi-
cant research in this area. However, as a tradeoff of automatic content analysis methods,
some word clusters (i.e., Topics 25–30) are not easily interpretable, so we named them
unknown topics.
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Table 3. Topics and themes of LIS misinformation research.

Topic ID Word cluster Annotated topic Themes

1 Social, media, inform,
misinformation, twitter,
content, user, platform,
tweet, analysis

Misinformation on social
media (Twitter)

A. Environment of rising
misinformation

2 Model, network, spread,
rumor, inform,
propagation, social,
dynamic, control, node

Rumor spreading through
social network

3 Cyber, youth,
cyberbullying, aggressive,
self, trait, person,
relationship, answer, dark

Cybercrime

4 Image, visual, Instagram,
panic, advertise, buy,
project, forest, density, tag

Visual advertisements on
Instagram

5 Rumor, market, food,
consume, product, stock,
cost, price, trade, impact

Rumor impacts on the
stock trading market

B. Impact of
Misinformation

6 Misinformation, effect,
memory, participate,
correct, false, inform, test,
study, belief

Effect of misinformation
on memory

7 Troll, study, online, use,
bully, behavior, measure,
analysis, data, indicate

Behavior study about
online bullying and troll

C. User research

8 Review, user, research,
use, base, data, inform,
online, develop, paper

Research on online users’
reviews

9 Couple, lie, pathway,
poison, tolerate, pseudo,
scandal, gate, hotspot, beij

Scandal D. Domain Specific
misinformation research

10 Patient, medical,
treatment, publish,
clinical, case, report,
disorder, article, journal

Medical treatment
publications

11 Video, women, adolescent,
victim, YouTube, gender,
school, score, sexual, year

Victims of sexual abuse

(continued)
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Table 3. (continued)

Topic ID Word cluster Annotated topic Themes

12 Covid, health, pandemic,
study, public, inform,
misinformation, prevent,
people, risk

Misinformation in
COVID-19 pandemic

13 Politics, media, election,
ideology, right, Russian,
campaign, social, speech,
online

Russian-related political
issues in election

14 Fish, surface,
environment, estimate,
field, water, area, land,
catch, region

Environment

15 Vaccine, hesitate, accept,
barrier, community,
uptake, health, immune,
concern, including

Vaccination concerns in
community

16 Disinformation, article,
community, public,
digital, govern, research,
case, state, politics

Political disinformation

17 Rumor, social, abort,
event, attention, inform,
Weibo, microblog, model,
refute

Rumor of abortion

18 Spam, mail, attack,
message, email, system,
page, secure, mobile, rate

Email spam E. Types of
misinformation

19 News, fake, media,
inform, credible, social,
share, fact, study, trust

Fake news on social
media

20 Inform, student, study,
research, educate, literacy,
university, participate,
social, find

Educating F. Fighting
misinformation

21 Inform, community,
manage, risk, care, health,
provide, need, use,
response

Heathcare risk
management

(continued)
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Table 3. (continued)

Topic ID Word cluster Annotated topic Themes

22 Detect, spam, propose,
method, base, feature,
model, learn, use,
algorithm

Spam detection algorithm

23 Children, parent, cell,
interview, child, family,
mother, report, study, trial

Interviewing family

24 Science, scientific,
knowledge, policy,
climate, public, evidence,
expert, access, scientist

Scientific evidence

25 Contracept, random,
formula, graph, call,
station, time, nuclear,
protocol, accident

Unknown topic G. Other

26 Game, level, interact,
echo, book, chamber,
liquid, dietary, micro,
smoke

Unknown topic

27 Particle, source, mass,
species, size, single,
aerosol, concentration,
period, observe

Unknown topic

28 Energy, sensor, island,
rout, flood, Christian,
renew, entropy,
cryptocurrency, protocol

Unknown topic

29 Perpetrate, urban, fatal,
Taiwan, domestic, middle,
diplomacy, opioid, Asian,
entry

Unknown topic

30 Comment, signal, blog,
emission, linguistic, film,
coal, humor, annual,
biomass

Unknown topic

4.3 Theories Applied by Library and Information Science Scholars

Our manual content analysis identified more than 40 different theories, models, or
perspectives that library and information science scholars have applied to research
misinformation. Table 4 lists the categories of major theories from the 151 articles.
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Table 4. Theories, models, or perspectives applied to misinformation research2

Category Frequency (percentage) Description or sample theories

No theory 59 (39.1%) No specific theories identified. Even
though papers provide literature for
concepts being explored

Computational
algorithms/models

38 (25.2%) BERT, deep learning models,
different types of classifiers,
supervised and non-supervised
machine learning models

Information credibility 9 (6.0%) Information credibility theory

Information literacy
frameworks/models

6 (4.0%) Media literacy key elements, ACRL
information literacy framework

Other theories 42 (27.8%) Theories in information seeking,
behavior, cognition, social
diffusion, deterrence theory, uses
and gratification

No Theory. Fifty-nine or 39.1%of the papers does notmention specific theories applied,
even though they have reviewed concepts or certain perspectives in the literature for their
research purposes. Among them, 3 papers are on bibliometrics and 8 are literature review
papers. Some papers have applied a grounded theory approach [20, 21], which aims to
discover or construct theory from data that is systematically obtained and analyzed using
comparative analysis [22]. Some of the papers focused on understandingmisinformation
impact on different user groups, or fake news spread at different media platforms [23–
26]. Legal perspective was also used to guide the discussion of misinformation [27–30].
Other theories or perspectives to understand misinformation include systematic review
and bibliometric [2, 31–35].

Computational Algorithms and Models. Computationalmethods, such as deep learn-
ing and machine learning models have been used in 38 studies. These studies explored
the use of machine learning methods [36–51], deep learning methods [52–63], and
other computation models or theories [64–66] to analyze social media, email, or other
data. Studies aimed to experiment or identify most effective models or algorithms for
misinformation detection, information classification, or impact understanding. Many of
the studies experimented multiple algorithms for evaluation purposes. It is sometimes
challenging to differentiate different types of computational models.

Information Credibility. There are 9 papers that are related to information credibility
[67–75]. Information credibility theories define related concepts, such as credible infor-
mation, trust, belief, and provide approaches to assessing credibility of information in
various format [73].

2 A complete table of theories/models is available in our GitHub site.
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Information Literacy Frameworks/Models. Authors of 6 articles considered that
information literacy was the key to deter and correct misinformation, and have applied
existing information literacy framework to guide their research [76–81]. The informa-
tion literacy framework from the Association of College and Research Libraries (ACRL:
https://www.ala.org/acrl/standards/ilframework) has been applied by multiple studies.

Other Theories. Forty-two studies applied theories or models in business, human
behavioral research, Psychology, political science, policy, and information seeking. Here
are a few examples: uses and gratification theory [82, 83], fact checking [84], elaboration
likelihood model [85], Kuhlthau’s information seeking behavior and process [86], tech-
nology adoption model [87], themes of misinformation [88], Longo health information
model [89], Heuristic system model [90], and integrated behavioral model [91].

4.4 Important Future Research Directions

We are interested inwhat scholars consider important future research onmisinformation.
Table 5 lists the important future research directors identified by information science
scholars. These directions can be categorized into the following areas:

Further Understanding Misinformation, its Spread, and its Impacts: About 29
authors would be conducting studies in this category. Examples include longitudinal
studies [24] and expanding library intervention [20, 50]. While others include exploring
the extent of the spread of misinformation on social networks [15, 41, 43, 66, 92, 93],
sentiments or reason behind the spread [52, 94], relationships between variables [44, 95,
96], and predicting virality [97]. Other authors propose to exploremisinformation spread
in other languages [47, 98], in other countries [90, 99], investigating public relations and
crises intervention [35, 100], entrepreneurial space [101], perception [71, 75, 102] and
addressing structural inequalities [103].

Misinformation Detection and Correction. Authors of about 20 articles proposed to
work toward improvingmisinformation detection, including spam detection [54, 55, 61];
using natural language processing [48], using the bot [104], applying machine learning
[46], probability sampling [77]; text extraction [59, 105], and modified label training
[106]. Moreover, other future works relate to refining previous analysis [57], exploring
systematicmodeling and theorization effort [107], employing classifiers [108], andmore
exploration of effective rumorr extraction [70, 85, 109–111].

Policy and Education to Fight Misinformation. Authors of 50 articles would be
developing policies and procedures for emergency responses [79, 87, 100, 112, 113],
professional neutrality [114], privacy [42], promotion of awareness [115], exploring
ways of exposing players of misinformation [29, 60, 116–118] and tracking blogs [119].
More studies are need on understanding information behavior and limitations of partic-
ipants [120, 121], exploring instructional methods [14, 26, 28, 31, 80, 122, 123], and
staff development [124, 125].

https://www.ala.org/acrl/standards/ilframework
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Conducting more Case Analyses and Studies. Authors of about 23 articles suggested
more case analyses and studies being conducted for various purposes [2, 24, 36, 44, 53,
126–130]. Here we mention just a few.

Theory and Model Development. Authors of about 21 articles proposed that new
models be applied or developed in this area. A few examples include the architecture
model [56], exploring patterns [67], interactivity [72], cross-linkability between bio-
metric templates in different databases [62], and models for controlling misinformation
[131].

Table 5. Future research directions identified3

Category Major topics Number of articles

Further understanding
misinformation, spread, and its
impacts

Health related
Media, youths, information literacy,
& others
Spread: Extent, form, sentiments, &
perception

7
8
15

Misinformation detection and
correction

Text & rumor extraction
Misinformation correction with AI/
machine learning

8
12

Policy and education to fight
misinformation

Developing policies and educational
guidelines
Intervention: library & crises
Information behavior to overcome
limitation of participants

31
12
7

Conducting more case analysis
and studies

Empirical, mixed methods,
longitudinal & heuristic study

23

Theory and model development Proposing new models related to
architecture, patterns, interactivity
Enhancing generalizability: update,
scope, reliability

8
13

Not stated 13

5 Discussions

5.1 Answers to Research Questions

Characteristics of Existing Literature (2010–2022). We explored the literature from
three perspectives: distribution of publication over time, disciplines involved, and pub-
lication venues. Our automatic analysis found that misinformation research has gained

3 A complete table of future research directions is available in our GitHub.
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popularity since 2017, with more than 200 journal articles published in this area. More-
over, the number of publications has doubled each year since 2019. In 2021, we found
more than 1,600 journal articles on misinformation; The fields that have studied misin-
formation are numerous, spanning from medicine, computer science, and psychology
to political science, information science, and economics; More than 2,400 journals have
published articles on misinformation.

Major Topics Explored by Researchers from Different Disciplines. Our key term
analysis and topic analysis of the 5,586 journal articles indicated that extensive research
had been conducted to understand misinformation on social media, misinformation
spreading, user behavior as related to misinformation, and misinformation in differ-
ent areas and their impact on different types of people. As a result, six categories of
misinformation research with about 24 topics were identified and listed in Table 2.

Theories that Information Scientists Have Applied to Misinformation Research.
Our content analysis of the 151 journal articles in Library and Information Studies (LIS)
identified more than 40 theories or models that have been applied by information schol-
ars. These theories were used to guide the development of new theories/algorithms for
misinformation understanding/detection, to explore misinformation spread, to assess
misinformation impact on people, or to improve people’s capabilities of evaluating
information.

Important Future Research Topics or Directions. We also analyzed the future
research direction proposed or suggested by the authors of the 151 LIS journal articles.
Five themes or categories were identified for future research in misinformation: Further
understanding ofmisinformation, spread, and its impacts,Misinformation detection, and
correction, Policy and education to fight misinformation, Conducting more case analysis
and studies, and theory and model development.

5.2 Significance and Limitations of the Study

This study provides a broad picture of misinformation research. Focusing on under-
standing the current status of this field, including characteristics of existing literature,
topics explored by scholars, theories being applied, and suggestions from authors on
future directions. As fighting misinformation is an ongoing topic in information studies,
results from this study help researchers develop and plan their research ideas and projects.
Also, this study provides evidence to inform schools that we need to develop related
curricula on understanding and fighting misinformation to educate future information
professionals.

This study has several limitations: we had to limit our data set to journal articles in the
recent 12 years to complete the study in a manageable timeframe. Many papers related
to misinformation may be published in other venues, such as books and conference
proceedings. However, as shown in the initial exploratory data analysis of Stage II, the
number of journal articles accounts for nearly 70%, compared to that of conference,
books, and others, proving a reasonable data sample. Another limitation is due to the
data incompleteness in the existing databases: we had to drop a significant number of
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data (almost 41% of 9,502 journal articles) whichmetadata needed for our meta-analysis
are missing. Therefore, our driven implications and conclusions might not be scalable
for the whole science community; The third limitation is, due to time constraints, our
content analysis had only focused on theories and future directions in LIS; the two areas
that most interest the authors. The investigation could be more extensive and deeper, for
example, to summarize different research designs, or identify new theories or models
originally targeting and curbing misinformation.

6 Summary and Future Research

This study conducts systematic literature review to understand misinformation research
topics, theories applied, and future directions as proposed by information scholars.
Through a systematic approach, we selected 5,586 articles for automatic analysis and
151 articles in library and information science for manual content analysis. Our anal-
ysis discovered that misinformation research had attracted broad interests from many
disciplines and extensive research has been conducted in LIS.

To address the limitations of this study, we plan to continue our analysis using
the same dataset to build an ontology of misinformation, then extend the dataset to
expand the ontology. Finally, guided by ontology, we will explore specific topics, such
as developing models, strategies, curricula, and guidelines to help organizations and the
public fight misinformation. Python codes and our analysis results are publicly available
on our GitHub.4
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Abstract. In this integrative literature review, we examine how digital literacy
can help adults identify problematic information (misinformation, disinforma-
tion, etc.). We found that some studies do indicate that digital literacy can help
address problematic information, but how digital literacy is conceptualized and
operationalized needs to change. Digital literacy approaches need to incorporate
lateral reading skills and how structural factors influence how information is pre-
sented and consumed online. Additionally, incorporating games into instructional
practices may help diffuse the political implications of teaching about problematic
information. However, digital literacy instruction cannot cure the global problem
of problematic information and more community-based, rigorous research needs
to explore the effectiveness of instruction.
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1 Introduction

The 2016 election and COVID-19 pandemic brought a renewed focus to online prob-
lematic information which is “inaccurate, misleading, inappropriately attributed, or all
together fabricated” [1]. This umbrella term includes misinformation, disinformation,
fake news, information disorder, or conspiracy theories; all of which can lead to phys-
ical or emotional harm and interfere with proper functioning of public institutions [1].
A subject of much discussion in academia and popular press has focused on improving
individual skills for identifying online problematic information [2–4]. The kinds of lit-
eracies, competencies, and skills people need to navigate our current online information
environment are categorized under a broad set of categories such as “digital literacy,”
“media literacy,” “information literacy,” “news literacy,” “critical literacy,” “civic online
reasoning,” multi-literacy,” and “metaliteracy” [3, 4]. These frameworks overlap and
complement each other and are more of a reflection of their disciplinary background
than mutually exclusive approaches [5].

“Digital literacy” as defined by the American Library Association’s Digital Literacy
Taskforce and the National Digital Inclusion Alliance (NDIA) is “the ability to use
information and communication technologies to find, evaluate, create, and communicate
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information, requiring both cognitive and technical skills” [6]. In recent years, academic
research has recognized digital literacy as “far broader than specific tasks, englobing
the entire sphere of computer operation and media use in a cultural context” including
identifying problematic information [7]. However, much of research on the use of digital
literacy to curb problematic information focuses on K-12 and higher education students,
but all adults need to know how to verify online information [4, 8–10]. After exiting
formal education, adults learn additional digital literacy skills on their own from people
in their personal networks and from such as public libraries, nonprofits, and community
organizations [11]. These digital literacy educators teach people how to use information
and communication tools through a variety of formats such as a classroom setting with
an instructor, one-on-one, appointment-based assistance, or ad hoc help from a case
manager [12]. The subjects taught by these classes can be far ranging and include getting
online for the first time, navigating the internet, using common workplace software, and
creating multimedia [13]. We recently conducted an analysis of recommended digital
literacy resources and found a mixture of approaches to teaching about problematic
information and some resources did not cover the topic at all [14].

To have a more complete understanding of how digital literacy intersects with dis-
cerning online problematic information, we conducted an integrative literature review
to understand the following:

1. How does digital literacy help adults identify online problematic information?
2. What are the evidence-based practices for teaching digital literacy to adults for

problematic information identification?

2 Methodology

To answer our research questions, we conducted an integrative literature review of pub-
lications from 2009–July 31, 2022. We began our search with the year 2009 because the
United States Broadband and Telecommunications Opportunity Program (BTOP) began
that year and provided $4.7 billion for broadband adoption, including digital literacy
programs [15]. The purpose of an integrative literature review is to review, critique, and
synthesize literature “in an integratedway such that new frameworks and perspectives on
the topic are generated” [16]. One of the reasons we chose this approach is because it has
the opportunity to “combine perspectives and insights from different fields or research
traditions” [17]. The academic literature concerning problematic information and digital
literacy spans many fields such as information science, education, and communication.
Because of the dispersed nature of our topic, we searched the databases with the com-
monly used terms (misinformation OR disinformation OR “fake news”) and then paired
each one with the terms “digital literacy,” “media literacy,” and “information literacy.”
We expanded our search to include media and information literacy to capture the full
range of literature across academic disciplines [5].

We searched the following databases: Library InformationScience Source, Library&
Information Science Abstracts (LISA), Communication Source, Web of Science, Aca-
demic Search Complete, ScienceDirect, Google Scholar, and ERIC. We also examined
relevant citations from the selected literature. Our inclusion criteria included at least one
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of the following: a) examination of how digital literacy can or cannot be used to help
people identify online problematic information, b) empirical research into the effects of
digital literacy programs, and c) available in English. Our exclusion criteria included a)
descriptions of programs without any empirical evaluation or assessment, b) only brief
mentions of digital literacy and/or problematic information and not focused on how the
two may intersect, c) focus on non-digital media literacy, d) focus on academic-related
information skills (such as searching academic databases). We did not restrict the review
to any particular country or region. Although our research questions focused on adults,
we kept our search broader to identify best practices that may span age groups. After we
applied the inclusion and exclusion criteria, we conducted a staged reviewed of all the lit-
erature collected (an initial review of the abstracts followed by an in-depth review) [18].
After completing this process, we had 39 papers included in our review and conducted
a document analysis framed by our research questions [19].

3 Results

Only four papers were published before 2018: the earliest published in 2010. Almost
half (19) were published in either 2021 or 2022. Despite not restricting the search
geographically, most of the papers were focused on the United States orWestern Europe.

3.1 Digital LITEracy’s Ability to Help Adults Identify Online Problematic
Information

In answering our first research question, how does digital literacy help adults identify
online problematic information, we grouped our findings into three sub-categories:

• Digital literacy can improve problematic information identification.
• Digital literacy needs a new conceptualization.
• Digital literacy cannot be the only solution to problematic information.

Digital Literacy Can Improve Problematic Information Identification. Six studies
attempted to quantitively measure whether digital literacy had an impact on someone’s
ability to identify problematic information. All six found that digital literacy increased
the ability to identify problematic information across different geographies – United
States [20–22], Indonesia [23], Ghana [24], and Nigeria [25]. However, one study found
that despite an increase in identification ability, digital literacy skills did not prevent
people from sharing problematic information [20]. The studies measured digital literacy
skills using self-assessments (such as rating oneself on a Likert-scale), but each study
used different question sets. One subset of these studies attempted to measure someone’s
existing digital literacy skills and compared individuals of different skill sets with their
ability to identify problematic information [20, 22, 23]. In the other subset, the studies
set up an experiment that had treatment and control groups to measure the success
of a specific digital literacy intervention [21, 24, 25]. The interventions tested varied
from watching videos and memes [21], to unspecified training [24], to an eight week
course [25]. The interventions’ effectiveness was tested shortly or immediately after
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receiving the treatment. Due to a lack of longer-term testing, it is unclear on whether the
effectiveness will wear off over time.

Digital Literacy Can Help But Needs a New Conceptualization. Overall, the papers
had broad agreement that a more traditional approach to digital literacy that focuses
solely on skills was not sufficient to learn how to identify problematic information.
For example, American students have been receiving information evaluation instruction
for decades but it “hasn’t prevented a significant portion of the population from fervidly
embracing an elaborately populatedworld of disinformationwhile rejecting ‘mainstream
media’” [4]. In a review of library information literacy practices, Revez and Corujo
identified librarian taught methods of information evaluation as two pronged: 1) task-
oriented strategies and 2) critical thinking approaches; sometimes these approaches are
taught concurrently but most often “critical thinking” is an advanced step beyond the
task-based strategies [26]. Additionally, even though librarians recognize the emotional
and cognitive-based aspect of problematic information, it is largely absent from their
practices [26]. The papers divide up into two sets of arguments to improve digital literacy
instruction: 1) reframe digital literacy as metaliteracy 2) teach skills in context.

Reframe Digital Literacy as Metaliteracy. Several authors recommend shifting from a
conceptualization of digital literacy to metaliteracy, “an overarching, self-referential,
and comprehensive framework…a shift in emphasis from discrete skills to collabora-
tive production and sharing of information using participatory interactive technologies”
[27]. Adopting metaliteracy across disciplines “should decrease theoretical discrepan-
cies, connect practical applications and strengthen central lifelong learning goals across
literacy types” [28]. Cooke advocates for metaliteracy for teaching about problematic
information because “metaliteracy asks us to understand the format type and delivery
mode of information; evaluate dynamic content critically; evaluate user feedback of
information; produce original content in multiple media formats; create a context for
user-generated information; understand personal privacy, information ethics, and intel-
lectual property issues; and share information in participatory environments” [3]. A vari-
ety of educators can implement metaliteracy (college instructors, public and academic
librarians, community educators) in their instruction due to its adaptability in “different
formats and within both scholarly and non-scholarly environments” and create a shared
understanding of learning goals [29].

Teach Skills in Context. A set of papers advocate for teaching digital literacy skills
in context of the emotional, sociocultural, psychological, interpersonal, structural, and
historical factors that play a role in information evaluation [30–32]. Caulfield writes
“most literacies are heavily domain-dependent and based not on skills, but on a body
of knowledge that comes from mindful immersion in a context” [33]. For example, if
students understand how a website makes money they “could understand the incentives
for lies and spin, and how these incentives differ from site to site” [33]. Tagg and Sergeant
advocate for “social digital literacies” which build upon individual capabilities “but also
situates both within a broader awareness of how the flow of information in society as a
whole is managed in the era of social media, and the implications this can have for the
maintenance of an effective society” [31].
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Digital literacy instruction should not simply include skills to identify discrete pieces
of information as true or false “but of identifying the forms of bias that are present in
all sources of information more broadly” [34]. One example, from Tynes et al., argues
for “critical race digital literacy” because “young people will need to able to identify
race-related messaging” and “learn the ability to unmask hidden white supremacist nar-
ratives in online information” [35]. Educators should “frame discussions of knowledge
through the lens of democracy rather than through partisan political positions…including
clearly reject the notion that truth is simply a matter of political allegiance or personal
choice” [4]. Sulzer uses three framing ideas in her instruction to encourage students
to explore the interplay of power and digital tools: 1) Representation (How do digital
technologies present the world to its users? Who is missing and why?), 2) Access (How
is information made available? Who has access and why?), and 3) Contestation (How
are meanings contested within digital environments? Who is involved and why?) [36].
Nichols and LeBlanc argue an adoption of an ecological orientation over literacy– “how
users produce, share, access, and interpret messages, but tracing the wider relations of
human and non-human activities that condition such practices in a given environment”
[37]. However, most of these authors do not address the potential political threat that
some public educators could face addressing these topics and what approaches could
help them minimize risk [30].

Digital Literacy Cannot be the Only Solution to Problematic Information. Nomat-
ter the approach or framework, several authors had doubts that digital literacy instruc-
tion could have a meaningful impact on problematic information. An ongoing challenge
toward effective instruction is that this type of learning has no particular place in the
curriculum and “the people who care about it the most have had their jobs felled by the
austerity axe” [4]. Additionally, it is a challenge to develop comprehensive measures
for the more complex conceptual frameworks to understand effectiveness [28]. Digital
literacy can also be leaned on as an ineffective cure all – asking educators to fix structural
problems of “digital capitalism” through instructional methods [34]. Thus, problematic
information needs “global level” solutions through technological methods [2].

3.2 Teaching Digital Literacy for Problematic Information

Despite some authors’ doubts of the effectiveness of digital literacy interventions, to
answer our question regarding what are the evidence-based practices for teaching digital
literacy to adults for problematic information identification, we identified empirical
studies that examined what content to include and by what method. [38]. As previous
research has shown [26], only a subset of studies empirically measured the effectiveness
of methods or content approaches. In those that did measure effectiveness, papers found
teaching lateral reading an important skill and using games as a promising pedagogical
methodology.

Important Skill: Lateral Reading. Problematic information can often pass checklists
used by common digital literacy frameworks [33, 39]. These checklists use “vertical
reading,” staying on the webpage to assess credibility, but this method has proven less
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effective in helping people identify problematic information [11, 33, 38–40]. As a con-
trast, journalists and professional fact-checkers do not use checklists but read laterally,
using the web to verify information found on the webpage, and thus more success-
fully identify problematic information [38, 41]. Lateral reading refers to the strategy of
scanning multiple web search results to get a sense of what others say about a piece of
information or an information source of interest before deciding to read the content itself
[38, 41–44]. One author was skeptical that people would maintain these approaches out-
side of the classroom [34]. However, a study of a lateral reading education intervention of
2,324 Canadian students in grades 7–12 found that lateral reading instruction improved
their ability to accurately assess the credibility of sources and claims as compared to a
control group and found no erosion in those strategies six weeks later [43]. However,
as pointed out in the earlier critique of skills without context, lateral reading alone does
not unearth the “material technical, and economic currents that underwrite” problematic
information [37].

Teaching Methodologies: Games. Two studies identified games as an effective way to
teach digital literacy skills to curb problematic information. Games can combine fun and
apolitical strategies (such as fictional characters) to inoculate learners against the risk of
problematic information “without the distraction of political stances and divisions” [45,
46]. The games took two different approaches. For instance, LAMBOOZLED! is a deck-
building card game where players use a set of cards called “evidence” and “context”
cards to justify if a fictional “news card” is real or fake [45]. Trustme is an online game-
like quiz aimed at testing the impact of digital game-based learning to curb problematic
information; players are given points and feedback on each quiz item [46]. The fictional
nature of games is relevant since one of the obstacles in teaching digital literacy for
problematic information identification is to not be seen by learners as advocating a
certain political agenda [47]. However, the studies that demonstrated the effectiveness
of games did not list all the skill sets in the games that participants were tested on
or used a variety of different approaches. While Chang et al., in their game included
teaching skepticism (making learners aware that both factual claims and opinions can
be illustrated with evidence that looks convincing), it is difficult to determine how much
skepticism readers should have [45]. Walsh captures the dangers of teaching skepticism
vividly as follows: “want the users to be skeptical enough to investigate for evidence to
verify the information, but not so skeptical that they would ignore accurate information
in their quest for verification” [48]. Thus, while games may be promising and remove
the instructor from any suspicion of partiality, the longer-term effects and the learning
outcomes need more study.

4 Conclusion

Our review found that digital literacy has the potential to help adults identify problematic
information, but more research is needed to understand the longer-term effectiveness of
skills, conceptualization, teaching approaches, and instructor types.Due to the unreliabil-
ity of self-assessments, future research should move away from relying on self-reporting
to testing actual digital literacy knowledge and skills [23]. More accurate and unified
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digital literacy measures would give more confidence and clarity to what knowledge and
skills help with problematic information identification. Although the need for digital
literacy applies to all, how instruction is operationalized can differ across groups, and
we need more understanding how digital literacy can support older adults [10], different
racial and political groups [21, 35], and in communities outside of the United States
and Europe. As for the skills taught, lateral reading appears a promising skill, but more
investigation into its use with adults is needed. At the same time, more exploration is
needed into how to incorporate skills with the emotion and cognitive-based aspects of
problematic information and lessons on the broader ecosystem that influences informa-
tion creation and dissemination [4, 26, 39]. Researchers can build relationships with
public libraries, community organizations, and senior centers to design, implement, and
evaluate effective programming [8, 10, 30, 49]. Instructors in these organizations have
the community-level trust needed to educate about politically sensitive topics [31, 37,
50–53]. However, these educators need professional development and support to create
effective interventions that are grounded in community-needs – including local political
realities.
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Abstract. This paper reports on an in-progress study analyzing youth technol-
ogy experiences through a collection of stories created and openly licensed by
students. We analyzed the transcripts of student-created animated video stories
for a student media lab-based project in a social media studies course in spring
2021. Open coding of 44 transcripts found that students reflect on their past social
media experiences through key thematic heuristics, such as contexts of adop-
tion including grade level, mood, and influence; and dimensions of growing self-
awareness around use including influences of others, changes in popular platforms
like Instagram, and changes from playful to curated self-presentation. We present
early analysis of code co-occurrences including emotion and influence, grade level
and influence, and emotional weight specifically around Instagram. We end with
plans for further research on this and related datasets, including audiovisual data
and analysis through the lens of media literacy, and implications for researchers
and instructors in information, new media, and education.

Keywords: Digital storytelling · Higher education · Social media · Instagram ·
Media production

1 Introduction

“As I recall my first encounter with social media, I now look back and realize that my
entry into the online world may have been too early. It all started on my 11th birthday,
when I received my first iPod touch and downloaded an app, the little camera icon. That,
to my knowledge, was just a picture editing app, also known as Instagram. As a kid, just
excited to edit photos of flowers and puppies, purely formy own enjoyment, I was naively
unaware that saving these images also meant posting them. Releasing them out into the
world for other people’s enjoyment as well, leaving strangers free to comment whatever
they liked on my innocent images. I will never forget the first comment I received. Also,
the moment I realized that picture editing app was not just for adding vibrance to my
photos, but the start to my endeavors and exploring this new world at my fingertips. The
comment read, “This picture sucks.” Puzzled as to how that got there, my heart sunk in
disappointment, that a picture that I was so proud to have [00:01:00] made, made me
now feel ashamed and insecure. At first, I let it get the best of me and was discouraged
from taking photos, despite the happiness it brought me. But eventually I came to the
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realization that it doesn’t matter what other people think. If I like it and it makes me
happy, that is the only opinion that matters.” (From a student video from the iVoices CC
BY Spring 2021 dataset [16])

Today’s college students have moved through their lives with social and educational
technologies as their constant companions, yet Institutions of Higher Education have few
instruments in place to understand those companions’ influence on their learning about
such technologies. In 2020, a project was launched at an institution in the southwestern
part of the United States that used media production training and digital storytelling to
learn about students’ experiences with technologies and integrate them into tech-focused
teaching. One outcome of this project is the current study, involving analysis of students’
digital stories about salient technology experiences. We wanted to understand, what do
college students’ digital stories reveal about the educational roles digital technologies
have played in their lives?

While current curricula on social and instructional technologies are grounded in
valuable theories and principles, a key ingredient missing is student perspectives on
the technologies in which they are immersed. Social and instructional technologies
factor heavily in students’ college careers and retention rates [30], weaving through their
experiences inways ranging from supportive to problematic [8, 17, 23, 27]. Technologies
affect users differently across even similar populations because usersmake sense of them
through different personal, ideological, and cultural lenses [2, 11]. Ideally emerging from
this sensemaking are individualized new media knowledge and literacy, which in tech-
rich environments can be foundations for students’ senses of self-efficacy and resulting
persistence as learners [1]. On the other hand, disregarding students’ distinct histories
with technologies leaves out a vital component of research in the field of media use in
education and a rich opportunity for student-centered learning [22]. Additionally, the
need for a participatory model for the study of new media grows more crucial with the
mass movement to online learning due to the COVID-19 pandemic.

1.1 Funds of Knowledge Accessed Through Digital Storytelling

Afoundational objective of the iVoices project has been to integrate students’ experiences
with social and instructional technologies into our curricula through cultivation of digital
stories, which are then shared in materials for future learners through open pedagogy or
involving students in creation of course content [15]. The project was developed based on
the principle that undergraduate students form critical “funds of knowledge” [12, 13, 20]
around personal and group uses of technologies at home and among peers, knowledge
we have invited them to share through stories they tell and creative work they produce.
As educators and researchers at a Hispanic Serving Institution, we knew that students in
tech classrooms at our institution might have knowledge about technological uses that
were underrepresented in or even absent from new media curricula and scholarship [see
8].

Our cultivation of digital storytelling as a tool to access student knowledge has
been designed to promote critical thinking and form connections between storyteller
and listener, to promote additional stories as students interpret their own ideas from the
previous stories told [26], and to enhance student engagement with the materials and
each other [28]. Digital storytelling gives tellers opportunities to be creative and share
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their personal histories, thus deepening the connection with others in the course as well
as their connection with the course materials.

In the iVoices project, student media lab workers helped create digital storytelling
assignments, and then ran live online workshops in class to help students post their
assignments in Pressbooks, an open-source Content Management System. Instructors
then invited the storytellers to share their stories for reuse including integration in the
curriculum through the course’s open textbook, Humans R Social Media (HRSM) [7].
Sharing student-created content in course materials is a staple of open textbook devel-
opment, within the broader praxis known as Open Educational Practices (OEP) [4, 10].
HRSM has been in development since 2017 and has included student content since the
iVoices media lab project began in the 2020–2021 academic year.

Guided by the principles of OEP and the Rebus community [20] and the institution’s
Open Education Librarian, iVoices collected three datasets of stories openly licensed
by students for inclusion in HRSM, representing three semesters of running the iVoices
media lab project. The dataset collected at the end of the spring 2021 semester includes
the collection of animated videos students created and then chose to give Creative Com-
mons Attribution licenses, with the iVoices (so it reads “the iVoices team”) team offering
the additional option of full or partial anonymity for student privacy. These practices
were used and the stories shared across semesters to build a community of learners and
practitioners, collectively navigating the emergent ecology of social networking sites
and its impacts on their lives.

2 Methods

2.1 iVoices Media Lab CC bY Collection as Dataset

iVoices was a student media lab project that produced a collection of reusable multi-
media projects each semester. Data collected and analyzed in the media lab required
student consent through a memorandum of understanding, following the conventions of
Open Educational Practices [4]. Only data from consenting students was used from the
collection for this study [5, 6].

The dataset that this in-progress study focused on contained 44 student-created ani-
mated videos produced in spring 2021.Videoswere designed in response to the following
prompt, created in conjunction with student media lab workers: Make a 30-s to 2-min
short animated story about one of your first encounters with some social media platform
or tech device or system. Student media lab instructors presented workshops on the use
of Adobe Illustrator and Adobe Premiere Pro as well as online resources including the
Noun Project site for reusable graphics. Students were required to score their videos with
reusable music, for which they were offered a playlist of Creative Commons-licensed
musical tracks created by a student media lab worker.

Open licensing was built into the video project in order to create a reusable collec-
tion and dataset of student work. Students were trained throughout the semester in the
meaning and use of Creative Commons licenses and media. At the end of the semester,
student creators were invited to openly license each of their projects produced in the
course under the Creative Commons Attribution 2.0 license (CC BY). Of 130 students
registered in the spring 2021 course, 44 (34%) elected to openly license their video
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projects. 25 chose to have their full name as their project attribution, 12 chose only their
first name as their attribution, and 7 chose to only be identified as “iVoices Media Lab
Student.”

2.2 Open Coding Analysis

We were interested in understanding students’ work through connections across their
stories. Using a grounded theory approach [29] and deploying the principles of content
analysis [25], our study began with the open coding of the spoken content of the 44
videos.All iVoices datasetswith spoken aural content are transcribed, both to aid research
analysis and to support Universal Design for Learning—specifically format flexibility—
for learners interacting with these media in the future [14, 24]. To create the dataset, the
key identifiers, transcripts, and links to videos were migrated into a shared spreadsheet
document in Google Sheets. Columns were added to the sheet that allowed for the
researchers to independently review the transcripts and begin the initial open coding
process.

Through the open coding process performed iteratively, each of the two authors inde-
pendently reviewed the text. After we each created an initial list of individual codes, we
jointly reviewed and discussed them, forming tentative definitions [3]. Next, armed with
our shared discussions, we did a second round of independent coding further narrow-
ing focus, creating additional codes, and removing codes that no longer fit or could be
absorbed into a larger code. Again, we met to discuss findings from our coding process,
now noting similarities and discrepancies and discussing our individual thought pro-
cesses. The culmination of our open coding was a codebook with definitions we shared
and agreed upon [19].

Our research team then analyzed the transcripts through our final codebook in
Dedoose. Dedoose is a web-based tool for analyzing qualitative and mixed method
data [9]. The dataset consisting of transcripts and unique identifiers was loaded into the
program.With the codebook in place, we reviewed the transcripts in Dedoose, and coded
text based on analytical memos and notes in the spreadsheet document. We used this
analytical software to enhance the trustworthiness of our coding process [18]. Once the
dataset was fully coded in Dedoose, we used the analytical functions of the program to
examine the data further.

Our goal in coding was to understand, through students’ reflections on early expe-
riences with technologies, their histories, and the knowledge these histories had given
them. Funds of Knowledge is a methodology initially developed by and for educators
working with students in Mexican American communities, to understand how students’
cultural lives outside of school endow them with resources that can be represented in
curricula and cultivated by educators [12, 13, 21]. The premise at the basis of Funds
of Knowledge is that “people are competent and have knowledge, and their life experi-
ences have given them that knowledge” [12, p. 625]. There seemed no better theory than
this to enhance engagement in a class teaching tech-immersed students from diverse
backgrounds about social media.
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3 Preliminary Findings

Through analysis of transcripts, we have found that young people composed multimodal
narratives about convergent stages of development related to technologies in youth school
learning, tech development, and how they use applications. Throughout the corpus,
students focused on specific technological affordances that they learned to deploy, to
take photos, communicate, play games, listen to music, download and use applications,
and read. These are themes we plan to explore more in the near future.

For early analysis, we were particularly interested in how students chose to reflect
their uses, including their heuristics:what types ofmeasures or categorieswere important
to them to emphasize. Numerous themes emerged from our heuristic analysis of student
reflections—how students gauge what type of information is important in their formative
technological experiences.

3.1 Theme: Context of Adoption

Students frequently reflected on the contexts of their initial uses of specific technologies,
including their educational levels at time of adoption, their remembered reasons for
adopting, and how they felt or their moods at their first encounters with technologies
they adopted. Contexts emphasized included stages of development connected with
grade level (21 instances); identity realization beyond “likes” (14 instances); and mood
of first encounter (16 instances). Reflecting upon the context in which they learned about
technologies was evidently a useful heuristic for illustrating roles those technologies
played in their lives (Table 1).

3.2 Theme: Growing Self-awareness of How They Use Technologies

Students often chose to reflect in their videos on a growing self-awareness of how they
use technologies. This included becoming aware of their ability to reach others and
consume information from others, and additional technological affordances. In these
stories, awareness of thewider connection to others added a dimension to their reflections
around how they connect through technology (Table 2). Students reflected on dimensions
of growing self-awareness around technological use including influence of others (22
instances), Instagram uses andmeanings (18 instances), playful to curated usage patterns
(12 instances), apps as identity (10 instances), and connection (10 instances).

3.3 Code Co-occurences

We also examined co-occurrences of posts in Dedoose. The highest co-occurrences were
between Mood of first encounter and Influence, Grade and Influence, and Instagram and
Mood of first encounter, with nine instances where both codes were assigned to a tran-
script. These unique codes demonstrate meaning on their own but provide an additional
layer of depth when exploring the instances where codes co-occur. The following section
examines these co-occurrences and pulls direct quotes from student videos.
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Table 1. Context of adoption emphasized, with descriptions and examples

Code Descriptions Example

Stages of development connected with
grade level (21 instances)

Each of these students emphasized
their grade level at the time of a first
technological adoption or encounter.
Students commonly associated their
first encounters with technologies such
as mobile devices generally or
Instagram specifically with the grade
they were in. 4th grade and 6th grade
were common examples.

“…the first time that I wanted Snapchat
back in middle school, all my friends
had Snapchat, but I wasn’t allowed to
get it. So, I felt very out of place and
really left out. And obviously I ended
up getting it at some point. And I feel
like my first experience with it was
more like, oh my gosh, I’m finally
included because everyone around me
had Snapchat and I actually moved
going into freshman year of high
school. And it was really big then.”

Identity realization beyond “likes” (14
instances)

Each of these students acknowledged a
shift from posting for “likes”,
associated with feelings of anxiety or
lack of confidence, to posting for
oneself, associated with confidence.

“At first, I let it get the best of me and
was discouraged from taking photos,
despite the happiness it brought me,
but eventually I came to the realization
that it doesn’t matter what other people
think. If I like it and it makes me happy,
that is the only opinion that matters.”

Mood of first encounter (16 instances) Mood of first encounter has to do with
affect and the kind of emotion that is
presented with a situation. Each of
these students emphasized strong
emotions or mood upon first
encountering or adopting a technology,
ranging from excited to threatened.

“The year was 2005 and as a kid in
Africa, I spent most of my leisure
outdoors, riding bikes and playing
soccer. In fourth grade, my school had
a contest that I quite can’t remember
what it was for, but the first prize was a
brand-new Nokia phone. Phones were
rare at the time, usually used by adults,
and I wanted it. I entered the contest
and to my surprise, I won. I have never
won anything in my life, so I was
pretty excited about it. I use the phone
to take pictures, play games, and call
my friends, but I never thought that
technology and phones would get so
advanced as to have a minicomputer in
your hands. Looking forward to what
the future holds.”

Mood of First Encounter X Influence (9 Co-occurrences)
We interpret this co-occurrence to show that the affect students present in their stories
is associated to them with those who influenced their adoption or uses of a technology.
Influence was salient to students when students spoke about how they felt when first
using a technology. In several of the videos, students referred to the influence as the
reason for initially wanting to or starting to use a specific technology.
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Table 2. Dimensions of growing awareness around technological use, with descriptions and
examples.

Code Description Example

Influence of others (22 instances) Each of these stories refers to a parent,
friend, sibling, teacher, or online
connection as a key influence in how
the student used a given technology.
This code connotes reference to people
in the student’s life or whom the
students are exposed to who influence
how they use technologies.

“I quickly learned my family weren’t
the only people I could talk to and
follow online. There were amazing
strangers and individuals I wanted to
know. One of them being an incredibly
talented artist who blew me away with
his works. To say I flooded his DM with
endless questions would be an
understatement. He did try to get back
to me in a timely manner, but ultimately
couldn’t keep up and an answer would
turn into a follow-up question and so on
and so forth. Finally, he simply sent me
a link to a streaming platform and said
he would show me real time how to do
his fancy tricks and techniques.”

Instagram uses and meanings (18
instances)

Instagram played an outsized role in the
development of students according to
these reflections. These stories included
descriptions of the use or meaning of
Instagram, which was mentioned 3
times more often than the next most
commonly mentioned platform,
Snapchat (6 stories).

“In 2013, I moved to America from the
Dominican Republic. I made a new
friend named Adam, and one day me
and him were walking down the street
to go to Speedway to get some slushies.
And he told me about this brand-new
app on your phone called Instagram.
Later, in 2019, I proceeded to get over a
thousand followers on Instagram,
which I thought was a huge milestone
for me. And finally, the last photo is a
picture of me on vacation because that’s
all I use my Instagram for it. I use it to
post pictures of me on vacation.”

Playful to curated usage patterns (12
instances)

These stories demonstrated changes in
how students post on Instagram over
time personally as well as shifting
trends, moving as they get older from
playful to curated posts.

“When I first downloaded Instagram, I
went pretty crazy with the posting. I
posted literally everything. I posted
pictures of my dog, pictures of my
Starbucks, pictures of my outfits and
pictures of my nails. There were quite a
few other posts, but those are my
favorite things to take pictures of. As I
started to learn more about the app and
interacted with it more, I realized
people didn’t need to be seeing my
every move and it was better if some
things were left a mystery.”

(continued)
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Table 2. (continued)

Code Description Example

App as Identity (10 instances) In these stories students recounted their
evolution toward a social media
platform (usually Instagram) becoming
a core part of their sense of self or how
they are who they are today.

“I was just excited that I got to have a
phone in the first place. But then I
started hearing so many new things
about phones. I heard things from all
my friends and social media apps.
Didn’t really know what it was. Then I
heard about Instagram. It was a social
media app where you could share
pictures, share your life, get followers
and likes. I thought it was so exciting. I
downloaded the app and started to
figure out how to use it. This is my first
real touch with social media. I started
loving it and figuring out how likes
worked. I started chatting with people
and I finally started to learn different
ways to use it. After posting and
messaging lots of people, I figured out
just how to use Instagram. Ever since, I
love social media and been super
excited about using the platform. Never
have I stopped using Instagram.”

Connection (10 instances) Students in these stories emphasized
connection, including feeling connected
to others online, or desiring the feeling
of being connected to others online.

“I decided I was going to do a story on
my first experience with Snapchat. And
I think that our generation was basically
the first people to go through this app
and have this app basically change our
whole life. I didn’t know that after
Snapchat being created, that it was
going to be one of the main ways that I
contacted with friends and even people
I don’t know, like, I have been
communicating through Snapchat with
classmates, and I even have friends who
they communicate with their parents
through Snapchat. And I feel like it has
grown even bigger, um, since it came
out. But the first time that I wanted
Snapchat back in middle school, all my
friends had Snapchat, but I wasn’t
allowed to get it.”

Some were excited about the prospect of using a specific technology due to the
Influence of their peers. For example:

“I remembermy friends and classmates started to talk about [Instagram] all the time
at school, and about what they were posting. I’m at home one day and begged my
mom to let memake an account because I wanted to feel included in the excitement
with all of my friends.”
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Other students presented fluctuation in the mood of their first encounter with a
technology based around the influence of others. For example, “All of my friends had an
Instagram, except for me. I was super sad about it … my mom finally let me download
the app and I was thrilled.” This story emphasized not only the influence friends had on
their desire for Instagram, but also parental gatekeeping modifying influence.

Grade X Influence (9 Co-occurrences)
When students were asked to reflect on their first experience with technology, many
shared both their grade level and those who influenced them to show initial interest
in the technology at that age. Young people assiciated their education level and the
progression of their education with learning about technology, even as this learning
was informally acquired outside of school. We interpret this finding to show that young
people recognize informal learning of technologies and gauge their readiness for them
within grade-level peer groups. For example,

“So, this story is about the time that I first downloaded Instagram. And I was about,
I was in seventh grade, and it was pretty new, and everybody was just starting to
get it. So, I first got the app… But then my mom found out I had an Instagram
and previously she had expressed how she did not want me having an Instagram
and said that I wasn’t old enough yet, but I ended up going behind her back and
creating one anyways because I really wanted to be a part of social media, but she
ended up making me delete the app, but I later re-downloaded it and continued
my Instagram career.”

Parental influence is overridden in this student’s story by the imperative to keep pace
with peers.

Another student chose to share their grade and the pressure they felt from peers,
in this case to download Snapchat. “All my friends back in middle school were telling
me, ‘Hey, download Snapchat, download Snapchat.’ And I didn’t know anything about
this. I’d recently just gotten a phone from my parents, and I then decided to download
Snapchat.” Students a given social networking site it as a means to communicate, a
necessary tool for social interaction.

Instagram X Mood of First Encounter (9 Co-occurrences)
Within this dataset, Instagram is mentioned more often than any other technology. Our
interpretation of these stories finds that Instagram entered many young people’s lives at
highly impressionable stages of social development and connection formation.

One student noted that they did not recall having specific feelings about the platform
itself, but instead were interested in the ability to connect with people. “My first experi-
ence with Instagram wasn’t very exciting, but it was fun for me and helped me connect
with my friends and find people that like the same things as I do.”

In another example of this co-occurrence, a student shared an experience of
excitement around the prospect of using the platform.

“I will describe to you my first encounter with the app Instagram. I first discovered
the socialmedia platformwhen it was just released. I was in sixth grade.My friends
and I quickly jumped onto this app because of its amazing features. At the time,



414 D. Daly and A. R. Leach

the ability to share pictures and communicate with friends online was new and
very exciting.”

Conversely, a different student shared a disdain for the technology and expounded
their process and reasonings behind the eventual removal of the app from their life.

“...once I got into sixth grade, I did get my first phone and one of the first apps
which I downloaded was Instagram. I didn’t really like Instagram. I felt that a lot
of things people posted were fake or I just didn’t really care for. So, I decided to
delete it because I thought it would make me happier.”

With more analysis, we hope to understand how this and other co-occurrences reveal
cultural and generational understandings of students’ informal learning around new
media.

4 Conclusion

In this work, we offer early analysis of a collection and narrowed dataset developed
through Open Educational Practices and grounded in the theory that students have rich
Funds of Knowledge around technologies in their lives, which can be integrated into new
media and technology research and curricula. In the animated video story transcripts we
coded, collected through students’ openly licensed personal stories, students examined
the roles technologies played in their histories. Students recalled ranges of emotion,
influences around adoption, and impacts of specific technologies.Herewehavepresented
our early findings on the heuristics students used to represent these salient technological
experiences.

Our ongoing and future researchwill expandon this preliminary analysis in numerous
ways. We will drill down within the themes presented here, to learn what they reveal
about technological evolution and generational use of socialmedia, in general and around
Instagram specifically. Through exploring the evolution of Instagram and comparing the
student experiences with Instagram, we wonder if it is possible to find areas where trust
is gained and lost with the use of these technologies with respect to what the platform
is doing. For example, student say throughout their reflections that Instagram changed.
What does this mean to the student? What ways did it change and how may that have
impacted the student’s use or trust in the platform?

Further, we will add analysis of the images, sounds, and audio the students selected
for their digital storytelling by looking at the diverse ways that students express them-
selves in video imagery. What images did they choose? What music? And how does it
compare to what they say? Are there other themes that begin to surface as we investigate
students’ expression around technologies?

The iVoices media lab is an Open Educational Collection “What Do We Do with
the Fruits of Open Educational Practices? A Case for Open Educational Collections”
by Daly, Collection containing many other stories and student perspectives. Using the
codes that have developed from this analysis, we will examine other data sets within
iVoices, not only to validate the themes from this work, but also to remain open to other
codes that may reveal themselves from other questions and perspectives.
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Finally, we have also begun to analyze these video stories and other stories in the
larger iVoices datasets through the lens of media literacy. Here, we will analyze how
students think about and make connections to media they consume and its impact on
their early and current uses of technology. What media and in what modes do students
consume information? How do they interact with these modes and how do they interpret
their meaning and experiences through these media?

By continually and repeatedly looking at this corpus of student-centered data through
different lenses, we can gain a valuable insight to student thoughts and evolution of
technology incorporation. These insights will help us to keep the student in the center of
learning aswell as ask them to reflect on their ownuses of technology and consumption of
media. Our hope is that theseworkswill help students to think critically about technology
use and help curriculum designers to consider the student’s pasts as an impact on their
technology use. We forward this work to advance the fields of STEM education and
new media studies, by inviting the distinct cultural knowledge of those traditionally
characterized as learners into Information curricula and scholarship.
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Abstract. It becomes increasingly common for youth to help their parents use
digital technology; a phenomenon called “intergenerational technical help” (ITH).
This article aims to explore ITH in the family. We interviewed 20 college students
who have experiences proving ITH to their parents. We used the grounded theory
to analyze ITH from its triggering mechanism, specific behaviors, and outcomes.
The main conclusion is that information and communication technology (ICT)
usage level, facilitating conditions, and willingness to help are direct factors that
impact ITH behavior, while parents’ age, occupation, cognitive level, performance
expectancy, family relationship, technical dependence to youth, and self-efficacy
also relate to how ITH takes place. We find that successful ITH helps parents
to solve technical problems, bridge the digital divide, and improve intergenera-
tional relationships. But interruptions or failures can significantly discourage the
willingness of further ITH from both generations.

Keywords: Intergenerational technical help · Digital divide · Grounded theory

1 Introduction

Information and communication technology (ICT) is deeply integrated with our lives.
The youth growing up with new technology, surrounded by smartphones, computers,
and other tools of the digital age, are called “digital natives.” In contrast, their parents,
and grandparents, as “digital migrants,” are not born in the digital age to begin with, but
passively adapted to technological developments [1]. Although studies have shown that
many factors can lead to different ICT usage levels, such as cognitive level, technical
participation and media use habits, the technological gap created by age and growing
environment between generations still exists [2]. Prensky suggested that digital natives’
brains, thinking patterns and cognitive skills are likely to be physically different as a
result of the digital input they received when growing up [3]. It is this intergenerational
digital divide that has had a profound impact on the values, attitudes, life horizons and
participation capabilities of two generations, and has thus become an important social
motivator for ITH [4]. Parents need to be taught more skills to adapt to information
society, known as “Intergenerational technical help.” The ability of youth to give ITH to
their parents is due to their high sensitivity and receptivity to new things, and they are less
bound by old values and behavioral patterns [5]. The essence of this unique phenomenon
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is the process of “reverse socialization,” which is passing on the informative culture
from the younger generation to their predecessors [6]. The reverse socialization is the
beginning of social change, and the cultural rupture formed by the change greatly creates
the ability of young people to give ITH and is the driving force for social modernization
[7]. Gittell and Vidal divide social capital into “bonding social capital” and “bridging
social capital.” Family relationship is a kind of bonding social capital, which forms the
closest type of social network [8]. The social capital of the youth as a strong relationship
can provide the parents with the motivation and competitiveness to digitally alleviate
poverty through technical support, emotional reinforcement, and expectation [9]. Many
scholars are interested in the factors that influence the ITH, but few have explored the
process of it and the mechanism among the factors involved in.

This study is carried out in the context of the deep binding of people and media,
the emergence of the intergenerational digital divide, and the wave of reverse socializa-
tion, and is committed to exploring the mechanism of ITH of the family. The “mecha-
nism” includes the structural relationship between the elements and how they operate.
Therefore, this study explores the connections between the various aspects and makes
suggestions for bridging the digital divide.

2 Related Research

We are inspired by the research on “informatics moment,” “reverse cultural teaching”
and “intergenerational technical help.”

The “informatics moment” is an important concept that focuses on how to bridge
the digital divide. Williams first proposed the “informatics moment” when exploring
the technical help of libraries, referring to “the interaction of readers and libraries in
the process of seeking help when using computers or the Internet [10].” The concept of
“informatics moment” was limited to the library at that time. Then Williams expanded
it into a variety of fields, namely “the moment when a person asks for help when they
encounter difficulties in using digital technologies [11].” This term has led scholars to
focus more on the process of bridging the digital divide and emphasizing the role of
social capital [12]. The youth, as the bonding social capital of their parents [13], will
play an important role in bridging their digital divide.

In 1968, the Western anthropologist Bell proposed “reverse socialization”, arguing
that children would impact the socialization process of parents. Then Margaret Mead
proposed “post-metaphorical culture” in 1970, which means the older generation learns
from the younger generation [14]. The younger generation is more skilled in using new
media and acquiring informationmore efficiently, and this gapmakes theolder generation
learn from them. [14, 15]. The Chinese scholar Zhou proposed the concept of “reverse
cultural teaching,” that is, “the process of cultural assimilation from the older generation
to the younger generation during rapid cultural change [16].” Zhou demonstrated the
existence of a digital divide between different age groups through quantitative research,
consider the digital divide in the family, and put forward the concept of the “digital
generation gap,” referring to the gap between generations in the adoption of new media
and technology [17]. And Zhou pointed out that the way for families to cross the “digital
generation gap” is for children to teach their parents to use new media and technologies
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such as computers andmobile phones, and the process of reverse cultural teaching on the
Internet and digital technology is called “intergenerational technical help [5].” The levels
of ITH include accessible technical help, skilled technical help, and literate technical
help. The ITH is the embodiment of “reverse cultural teaching” in the use of digital
technology and new media [18].

We find that the research of ITH is mainly based on communication and sociological
perspectives, primarily focusing on the influencing factors of ITH, or limited to specific
media such as WeChat or short-video apps. For example, the wider the knowledge
generation gap is found to be associated with the more frequent the ITH [19]. Liang
summarized the characteristics of the objects of ITH and analyzed themethods of ITH by
investigating the use of WeChat in rural China [20]. Venkatesh put forward the “Unified
Theory of Acceptance and Use of Technology model,” pointing out that behavioral
intention and use behavior is affected by performance expectancy, effort expectancy,
social influences, and facilitating conditions [21]. Thus, previous research did not explore
the mechanism of ITH in the family from a more abstract and condensed perspective,
did not explain the influencing mechanism of various elements in the process of ITH,
and did not explain the specific obstacles and solutions of ITH. This study is not limited
to a specific media and is committed to exploring the process of ITH and the influence
mechanism of various elements, explaining the difficulties and solutions that may be
encountered in the process of ITH, and finally providing some suggestions for bridging
the digital divide.

3 Method

This study used the grounded theory approach, which is commonly used in qualitative
research to conduct exploratory analysis, the phenomenon was analyzed by an inductive
method, and the results were excavated through systematic data collection [22–24]. We
followed the procedure below (see Fig. 1) to establish connections from the source data,
using a grounded theory approach to explain the mechanism of ITH and the connections
between elements.

Fig. 1. The main process of grounded theory

The young generation was the focus of our study. This study designed the outline
of interviews on the causes, processes, and outcomes of ITH [25]. We recruited par-
ticipants who are college students from different regions in China, who are capable of
implementing ITH. In addition, the ICT usage level of their parents was quite diverse.
The semi-structured interviews were conducted between December 2021 and February
2022. These interviewees included undergraduate and graduate students, whose parents
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come from both urban and rural areas with diverse socioeconomic backgrounds. The
interview questions were about the process of providing technical assistance to parents
and its impact. A total of 20 interviews were conducted (numbered A-T). Data collection
was completed when we reached saturation point during the analysis.

4 Findings

4.1 Triggering Mechanism of Intergenerational Technical Help

This study found ten factors that impact ITH behavior: ICT usage level, facilitating
conditions, and subjective willingness are direct factors, while parents’ age, occupation,
cognitive level, performance expectancy, family relationship, technical dependence to
youth, and self-efficacy are indirect factors. Generally speaking, the lower the level of
ICT usage of parents, the more technical difficulties they will encounter, and the more
likely it will lead to ITH. Facilitating conditions refer to the physical distance between
parents and youth and the convenience of technical help tools. When parents and youth
can talk face to face, or communication tools are efficient, it is easier to induce ITH,
and the effect of it will be better, but if they communicate through text messages, it
will significantly reduce the technical help efficiency, as the respondent H says, “my
parents often ask me at home instead of at school.” The willingness to implement ITH
includes the intention of parents to inquire and learn deeply, and youth’s initiative to
implement technical help, which is an essential factor in improving the efficiency of ITH.
We find that the motives of parents are complicated. Some parents can open their hearts.
For example, respondent F’s parents always ask him when they encounter problems.
However, respondent A’s parents worry that they may cause some trouble to her. At the
same time, the parents will have different degrees of willingness to learn. If the parents’
learning willingness is low, the youth’s initiative will be frustrated, as the respondent G
says, “in the face of many problems, my parents don’t think about why, and I also don’t
want to talk more.”

Parents’ age, occupation, and cognitive level affect ITH behavior indirectly. In gen-
eral, the older the parents are, the lower the ICT usage level is, and the more likely that
ITH will occur. And parents’ occupation directly determines the demand for ICT use.
The Cognitive level is the measure of a parent’s cultural literacy. Parents with lower
cognitive levels also have lower levels of ICT use and are less effective at adopting
new knowledge and technology. Performance expectancy refers to parents’ perception
of how digital technologies can improve their work performance, which significantly
affects the willingness of seeking ITH. In addition, family relationship affects the whole
process of ITH behavior. The higher the intimacy between the two generations, the more
likely that the ITH will occur. Technical dependence refers to the degree that which
parents are inherently dependent on the youth in learning digital technologies. When
the youth’s cognitive level and information literacy gradually surpass that of the par-
ents, the parents will develop technical dependence on them. This is determined by the
parents’ personality and is a certain tendency of the parents to learn new technology.
For example, respondent P thinks that although he is close to his parents, and they often
encounter technical problems, his parents do not rely on him and first try to solve the
problem in other ways. Self-efficacy refers to parents’ judgment on whether they can
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master new technologies and the difficulty of learning, which can greatly stimulate or
hinder parental willingness to seek ITH.

4.2 Intergenerational Technical Help Behavior

We reveal the main characteristics of ITH from six aspects: subject, media, frequency,
scene, pattern, and level of ITH. The subject of ITH is extensive, including social,
entertainment, work and shopping, and other situations that may occur in daily life. And
the ITH behavior can be carried out for many media, such as mobile phones, computers,
TV, game consoles, and other digital devices. The frequency of ITH is mainly 0–4 times
per month. The ITH can be carried out face-to-face or with the help of communication
tools when parents and youth are separated. According to parents’ involvement, ITH can
be divided into surrogate, injunctive, and heuristic. Surrogate ITH refers to the operation
performed by the youth directly instead of the parents. As the respondent I says, “I
always finish it all for my parents.” In injunctive ITH, parents follow youth’s instructions
without thinking, which is most common. For example, as the respondent A says, “I tell
them where to click, and they do it.” Parents have the highest degree of autonomy in
heuristic ITH, and the youth provide specific guidance. In this situation, the parents
complete the particular operation and expanded learning independently. The levels of
ITH include accessible technical help, skilled technical help, and literate technical help.
Most cases are skilled technical help, with literate technical help coming second, mainly
reflected in the youth helping their parents cultivate the awareness of using network
safely, identifying the value of information, and using data efficiently. And accessible
technical help is the least.

4.3 Intergenerational Technical Help Outcomes

ITH can succeed or fail. Successful ITH can help parents solve technical problems
efficiently, facilitate their better integration into the technological environment, and help
improve their digital literacy. For example, respondent G believes that “my parents
gradually care about design idea and operation logic of some software.”At the same time,
ITH can also help the youth improve their information literacy. In addition, ITH provides
a bridge for communication between parents and youth. For example, respondent F
believes that his family is closer. We also found that in the process of ITH, there is a
phenomenon that seems to “put the cart before the horse.” Respondent I believe that her
parents will ask questions more frequently after receiving positive incentives, and even
the technical problems are no longer important. They just want to communicate with
youth.
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And part of ITH will be interrupted or does not produce the benefits that the youth
expect. Nelissen’s study indicates that when children teach their parents more about
digital media, there appears to be more media conflict between them [26]. We also
find that these obstacles mainly include parents adopting new technology inefficiently
(C, J), repeated teaching for many times (I), parents being less willing to learn (G),
communication tools being inconvenient to use (F), the youth may be impatient (O), and
parents fear that new technology is difficult to learn (I). Many respondents mentioned
these problems. They said that “it takes several times to teach my parents how to collect
emojis, and they will soon forget and continue to ask me,” “we cannot describe it clearly
on the WeChat.” When encountering these obstacles, both generations can calm down,
practice many times, seek efficient ITH methods, such as screen recording, start with
techniques that are easy to learn, and youth could consciously recommend efficient
learning ways for parents and cultivate their’ self-learning consciousness.

If ITH can be successfully implemented, it can solve the technical problems for
parents, improve their digital literacy, and make the family relationship closer. But if
they give up without trying, it will hurt the next ITH behavior, which will reduce the
parents’ self-efficacy and willingness to inquire.

4.4 Analysis of Intergenerational Technical Help Mechanism

According to the trigger mechanism of ITH, various elements involved in the process
of technical help, and the ITH mechanism model is finally constructed, as shown in
Fig. 2. First, the ICT usage level will affect the level, pattern, and frequency of ITH.
Parents with a higher level of ICT use will foster heuristic ITH and literate ITH. Parents’
age, occupation, and cognitive level affect their ICT usage level. Second, facilitating
conditions directly affect the scene and frequency of ITH. Third, the willingness of
ITH directly affects the frequency, pattern, and level of ITH. Parents are more willing
to learn, and more heuristic ITH and literate ITH will occur. Performance expectancy,
family relationship, technical dependence, and parents’ self-efficacy have indirect effects
on ITH behavior through Subjective willingness. In addition, the level, pattern, scene,
frequency, subject, and media of ITH also directly impact the effect of improving the
digital divide. Implementing a higher level of technical help, heuristic technical help,
a higher frequency, and face-to-face technical help are more conducive to bridging the
digital divide.
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Fig. 2. Intergenerational technical help model

5 Conclusion and Discussion

This study analyzed intergenerational technical help (ITH) from three aspects: trigger
mechanism, specific behavior, and outcomes, and identifies obstacles to ITH and their
solutions. We identified 10 factors that affected ITH behavior among youth and elder
generations. The gap in ICT use between parents and youth is the basis of ITH, the
willingness is the driving force, and facilitating conditions are the guarantee of ITH.
Among all the indirect factors, parents’ technical dependence on the youth directly
impacts whether they are willing to ask for help. Successful ITH can help solve technical
problems, bridge the digital divide, and make family relationships closer, while the
interruption of ITH will reduce the willingness of both generations.

We also find some different characteristics of ITH and general technical help. First,
family relationship plays a vital role in the whole process of ITH, which can be both
beginning and destination. Second, parents’ willingness is more complex. Meanwhile,
the repeated technical help phenomenon occurs frequently and may increase the degree
of technological dependence. As the bonding social capital of the parents, the youth
play a very important role in bridging the digital divide, especially for parents with a
low level of ICT use.
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Due to restrictions during COVID, we were only able to interview the youth. Future
research should talk to both generations to obtain a more comprehensive understanding
of ITH. The assumption that the elderly needs ITH for their well-being needs care
examination. A more inclusive society should allow people to choose to live their lives
with or without digital technology.
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Abstract. Journal classification systems use a variety of (partially)
overlapping and non-exhaustive subject categories which results in many
journals being classified into more than a single subject category. Given a
subject category, respective journals are often ranked based on a common
metric such as the Journal Impact Factor or SCImago Journal Rank.
However, given a specific journal, it might be ranked very differently
across its associated subject categories. In this study, we set to explore
the possible association between the number of categories a journal is
classified to and its associated rankings using the two most widely used
indexing systems - Web Of Science and Scopus. Using known distance
measures, our results show that a higher number of classified categories
per journal is associated with an increased range and variance of the
associated rankings within them. Findings and possible implications are
discussed.

Keywords: Scientometrics · Journal subject classification · Journal
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1 Introduction

Evaluating and assessing the value of a scholarly journal is often pursued by one
of a set of scientometric measures, such as the well established Journal Impact
Factor (JIF) or SCimago Journal Rank (SJR) [5,7]. These scores are commonly
used to induce a ranking of journals classified to the same category. In fact,
researchers are often evaluated based on the articles they published in high
ranking journals (e.g., top 25% of the journals in a subject category) [4,9,13].

Unfortunately, classifying journals into subject categories is an ill-defined
problem since the delineation of a scientific field of research is, itself, unclear
and journals’ boundaries need not necessarily align with those of any given field
of study [1,18]. The two most prominent scholarly indexing services – Web of
Science (WoS) and Scopus – have developed their own unique journal subject
classification systems which use a variety of (partially) overlapping subject cat-
egories. Since many journals are classified into more than a single category in
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these subject classification systems, they need not necessarily be ranked in the
same way across their respective categories. In this work, we focus on the two
leading journal subject classification systems (i.e., WoS and Scopus) and exam-
ine the potential relation between the number of categories a journal is classified
to and that journal’s metrics and rankings.

It is hard to intuitively speculate if and what is the nature of the relationship
between the multi-labeling of a journal and its associated metrics and rankings.
Presumably, one could argue that assigning multiple categories to a given journal
is indicative of its multidisciplinarity. If that is the case, it is reasonable to expect
a larger audience (both authorship and readership) for that journal which, in
turn, is likely to bring about higher citation metrics and rankings across its
assigned categories. Conversely, another could argue that such multi-labeling
is, in fact, indicative of a journal’s crude definition of its scope of interest or,
alternatively, indication of a “niche journal” which focuses on a narrow field of
research at the intersection of several other fields. If that is the case, such a multi-
labeled journal is likely to have a smaller audience and thus may be associated
with lower metrics and rankings. Previous research regarding multidisciplinary
and interdisciplinary categories observed these and similar problems associated
with using scientometrics to evaluate such journals (e.g., [6]).

In this work, we explore this possible relation by following two research ques-
tions: First, how is the number of categories a journal is classified to associated
with that journal’s impact metrics and rankings? Second, what is the relation
between the number of categories a journal is classified to and the statistical
range & variation in its associated rankings. To the best of our knowledge, this
is the first work to examine this possible relation in the literature.

2 Background

WoS and Scopus are the two most influential scholarly indexing services. Coun-
tries and institutions often require authors to publish almost exclusively in jour-
nals which are indexed in either of the systems [10]. Many studies have com-
pared the two systems along with other indexing databases. The main focus of
these studies were the coverage and accuracy of these databases [2,14,16]. These
studies identified that both systems suffer from incompleteness and inaccuracy
of citation links and incorrect transcription of author names and/or title and
showed that WoS was the most selective with respect to the number of journals
indexed. Our work focuses on the journal subject classification systems of these
two systems. Previous work brought to attention some of the issues related to
these classification systems. Wang et al. [17] performed a detailed comparison of
the classification systems of WoS and Scopus based on citation relations where
they measured the “connectedness” of a journal in respect to its assigned cat-
egory and to other categories based on the citation percentage. They observed
that, on average, journals have significantly more categories assignments in Sco-
pus than in WoS. Furthermore, in Scopus, journals are assigned to categories
with which they are only weakly connected much more frequently than in WoS.
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They conclude that WoS and especially Scopus tend to be too lenient in assigning
journals to categories. These findings were corroborated in a recent longitudi-
nal analysis by [3] where the authors observed the changes over time in number
of categories per journal and number of journals per category in Scopus. They
showed an increase on average in both aspects and concluded that newly added
sources have been assigned to more fields and sub-fields on average than those
indexed before the time period examined. A recent logical set theory based study
by Aviv and Rosenfeld [1] showed that both system display unusually sized cat-
egories, high overlap and incohesiveness between categories and that across the
two systems, journals are systematically classified to a different number of cat-
egories and most categories in either system are not adequately represented in
the other system. The focus of the above studies was related to the journals clas-
sified within the indexing systems categories and their relation to their assigned
categories.

Several studies have also focused on the bibliometric values and respective
rankings of journals in the categories they are assigned to. Leydesdorff and Born-
mann [8] showed that WoS subject categories are insufficient for performing bib-
liometric normalization due to “indexer effects”. They focused on the two fields-
“Library and Information Science” (LIS), which has a WoS subject category
and “Science and Technology Studies” (STS) which does not, and performed a
mapping of citation behavior for journals in these fields. Their results showed
that normalization using these categories might seriously harm the quality of the
evaluation. Subochev et al. [15] proposed ranking journals using methods from
social choice and set theories to define aggregation methods of existing metrics.
In a study related to ours, Pajić [12] analysed the stability of journals ranking
across various metrics in respect to their assigned categories and over a speci-
fied time period. Their results show that the stability of journal rankings differs
significantly among indicators and among subject areas.

In this work we follow the same line of research. Specifically, our work com-
plements these and similar previous findings by examining the possible associa-
tion between the number of categories and the ranking of any journal across its
assigned categories. To the best of our knowledge, this possible association has
yet to be examined.

2.1 Mathematical Definitions

In this work, we use the following mathematical definitions and notations. A
journal subject classification system assigns each journal ji ∈ J possibly more
than a single category from the set C. We denote the set of categories associated
with journal ji as Ci = {ck}.

For each of the assigned categories ck, j may be ranked differently based on
its impact measure – Journal Impact Factor (JIF, in WoS) or SCImago Journal
Rank (SJR, in Scopus). We denote this ranking as jcki reading as journal ji’s
ranking in category ck. For our analysis, we consider the ranking as the journal’s
percentile ranking in each of its classified categories. Thus, for each journal, we
have a set of percentiles corresponding to its set of classified categories.
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In order to evaluate possible differences in rankings across categories, we
adopt two standard distance measures: Min-Max (MM) and Variance (VAR).
The Min-Max of journal ji is defined as follows:

MM(ji) = max
Ci

(jcki ) − min
Ci

(jcki ) (1)

In words, MM(ji) is the difference between the highest and lowest percentile
journal ji is ranked to in any of its assigned categories. This measure captures the
“range” of rankings associated with a specific journals. The variance is defined
as follows:

V AR(ji) =
1

|C|
∑

Ci

(jcki − µ)2 (2)

In words, V AR(ji) is the sum of squared distances from the mean of all per-
centiles journal ji is ranked in all of its assigned categories, divided by the number
of categories it is assigned to. This measure captures the variation in rankings
associated with a specific journal- that is, how “noisy” are the rankings of a
journal across its assigned categories.

3 Data Collection

Our study focused on WoS and Scopus indexing systems. From each of these
systems, we downloaded the complete set of the indexed journals and their asso-
ciated categories and metrics as of end of 2020. Overall, 21,424 journals were
extracted from WoS and 40,804 journals were extracted from Scopus. All associ-
ated metrics reflect the 2019 scores. We excluded journals which were designated
as “Discontinued” or “Inactive” from Scopus (WoS does not contain such a desig-
nation), resulting in 25,751 journals. Journals which did not have a scientometric
score assigned to them in one of the systems were excluded from further analysis
as well. The final set of journals for our analysis comprised of 12,094 journals
with 244 categories in WoS and 17,046 journals with 328 categories in Scopus.

Table 1 summarizes the descriptive statistics for each of these systems and
of the data used in the following analysis. The descriptive statistics of mean,

Table 1. Descriptive statistics of the data

Descriptive statistics WoS Scopus

Number of categories 244 328
Total number of journals 21,424 40,804
Number of journals analysed 12,094 17,046
Mean number of subject categories assigned to each journal 1.62 2.32
SD number of subject categories assigned to each journal 0.8 1.27
Median number of subject categories assigned to each journal 1 2
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standard deviation (SD) and median in Table 1 were calculated based on the
sets of journals and categories under analysis.

All data and code are available in GitHub under Journals Subject Classifi-
cationand ranking.

4 Data Analysis

In order to examine our hypotheses, we analyse each of the two systems sepa-
rately and begin by examining the number of categories each journal was classi-
fied to. As can be seen in Figs. 1a and 1b, in WoS, the number of categories each
journal is classified to decreases quickly, with most journals being classified to a
single category and the highest number of classifications for a single journal is 6
(i.e., 9 journals are classified to 6 categories). In Scopus, however, the majority
of journals are classified in to two or more categories (approximately 70% of
all journals under analysis), with a single journal being classified to 11 different
categories (i.e, “Latin America research review”).

Fig. 1. Number of categories assigned to each journal.

Categories and Journals’ Metrics. In order to understand how the scientometric
scores of journals are related to the journals subject classifications in each system,
we extract the JIF score for every journal in WoS and the SJR score for every
journal in Scopus, respectively. We then analyse these values in respect to the
number of categories each journal is classified to. The results are displayed in
Fig. 2 and show the scientometric statistics by the number of assigned categories.
Specifically, the top part of the figure display the highest score by any journal
classified to a given number of categories. The box plots in the bottom part of

https://github.com/shirAviv/journals_categories
https://github.com/shirAviv/journals_categories
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the figure show the quartile values of the scientometric measure, extending from
Q1 to Q3, with a horizontal line at the median (Q2). The whiskers extend from
the edges of the box to show the range of the data up to 1.5 times the inter
quartile range. The � shows the mean of the scientometric measure. In WoS,
the highest JIF ranking decreases with the number of categories assigned to a
journal, while all other statistics display an opposite trend, increasing with the
number of categories a journal is classified to. In Scopus, only a single journal
is classified into 11 categories and no journal is classified into 10 categories,
thus we omit this journal in this analysis. Observing the classification of up to
9 categories, the highest SJR score shows a similar behaviour to that observed
in WoS, namely decreasing with the number of categories. However, all other
metrics displayed do not show any clear upward or downward trend. Thus, while
for both WoS and Scopus a lower number of categories is positively associated
with the highest score, the other statistics present a different picture. On average,
in WoS, a higher number of categories is indicative of a higher metric score. This
is not the case for Scopus in which the number of categories does not seem to
be associated with the scientometric score.

Categories and Journals’ Ranking. We further analyse the possible relation
between the number of categories a journal is classified to and the differences in
rankings among these categories. To that end, we adopt the MM and VAR mea-
sures (see Sect. 2) as functions of the number of classified categories. Figs. 3 and 4
display the results. The box plots in the figures extend from Q1 to Q3 quartile
values for the MM and VAR of the percentile rankings, with a horizontal line

Fig. 2. highest scientometric score and q1–q3 range of scientometric scores
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at the median (Q2). The whiskers extend from the edges of the box to show the
range of the data up to 1.5 times the inter quartile range. The � shows the mean
of the respective MM and VAR functions. As can be seen, WoS shows an increase
in the mean and median of both the MM and VAR as the number of categories
increases up to five categories and a decrease for 6 categories classification. Note,
however that only 9 journals are classified to 6 categories (∼0.16% of all multi-
labeled journals in WoS). Hence, this observed decrease could be associated with
the low number of journals rather than a meaningful change in pattern. Scopus
shows a small yet consistent increase in the mean and median of both the MM
and VAR as the number of classified categories increases. This means that, as
the number of categories any single journal is classified to increases, its range of
rankings as well as the variance within this range tend to increase as well. To ver-
ify our observations, we calculate the Pearson’s correlation on both the MM and
VAR measures with respect to the number of classified categories, for WoS and
Scopus. For both indexing systems results were weakly positive yet statistically
significant; for the MM (WoS: r = 0.26, p < 0.001; Scopus: r = 0.31, p < 0.001)
and for the VAR (WoS: r = 0.08, p < 0.001; Scopus: r = 0.08, p < 0.001).

Fig. 3. MM of percentile rankings per number of categories

Fig. 4. Variance of percentile rankings per number of categories
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5 Conclusion and Discussion

In this work, we explored the relation between the number of categories a journal
is classified to and its scientometric scores (i.e., the JIF and SJR) and the rank-
ings they induce within each category. We find that in WoS, a journal which
is classified to several categories is likely to receive higher scholarly attention
from the various disciplines associated with it. Our results further suggest that
for both WoS and Scopus, as the number of categories a journal is classified
to increases, both the range of the ranking and the variance within the range
increase.

Our results, and especially the high variation in rankings across categories,
suggest that there is an apparent inflation in high ranking of journals. Specif-
ically, multi-labeled journals can highly bias any ranking which considers the
“best ranking” any journal received in any of its categories. This inflation could
be exploited by different actors to “pick and choose” the “best” ranking among
the assigned categories. On the other hand, considering the ranking of a multi-
labeled journal within a given (single) category could also lead to unwarranted
insights or assumptions regarding its quality due to this high variation in rank-
ing. Specifically, a journal may be ranked poorly in one category but ranked well
in another, so considering only one of these rankings jeopardize the validity of
the evaluation. For example, in Scopus, the journals are displayed according to
the highest ranking they have in any category they are assigned to. This may be
highly misleading. Since journal rankings play a pivotal role both in the selec-
tion of a venue to publish in and when evaluating researchers, departments and
institutions [10,11] recognising and addressing the aforementioned limitations of
the current journal classification systems is crucial.

We plan to further explore, both quantitatively and qualitatively, the causes
for these variations in rankings and examine different potential implications such
as the “pick and choose” phenomena to better understand if these phenomena
are indeed being exploited and if so, how. In future studies we also aim to explore
possible solutions for the identified variations in ranking.

We recognize that this study is limited in several respects. While our study
was comprised of a very large set of journals, encompassing an extensive variety
of research fields, it contained only the subset of journals for which we have
the metrics under analysis. The metrics used in our analysis were the JIF and
SJR. These two metrics are calculated differently and could be a confounding
factor in our ranking analysis and comparison. However, previous studies have
shown the correlation of these metrics [15], somewhat mitigating this concern.
Additionally, our analysis did not consider additional metrics such as those which
apply normalization techniques. These metrics may induce different rankings
which may or may not present similar patterns.
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Abstract. This paper presents information on LIS 10 Information and Society, a
general education course offered by the School of Library and Information Studies
(SLIS), University of the Philippines Diliman. LIS 10 is the first course of its kind
in the Philippines. This narrative establishes themotivations that led to the course’s
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student outcomes, and an enumeration of course topics. It also presents qualitative
feedback received from students who took the course. As the pioneering instructor
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1 Introduction

It is undeniable that the developments in information and communications technologies
(ICTs) in the past decades have immensely affected the way humans create, disseminate,
access, and use information. The WWW and social media enhanced access to informa-
tion creation, processing, and dissemination tools, and people are now empowered to
contribute to the societal knowledge pool. This empowerment has also led to issues and
concerns about the state of the information environment, the disruption of information
infrastructures [1], and the questionable quality of circulating information.

The growth and development of information and ICTs are a worldwide phenomenon,
and the Philippines is not spared from these post-truth-era issues and concerns. In
response to these growing concerns, the University of the Philippines Diliman (UP Dil-
iman) School of Library and Information Studies (SLIS) took the opportunity to offer
a general education course in library and information science (LIS) that is focused
on recognizing information issues and encouraging a critical response. The course
was envisioned to become a venue for undergraduate students to discuss prevailing
information-related issues that concern everyone and not just those specializing in LIS.
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This paper presents informationonLIS10 Information andSociety, a course designed
and offered byUPSLIS for non-LIS students. The ensuing narrative establishes themoti-
vations that led to the course’s development and gives pertinent information, including
its description, expected student outcomes, and an enumeration of course topics. As the
pioneering instructor of the course, the author employed the autoethnographic method
to narrate his personal experience and perspective on the collective conduct of UP SLIS
faculty members on the design and development of the GE course.

2 Motivations

Based on initial research, there are LIS departments in US universities that offer general
education (GE) courses. The University of Arizona School of Information offers ESOC
150 Social Media and Ourselves as part of its Tier 1 Individuals and Societies series of
courses [2].At the same time, the StateUniversity ofNewYork atAlbany hasCINF100X
Information in the 21st Century, a course that equips students with ICT skills for study
and research [3]. Florida State University has a selection of information courses under
the Social Sciences and History area, specifically on information ethics, information
literacy, IT, and technical communication [4].

As early as 2002, the window of opportunity was already open for academic degree-
granting units in UP Diliman, including SLIS, to offer GE courses when the UP GE
Framework was revised out of the reflection of philosophy, purpose and function, and
rationalization toward more efficient use of resources. In the mid-2010s, under former
Dean Prof. Kathleen Lourdes B. Obille, there was renewed interest in prospecting for a
GE course in SLIS. In 2017, a proposal was submitted and discussed alongside working
on the revisions of all undergraduate programs in UP due to the K-12 transition in
Philippine basic education.

The idea of an information literacy skills course was brought to the table during the
conceptualization of the overall course goal and approach. The course underwent the
normal process of proposal submission and review. However, suggested revisions from
curriculum committees and approving bodies shifted the focus away from information
literacy skills development and onto student recognition and understanding of informa-
tion issues. This significant revision also aligned with the mandate of the University
Library to offer information literacy instruction [5].

The course was designed with the undergraduate UP Diliman student in mind. It was
also aligned with the mandate of UP as the national university of the Philippines “to
lead in setting academic standards and initiating innovations in teaching, research, and
faculty development” [6]. It was also aligned with the School’s responsibilities to LIS
in the Philippines, the information professions, and broadly, as part of its public service
to the country.

UP SLIS capitalized on proposing a GE course to enhance its image as an academic
unit and increase its influence within the University community. In an interview, former
SLIS College Secretary Prof. Benedict Salazar Olgado recalled his vigorous efforts in
proposing a GE course. Driven by the desire to extend the reach and influence of the
School, Prof. Olgado envisioned that the course should express the perspective and
direction of SLIS as an information school. He visualized the course as a manifestation
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of the subject areas that are the specializations of UP SLIS, moving from traditional
librarianship toward a broader appreciation of information and information studies.

Through a relatively expeditious yet arduous approval process, the latest version
received approval from the review committees and University officials and was finally
approved on June 25, 2018. LIS 10 Information and Society of UP SLIS is presumed to
be the first course in LIS offered as part of the General Education program of a higher
education institution (HEI) in the Philippines. At the time of writing, no other HEI in
the Philippines offers a general education course on LIS.

3 Design

LIS 10 Information and Society was designed with the general undergraduate student
in mind and amidst the contemporary social climate in the Philippines and worldwide.
The course was created in response to this current technology-reliant, information-rich
environment and the growing need for students to be aware of such an environment and
better situate themselves, act appropriately, and contribute to positive societal change.

Based on a discussion with the SLIS Faculty members, the course evolved through
several iterations. Draft course proposals situated information issues in different environ-
mental contexts such as political, economic, cultural, and technological. Given that UP
follows a standard process of instituting a course, approval is endorsed at various levels.
During this process, the course was refined and refocused, with the most drastic change
being the context of the discussion. From environmental contexts, the information issues
were recontextualized within information processes, making them more grounded and
easier to grasp. The five major information processes serving as anchors were creation,
storage, dissemination, retrieval, and use [5].

The Course Description for LIS 10 was written to faithfully express the likeness of
a GE course that would allow students to acknowledge information having an essential
role in people’s lives and framed in today’s information-focused living. The approved
Course Description reads, “Appreciation of the role of information in human endeavors
in the context of its creation, management, dissemination, and use in an increasingly
information-driven society” [7]. LIS 10 was designed with the awareness of the current
social climate in the Philippines and around the world.

Due to the nature of GE courses in UP, the three-unit course has no prerequisites and
was planned to be offered every semester, with three hours of contact time per week for
a three-unit course. UP SLIS initially offered LIS 10 Information and Society in the First
Semester of the Academic Year (AY) 2018–2019, the semester following its approval.

3.1 Course Goal and Outcomes

The goal of LIS 10 Information and Society is “to enable the students to explore and
comprehend the complex nature of information and its processes for them to become
responsible creators, disseminators, and users of information” [7]. The course aims to
open a venue for students to discuss prevailing information issues in society and how
they can appropriately respond to and act toward these issues. Aside from this, the
course is facilitated in an explorative manner so that students can acquire knowledge of
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information concepts and how these concepts exist, affect, and shape our society. The
Course Goal also expresses the aspiration of SLIS to influence undergraduate students
of UP Diliman by educating them for a more morally upright and accountable citizenry
with their information engagements.

The course outcomes of LIS 10 are restated with an emphasis on what the students
can accomplish after completing the course:

• CO1: Explain the nature, history, and characteristics of information.
• CO2: Analyze the issues of information creation, organization, dissemination,
retrieval, use, and preservation of [i.e., within] relevant societal issues across various
disciplines.

• CO3: Appraise information authenticity, accuracy, and integrity and become respon-
sible creators, disseminators, and users of information [7].

The course is designed for students to appreciate better and understand basic infor-
mation concepts and the relevance of information in various sociohistorical contexts.
Upon finishing the course, the students should also be capable of independently analyz-
ing and evaluating common information issues that may affect them in their different
disciplines and as citizens of society. Finally, as students will be exposed to informa-
tion issues, the course is designed to develop their skills in evaluating information and
being responsible and responsive in their information engagements, such as creation,
dissemination, and use.

3.2 Coverage

In the first few versions of the course proposal, the course topics for LIS 10 were placed
in the following contexts: health, economics, and technology, among others. However,
feedback from reviewing and approving bodies refocused the course content to the
five major information processes: creation, preservation, dissemination, retrieval, and
use. The course also covers intellectual property, data privacy, the democratization of
information, viral content, intellectual freedom, the digital divide, net neutrality, open
movements, freedom of information, and information disorder. Almost all the SLIS
faculty members were involved in developing content for the course, with each faculty
member overseeing one or two topics related to their specialization.

Table 1 shows the course topics and their corresponding number of contact hours.
After the introductory first meeting, Parts II and III acquaint students with basic informa-
tion concepts and the historical contexts that led to the contemporary information envi-
ronment. Students are first introduced to information issues in Part IV on Information
Creation, where the democratization of information and intellectual property issues such
as ownership, infringement, and plagiarism are discussed. Part V on Information Preser-
vation discusses the importance of records and archives amid historical negationism and
data privacy in securing personal information. The issues of Part VI on Information
Dissemination tackle the credibility of media organizations and the value/insignificance
of viral content.

Themost extensive topic of the course, Part VII on InformationRetrieval andAccess,
examines information issues concerning intellectual freedom and censorship, the digital
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divide, movements for free and open information sharing, and the demand for trans-
parency and accountability in government through Freedom of Information. Part VIII
on Information Use and Analysis discusses information disorder. The widespread con-
cern about misinformation and disinformation is examined so that students are guided
in responding to the harmful effects of false information.

Table 1. LIS 10 Information Society Course Coverage

Course topics No. of hours

I. Introduction 1.5

II. From the Codex to the Codec: The History of Information
A. Pre-Writing and Writing Era
B. Print Era
C. Information Explosion
D. Digital Era

4.5

III. Information Demystified: Fundamental Concepts
A. Contexts and Characteristics (as Energy, as Communication, as Fact, as Documentation, as
Phenomenon)
B. General Definition of Information (Floridi, 2010)
C. The Information Cycle
D. The Knowledge Spectrum

10.5

IV. Make iT! Information Creation and Resources
A. The Process of Information Creation
B. Democratization of Information: From One to Many
C. Information as Property: Issues on Ownership of Information

6

V. Keep iT! Information Storage and Preservation
A. The Ephemerality of Information and the Politics of Revisionism
B. Information and the Archives
C. We Are What We Keep: Archival Paradigms

6

VI. Share iT! Information Dissemination
A. Key Players in Information Dissemination: Industries and Institutions
B. Making Information Look Good: Information Design and Visualization

6

VII. Get iT! Information Retrieval Access
A. Beyond Google: Varying Approaches to Information Search and Retrieval
B. Talk Dewey to Me: Organization of Information and Its Implications on Retrieval
C. Net Neutrality and the Digital Divide: The Right to Equal Information Access
D. Holding Governments Accountable: The Fight for Freedom of Information

6

VIII. Use iT! Information Use and Analysis
A. Information Literacy
B. Critical Evaluation and Use of Information in Various Contexts: Economic, Political, Scientific, Health,
etc
C. The User’s Response to Misinformation and Disinformation

7.5

48

3.3 Pedagogy

LIS 10 Information and Society is a perfect opportunity to showcase the field and engage
a vast audience in LIS discourse. Issues such as information disorder, information
poverty, digital divide, intellectual freedom, open access, and mass media credibility
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are addressed by presenting basic information concepts, exposing current information
issues, and engaging the exchange of viewpoints among students.

LIS 10 adopts a critical pedagogy to let learners analyze culture and society and
challenge the power structures within. Emerging information issues from current events
are examined using critical thinking questions, e.g., “Why is this happening?” and “What
is our response? What can we do about it?”.

Outcomes of the course are achieved through activities that let students explore
the intricacies of information issues and, by doing so, form insights, perspectives, or
responses on such issues. Since students do not have a significant background in LIS,
course topics are introduced by definition and conceptualization. Class activities include
teacher-led discussions that use probing questions, allowing students to dig deep into
the information issue and formulate their opinions. Students are engaged to think and
act within their means to inflict positive change in the current environment.

In the recent semesters before AY 2020–2021 (before COVID-19 and the shift to
remote learning), the course follows a no-homework policy, given that it is a GE course
and that it should not take toomuch time away from their ‘majors’ or their specialization.
Activities such as games, short workshops, and student presentations were facilitated
to provide variety during sessions. Specific examples include a debate on the ethics of
websites that disseminate copyrighted content, content analysis of fake news, and the
simple Pass the Message game to illustrate the difficulties in transferring information
from person to person.

Guest lecturers were invited to enrich discussions and provide expert perspectives on
issues. In this case, the faculty in charge of the course is responsible for contextualizing
the discussion of course topics and providing a holistic view of the topic concerning
LIS and society. Slide presentations and short video clips were shown in the class, with
the latter as an alternative to teacher-delivered lectures. General assessment activities
such as quizzes, minute papers, short take-home papers, and exams are used to grade
students.

4 Student Feedback

In its first three semesters of implementation (from AY 2018–2019 to AY 2019–2020),
SLIS saw batches of students from the different colleges and schools within UPDiliman,
mostly coming from the College of Engineering and the College of Arts and Letters.

The objectives of LIS 10 were achieved. Overall, the course was found to be suc-
cessful in its goal of leading the students to comprehend the nature of information and its
processes. Based on the data gathered from the semestral Student Evaluation of Teaching
(SET), an official survey for evaluating all courses offered at UP, the students found the
course to be informative, relevant, and necessary. Table 2 shows the scores in the seven
questions under Part 2A The Course of the Student Evaluation of Teaching, are all above
1.60 (scale of 1–5 with 1 as the highest).

In the question on critical thinking, “This course develops critical thinking,” the
course got 1.2889, while on creative thinking, 1.3313. The students expressed that topics
were highly relevant in contemporary times. Being non-LIS majors, most students who
took the course found a level of relatability with the course topics. Guest lectures were
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highly effective in providing accessible depth of knowledge and insight. They expressed
satisfaction with the way the course was handled. Several students even suggested that
LIS 10 should be a required GE course for all UP Diliman students. The course received
a 1.2681 rating on the item “Even if this course were not required, it would still be
worthwhile taking it.” Table 3 shows selected open-ended responses of students about
the course, the majority of which are consistent with the numerical scores. Students
expressed one crucial factor for improvement: the inclusion of more varied activities to
enhance teaching and learning.

Table 2. Student Evaluation of Teaching (SET) Scores for the Course

SET question Weighted
average

1. This course stimulates me to study beyond the lessons assigned 1.4077

2. This course has developed in me a greater sense of responsibility. (i.e.,
self-reliance, self-discipline, independent study)

1.3789

3. I have worked more conscientiously in this course than in most other courses 1.5976

4. Even if this course were not required, it would still be worthwhile taking it 1.2681

5. I am fully satisfied with the way this course was handled/conducted 1.2843

6. This course stimulates me to think creatively 1.3313

7. This course develops critical thinking 1.2889

Part 2. The Course (Overall Rating) 1.3653

5 Insights and Directions

The course was designed to respond to contemporary information issues plaguing the
Philippines and the world. Since social problems and concerns evolve, the faculty in
charge constantly reviews the LIS 10 Information and Society syllabus every semester.
Evolving content such as viral content samples, data privacy cases, and technology trends
in the Information Society are reviewed and revised as needed. Course subtopics are also
modified to include crowdsourcing, data visualization, and intellectual property activism
topics.

The COVID-19 pandemic and the shift to remote learning significantly influenced
the course’s coverage and delivery. Due to the modified Academic Calendar of UP
Diliman, course topics were streamlined to fit a 12-week learning period. The faculty
revised course materials for the content to be ready for asynchronous learning, while
online class sessions facilitated probing questions and interaction among class members.
A textbook made for the course is currently in production. At the same time, there are
ongoing talks with the University television production unit TVUP about creating online
educational resources (OERs) in streaming video format.

Research on LIS academic units offering GE courses may be undertaken in the future
to determine the types of courses, topics covered, and pedagogy.
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Table 3. SET responses of students about the course

Themes Example Responses

Enlightening, educational, informative “Learned so much in this class that goes beyond what
I had expected from this discipline.”
“This course is fine for me the way it is, everything
taught is useful or insightful information.”

Valuable, timely, relevant “The course itself is a great innovation. It is very
needed in these times.”
“I think a lot [of objectives] have been covered already
but are all useful in our daily lives not just as students
but as people.”
“I’m very satisfied and think that the course is
valuable for me.”

Indispensable, vital, necessary “All in all, this MST [Math, Science, and Technology
course] is very different from all other MSTs in a very
good way. It has a fresh take on how sciences can help
and integrate with other sciences in solving problems.
…”
“His class is very informative and socially relevant
that I think it should be taken by all UP students.”

6 Conclusion

LIS 10 Information and Society is the first of several possible GE courses from UP
SLIS. The course affirms and establishes the role of the School as the leader in LIS
education in the Philippines. It is also a pivot to the direction of the School to embody
the ideals of an iSchool [8]. More than the hopes and plans of UP SLIS, the offering of
LIS 10 is a testament to the capability and resources of SLIS to educate and influence UP
Diliman undergraduate students as the country’s future leaders in becoming responsible
information creators, disseminators, and users.

LIS is an ever-growing, constantly developing field. LIS and information schools
should keep up with the changing times. It includes making information discourse rel-
evant to university students. It is beneficial for LIS scholars and researchers to nurture
the field by letting the academic community be aware of LIS as a field and the issues
that it can influence. The course LIS 10 Information and Society is just one of many
venues where information discourse can be conducted. LIS can become more influential
to non-LIS students when framed in the appropriate contemporary context and deliv-
ered with a fundamental, issues-based approach. Through openness and determination,
LIS academic units can garner increased interest in the field. Who better to spearhead
the progress of information studies and champion social responsibility than the LIS
practitioners, scholars, and researchers themselves?
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Abstract. The abrupt transition to online instruction in the COVID-19 pandemic
presented an opportunity for instructors in information science to engage with
new teaching and learning modalities. After their online semester (i.e., Spring
2020), some decided to utilize the insights they gained and offer blended-learning
courses in the post-pandemic semester. In this mixed-methods study, we surveyed
a sample of 388 students in a large undergraduate information science course that
transitioned from online to blended learning: 212 students in the online offering
and 176 students in the blended offering of the course. We compared students’
experiences in online and blended learningmodalities and examined their perspec-
tives on the blended learning component. Our quantitative and qualitative analyses
yielded mixed results. Findings showed students preferred blended learning over
online learning. They perceived it to be more engaging and active and reported
that it allowed more peer interaction. Students had mostly positive perspectives of
the blended learning components. However, some offered feedback on improving
attendance requirements for the online component of the blended learning. Oth-
ers reported online fatigue following online instruction during the pandemic. We
discuss the findings and offer suggestions for effectively incorporating blended
instruction in large information science courses.

Keywords: Blended learning · Online learning · Information science education ·
COVID-19 · Undergraduates

1 Introduction

1.1 Purpose

Disruptive innovation theory [1] frames a crisis, such as the COVID-19 pandemic, as a
valuable opportunity to break common schemas and move towards more creative and
innovative agendas. In a bottom-up process, a disruptive situation induces a new and
creative category that gradually replaces the traditional one. In this process, a disruption
might encourage a change in the long run. In this study, we frame the sudden transition
to emergency online learning in higher education as a crisis event that could lead to
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sustainable instructional change in higher education [2, 3]. We rely on the disruptive
innovation theory to frame and explain students’ perceptions of transitioning from online
learning to blended learning following the COVID-19 pandemic.

In this paper, we address the gaps in literature and examine the learning experiences
of a sample of undergraduates in an information science course offered online during
the pandemic (spring 2021 semester) and then transformed into a blended learning
modality when the university returned to in-person instruction (fall 2022 semester).
By drawing on disruptive innovation theory, we aim to shed light on the opportunities
for pedagogical innovation that emerged from instructors’ unique teaching experiences
during the pandemic. We argue that learning from student experiences can expand our
understanding of emerging pedagogical approaches in the post-pandemic era. Based
on our findings, we suggest guidelines and principles for implementing well-designed
blended instruction in information science courses in higher education.

1.2 Background

The pandemic caused a disruption in academic routines during the spring semester of
2020, forcing most higher education institutions to transition to online learning [4].
Despite the abrupt disruption, studies show that students mostly perceived the transition
as a positive step towards improving their digital competencies [5, 6]. For example,
a mixed-method study of faculty and students in three universities discovered students
enjoyed the flexibility of online learning and felt the new learning experience contributed
to their skills and knowledge [7].Many higher education institutions continued the online
instruction in subsequent semesters, allowing students and instructors to become familiar
with learning and teaching online and appreciate its advantages. Following these teaching
and learning experiences, course instruction in higher education has started to slowly
change to include blended learning courses [8].

Blended learning is commonly defined as a flexible instructional method that com-
bines several modalities of instruction (e.g., in-person and online) [9, 10]. Studies show
that when designed well, blended learning can improve student learning experience,
engagement, and achievements [11–14]. Integrating blended learning into large-scale
courses might improve course interactivity and increase peer interaction via smaller
group activities in an interactive online platform (e.g., in Zoom breakout rooms) [15].
The blended learning instructional method is also inclusive, as it offers more flexibil-
ity for learners (e.g., learning modality, course attendance), and enables personalized
learning [15, 16]. To construct a sustainable, well-designed, blended learning course,
instructors should consider the course structure (i.e., the balance of in-person and online
instruction), the selection of activities within the course, and their own role in build-
ing relationships with the students [17]. Given these requirements, designing a blended
course in higher education has remained a challenge for instructors [18].
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Despite the challenges of constructing sustainable blended-learning courses, Porter
and collogues [19] predict that in the future, 80–90% of courses will feature blended
instruction. In fact, their prediction is already becoming a reality; Ma and Lee [8] argue
that in the post-pandemic era, blended learning might become the new normal in higher
education. A meta-analysis conducted before the pandemic challenges this notion, as
it found students do not necessarily prefer blended learning. However, findings of a
recent study examining student experiences in a sports and exercise program during the
pandemic support Ma and Lee; in this case, students preferred blended learning over
online learning [12].

Although instructional changes in higher education might be inevitable in the post-
pandemic era [8, 19], little is known about the actual processes involved. For example,
there is limited evidence so far on instructional changes in information science courses.
Exploring how students’ perspectives and instructors’ experiences have changed might
yield insights that are important for curriculum and course development.

1.3 Research Questions

In a mixed-methods study, we compared undergraduates’ experiences of an information
science course in two semesters that offered different learning modalities: an online
learning modality (spring 2021 semester) and a blended learning modality (fall 2021
semester). We focused on the blended learning modality to understand how students per-
ceived the course-related changes implemented by the instructor following the pandemic.
We asked the following research questions:

RQ1. How did students’ experiences change moving from online instruction to blended
instruction?
RQ2. What were students’ perspectives of the blended instruction?

2 Methods

2.1 Research Context

The study was conducted in the Department of Information Science at a large research
university in North America. The course is a large-enrollment (200–250 students) mid-
level course for undergraduates on web applications and data visualizations; it focuses
on topics such as human-computer interaction, programming, and data science.

The course was offered pre-pandemic in a regular in-person modality. During the
outbreak of COVID-19 in spring 2020, the course was transformed to an online learning
modality and was reoffered in an online learningmodality in spring 2021. Once COVID-
19 restrictions were lifted, the course was offered in a blended learning modality in fall
2021. In this study, we focused on two offerings of the course: spring 2021 (online
learning modality) and fall 2021 (blended learning modality). We chose the spring 2021
semester as an example of an online instructionmodality, because the first online offering
(spring 2020) was not planned, and the modality switched in the middle of the semester.
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All the different modalities of the course (i.e., in-person, online, and blended) were
taught by the same instructor following the same curriculum. The lectures in the online
and blended instructionmodalities were structured the same: three 50-min lectures every
week; after each lecture, the instructor uploaded recorded lectures and notes to the
course website. The course’s content, projects, and assessment were the same for both
modalities. The only difference between the two semesters was the instruction modality.
The online semester offered three synchronous Zoom sessions per week. The blended
semester included three weekly sessions, mainly in-person. During the blended learning
semester, every three weeks the third weekly session on Friday was replaced by a 50-min
synchronous Zoom meeting.

The transition to blended instruction was promoted by the instructor who wanted
to implement several online components that he found useful for improving student
engagement and learning during the pandemic. In particular, the instructor wanted to
tackle some of the instructional challenges posed by the large scale of the course. The
first challenge was encouraging peer interaction and group activities in a large course.
This is important for information science students who will need collaborative skills in
the workplace [26]. The second challenge was incorporating design critique activities.
The instructor considered this important in a course focusing on developing design
skills [27], such as data visualization. Design critique activities encourage students to
evaluate their own and their peers’ work, and in the process, they improve their data
visualization skills. However, this type of activity is difficult to implement effectively in
a large classroom setting.

To achieve these goals in the blended learning modality, the instructor incorporated
two types of activities in the Zoom sessions throughout the semester: (1) group design
activities; (2) group design critique activities. The design activity sessions focused on
developing design skills by conducting mini projects in groups. The design critique
sessions focused on developing critical thinking skills by evaluating peers’ work. While
the learning goals and nature of the activities for each type of session were different, all
Zoom sessions had a similar structure, as described in Table 1.
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Table 1. Structure of online sessions in the blended learning modality

Structure Description Practices

1. Introduction - Instructor presented the
session’s topic, learning goals,
and activities

- Instructor used Zoom chat to
ask for students’ questions and
comments

2. Small-group activity in
breakout rooms

- Students worked in groups of
5–6
- Design activity: students
designed a mini group-project
- Design critique: students
evaluated peers’ work

- Instructor gave prompts for
the group activity
- Instructor and TAs visited
breakout rooms to facilitate
group activity
- Instructor sent notifications
to facilitate the time
management within the groups

3. Large-group discussion - Large group discussion on the
activity

- Design activities: students
shared the mini-projects with
the larger group
- Design critique: students
shared their experiences with
the larger group
- Instructor used Zoom chat to
ask for students’ questions and
comments

2.2 Participants

Participantswere 388 information science undergraduate students (59.3% female, 40.7%
male) who completed a survey in one of the course offerings, either spring 2021 (online
learning) or fall 2021 (blended learning). We collected 222 responses for spring 2021
and 188 responses for fall 2021.We removed 4 and 6 duplicate responses for spring 2021
and fall 2021, respectively, where students responded multiple times to the same survey,
and 6 and 6 incomplete surveys, respectively, where students submitted an empty or an
incomplete survey. This yielded 388 responses: 212 responses in spring 2021 (online
learning) and 176 responses in fall 2021 (blended learning).

Table 2 summarizes the sociodemographic characteristics of the participants in each
semester based on data provided by the university registrar.
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Table 2. Participant demographics

Online instruction
Spring 2021 N = 212

Blended instruction Fall
2021 N = 176

Sex Female 61.8% 56.3%

Male 38.2% 43.8%

Race/ethnicity Asian 40.6% 46.6%

White 18.9% 13.6%

Hispanic or Latino 0% 1.1%

Black or African
American

5.2% 2.8%

Two or more races 9.4% 9.1%

American Indian 0% 0.6%

International/ Not
specified

25.9% 26.1%

2.3 Measures

We collected data using self-reported surveys developed to measure student experiences
in a course. Gathering quantitative and qualitative data through surveys is a common
approach for studying phenomena related to disruptive innovation theory [e.g., 28, 29].
Our survey included nine statements that students rated onLikert scales, which examined
the following aspects: overall learning experience in the course, course organization, dif-
ficulty level, perceived gained knowledge, perceived engagement, perceived activeness
in the course, perceived collaboration with peers, the number of peers they collaborated
with, and students’ emotions during the course [20] (see Table 3).

For the semester of blended instruction in fall 2021, we added an additional statement
and an open-ended question. The statement asked students to rate on a Likert scale the
perceived benefits of two blended learning activities they had experienced on Zoom
(i.e., group design critique, group design activity). The open-ended question asked them
to describe their experiences in the online sessions as part of their blended learning
experience. Table 3 summarizes all of the survey items and the response scales.

2.4 Procedure and Analysis

The study was conducted at the end of the spring 2021 semester (i.e., online instruction)
and at the end of the fall 2021 semester (i.e., blended instruction) after receiving approval
from the institutional review board. Surveys were distributed by the course instructor
via a hyperlink to a Qualtrics survey, a web-based surveying platform. The survey was
presented to students as part of a project to examine their learning experiences in the
course. Students who completed the survey received extra credit and provided informed
consent to use their responses.

For the quantitative data, we performed descriptive analysis and t-tests for indepen-
dent samples, using IBM-SPSS statistical software. Qualitative data were analyzed by
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Table 3. Survey items and response scale

Variables Statements Reference Rating scale

Experience How would you describe
your experience in this
course?

Alon et al. 2021 0 (poor) to 4
(excellent)

Organized How well organized was
this course?

0 (poor) to 4
(excellent)

Skills Compared to how much
you knew about the course
topic at the start, how
much new knowledge and
skills have you learned by
taking this course?

0 (not at all) to 4 (a
great deal)

Engaged How often did you
synthesize ideas, think
critically about the
content, and apply the
material to unfamiliar
topics and problems?

0 (never) to 4
(always)

Difficulty How easy or difficult is
the course relative to other
courses you have taken at
Cornell?

−3 (difficult) to 3
(easy)

Active learning How active or passive was
the learning experience in
this course?

−3 (passive) to 3
(active)

Active peers How often during class
time did you discuss
course materials with
fellow students?

0 (never) to 4
(always)

Number of peers How many fellow students
in this class do you feel
comfortable asking for
help with the course?

Integer input field

Concentration
Frustration
Confusion
Anxiety

How often did you
experience each of these
emotions during the
course?

Calvo and D’Mello
2010

0 (never) to 5
(always)

How much do you feel that this new activity
helped you learn in the course?

Alon et al., 2021 1 (not at all) to 4 (a
lot)

Tell us about your experience with the new activity (design activity;
design critique)

Open-ended question
– Coded
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using bottom-up content analysis [21]. According to this method, content is analyzed
into categories that are gradually developed into sub-categories. In this study, we identi-
fied three categories that reflected students’ experiences in blended learning. These were
gradually developed into eight sub-categories.

3 Findings

3.1 Student Experiences in Online Versus Blended Learning

We conducted t-tests for independent samples to compare student experiences in online
learning and blended learning (Table 4).

Table 4. Mean scores, standard deviations (SD), and t-test statistics with p-values for independent
samples of student experience in online and blended learning (N = 388).

Survey measure Online learning M (SD); N
= 212

Blended learning M (SD);
N = 176

t-test p-value

Experience 3.47 (0.63) 3.53 (0.57) t = 1.00 p = .319

Organized 3.46 (0.61) 3.52 (0.59) t = 1.00 p = .327

Skills 3.21 (0.92) 3.23 (0.85) t = 0.13 p = .828

Engaged 2.71 (0.71) 2.88 (0.71) t = 2.32 p = .021

Difficulty 0.41 (1.21) 0.49 (1.18) t = 0.65 p = .518

Active learning 1.27 (1.42) 1.61 (1.18) t = 2.52 p = .012

Active peers 1.72 (1.00) 1.95 (0.95) t = 2.26 p = .024

No. of peers 2.73 (1.83) 3.48 (2.27) t = 3.62 p < .001

Concentration 3.23 (0.90) 3.11 (0.96) t = -1.35 p = .178

Frustration 1.65 (1.01) 1.43 (1.06) t = -2.12 p = .034

Confusion 1.56 (0.83) 1.54 (0.88) t = -0.25 p = .805

Anxiety 1.15 (1.02) 1.07 (1.01) t = -0.68 p = .486

Results showed students’ learning experiences were somewhat different in the two
semesters (i.e., online learning andblended learning). They reported a similar satisfaction
with the course, and their affective experience was similar in terms of concentration,
confusion, and anxiety levels. However, in blended learning, students reported being
more engaged and active in the course. They collaborated more with their peers, and
the number of peers they felt comfortable approaching for help increased. They also
reported less frustration during the blended learning than the online learning semester.

3.2 Students’ Perspectives on Blended Learning

To answer the second research question, we examined students’ perspectives on the
blended learning semester. First, we calculated mean scores, SDs, and frequencies for
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student responses for the question: “How much do you feel that this new activity helped
you learn in the course?” The distribution of responses is visualized in Fig. 1.

Fig. 1. Distribution of students’ responses (N = 176) to the question “How much do you feel
that this new activity helped you learn in the course?” for two blended learning activities: design
activities (orange) and design critiques (blue).

On average, students perceived the blended instruction activities to be moderately
beneficial for their learning. They reported more satisfaction with the group design
critique sessions (Mean = 2.76, SD = 1.04) than the design activity sessions (Mean =
2.58, SD = 1.10).

To better understand why students favored or did not favor the blended learning
experience, we analyzed 173 responses to an open-ended question that asked students to
describe their overall experience during the online Zoom sessions (three students did not
answer the question). The analysis revealed more than one comment for several students
(i.e., they referred to multiple topics); this resulted in 212 student comments.

A conventional content analysis of the comments revealed three categories that
described student experiences in blended learning: (1) student engagement and motiva-
tion; (2) perceived benefits of the blended learning modality; (3) balance between in-
person and online instruction in blended learning. For each category, we then identified
sub-categories according to student responses.

In Table 5, we summarize our findings for the three categories and eight sub-
categories and offer examples of student comments.

Most reactions to the blended learning experience were positive. Out of 212 student
comments, 145 comments (68.4%) reflected a good student experience with the blended
learning, and 67 comments (31.6%) reflected a negative student experience.
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Table 5. Content analysis of student perspectives on blended learning

Categories Sub-categories No. of comments Examples of student
comments

Student engagement
and motivation

High engagement N = 42 “Great to exercise skills
in a new way”
“Activities in breakout
rooms help practice
design concepts”
“It was nice to work in
groups and I got to think
creatively”
“I liked applying skills
we learned and work
with other students”

Low engagement N = 22 “I did not feel as
engaged in Zoom”
“Breakout rooms just
were not that effective”
“I was passive and
didn’t get much out of
them”
“It’s frustrating to be in
a group who doesn’t
care as much as you”

Attendance policy as a
motivator

N = 31 “Attendance being
required could serve as
an incentive to go”
“These were optional,
so many peers were not
motivated to attend”
“I felt less bad missing
these because Zoom
feels less formal”

Perceived benefits of
blended learning
modality

Peer interaction N = 22 “Zoom provides an
opportunity to really
talk to our classmates”
“It was nice to have an
environment where you
can freely talk to a small
group of people,
especially in a large
class”

(continued)
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Table 5. (continued)

Categories Sub-categories No. of comments Examples of student
comments

Convenience N = 33 “It removes the
necessity of traveling to
get to class”
“Having some flexibility
eases our stress”
“Helps me get my
schedule more flexible”

Helpful during the
pandemic

N = 3 “This helps a lot during
covid time”
“It was a nice option for
students especially
during the pandemic”

Balance of in-person
and online instruction
in blended learning

Good balance N = 45 “They offered a good
balance of online and
in-person lectures”
“It’s nice to mix up the
rhythm and attend in a
different modality”
“The Friday Zoom
meeting was a change of
pace”
“Keep it! I am braver on
Zoom”

Do not like Zoom
sessions

N = 14 “I personally don’t like
anything on Zoom”
“After a year of Zoom
learning, I am wholly
Zoom-fatigued”
“Zoom makes me easier
to fall asleep”

For the student engagement and motivation category, findings showed most students
perceived the blended learning experience to be engaging and helpful for their learning,
as it enabled them “to exercise skills in a new way”. However, several students reported
they were not engaged in the online sessions, as they were frustrated with group work
and engagement in breakout rooms. In addition, some students perceived the lack of
mandatory attendance as a factor that reduced their motivation to attend the online
sessions and harmed their engagement.

For the perceived benefits of the blended learning modality category, students men-
tioned the added value of peer interaction during online sessions. Their positive responses
about peer interaction suggest the benefit of adding an online component in a large-scale
course in which students have fewer opportunities to interact with peers and participate
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in interactive activities. Students also mentioned the convenience of having occasional
remote sessions every once in a while. Finally, Zoom sessions were helpful for stu-
dents who could not attend class because of limitations related to COVID-19 and other
health-related concerns.

Overall, students felt that the blended instruction offered a good balance of the two
instructional modalities (in-person instruction, online instruction). They expressed that
the blended instructionwas a “change of pace” and an opportunity to “mix up the rhythm”
of the class. Nonetheless, other students complained about online fatigue after prolonged
online instruction and stated that they preferred in-person instruction.

4 Discussion

Our study examined undergraduates’ experiences in an information science course that
was transformed into a blended learning modality following the COVID-19 pandemic.
We wanted to compare students’ experiences in the online learning modality with their
experiences in the blended learning modality and examine their perspectives on the two
blended learning activities. We aimed to identify the learning barriers and opportunities
createdby teaching changes during thepandemic, hoping tofindways to allow instruction
in information science courses to evolve in the post-pandemic era.

Our first research question asked how students’ experiences changed with the move
from online instruction to blended instruction. We discovered students preferred the
blended learning modality over the online modality [12]. They reported a good overall
learning experience in both instances (online and blended) and perceived the course to
be organized and clear in the two learning modalities. Their affective experiences were
also alike in terms of their level of confusion, concertation, and anxiety. However, they
said the blended learning modality offered more opportunities to be engaged with the
course, and their learning was more active. Their social interactions also improved, as
they collaborated with more peers and felt more comfortable asking for their help. They
reported less frustration during blended learning as well.

These findings correspond with previous studies that suggest blended learning is
more inclusive and accessible to students when it is carefully designed [11, 12, 16]. In
large classes, such as the coursewe examined, blended learning offersmore opportunities
for social interaction and peer support [15, 17]. This can be done, for example, by
incorporating features of online conferencing tools that allow students to break into
smaller groups for class discussions and group work. Such smaller group practices are
more difficult to implement in large classroom setups [26].

Taking into consideration that planning a blended learning course is both challeng-
ing and complicated [18], these are positive findings. Students’ satisfaction with the
course supported the instructor’s efforts to create a sustainable and supportive learning
environment. It also showed that a well-planned blended course might serve as an active
learning method in large information science courses, bringing students together and
increasing their engagement and interaction [15, 23].

Our findings for the second research question painted a more complicated picture of
students’ perspectives of the blended instruction. Overall, our quantitative and qualita-
tive analysis yielded mixed findings. Students were somewhat satisfied with the online
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component of the course (i.e., Zoom sessions on Friday), but they also had constructive
feedback for future offerings of the blended learning course. They mentioned multiple
positive aspects of blended learning, including its engaging and interactive nature, its
convenience and flexibility, and the opportunity to interact with peers in a large course.
These findings are consistent with previous studies which found that blended learning
could enhance student engagement and collaboration [15, 17], and improve instruction
flexibility [16].

Particularly, students mentioned that one benefit of joining the online meetings was
that it enabled them to interact with their peers. They appreciated this interaction which
does not happen too often in a large, lecture-based classroom setting. Collaborating and
interacting with peers could enhance students’ sense of belonging in the classroom and
help them to acquire collaborative skills [26]. Another positive aspect of blended learning
that wasmentioned by the students was the opportunity to exercise higher-order thinking
skills during online activities. For example, being able to practice design critique skills
teach students how to evaluate their own and their peers’work. Through this process, they
can improve their data visualization skills and learn best practices [27]. These aspects
of online meetings (e.g., collaborating with peers, exercising practical skillsets) indicate
the opportunities that blended learning holds to encourage peer interaction and group
activities in large information science courses [23].

Nonetheless, students’ perspectives of the blended learning instruction also shed light
on the aspects that should be improved. These included the students’ lack of engage-
ment with the online component of the course (i.e., Zoom meetings) and the optional
attendance policy that harmed student motivation. Several students also reported online
fatigue following the long period of online instruction during the pandemic [22].

Disruptive innovation theory [1] suggests disruptions and changes might not be
adopted by all people immediately. It might take time for some people to adjust to
changes and embrace novelty. Student resistance to change in course instruction might
reflect a challenging transition after a few semesters of instable instruction [7]. After
transitioning from in-person to online instruction during the pandemic, students might
struggle as they navigate their way back onto campus [8]. Hence, students may have
trouble adopting yet another new learning modality – blended learning.

Our study suggests that despite some difficulties during the transition, students are
relatively open to trying a new learning modality and welcoming the opportunities it
brings for enhancing their learning experience.We therefore recommend that instructors
in information science incorporate blended learning components into their courses. This
is particularly important in large in-person undergraduate courses, where it is difficult
to engage students, promote peer interaction, and experience various types of activities
that can promote students’ skills (e.g., design critiques, group work).

That said, it is important to be aware of best practices when planning blended learn-
ing instruction with an online component. First, instructors should consider having
synchronous sessions that enable more interaction and engagement than asynchronous
online sessions [24]. As mentioned above, interactive online sessions have the poten-
tial to encourage more peer interaction and enable collaborative activities. Second, the
balance between in-person and online sessions should be carefully planned, as students
are still coping with online fatigue and their pandemic experiences [22]. Instructors
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should consider focusing on in-person instruction while adding the online component as
an added bonus to their classes. Balancing in-person lectures with online activities can
help instructors take advantage of the best parts of each learning method [12, 15]. It is
also important to communicate to students the rational for choosing a blended learning
method. Instructors should explain the reasons for incorporating online meetings and
describe the expected benefits from students. Third, students’ experiences during the
course should be monitored (e.g., student evaluations or surveys) to see how they handle
the change in instruction and how to support students who might struggle with blended
instruction. This may be especially beneficial for supporting ethnic minority students,
who have been found to be at a disadvantage in online instruction [25].

The current study has several limitations. First, we relied on students’ self-reported
surveys to examine their perceptions of online and blended learning. Future studies
might examine students’ behavior during blended learning by extracting and analyzing
log data from learning systems and/or online platforms. This research path might reveal
additional insights regarding students’ learning and behavior in blended learning courses.
Second, we examined students’ experiences in one information science course, and did
not explore the role of sociodemographic backgrounds in their perceptions of the blended
learning experience. We recommend that future studies examine students’ perspectives
on blended instruction in a larger sample of students, in multiple courses, and focusing
on the role of students’ identity-based groups in their blended-learning experience. It
is also important to explore if and how instructors in information science are willing
to change instruction modalities following the experience gained during the pandemic.
Future work can also examine how institutions can effectively support instructors in this
transition to blended learning.
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Abstract. Understanding visual information processing is becomingmore impor-
tant as technologies like virtual reality (VR) are being integrated into our train-
ing and learning experiences. A dissection between reception from perception is
necessary to accommodate researching these visually intensive technologies. For
instance, visual reception is the act of encoding information from theoutsideworld,
whereas perception is the act of interpreting that information internally. Theories
regarding cue location, hierarchy of features, perceptional salience, postattentive
amnesia, inattentional blindness, change blindness, and attentional blink will be
discussed in this paper to focus on the separation of visual reception and percep-
tion. This paper will also highlight human thresholds of visual interpretations and
the reliability of immersive technologies like VR for researching and understand-
ing visual information processing. Concluding, this paper will discuss the need for
iSchool communities to collaborate on this type of research. Specifically, educa-
tors, developers, and researchers working with VR contexts to better understand
human behavior and software design.

Keywords: Virtual reality · Visual perception · Information processing

1 Introduction

Through our visual channel alone, we interpret information in several different modes:
graphics, written text, movement, depth, spatial awareness of avatars in digital gaming
experiences, etc. Each mode can be dissected to fundamental visual cues that trigger
visual attention and cognitive recall [19]. For instance, color tends to trigger emotions
and memories, that designates placement of categorical knowledge [19] and each person
will interpret the color differently based on their various funds of knowledge [20]. These
triggers change the way we interpret and interact with different experiences, especially
in a visually intensive technology like virtual reality (VR). Additionally, many aspects
of information processing are unconsciously occurring within milliseconds of recep-
tion, before altering perception, interpretation, and cognitive load on working memory
[12]. This review will highlight important theories for understanding visual information
processing and how it is affects our ability to thrive in an immersive environment like
VR. Specifically, the dissection of reception from perception, and saliency of visual
information.
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2 Visual Reception

Visual reception is the act of collecting information through our visual channel. This
behavior is comprised of both automatic and controlled cognitive processes. These pro-
cesses are happening in rapid succession as the eye is constantly fixating to different
points of a visual scene. For example, imagine looking at a landscape painting of a
beach with waves, some surrounding cliffs with trees, and both sail boats and barges are
depicted along the horizon. To notice all aspects of the painting, one must first look at
each part of the painting individually before bringing the information to a full image.
The same is true at a more detailed level when defining a sailboat from a barge and orga-
nizing images from a pixel level. It is the combination of lines, colors, and textures that
create knowledge of the visual scene, yet the process is not linear [23]. Furthermore, the
limited shape of the eye’s Field of View (FoV) and the rapidity of information reception
are obstacles when encoding images through the human eye [11, 23].

2.1 Saccades and Blindness

Visual attention encompasses a trail of automatic processes that connect what the eye is
seeing to what the brain is interpreting. The human eye’s fixated FoV is limited; “about
the size of a thumb nail at arms-length” [11]. This means that when we are interpreting
visual information the eye is rapidlymoving across different areas of the virtual stimulus,
fixating at certain points tomake an overall sense of the environment [11]. Consequently,
each time the eye moves from place to place it is not collecting information, resulting
in momentary blindness. This blindness is referred to as a saccade [11]. The transfer
between fixation and saccade occurs 3–4 times per second of visual stimulus [11]. During
each saccade, the brain is deciding the location of the next fixation based on contrasting
features like color, orientation, luminance, etc., as well as the individual’s intent, tasks,
previous experiences, and mental state [11].

2.2 Visual Cue Location

In 1980, Posner and other psychologists began to establish an understanding of retinal
position and how it affects fixation interpretation [23]. Fixation interpretation is the
process of receiving visual information from a single saccade. Posner and colleagues
first posed the concept that visual attention should be viewed as a spotlight to show
there are varying degrees of fixation occurring at a given moment. From this concept,
two types of spatial cues were created that dictate visual attention: central cues and
peripheral cues [10, 29]. Central cues are designated by the direct fixation (e.g., center
of the spotlight), whereas peripheral cues are past the margin of light and in the ‘fringe’
of the fixation (See Fig. 1) [10, 23, 29]. Peripheral cues are not usually in detail like
central cues, nor do they derive accurate depictions of shape [10, 23, 29]. However, they
do indicate spatial location in relation to the central cue or current fixation [10]. The
knowledge from peripheral and central cues are collected and categorized internally for
mental organization and meaning making [10, 23]. As each fixation is collected, it is
grouped with other previous information and encoded in visual workingmemory to offer
an encapsulation of an image (e.g., Feature Extraction) [10, 11, 17].
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Fig. 1. This image depicts the FoV of human vision. It shows the varying types of cues involved
in visual reception [22].

2.3 Hierarchy of Features

There are four main factors that affect involuntary visual attention and encoding to visual
working memory: shape, color, proximity to focused visual location, and length of time
allotted for searching [6, 18]. Color was discovered to be a more distinctive feature
for manipulating involuntary attention than shape regardless of proximity to focused
visual location [6, 7, 18]. Meaning, the proximity to visual location and presentation
duration did not affect encoding for color yet did affect encoding for shape [6, 7, 18].
For instance, when viewing a set of 6 shapes with 6 different colors, shapes will be
encoded depending on the fixation location, whereas the colors have equal opportunity
to be encoded regardless of location (i.e., located in peripheral FoV) (See Fig. 1). Results
suggest color is interpreted parallel to other colors regardless of fixation location. For
shape, a bottleneck style filtration system is used based on proximity to the fixation
location [7, 18]. The farther away from the fixation location the shape is, the more it will
have to compete with other peripheral shapes for accurate encoding into visual working
memory [6, 7, 18]. Additionally, results yielded a positive correlation with the increase
of presentation duration for shape [7, 18]. This means that shape can affect involuntary
visual attention when presentation time is increased, and the bottleneck filtration is
overcome [7, 18].

3 Visual Perception

A main factor that alters the perception of received visual information is perceptual
saliency. Perceptual salience refers to the degree in which a specific stimuli or feature is
capturing attention and encoded intoworkingmemory [7, 11, 13, 17]. It is the overarching
concept that drives preattentive processing theories and expands to other channels. The
capturing effect could be due to the stimuli’s properties like contrast, color, movement
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across afixation, object recognition, loudness of sound, pitch,word familiarity, etc., or the
processing capabilities of the individual [17]. Kuhn et al. [14] used this notion to develop
ways of creating scenes with specific visual properties that allowed them to be viewed by
individuals with colorblindness. Similarly, this concept was used to explore the number
of different colors the human eye can perceive at a given time; seven was concluded
[11]. This coincides with the isolation effect, stating that if one item has a different
feature than those around it (visually) or in its group (auditorily), it will be more likely
to direct attention and more readily be encoded into working memory [8]. Regardless of
the isolation effect of these features, they can be overridden when directions are given
to focus attention on a specific task [31]. This holds true when saliency is low yet may
not be when saliency of the stimuli is increased (e.g., higher volume, increased contrast
intensity, proximity of movement, etc.) [31]. For this reason, reception and perception
need to be distinguished as different parts of information processing [14]. Reception is
the act of collecting information through sensory channels, whereas perception is the
combination of reception and meaning making “Perception is a higher-level process
that combines information from the senses and filters, organizes, and interprets those
sensations to give meaning and to create subjective, conscious experiences.” [14].

3.1 Postattentive Amnesia and Inattentional Blindness

Postattentive Amnesia shows information is not readily transferred to long termmemory
during visual exploration activities. Details of a visual scene are not encoded into visual
working memory when a separate scene is subsequently viewed [30]. The individual
cannot remember the details of the previous scene, except when intentionally focused
on that task specifically [30]. Inattentional blindness occurs when the individual is acci-
dentally missing certain details of the scene [27]. The most often used example of this
is from Simons & Chabris, who tested to see if individuals noticed a woman in a gorilla
suit entering a scene while teams were passing a basketball [27]. The viewer’s task was
to ‘press a key’ each time their designated team (e.g., black or white shirts) passed the
ball. The woman in the gorilla suit enters the scene from the left, does not interact with
the ball, and exits to the right of the frame within 4 s. Once the 25 s clip was completed,
very few participants stated noticing the gorilla walk by. To ensure this phenomenon
was inattentional blindness, the researchers had participants view the same clip without
the executive functioning task. 100% of the participants noticed the gorilla when free
from the task orientation [27]. This further supports the weighted impact that intent and
focused attention have on visual perception.

3.2 Change Blindness and Attentional Blink

Change Blindness occurs when information is being viewed in separate spatial locations,
deliberately causing increased saccades (e.g., comic strips, ‘find the difference’ visual
puzzles, etc.) [24]. Simons suggests that during each saccade the information previously
encoded is lost, manipulated, or compared to new information before being stored in
working memory [26]. Details can be overwritten by new information, overwrite new
visual information (i.e., lasting first impressions), be deleted after the display is gone,
stored yet require conscious focus to retrieve, or combined with new visual information
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(i.e., memory cannot recall where specific details are derived amongst multiple visual
stimuli) [26]. Additionally, inattentional blindness can occurwhen information fails to be
stored in visual working memory because of unfocused attention; it is focused attention
that affords the opportunity for perception and efficient visual processing [24, 26].

More recently in 2005, Simons and Rensink described “Low-level object properties
of the same kind (e.g., color or size) appear to compete for recognition in visual short-
term memory, but different properties seem to be encoded separately and in parallel”
[28]. Consequently, low-level object properties of visual stimulus like shape and color
can affect what is encoded in visual working memory [6, 7, 28]. This research supports
the idea that visual processing operates in a bottleneck style feature hierarchy [6, 7]. If
the visual reception and information processing are overloaded, it will be difficult for the
individual to focus on the task at hand [28]. More importantly, reception and attention
are highly temporal; opening like a gate for a few moments then closing to consolidate
what has been seen for categorization in working memory [11]. Each encapsulation of
information received is labelled and organized to create a perception inworkingmemory.

4 Thresholds of Visual Processing and Technology

The process of visual attention to cognitive interpretation is continually being researched
as video games and virtual reality advance and integrate with modern society. For
instance, Belchoir et al. (2013) found that visual attention can be learned and practiced
for effectiveness and efficiency. The researchers discovered that individuals who have
been playing video games long term were able to pay attention to 7–8 moving objects at
once, compared to individuals with no digital gaming experience being able to focus on
2–3 moving objects. Following this discovery, they placed experimental groups through
several weeks of video game or UFOV (useful field of view) training, resulting in an
increase in information processing from 2–3 to 5–6 moving objects at once. This would
support the idea that the ability to effectively pay attention to multiple moving elements
can be both practiced and perfected through playing video games. Furthermore, there
could be an increase in the average visual capabilities as digital technologies intertwine
with everyday life [3].

4.1 Eye- Tacking

While it is possible to log cues, fixations, and spatial location through eye-trackers, it
is difficult to analyze cognitive interpretation of each fixation and cue. In other words,
reception (objective content being fixated on) does not automatically transfer to percep-
tion (subjective interpretation of fixated content). Due to this understanding of visual
attention, eye trackers alone cannot depict what is seen versus what is encoded into
memory. That being said, the pairing of eye-trackers with modern EEG technology can
connect what is occurring internally with what is being seen externally. The combination
of these devices will enable the measurement of different types of information stimuli
and their effect on cognitive load.
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4.2 Reliability of VR for Visual Processing Research

The reliability of the HTCVive and other VR devices for analyzing aspects of the human
visual processing capacity is increasing as developers create more intuitive and acces-
sible technologies [4]. The separation of the virtual world from the real-world allows
for constantly changing variables, like real-world lighting conditions, to be consistent
between participants regardless of time. HMDs also increase participant accessibility by
enabling individuals who previously could not engage to be testable (e.g., individuals
who cannot sit up on their own, etc.) [9]. In 2016, Rebecca Foerster and colleagues com-
pared the reliability of a standard Cathode Ray Tube (CRT) screen to the Oculus Rift for
testing conscious perception thresholds, capacity of visual working memory, and visual
processing speed [9]. It was found that the Oculus Rift is as reliable as CRT testing and
the HMD enables full control over visual input [9]. In tandem to reliability, the breadth
of existing research discusses limitations of VR, like motion-sickness, eyestrain, and
hardware challenges, that have informed design guidelines [4, 13].

Most of the research surrounding this topic focuses on learning outcomes, such
as retention, recall and transfer [15, 16, 21]. While this research is necessary, it lacks
the moment to moment focus on the stimuli that is building knowledge. As designers
continue to build these environments for research, training, and entertainment, it is
important to understand the thresholds of our visual channel so we can draw attention to
specific pieces of information at specific times. For instance, at what point does the user
make a mistake in a visual-spatial problem-solving activity because there is too much
distracting information in the virtual environment?

5 Conclusion

Overtime, researchers questioned the limitations of usingHMDs and stereoscopic lenses,
including when it may be unhelpful to the training process [4]. This paper discussed the
relevancy of understanding the inner workings of visual reception and perception while
in visually intensive immersive environments like VR. In the future, this dissection of
reception and perception will drive research connecting what is occurring externally
and internally during visual processing in technologies like VR, specifically during
learning opportunities and training contexts [1, 5]. Although research has been done to
understand aspects of immersive visual processing (e.g., clutter, motion, fidelity, etc.),
there are still some gaps. One gap is in understanding how distinct visual disruptions
affect cognitive load and what happens when refocusing from distracting stimuli in
VR. To understand this phenomenon, recent researchers suggest electroencephalograms
(EEGs) be used to measure unconscious cognitive reactions and temporal changes to
attentional state alongside VR equipment [2]. Measuring mental activity through EEGs
in VR environments would allow for the depiction of cognitive load at any stage of the
designated event and the opportunity to understand the effect distracting visual stimuli
has on the user [25].

This type of VR exploration is relevant for understanding the inner workings of
distraction and refocusing of human cognition. It will provide insights for how people
make meaning of information and how they balance cognitive overloading in new tech-
nologies like VR. The combination of equipment and theories proposed will allow for
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neuropsychological research on human behavior to be explored by the diverse commu-
nities of information science. This type of research will provide an arena for teachers
and students of iSchools, immersive software developers, and learning specialists to
collaborate on evolving technologies like VR. This research enables students to ana-
lyze the nuances of visual distractions while learning about 3D environment building,
human computer interaction, and game creation. It could help university researchers
and upcoming developers connect by highlighting various visual distractions embedded
in software designs that inhibit focus and slow neural processing. It could also guide
educators and developers towards creating efficient training and learning experiences
that adhere to our cognitive thresholds. With the integration of video games and virtual
reality into our training experiences, it is important to understand the thresholds of visual
processing and work together to optimize the experience for the user.
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Abstract. Due to the differences in individual’s color perception and the varia-
tions in color naming and color rendering under different settings, color has histor-
ically been a challenging trait in describing species for taxonomic and systematic
research. Reusing a noisy color dataset collected from high-quality images of
Carex specimens, we developed a data mining method (e.g., clustering and classi-
fication) for constructing domain-specific color palettes. Color palettes associated
with color values measured in a color space help systematists record color data in a
way that the differences in colors can bemore accurately compared and computed,
making color data interoperable and reusable. The Carex color palette was evalu-
ated byCarex experts and the evaluation data showed that experts overwhelmingly
preferred using color palette over color strings.

Keywords: Data mining · Color traits · Inconsistent color data · t-SNE ·
K-means · Support vector machines · L * a * b color space · sRGB color space ·
Automate color palette creation

1 Introduction

Plant color traits are important for a wide range of research due to their significance
to the ecology and evolution of plants, from mediating pollinator interactions to ther-
moregulation [1, 2]. Recently they have become important for climate change studies,
for example, [3]. Though strides have been made to encourage controlled vocabularies
for plants which would drastically increase our ability to leverage computational analy-
ses of taxonomic descriptions [4], the inconsistency and subjectivity of color description
hinders progress, see examples in [5, 6]. In biodiversity, the key character that set two
species apart can be the color, as in the case of Carex vulpinoidea (a common species)
and Carex annectens (a very rare species in Québec). A confusion between the two can
derail the conservation efforts for the latter.

In the context of a US-NSF funded project aiming to make biodiversity trait records
FAIR (Findable, Accessible, Interoperable, and Reusable, [7]), this study utilized an
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unique dataset that has been built by a co-author’s team over the years for climate
research to develop an automated method for generating domain specific color palettes
so future authors and citizen scientists can record color traits in an interoperable and
reusable manner.

Research questions to be answered include: (1) Can the color labels used in FNA by
authors be used to compute the similarities or differences among colors? In other words,
will the colors with the same labels be grouped into the same clusters and the colors with
different labels be grouped into different clusters? (2) Can clustering or classification
methods of machine learning automatically select a small set of colors from thousands
of measured colors and generate color palettes in a way that makes sense to domain
experts (in this case, Carex systematists)? (3) 3. If (2) is successful, will domain experts
be willing to use machine-generated color palettes when describing their specimens?

2 Method

2.1 Knowing the Data and Data Transformation

The color datasets collected by a co-author’s team to study climate impact on Carex
species were the primary data used in this study (Table 1, the first two datasets). This
dataset includes 2883 sRGB values of various organs of 456 Carex species, measured
from high-quality images using ImageJ (v. 1.50i; [8]) with color calibration against the
reference colors included in the images. For about 1/3 of total data a written record
can be located in Flora of North American (FNA), color labels (text string, e.g., “red”)
used by authors when describing the organs and species were also semi-automatically
extracted and included in the dataset (see Fig. 1, left).

Fig. 1. A portion of the original dataset. Includes measured RGB values and color labels used
by authors. Color labels use in the literature are noisy. Left: A portion of the original datasheet.
Highlighted color labels “light green” and “bright green” are different, but corresponding colors
are very similar; the corresponding colors of the two “pale green” are more different than those
of a “pale green” and a “deep green”; labels “pale brown”, “white”, and “pale green” sound so
different but their colors are quite similar. Right: A t-SNE visualization of the colors containing
the 12 color keywords in the dataset based on their R, G, B values. These visuals show color labels
are not consistently applied and they cannot be used to compute the distance between colors.
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Using RGB values as features, the clustering tendency of the dataset was first exam-
ined by ordered distancematrix and Silhouettewidth. Both suggested two clusters, which
did not match the dataset as there weremore colors in the dataset. To further visualize the
data, a t-SNE [9] (Rtsne in R, perplexity = 10, Euclidean distance) plot based on color
RGB values was generated (Fig. 1, right). T-SNE visualizes higher dimensional data in
2D spaces and preserve the relative distances amongst data points. The plot confirmed
again the two clusters suggested by the other two methods (tip vs. base of the “cone”
shape). When data points were colored with the simplified color presented in their label
(e.g., light green became just green), we found that each of the two clusters contained
a mix of different colors and both clusters were dominated by brown. This revealed
that author color labels were not consistent with color RGB values or among different
authors: similar colors (with smaller Euclidean distances) were labeled differently, while
colors farther apart had similar labels. This answered the first research question.

Removing author color labels from the picture, Fig. 2 Left shows the same t-SNE plot
except data points are now colored with the color rendered from their RGB values. This
plot revealed that colors in this dataset were spread in a continuous spectrum, making
finding definitive boundaries for different color clusters difficult even for a human expert.
Additionally, although we couldn’t find the purple, orange or yellow as an abstract color
wheel would show, colors were less but still mixed to some extent in the t-SNE’s 2D
space (e.g., those data points at the tip of the cone shape contained what looked like
black, grey, and brown to an author’s eye). This made us wonder if RGB was the good
feature space for this challenging task.

Fig. 2. Visualization of data points by their RGB colors. Left: t-SNE visualization of RGB colors
in 2D space. Data points are colored with their RGB color. Right: Visualization of the same data
in the a*b space. Data points are colored with their RGB color.

Since domain experts would like the final color palettes to group colors by their
hue and saturation (i.e., perceived “color”) and then by brightness (e.g., light, medium,
and dark), CIE L * a * b color space emerged as a better feature space. It expresses
colors along the three axes: the L axis expresses the lightness, the a axis expresses the
proportion of green vs. red, and the b axis expresses the proportion of blue vs. yellow
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in a color. Using L * a * b color space allows for the separation of elements of hue and
saturation from color brightness and in effect projects colors from the three-dimensional
RGB space to the two-dimensional a * b space. The conversion of RGBvalues to L * a * b
values were done using grDevices package in R. The transformed dataset is the “Color
Measurements” dataset in Table 1.

Table 1. Datasets used in this study

Data Set Columns/Features Number of Rows

Original sRGB* Species name, organ, R,G,B values 2883

Original Labels* Species name, organ, color label from
FNA

793

Color Measurements Species name, organ, R,G,B values,
L,a,b values

2883

Final Dataset Species name, organ, R,G,B values,
L,a,b values, color class

792

SVM Training Set a, b values, color class 631

Test Set a, b values, color class 161

SVM Training (down sampled) a, b values, color class 215
* Original datasets received from the co-author’s team.

Table 2. The mapping of color labels to color classes

Color classes Color labels

Green Olive

Brown Castaneous, chestnut, copper, bronze, tan, tawny

Red Maroon*

White Gray, glaucous*

Yellow-Brown Yellow, green-yellow, golden, straw, gold

Yellow-Green Yellow, golden, straw, gold
* To information science audience, some of the mapping, e.g., maroon to red, grey to white, may
seem strange. But for systematists, colors are interpreted within a context – a gray center can look
white on a green leaf. Authors therefore can record either ‘white’ or ‘gray’ in their description of
the leaf center. “Maroon” is a poorly defined color because a group of experts cannot agree on
what kind of color is “maroon”. For this reason, domain experts would like to limit the colors to
the basic colors – colors with consistent interpretation across culture, gender, age, and left and
right eye of any individual, etc.
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The second major transformation was to map color labels extracted from FNA to a
set of color classes. In most published plant descriptions, color labels/phrases used are
not from a controlled vocabulary, resulting in a large variation of different color labels,
for example, chestnut-dark brown, red-brown to dark maroon, golden brown, etc. As
shown above, such labels are not consistently applied. To reduce variation and promote
interoperability, Carex systematists would like to limit the color palettes to basic simple
colors and the combinations amongst them (e.g., green, yellow, yellow-green). Using the
tm package in R, the most frequent single-word color terms were first identified and after
mapping expert-approved synonyms to their preferred classes (Table 2), six color classes
were identified and other color labels in the original dataset were manually mapped to
these classes based on their colors. After this mapping and a join on the species name and
organ (leaf, perigynium, etc.) between the “original labels” and “color measurements”
datasets, the clean, Final Dataset (Table 1) was obtained. This dataset was the base for
subsequent analyses.

2.2 Methods for Creating the Color Palettes

Color palettes for biodiversity contain both a set of representative colors seen in the
specimens and the recommended names for colors. Colors in the color palettes need to
be selected from all 2883 colors, but only about 1/3 of the colors have a class name.
Therefore, we needed to (1) group colors into classes (2) select representative colors
from color classes and name them.

Methods for Grouping Colors. With the transformation of colors from the sRBGcolor
space to L * a * b color space, the problem of grouping color hues and saturations had
been simplified in the 2D space (i.e., a * b space). In this 2D space two methods were
employed to group all colors in Color Measurements dataset into the six color classes:

1. Manual thresholds: Using Color Measurements, set manual a and b thresholds for
different color classes by consecutively dividing colors along their distribution gaps
in the a*b space into smaller and smaller groups so that the divisions resembled the
six color classes. Since these thresholds were either vertical or horizontal lines, the
resulting color groups may be less natural than ideal.

2. SVMs: First train a supervised machine learning model, i.e., Support Vector
Machines (e1071 in R package), on the subset of data with color class labels, then use
this model to predict their color class for records in the entire Color Measurements
dataset using a and b values. SVMs was chosen for its well tested robustness and
noise tolerance.

Due to the imbalanced distribution of different color classes, the initial 80–20 train-
ing/test split is further down sampled so each color class has the samenumber of instances
in the final training set (Table 1 and Table 3). Note, White was essentially dropped due
to lack of training examples. Linear and radial kernels with different cost parameters
were evaluated to obtain the best performing model.
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Table 3. Color class distribution in training and test dataset

Brown Green Red White Yellow-Brown Yellow-Green

Final dataset 431 133 65 12 97 54

Training 344 106 52 9 77 43

Training (down
sampled)

43 43 43 NA 43 43

Test 87 27 13 3 20 11

Recall the color classes were derived from the labels extracted from FNA, and the
latter was quite noisy (see Fig. 1). In other words, the training datasets for SVM were
noisy. Because of this, we used a lower cost parameter (0.5) when training SVMs to
penalize the model less for wrong predictions.

Using both the manual and machine learning approaches was to cross-validate the
quality of final color palettes, since there is not a gold standard palette to quantitively
evaluate either approach. While manual thresholds may result in good palettes, our goal
was to develop a procedure that required as little human intervention as possible.

Method for Selecting and Naming the Colors for the Palettes.
Once the source 2883 colors were classified into the six color classes, the following
procedures were taken to create the color palettes. One set of color palettes were created
from the grouping result of the manual and the machine learning approach, respectively.
One set of final color palettes consists of 15 or 30 different colors for each of the six
color classes (see Results).

1. Apply K-means clustering method (k = 3) on the L value of the colors to create
light, medium, and dark subgroups for each color class.

2. Sample n (n = 5 or 10) colors from each of the brightness subgroups of each color
class. The sampling was based on the average distance of a color to its 3 nearest
neighbors in the a * b space. The higher the distance the smaller the probability
for the color to be sampled. This is to exclude very similar colors in the final color
palettes.

3. Prefix light, medium, and dark in front of the class name of the selected colors
(Fig. 3).
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2.3 Color Palette Evaluation

Fig. 3. Color input interface of Character Recorder. User is entering a color for “Color of stem”.
User clicking in ‘color’ blank triggers the display of a term tree for “colored” that holds all colors
the user could use. Colors “brown” and “green” has color palettes and a click on the red C box
next to “brown” brings up the color palette for brown.

3 Results

Table 4. Performance of the Best SVM models and Manual Thresholds on Test Data

Linear SVMs Manual thresholds

Precision Recall F1 Precision Recall F1

Brown 0.87 0.62 0.72 0.73 0.70 0.71

Green 0.55 0.41 0.47 0.43 0.33 0.38

Red 0.43 1 0.60 0.35 0.54 0.42

Yellow-Brown 0.23 0.25 0.24 0.29 0.19 0.23

Yellow-Green 0.25 0.55 0.34 0.20 0.36 0.26

White 0.33 0.33 0.33

Given the known noise in the training dataset, the performance of either methods
was not expected to be high. Table 4 presents the performances of manual threshold
method and SVMs on the same set of Test data. The classification of all colors in Color
Measurements using SVMs and manual thresholds in the a*b color space is displayed
in Fig. 4.
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Fig. 4. Grouping the original 2883 colors into the color classes in the a*b space. Left: Result of
the manual threshold approach on the entire dataset. Right: Result after applying the best SVM
model on the entire dataset. Color of the sample closest to the centroid of each class is used to
color the data points in this class. The red points indicate the location of the centroids.

Applying the methods of creating color palettes described above, the grouping pro-
duced by manual thresholds and SVMs resulted in color palettes shown in Fig. 5. To fit
the palettes in one page, 15 instead of 30 colors are shown for each color class.

The above results suggest that resultant color grouping using SVMs is similar to that
produced with manual threshold. Adopting SVMs approach helps automate the process
for further expansion of this work and similar works.

Data obtained from Carex experts’ evaluation of Character Recorder under the same
setting (including light setting) a botanist would usewhen describing a specimen showed
that among a total of 78 distinct color values for 15 characters recorded, 57 (57/78 =
66%) were covered by the color palettes implemented in Character Recorder (green,
brown, red, and yellow) and 21 were not covered. These 21 colors were mostly white
and transparent (hyaline) colors (20), with one instance of ‘blue green’. Among the 57
covered colors, 48(48/57= 84%) were recorded using the color palettes. Figure 6 shows
color values recorded for character “Color of sheath”. It is evident that the similarities
among values recorded as colors can be easily computed and it is not the case for the
colors recorded as color label strings.
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Fig. 5. Color palettes produced using manual thresholds (left) and SVMs (right). The label on a
color is the id of the sample where the color was obtained. First 5 colors are light, the next 5 are
median, and the last 5 are dark.

4 Related Work and Discussion

Color research has historically been focused on arts and design applications [10]which is
very different from that of documenting biodiversity, as the latter is exclusively focused
on recording the truth of the colors as the nature presents them. This difference makes
some of the color research in arts and design not applicable to color management for
documenting biodiversity. From the World Color Survey [11], however, we learned that
the 11 basic color names that are consistently applied and recognized by different cultures
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Fig. 6. Color values recordedbyCarex experts at the usability studyorColor of sheath for different
specimens. Users were free to use color labels or select colors from available color palettes. (1)
Colors/RGB values always accompany color labels. (2) Similar colors are represented by the same
color label (e.g., “light yellow-green”) for human users, but the real RGB values of the colors are
recorded for subsequent computer analyses. (3) Similarity of colors recorded as string labels to
other colors is difficult to define.

and mappable in different languages: red, green, blue, yellow, orange, purple, pink,
brown, black, white and gray. Colors such as straw, maroon, chestnut, or olive should
not be used if we aim for global biodiversity interoperability. We also learned from
the massive color palette generations exercises for arts and design, using colors taking
from the real world (e.g., photos of real objects) creates more effective color palettes
than using abstract colors [12]. Techniques [10] that enable rapid collection of colors
from images are also important to create domain specific color palettes from existing
biodiversity specimen collections, e.g., SEINet (https://swbiodiversity.org/seinet) and
iDigBio (https://www.idigbio.org/portal).

In biodiversity domain, a well-known effort to standardize colors and color nomen-
clature (i.e. color names) was dated 1912 by [13] and more efforts can be seen in [6], but
(1) using standard color names is not a common practice in many biodiversity domains,
and (2) not all biodiversity domains have a color name standard, for example, there is not
a color name standard in botany. Even if a color name standard exists (e.g., Fig. 7) and
standard color names are used in publications, they are often not connected directly back
to their color values (e.g., RGB). When a downstream data integration project exacts
color traits from the literature at large, the color names following different standards
would be mixed and difficult, if not impossible, to map back to their color (RGB) values.
This lack of color control in general has contributed to the wide use of author preferred
color labels in published taxonomic works, such as Flora of North American (FNA)

https://swbiodiversity.org/seinet
https://www.idigbio.org/portal
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and Flora of China (FoC). A recent survey showed that ambiguities in phenotype traits
(including colors) have made 73% of responders frustrated and 85% are eager to use a
new authoring platform to produce FAIR data at the time of publishing their work [15].

This is the reason we strongly urge that phenotype data (or any scientific data)
be connected to ontologies (color palettes may be seen as a kind of ontology) at the
time of the publication by the authors, to avoid the costly and error prone third-party
curation post-publication [14]. In terms of color traits, it is critically important that final
publication includes not only color names, but also color values (e.g., RGB), because
interoperability and reusability ultimately rely on accurate distance measures between
colors, and the distance cannot be computed reliably between two text strings.

To our knowledge, usability of color palettes in biodiversity has not been formally
examined, but such research is much needed. For example, is RGB the best color gamut
For example, how to decide the number of color variations should be included in a color
palette for a domain? FNQL color palette (Fig. 7) has one name for one color patch, but
ours has 10 colors for one color name. One could argue that more variations increase
selection difficulties, but on the other hand, fewer variations discourage users from using
the color palette because their needed colors are not included. In our implementation,
one color label covers 10 different color variations. This was done because too many
color labels could create confusion for human users, but computerized analyses could
handle color values at much higher precision levels.When Character Recorder generates
a taxonomic description for human readers, it uses color labels, but when it outputs RDF
graphs (Resource Description Framework) for data harvesters, it uses both color labels
and color RGB values. The real-world benefit of this design is to be verified.

Fig. 7. About a quarter of the 278-color color palette recommended for use by Flore Nordique
du Québec et du Labrador (FNQL). Color names are labeled on each color patch. RGB values not
recorded.
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5 Conclusion

Color remains a challenging trait for botany andmany other biodiversity realms after over
200 years of documenting biodiversity since Carl Linnaeus. In this paper, we showed
that color labels used by authors in publications such as FNA cannot be used to compute
the distance between colors. Colors must be represented in a standard color space to
support interoperability and reusability. We demonstrated a straightforward method of
creating domain specific color palettes with colors measured from high-quality images
and showed how it can be used by Carex experts to produce FAIR data for color traits.
The effective size of the data needed to train SVM models were very small (<50 data
points per color), but the result was quite effective: the color palette was used by the
experts to record 84% of the 78 color values.

All code and results are publicly accessible at: https://github.com/biosemantics/Aut
hors-Utilities/tree/master/color_processing.
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Abstract. This paper centers on the early years (1970–1975) of the Black Cau-
cus of the American Library Association. The Caucus sought to combat structural,
professional, and personal racism, to achieve equity in library employment, ser-
vices, and materials, and to imbue Black librarians and Black library users at all
types of libraries and in all geographic locations with a sense of dignity, pride,
agency, and self-determination.

We engage with five literatures in this paper; each engagement shows the
interpenetration of information and library sciencewith larger currents of political,
social, and cultural history. First, historian Stephen Tuck posits a “long freedom
struggle” starting with Emancipation in 1863, not merely a narrow civil rights
period embracing the late 1950s and first half of the 1960s. The Black Caucus’s
work comprised a crucial part of this broader, longer, multifaceted Black protest
agenda. Second, like Tuckwe embrace an ecumenical definition of Black activism:
both building and resisting proved essential. We explore Black Caucus activism
in four cases of resistance and four of building. Third, following historian Darlene
Clark Hine, we argue that Black middle-class professionals, in this case librarians,
played a vital role in the freedom struggle. Fourth, we complicate the conventional
periodization narrative in library and information science history that ends with
the desegregation of state associations and public libraries by the end of 1966.
The struggle for racial equality and equity in librarianship remained far from
complete. Fifth, scholars have paid considerable attention to the desegregation of
public libraries but have neglected other aspects of the freedom struggle in LIS.
This paper contributes robustly to the 2023 iConference theme of inclusivity.

Keywords: Diversity · Equity · And inclusion (DEI) · Social justice · Historical
research

1 Introduction

On a frigid January day in Chicago, Illinois, the Council of the American Library Asso-
ciation (ALA) convened for its 1970 midwinter meeting. Amidst Council’s prosaic busi-
ness, eleven Black librarians—Thomas Alford, Willis Bolton, Emily Copeland, Audrey
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N. Jackson, Virginia Lacy Jones, E.J. Josey, Effie Lee Morris, Carrie Robinson, Edith
Prunty Spencer, Binnie Tate, and James Welbourne, Jr.—took a momentous stand.

Introduced by Virginia Lacy Jones, Dean of Atlanta University’s School of Library
Service, Effie Lee Morris of the San Francisco Public Library read a “Statement of Con-
cern.” The statement underscored Black librarians’ exigent concerns about institutional
racism, poverty, and lack of educational, employment, and promotional opportunities [1].

Despite national political attention to these issues, Morris upbraided the library
profession for its glacial response. Challenging ALA’s passivity, a newBlack Librarians’
Caucuswas formulating an agenda for action. The group,Morris stated, pledged not only
to continue to meet at ALA conferences, but to monitor and ultimately to evaluate ALA’s
progress in “fulfilling its social and professional responsibilities to minority groups” [1].

This statement heralded the birth of the Black Caucus. According to its founder,
E.J. Josey, the formation of the caucus represented a survival tactic: only through such
a vehicle could Black librarians shatter their longstanding invisibility, demand respect
from a white-dominated profession, increase their professional involvement, promote
self-determination and empowerment, and grapple with ALA’s onerous bureaucracy in
service of social change [2–4]. Josey summed up, “if [B]lack people are to have justice
and an effective response from American society, they must organize into enclaves of
[B]lack strength” [5, p. 4].

This paper centers on the early years (1970–1975) of the Black Caucus. Established
a year before the U.S. Congressional Black Caucus, the Black Caucus sought to combat
structural, professional, and personal racism, to achieve equity in employment, service,
andmaterials, and to imbueBlack librarians and library users at all types of libraries, from
public to academic to special, and in all geographic locations, with a sense of dignity,
pride, and self-determination. As Fisk University’s Ann Allen Shockley insisted, “The
weapons of black librarians for instituting change are those of books and related services.
These should be wielded with honor as goals are sought and changes are made. The time
is now. The moment is here” [6, p. 1].

We contribute to five historiographical conversations in this paper, each of which
imbricates political, social, and cultural history. First, historian Stephen Tuck posits a
“long freedom struggle” starting with Emancipation in 1863, instead of a narrow civil
rights period (i.e. the direct action phase) embracing the late 1950s and first half of the
1960s [7, p. 8]. The Black Caucus’s work comprised an essential part of this broader,
longer, and multifaceted Black protest agenda locally, nationally, and internationally.

In fact, the Caucus debuted at a peculiar moment in the long freedom struggle. On
the one hand, President Lyndon Johnson’s Great Society legislation, most notably the
Civil Rights Act of 1964 and the Voting Rights Act of 1965, indicated great progress
on civil rights, as did the appointment of the first Black person to the Supreme Court,
the first appointment of a Black person to a presidential cabinet, and sundry affirmative
action programs [8]. On the other hand, as historian Thomas Holt contends, the move-
ment’s tenuous consensus of the early 1960s frayed pursuant to the Voting Rights Act
of 1965 [7, 9]. The second half of the 1960s saw profound unrest in Northern urban
communities, the ascent of Black nationalism, Pan-Africanism, and postcolonialism,
tensions between integration and separatism, and the questioning of nonviolence tactics
[7, 9–11]. Moreover, the 1968 election of Richard Nixon brought together under the
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GOP banner suburban whites, white southerners, and working class whites even as it
furthered ongoing fragmentation among Black activists [9]. The Black Caucus therefore
coalesced at a far from auspicious moment.

Second, like Tuck we embrace an ecumenical definition of Black activism: both
building and resisting proved essential [7]. We explore Black Caucus activism in four
cases of resistance and four of building. Third, following historian Darlene Clark Hine,
we argue that Black middle-class professionals, in this case librarians qua grassroots
information professionals, played a vital role in the long freedom struggle [11]. Fourth,
we complicate the conventional narrative in library and information science history that
culminates with the desegregation of state associations and public libraries by the end
of 1966. The struggle for racial equity and equality in librarianship, however, remained
far from complete [12]. Fifth, although scholars pay considerable attention to the deseg-
regation of public libraries they neglect other aspects of the long freedom struggle in
librarianship [13–20].

After setting forth our methodological approach, we first explore the gestation of
the Black Caucus. Next, we discuss the broader political, social, and cultural contexts
that presaged the Caucus’s founding. Third, we broach the Caucus’s goals and its mem-
bership. We then unpack key examples of Caucus activism between 1970 and 1975,
highlighting both resistance and building. Finally, we discuss the Caucus’s early achieve-
ments and its agenda for promoting diversity, equity, and inclusion in information and
library science and in larger political, social, and cultural contexts.

2 Historical Method

As Zachary Schrag notes, “history is not about the past but rather about people: history
is the study of people and the choices they made” [21, p. 9]. Historical writing therefore
constitutes a constant interaction between facts and interpretation. It depends upon col-
lecting, evaluating, prioritizing, and interpreting sources, and then upon transparently
communicating that interpretation [22].

First, we identified and located sources. Relying upon multiple sources of docu-
mentary evidence in service of trustworthiness, we located documents through berryp-
icking: flexible, iterative searches involving, e.g., footnote chasing, citation searching,
journal browsing, database searching and browsing (by subject, keyword, and author)
[23, 24].1 We vetted a wide variety of primary and secondary sources, published and
unpublished, created by institutions and by extra-institutional actors. These sources
ranged from journal articles to periodicals, books to reports, book chapters to archival
manuscripts.

1 Exemplary search terms included “Black Caucus,” “Negro librar*,” “Black librar*,” “Afro-
American librar*,” “African-American librar*,” and “African American librar*.” Useful
databases included Library Literature & Information Science Full-Text, Library Literature &
Information Science Retrospective: 1905–1983, Library, Information Science & Technology
Abstracts (LISTA), LISA: Library & Information Sciences Abstracts, JSTOR, Project Muse,
ProQuest Central, ArchiveGrid, Historical Newspapers-Black Newspapers, HistoryMakers
Digital Archive, New York Times 1851–3 years ago: ProQuest Historical Newspapers, Wash-
ington Post—ProQuest Historical Newspapers 1877–2001, and Reader’s Guide to Periodical
Literature.



488 A. H. Poole

Second, to assess our sources’ nature and value we employed the critical method.
We engaged both in external criticism, namely by establishing the authenticity and
provenance of our sources, and in internal criticism, namely by interpreting the content
of our sources. We asked questions such as: when was a given source produced? By
whom? For what purpose(s)? Third, we interpreted our evidence, seeking to understand
when, where, how, andwhy certain events occurred and to determine their consequences.
Fourth, we sought to communicate that interpretation transparently [22].

U.S. library scholar Jesse Shera contends that historical writing should provide “a
synthesis, a series of generalizations, that not only will give the past a living reality but
will make of it a medium for the better understanding of the present” [25, p. 241]. This
paper pursues Shera’s noble goal.

3 Roots

The establishment of the Black Caucus was decades in the making. ALA historically
remained aloof from or neglected racial equity issues [8, 12, 26]. An ALA “Work
with Negroes” round table convened in 1922 and again in 1923, but friction among
its members triggered its disbandment [27, 28].

Yet the 1936 annual meeting in Richmond, Virginia, proved a tipping point. A furor
erupted because of segregatedmeeting facilities; this led to anALA resolutionmandating
integration at such meetings [29]. The pallid 1936 resolution constituted the ALA’s last
word on the subject for more than a decade and a half, however [30]. The ALA’s Bill of
Rights (1939) and Code of Ethics (1939) ignored equal, much less equitable, collective
treatment of Black librarians, dealing only with strictures on individual members at ALA
conferences.

A 1952 constitutional change mandated only one ALA chapter per state instead of
putatively separate but equal chapters, as had prevailed in North Carolina and a handful
of other southern states [20].White librarians grudgingly accepted integration, especially
afterBrown v. Board of Education (1954) [30].Yet substantive change remainedwanting;
Black librarians could not but doubt the association’s commitment to equality [31].

In response to ALA’s longstanding recalcitrance, as early as the 1930s a handful
of Black librarians convened at ALA meetings to share concerns at lunches or dinners.
These gatherings gave way to similar meetings in hotel suites in the 1950s, and then
to dinners sponsored by Atlanta University’s School of Library Service where Black
librarians “fellowshipped” [3, 8]. But the driver for the Caucus’s creation was E.J. Josey,
“the conscience of the American Library Association” [32, p. 13, 33].

Born in 1924, Josey grew up impoverished in segregated Portsmouth, Virginia. Not
until his World War II service (1943–1945) was Josey permitted to use an integrated
library. His wartime experiences in the U.S.’s Jim Crow army made him “an implacable
foe of segregation and second class citizenship” [26, p. 300]. Josey fought for the “Double
V”: victory abroad over fascism, and victory at home over racism. To these commitments
Josey added another—to overthrow colonialism worldwide.

In 1950, Josey began an illustrious six decades in librarianship when he matriculated
as a graduate student at Columbia University. Joining the American Library Association
two years later and attending his first ALA annual meeting in 1957, he found much to
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lament in the organization’s stance on racial equality, which was at best one of benign
neglect and at worst one of complicity [26].

An indefatigable civil rights activist both locally and nationally, Josey played a key
role in the 1960 Savannah, Georgia, lunch counter sit-ins and subsequent local business
boycotts. As Librarian and Assistant Professor at Savannah State College (1959–1966),
he collaborated with the local National Association for the Advancement of Colored
People (NAACP) chapter and served as student advisor to the protesting collegians. Josey
also served on the Savannah NAACP’s Executive Board, which in 1962 successfully
persuaded the mayor not only to desegregate the main public library, but also to appoint
two Blacks to the Library Board, including Josey [8, 26].

Like the 1952 constitutional change, ALA’s 1962 “Statement on Individual Mem-
bers, Chapter Status, and InstitutionalMembership” seemed propitious. It enjoined local
associations to provide equal rights for individuals or risk losing their chapter status.
Though the statement lacked enforcement measures, much to Josey’s consternation,
in a histrionic display of bigotry the state library associations of Louisiana, Georgia,
Alabama, and Mississippi withdrew from ALA membership anyway [34].

In 1964, Josey vigorously protested the Association of College and Research
Libraries bestowing a National Library Week award to the Mississippi Library Asso-
ciation. What was more, a 1964 meeting of the similarly secessionist Georgia Library
Association featured an ALA staff member as a speaker. Josey successfully motioned
that ALA proscribe its officers and staff from attending or speaking at state library asso-
ciation meetings that were not ALA chapters. A year later, Josey sponsored still another
resolution; this one barred from ALA any institution that discriminated against library
users based on race, religion, or personal belief. But ALA Council voted the resolu-
tion down. Despite these travails, segregation in librarianship soon faltered. In 1965
Josey became the first Black member of the Georgia Library Association. Moreover, in
a remarkable turn of events all state library associations were integrated by the end of
1966 [26].

Overall, as historian Dennis Thomison suggests, rival constituencies cleaved ALA in
the 1960s. Acting too slowly for activists and too quickly for traditionalists, the Asso-
ciation predictably pleased neither [34]. Many ALA members and leaders greeted the
period’s social ferment with indifference if not hostility; the shibboleth that social prob-
lems were beyond the purview of professional associations died hard [34]. For his part,
Josey found professional discrimination practiced unabashedly and widely [35]. Black
librarians remained effectively shut out of leadership positions and professional pub-
lication venues, and the profession refused to view Black librarians as legitimate [5,
36].

By 1970, however, some professional leadership gains were evident, as suggested by
the elections of Joseph Reason (second vice president, ALA), A. P. Marshall (president,
Missouri Library Association), Alma Jacobs (president, Montana Library Association),
John E. Scott (president, West Virginia Library Association), and Milton Byam (vice
president, New York Library Association) [4]. Further, a handful of Black librarians
occupied upper-level positions in predominantly white institutions and Blacks such as
Reason stood for ALA offices [37].
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Reflecting on the 1960s, FiskUniversity’sAnnAllen Shockley called the decade “the
movement years—the years of change, years of confusion, and years of identity search-
ing—all sparked by a new black assertiveness” [38, p. 182]. Even so, at the time of the
Caucus’s founding, only two Blacks had served as ALA division presidents (Charlemae
Rollins and Augusta Baker). Los Angeles Public Library’s James E. Crayton wondered
poignantly, “Will the day ever come when we will be judged on our merit and not on
our blackness?” [39, p. 204].

Josey ramped up his protest activities still further. Serving on the 1969–1970 ALA
Nominating Committee, Josey, by this point Chief of New York State’s Bureau of Aca-
demic and Research Libraries, determined to advance a Black candidate for president.
To garner broad support, he asked fellow Black librarians to attend ALA’s midwinter
meeting in Chicago. The group decided to nominate A.P. Marshall of Eastern Michi-
gan University for president (by petition) and to support other Blacks for Council. This
channeled into the formal creation of the caucus, whose members unanimously elected
Josey chair [3].

4 Overall Caucus Goals

After its foundational meeting in Chicago, the Caucus consolidated organizationally.
Its 1970 constitution reiterated the group’s raison d’être, stressing the egregious lag in
librarianship opportunities for Blacks, the dearth of publications concentrating on social
and economic issues disproportionately affectingBlacks, andALA’s and the profession’s
complacency [37]. Louise Giles of Macomb Community College trumpeted, “the winds
of revolution (racial, social, and moral), which have been buffeting society for the last
few years, have finally begun to be felt in the library profession” [40, p. 258]. The Caucus
had these winds, however tenuous and however capricious, at their back.

The Caucus brought together diverse Black librarians. In some cases, tensions sur-
faced between those favoring integrationism and those favoring Black Power-based
separatism, but all Black librarians could unite under an anti-racism banner. As inau-
gural Black Caucus Newsletter editor Jeanne English, librarian of Evanston Township
(Illinois) High School, wrote, “members range from university librarians to children’s
librarians, from information science librarians to leaders of large urban public libraries,
from far-out librarians to conservative[s]” [41, p. 2]. The Caucus’s inaugural directory
(1973) boasted 315 Black librarians who worked in eight types of venue [42].

In a flurry of activity, the Caucus pressed ALA to respond to Black members’ needs
in recruitment, training, employment conditions, representation, and promotion, to vet
candidates for ALA offices, to scrutinize ALA planning and policy, to assess library
materials and services, and to serve as an information clearinghouse [37, 43]. TheCaucus
thus represented a fruitful pressure group that sensitized other librarians to the needs
of the Black community [44]. Despite rampant professional and social prejudice, Black
librarians knew their worth. AsMohammed Aman of St. John’s University put it, “Black
librarians have encouraged the young to dream, to pursue excellence and to contribute
to the history of the [B]lack man, and have worked diligently and consistently for the
universal recognition of the identity, rights and talents of all men” [45, p. 155]. The
Black Caucus built on this time-honored commitment.
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5 Key Initiatives, 1970–1975

TheBlackCaucus’s activities in the early 1970s includedALAannualmeeting programs,
a Distinguished Service Award (begun in 1970), a newsletter (begun in 1972), and a
membership directory (first published in 1973). More broadly, it plunged into activism.
On the one hand, the Caucus resisted. Its members worked to prevent public libraries
from supplying segregated southern schools, to forestall the abolition of an innovative
community-based librarianship program at the University of Maryland, and to combat
employee discrimination both at the Library of Congress and in the Los Angeles County
Public Library system. On the other hand, the Caucus built, notably in increasing Black
representation in ALA and in encouraging members to run for ALA office, in building
coalitions, in cultivating local chapters, and in establishing anAfrican exchange program.

5.1 Resisting

Public School Desegregation and Public Library Service (1970–1971). At the Cau-
cus’s 1970 founding, Virginia Lacy Jones introduced a resolution. It targeted southern
schools’ stratagems to evade desegregation as ordered by the Supreme Court in Brown v.
Board of Education (1954) andBrown II (1955) by establishing “segregation academies”
[46]. The resolution proposed censure of such evaders of the law [47]. Although consid-
erable procedural wrangling ensued, the Resolution on Library Service to Educational
Institutions Established to Circumvent Desegregation Laws ultimately passed, earning
the Caucus its first victory [48].

The NAACP summarily endorsed the Caucus’s resolution. In tandem with NAACP
officers from 42 chapters in 12 southern and three border states, Josey searched for
evidence of “coddling segregation” [49]. Although southerners denied the charge, Josey
and his NAACP allies documented segregationists transferring materials from public
libraries and public schools to segregation academies [50].

Southerners responded with vitriol. Charged with receiving books from McGehee
Public Library, the school board president of Arkansas’s Bayou Park Academy wrote,
“We were shocked to learn that such a person would be so small and petty as to file
a complaint of this order, knowing it was untrue” [51]. Apropos of the resolution, an
Atlanta school librarian rescinded her ALA membership. She dismissed the resolution
as “a statement of the principle of a small misguided group” [52].

The ALA never censured a southern school, but by their vigorous action, the Caucus
established a base for further resistance.

The University of Maryland’s Urban Information Specialist program (1970–1971).
Not only did the Caucus attack racism in school librarianship; it also confronted racism
in graduate library education. In 1970, supported by U.S. Office of Education funding,
the University of Maryland’s School of Library and Information Services launched
an Urban Information Specialist (UISP) program with Caucus founding member
James Welbourne, Jr., as its director. Given the information crisis of the inner cities,
librarianship demanded novel approaches [53]. UISP’s approach, Welbourne reflected,
“was both critical of the traditional role of libraries in urban communities and optimistic
relative to the possibility of a more activist role for librarians as urban information
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specialists in economically depressed neighborhoods” [54, pp. 124–5]. These specialists
would offer “critical life needs” services, including information on affordable housing,
on health and welfare, on cultural awareness and racism, and on job and unemployment
assistance [54, p. 125].

By promoting grassroots cultural self-determination and empowerment, UISP fore-
grounded social justice. It piloted a new work role for the librarian of the future: that
of information interpreter, a community-information source liaison [55]. To develop
these liaisons, the program recruited nontraditional students, many of whom lacked
an undergraduate degree, from local communities who were familiar with those com-
munities’ social problems. Instead of a book-centric orientation, moreover, the pro-
gram premised broader information skills given rapid socio-technological change, and
experiential learning [55].

But the Office of Education elected not to fund the program for a second year, and
Maryland’s faculty and administrators refused to support it. Addressing the Caucus in
1970,Welbourne castigated such “manifest discriminatory behavior” [56, p. 8].Outraged
Caucus members wrote letters of support to the Office of Education. Jeanne English, for
instance, pointed to the “great courage, insight, and particular education and experience
[necessary] to translate information in itsmany forms into active aid for the impoverished,
the intellectually and spiritually starved” [56, p. 75]. But their pleas were to no avail.
Racism lived still as “an active, vital and institutionalized social force” [56, p. 1].

The death of UISP, Welbourne lamented, truncated librarians’ efforts to engage
urban communities economically and politically. Also sacrificed was the activist goal
of preparing a new generation of socially responsible public librarians [54]. In this
case, Caucus resistance fell short even though their emphasis on community-centered
librarianship lived on.

Discrimination at the Library of Congress (1970–1974). Complementing its educa-
tional activism, the Caucus trained its sights on discrimination at the United States’s
citadel of librarianship, the Library of Congress (LC). In the spring of 1970, the Library
of Congress compelled copyright examiner and leader of the Black Employees of the
Library of Congress (BELC) Joselyn Williams to resign after he and other employees
filed a lawsuit under Title VIII of the 1964 Civil Rights Act. The suit claimed LC failed to
recruit qualified Blacks, relegated Black employees to “dead-end” positions, maintained
policies that tamped down on Blacks’ career advancement, and enlisted only whites as
supervisors [57].

Workers conducted sit-ins in the spring of 1971 to protest these conditions and
Williams appealed to the Caucus for support [37]. Spurred by the Caucus, ALA Council
passed a resolution upbraiding LC for racially discriminatory employment practices. An
ALA committee gathered evidence of rampant racial discrimination, namely in promo-
tion and recruitment. The committee called upon LC to initiate an affirmative action
program, human relations training for supervisors, and federally-funded job training to
promote employees’ upward mobility [58].

The Caucus honored Williams’s efforts with a 1973 resolution. It characterized him
as “a fearless leader of the Black Employees of the Library of Congress, who had
the temerity and the courage to bring charges of racism and blatant discrimination in
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employment and promotion against [B]lacks to the attention of the American Library
Association” [59, p. 7].

ALA subsequently reviewed LC’s progress. It found reported grievances addressed
begrudgingly if at all. Moreover, an atmosphere of “apathy, fear and mistrust,” even the
occasional specter of violence, curbed the potential of affirmative action policies [60,
p. 199].

Despite its troubling findings, ALA suggested no immediate solution. Rejecting
censure, it fell back on platitudes, urging LC staff and administrators to develop better
mutual understanding. Yet undoubtably due to Caucus actions, subsequent years saw an
increase in the employment of Blacks at higher levels [3].

In linewith its advocacy forWilliams andBlackLCworkers, theCaucus promulgated
a resolution in support of Barbara Ringer’s complaint that LC had denied her a register
of copyrights position because of her gender and her support for Black LC workers
[37, 61]. The hearing officer of the Equal Opportunity Employment Committee ruled
in Ringer’s favor. Faced with a legal battle, LC awarded her the job, one for which she
showed exemplary credentials [62, p. 590]. The Caucus thus notched another victory,
however modest, in the struggle for racial equity in librarianship.

Los Angeles County Public Library (LACPL) discrimination (1971–1974). In
a final example of resistance, the Black Caucus leapt to the barricades on behalf of
Los Angeles County Public Library (LACPL) librarians of color. In the spring of 1971,
these workers charged LACPLwith discriminating against minorities in its hiring, place-
ment, and promotion practices and sought redress from the California Fair Employment
Practices Commission (FEPC) [39].

The status of librarians of color was dire. Of more than 60 supervisory positions in
the LACPL system, librarians of color filled not one, and of more than 230 professional
librarians, only 16 were Black or Latinx. LACPL neither actively recruited workers of
color nor gave them equitable promotional opportunities [63]. The FEPC substantiated
these charges.

The FEPC ruling was soon put to the test. In August of 1972, the LACPL made two
affirmative action appointments. But the seven librarians who scored higher than the
appointees on the County Civil Service Test appealed to the Los Angeles Civil Service
Commission, arguing reverse discrimination. The Commission found, however, that the
two appointees’ experience and professional abilities, if not their test scores, outweighed
those of the petitioners.

Castigating administrators’ “gross neglect, insensitivity, and conscious racism” [63,
p. 386], James E. Crayton thundered, “We will protect our rights through the ballot,
through organized State and Local caucuses, through strategy and tactics, through unity
of action, and by all other necessary means,” he promised [39, p. 206]. This activism
funneled into the 1972 founding of the California Librarians Black Caucus (CLBC),
discussed below.

Whether resisting segregation academies, institutional racism at LIS programs, or
professional discrimination between 1970 and 1975, the Caucus mobilized passionately
and effectively. In other cases, however, they built.
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5.2 Building

Black representation in the American Library Association (1970–1975). From its
1876 founding, ALA leaders and members relegated Black librarians to nominal partic-
ipation, much less leadership [8, 64]. In the 1960s, for example, ALA’s eleven standing
committees included 374 members, but Black librarians received only five of these
appointments and served on only three of the committees. Over the same period, of the
542 nominees for ALA Council, only 18 were Black; membership elected nine.

Bolstered by Caucus efforts, Black representation increased over time [37]. In 1974
alone, five Blacks served on ALA standing committees. Moreover, the number of Black
Council candidates between 1970 and 1974 doubled from 1960 to 1970—thoughmerely
a dozen succeeded. By 1974, Blacks consistently served on the Nominating Committee,
the Appointments Committee, and the Committee on Professional Ethics. Most signif-
icant, the Caucus’s efforts led to the 1975 election of Clara Stanton Jones, Director of
the Detroit Public Library (the first woman and the first Black to hold this position), as
ALA president.

Coalition-Building (1970–1975). The Caucus remained independent, but elected not
to sever ties with ALA. Robert Wedgeworth, later to serve as ALA Executive Director
and as the Dean of Columbia University’s School of Library Service, underlined the
need for a strategic balance between separatism and integration. He lobbied for fusing
the Caucus’s separate power base and its influence in various ALA decision-making
units, a most delicate balance [64]. Neither integration and separatism nor local and
global engagement were mutually exclusive.

The Caucus’s efforts complemented the work of other social justice-oriented groups
such as the Social Responsibilities Round Table (SRRT) (established in 1969), the Task
Force on the Status ofWomen (TFSW) (1970), the Task Force onGay Liberation (1971),
and the National Association to Promote Library and Information Services to Latinos
and the Spanish Speaking (REFORMA) (1971) [65–67].

Some coalition-building occurred. For instance, Josey coauthored a resolution to
establish the Standing Committee on the Status of Women in Librarianship, the TFSW’s
precursor. He also consistently enjoined the ALA Executive Board to support the Equal
RightsAmendment (ERA). Further, severalBlack librarians, Josey included, participated
in the founding of SRRT [3]. The Caucus moreover endorsed the SRRT Task Force’s
1971 resolution on the recruitment of minorities, “Action Now to Achieve Racial and
Sexual Parity in Library Staffing.” Also in league with SRRT, the Caucus proposed an
alternative slate of candidates for ALA offices in 1975; this resulted in the election of
Clara Stanton Jones [31]. Wedgeworth observed that on the one hand, alliance with
SRRT potentially expanded the Black Caucus’s power base to encourage social change.
On the other hand, alliance likely meant compromising on priorities and commitments
[64]. Testifying to this tension, Josey staunchly resisted suggestions for the Caucus to
become part of SRRT; he wrote, “my reaction to the suggestion is that it is absurd!” [68,
p. 347]. In many cases, then, alliances remained provisional and elusive.

Local Chapters (1970–1975). Encouraging further activism and coalition-building at
the community level, the Black Caucus midwifed the birth of local chapters in Chicago,
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New York, and California. The Chicago chapter came to life as the ad hoc Chicago
Planning Committee at ALA’s 1970 midwinter meeting. Its members then formed an ad
hoc committee to plan a Black Caucus program and activities for ALA’s 1972 annual
meeting [69]. Two events galvanized the chapter. First, in late 1972 library school grad-
uate student Voree Gordon applied to the Illinois Manpower Advisory Committee for a
scholarship. Encountering peculiar obstacles, Gordon appealed to the Chicago chapter,
whose protest toAdvisoryCommittee proved successful. Second, in 1973 a vacant higher
administrative position at the Chicago Public Library (CPL) was filled without sufficient
advertising; the nascent Caucus successfully protested this oversight, and the search was
reopened [70].

These dual crises aside, Chicago’s Black librarians wanted systematically to address
the localBlack community’s educational and intellectual needs [69].As theBlackCaucus
of Librarians-Chicago Chapter, the group convened in October 1973.

The CBLC organized to aid the Black community educationally, politically, and
professionally. It stimulated the Black community’s interest in library services and pro-
grams, offered educational opportunities, recruited Blacks into the field, and augmented
the community role of the Black librarian [69].

Another local caucus effloresced in New York. In Queens, communities of color
received inequitable public library service. Meager collections, employment inequities,
and lack of career development opportunities for Black librarians predominated [71,
72]. In the summer of 1970, Ernestine Washington, the first Black branch supervisor
in Queens, and children’s librarian Cynthia Jenkins established the Black Librarians
Caucus of Queens.

The new Caucus’s Statement of Concerns zeroed in on the system’s lack of pro-
portional representation: Blacks comprised 22% of Queens’s population, but far fewer
than 22% of the borough’s public librarians [71]. Moreover, not one borough branch
employed a Black person as principal librarian. The Caucus also supported the efforts of
Black librarians to evaluate Black literature and to develop relevant spaces, programs,
and collections. These material and personnel deficits unjustly hindered the educational
development of Black children.

Still another local chapter, the California Librarians Black Caucus (CLBC), gelled
in 1972. Two events animated its founding [73, 74]. First, James E. Crayton’s activism
in fair employment practices in 1970 and 1971 put him in frequent communication
with the officers of the Black Caucus, including Effie Lee Morris. Second, in 1971
several California Library Association (CLA) Council members began conversations
about discrimination against and proportionate representation of librarians of color. The
next spring, Black librarians from both southern and northern California convened to
form a statewide Black caucus.

The CLBC’s goals mirrored those of other chapters and of the national Black Cau-
cus [73]. Grounded in outreach and activism, CLBC strove to eradicate professional
inequities by monitoring legislative activities, by supporting Black librarians for leader-
ship positions, by participating on local and national committees, by giving scholarships
to aspiring Black librarians, and by professional recruitment, mentoring, support, and
recognition. Not to be overlooked, it sought to promote and evaluate Black literature and
services to the Black community, to preserve Black culture, and to fight for community
information equity.
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The African Exchange (1972–1974). Invigorated by global postcolonial currents, the
Caucus embarked upon international collaboration in the early 1970s. As Mohammed
Aman exhorted, “The feeling of brotherhood among [B]lacks should be extended to
mutual actions between [B]lacks in the United States and their brothers and sisters in
Africa” [45, p. 159].

UNESCOproclaimed 1972 International BookYear (IBY), butALA seemed blithely
to ignore Africa in its programming [3]. Hence the Caucus passed amidwinter resolution
in support of IBY that established an exchange program [75].

The exchange program promised information sharing and cultural understanding.
Not only would American Black librarians offer training to African librarians, but the
former would “learn from their African brothers and sisters the ways and means to
involve the library and the cultural center in combating illiteracy and spreading reading
and knowledge” [45, p. 160].

In the inaugural exchange, Thomas Battle of Howard University spent the 1972–
1973 academic year in Sierra Leone while Harry Kamara of the Sierra Leone’s National
Library Board served on the Howard staff. In 1974, Wallace Van Jackson, Virginia State
College librarian emeritus, served on the library faculty of the University of Botswana.
Battle later reflected appreciatively, “This exchange initiated great possibilities for
cooperation with our African colleagues” [76, p. 13].

In the first half of the 1970s, the Black Caucus joined the freedom struggle with
gusto. Whether it was building or resisting, establishing an exchange program with
African librarians or protesting public library service to segregation academies, the
Caucus persistently and innovatively furthered the freedom struggle. In doing so, they
established a beachhead for subsequent advances.

6 Conclusion

In their history of southernUnited States public library desegregation,Wayne andShirley
Wiegand emphasize librarians’ tendency to invest in longstanding professional myths of
opposing censorship, defending intellectual freedom, and providing unbiased service to
all [13]. Just as theirwork explodes thesemyths, so toodoes the story of theBlackCaucus;
it underscores the gulf between librarianship’s professional ideals and its practices in
a previously unexplored way. The Black Caucus fought racism locally, nationally, and
internationally, on political, social, and cultural fronts, at micro and macro levels, and
in both de jure and de facto segregated spaces.

As the aforementioned examples of resistance and building indicate, this paper con-
tributes to library and information science history by concentrating on previously over-
looked actors, communities, and institutions. This focus expands our understanding
beyond southern public libraries, which have drawn most scholarly attention. Using the
Black Caucus as a lens, we also flesh out the larger social and cultural history of the
Black freedom struggle in the United States. Though often overshadowed in recent his-
toriography, Black middle class professionals such as librarians played a fundamental
role in all phases of the freedom struggle.

The story of the Black Caucus also challenges conventional periodization. The fight
for racial justice in libraries and librarianship as well as in American society continued
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even after the death of de jure desegregation. Moreover, the freedom struggle did not
sink into declension after the mid-1960s; rather, members of the Black Caucus borrowed
from numerous protest traditions, pursuing not only those of integration and separatism,
but also local, national, and global engagement. The 1970s, argues historian Stephen
Tuck, constituted a period in which Blacks tried to expand their rights, not merely to
fight rearguard actions—and attained success in some areas despite formidable resistance
[7]. The history of the Black Caucus supports these hypotheses.

This paper’s scope remains necessarily selective given spatial constraints. The group
would go on in the second half of the 1970s and for decades thereafter to entrench itself
even more firmly as a vital force for social justice in both the ALA and the broader
profession. Celebrating the Black Caucus’s silver anniversary, ALA Executive Director
TracieD.Hall, herself aBCALAmember, lauded its “unflagging commitment to equity.”
“I cannot help but think of how prescient its founding was,” she celebrated [77, p. 34].
All the same, the imperative to promote social justice and decimate structural racism
remains just as urgent in 2023 as in 1970, as does the need for recruiting, mentoring, and
leadership development of Black librarians, providing relevant and current information
services and resources, and engaging communities [77]. So long as racism exists, as Lisa
Biblo prophetically argued, so too will there be a need for the Black Caucus [31]. The
group remains a stalwart force fighting for diversity, equity, inclusion, and social justice.
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Abstract. Scientific conferences are essential venues where researchers present
their preliminary research findings, establish new networks, and lay the ground-
work for future collaborations. Geopolitical inequalities, however, overlaps with
inequalities in academia and have effects on conference participation. These con-
ferences, which are easily accessible for central countries and researchers from
these countries, are often unaffordable for researchers from peripheral countries.
Themain aim of this study is to determine fromwhich country researchers have an
advantage in participating in scientific conferences. In this context, the iConfer-
ence2023 to be held in Barcelona was taken as an example, and participation fees,
accommodation, and transportation expenses were compared with the GDP per
capita of 218 countries. Visa requirements were also evaluated. As a result of the
research, while researchers from central countries with high-income levels can
participate in conferences with very little expenditure, unaffordable costs often
arise for researchers from regions with low-income levels. For this reason, sharp
measures should be taken to ensure equal access opportunities for researchers.

Keywords: International conferences · Inclusivity in academia · Inequality in
academia

1 Introduction

Scientific conferences are one of the most important information environments in
academia, as they are the platforms where researchers present their new findings, dis-
cuss the results and exchange ideas. Sharing scientific research results and forming new
networks are possible thanks to these events. However, like everything else, the structure
of scientific conferences has also been greatly affected after the pandemic what, in the
long term, can deepen the now severe geopolitical inequalities in academia.

It is known that conferences that can be held with a limited number of partici-
pants before the pandemic impose numerous problems on participants in terms of trans-
portation to the conference venues, visa requirements, and extremely high fees [1, 2].
Although it is thought that these problems have decreased as the virtual conferences
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become widespread with the pandemic, the existing problems have transformed due to
the differences between the responsibilities of researchers across genders [3], registra-
tion fees for virtual conferences [4], and the increasing inflation rates all over the world
after the pandemic and the Russian invasion of Ukraine.

Although the conferences are slowly returning to “normalmode,” the economic prob-
lems faced by the whole world also affect the conference participations. Participation
in on-site international conferences, which are indispensable to developing collabora-
tions, becomes unaffordable especially for many academics/researchers from peripheral
countries. Even though the organizers try to arrange hybrid meetings to reach more
researchers, the registration fees for virtual conferences are still unaffordable for aca-
demicsworking in peripheral countries. The support of the affiliated institutions in paying
the fees is either greatly reduced or completely cut off [5]. Note that most institutions
do not support paying the fees of online conferences. On the other hand, even if the
institutions cover the expenses or researchers are invited as keynotes to the events, it is
usually possible only on a refund basis. What is important, researchers very often have
to buy at least plane tickets in advance, but the purchasing power of researchers from the
center and the periphery differs substantially. This, in turn, affects researchers’ decisions
to attend conferences. Also, when several such events a year pile up, it is very difficult
to sustain the flow of money. In view of these facts, the academia must work to make
itself more inclusive, resilient, and sustainable than ever, as stated by Sharan Burrow in
a report on life after Covid-19 [6].

This paper adds to a broader debate on the centers and peripheries in knowledge pro-
duction [7, 8] and focuses on the inclusivity of scientific conferences and the inequalities
in access that emerged between researchers from central and peripheral countries. We
considered iConference2023 as a case and answered the following research questions.

• What are the average expenses of an international conference, and who can afford
them? How does the affordability change when the conference is held online?

• Which countries have privileges to join the conferences in terms of visa requirements
and transportation opportunities?

Having these questions answered in relation to the case selected, this paper engages
into a discussion about what the feasible solutions to the problem of unequal access to
scientific conferences are globally. While many research have dealt with the issue of
existing barriers to access to scientific conferences [9–11], there are still few concrete
proposals on what needs to be done to put an end to ongoing reproduction of the inequal-
ities in the sphere of science communication [9]. This paper adds to the literature on
designing the ways of providing equity in scholarly academic conferences.

2 Method

We created a dataset on the basis of data for 218 countries and classified these countries
using The World Bank’s country classification [12], in four groups by income (Low-
Income, Lower-Middle, Upper-Middle, High-Income) and in seven groups by region
(South Asia, Europe & Central Asia, Middle East & North Africa, East Asia & Pacific,
Sub-Saharan Africa, Latin America & The Caribbean, North America).
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The most basic expenses for a conference are registration fee, travel, and accom-
modation. If visa required for the host country (which is Barcelona, Spain for iConfer-
ence2023), this will be an additional fee. Since visa costs vary and difficult to collect the
data for it, it is not covered in this study. However, we collected data for visa require-
ments (except three countries) on a yes/no basis using Spainvisa.eu. The dataset includes
two flight prices for each country, one is for best flight, the other is for an alternative
cheap flight with a longer duration for most of the countries. Cost of the travel was
calculated on 18 August 2022 using Skyscanner1 for a round trip to Barcelona, Spain
from the capital cities of each country (departure date: 26 March 2023, return date: 30
March 2023). Flight prices for 30 countries could not be determined.2 Since there are
two registration alternatives (physical and virtual) for iConference2023, we used early
bird regular registration fees for physical event ($ 385) and virtual event ($ 265). We
calculated the median accommodation price for four nights fromMarch 26 to March 30
($ 613) using data on Booking.com.3 We considered all hotels/apartments within 1 km
or less of the Universitat Oberta de Catalunya.

We calculated the cost of the iConference2023, consisting of registration, accommo-
dation, and travel expenses, for each country and compared it with GDP of the relevant
country. We used GDP per capita (2020) gathered from the World Bank.4 All currencies
are in USD.

We used Excel and JASP for data analysis, visualizations, and calculations.

3 Findings

Since 2005, 17 iConferences have been held, mostly in the USA. iConferences were held
online during the pandemic period (2020–2022). So far, two iConferences have been held
in Europe and one iConference in China. iConferences are organized by iSchools, the
international organization of library and information science schools. Figure 1 shows the
geographic distribution of 123 library and information science schools under iSchools
as of the end of 2022 and the regions hosting iConferences. Most iSchools members are
fromNorth America (51 schools, 41%), followed by Asia (37 schools, 30%) and Europe
(31 schools, 25%).

3.1 Conference Costs of Physical Event by GDP Per Capita

One way to understand what it would cost to attend the iConference 2023 for potential
participants from different countries is to look at the ratio of the calculated conference

1 https://www.skyscanner.com/.
2 American Samoa, Andorra, Belize, Bhutan, British Virgin Islands, Channel Islands, Eswatini,
Greenland, Honduras, Kiribati, Korea, Dem. People’s Rep., Libya, Marshall Islands, Microne-
sia, Fed, Sts., Monaco, Nauru, New Caledonia, Northern Mariana Islands, Palau, Russian Fed-
eration, SanMarino, St. Kitts and Nevis, St. Vincent and the Grenadines, Syrian Arab Republic,
Timor-Leste, Tonga, Tuvalu, Virgin Islands (U.S.), West Bank and Gaza, Yemen, Rep.

3 https://booking.com/.
4 https://data.worldbank.org/indicator/NY.GDP.PCAP.PP.CD.

https://www.skyscanner.com/
https://booking.com/
https://data.worldbank.org/indicator/NY.GDP.PCAP.PP.CD


504 G. Doğan et al.

Fig. 1. Geographic distribution of iSchools and iConferences

costs to the GDP per capita of the respective countries. We calculated the ratio of confer-
ence costs to GDP per capita for both flight alternatives and found that they do not differ
considerably. Therefore, the cost calculated with best flight is considered for further
analysis. The conference costs are at least as much as GDP per capita for 40 countries.
All these 40 countries are fromLow or Lower-Middle income groups, and 30 of them are
Sub-Saharan countries (three from each of SouthAsia, East Asia& Pacific and Europe&
Central Asia regions, and one from Latin America & The Caribbean).

The conference cost for 24 countries is between half and all of GDP per capita, all but
two of which are in the Lower-Middle income group. The other two countries, Fiji, and
Suriname are in the Upper-Middle income group. East Asia & Pacific and Sub-Saharan
Africa stands out as the region. For an affordable conference, the ratio of conference cost
to GDP per capita is expected to be as low as possible. There are 33 countries for which
iConference2023 costs less than 5% of GDP per capita. All except Nicaragua are High
income countries, and 21 of them from Europe & Central Asia region (three from each
North America and East Asia & Pacific, two from Latin America & The Caribbean, and
four from Middle East & North Africa).

Figure 2 shows that the power to attend scholarly academic conferences to develop
collaborations, networks, and future projects etc. by meeting the conference costs is
directly related to the income level of the country. If researchers live in a High-income
country, they are the luckiest ones, but unfortunately, researchers’ chances in this sense
decrease as their income decreases.
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Fig. 2. The ratio of iConference2023 participation cost for physical event to GDP by country
income groups.

3.2 Participation in the Virtual Event

Participating in virtual events can also be an option, although they do not offer as many
opportunities as physical events in terms of communication and collaboration. Since the
only fee to be paid for participation in the virtual event is the conference registration
fee, virtual events are more affordable than physical events. However, they are still
unaffordable for many countries as also presented in Fig. 3.

Fig. 3. The ratio of iConference2023participation cost for virtual event toGDPby country income
groups.

There is one country where this fee exceeds GDP and seven countries where GDP is
more than half. Except for Pakistan, these countries are Sub-Saharan African countries.
Virtual event participation fee is more than 10% of GDP per capita for 54 countries
consists of Low and Lower-Middle income countries, 37 of which are from Sub-Saharan
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Africa (six countries from each East Asia & Pacific and South Asia, three countries from
Europe & Central Asia, two countries from Latin America & The Caribbean, and one
country from Middle East & North Africa). Note that the 10% threshold corresponds to
more than one month’s salary, which is a very high price to attend a virtual conference.

3.3 Visa Requirement and Transportation Opportunities

Although it is not considered as a conference cost in this study due to data availability,
visa requirement is an additional fee for many participants, especially from peripheral
countries. The distribution of the countries required and not required visa for Spain,
is shown in Fig. 4. High-income countries have an advantage also in terms of visa
requirements that Spain requests visa for only seven High-income countries, five of
which are fromMiddle East&NorthAfrica region (two fromEastAsia&Pacific region).

Fig. 4. Visa requirements for Barcelona, Spain by income groups of countries
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All Low-income countries andmany of the Lower-Middle income countries will have an
additional conference expense to obtain a visa. Also, it is known that researchers from
some peripheral countries such as Turkey have difficulties obtaining visa even if their
papers are accepted to the conferences [13].

Only flight to Barcelona is more than the half of GDP per capita for four countries,
and more than 10% of GDP for 35 countries, among which the countries from Latin
America & The Caribbean region stands out. Note that, the flight is less than 10%
percent of GDP per capita for 77% of countries from European & Central Asia region,
and less than 5% percent of GDP per capita for 54%.

4 Discussion

This paper presents the preliminary results of an ongoing project on ways of provid-
ing equity in scholarly academic conferences. In their current form, conferences only
serve researchers from central countries which already have enough research funds to
join conferences. Researchers from the periphery—who already have disadvantages in
networking and access to research funding—are missing out on potential collaboration
opportunities by being unable to participate in such events. Considering our results, to
avoid these inequalities:

• Conference fees should be affordable for researchers from the periphery. There should
be various tariffs and waiver options for different country groups. In addition, schol-
arship opportunities should be provided for young researchers and students. Most
importantly, the chance to virtual participation in the conferences should be offered
and this should be provided free of charge to the researchers of the peripheral countries.

• Conferences should be organized in countries that have fewer visa requirements and
are easy to access. Also, it is important to provide cheap accommodation opportunities
to the researchers.

In addition to the inequalities, there are many concerns about environmental sustain-
ability [1]. Hosting conferences means thousands of researchers’ carbon footprints. For
this reason, this issue should be addressed in all aspects of future studies and applications
that will provide equal opportunities to all researchers and that will cause the least harm
to nature should be started.
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Abstract. The genealogical path for African Americans is a distinct and intimate
journey in the discovery of self-using personal artifacts, archives, and biologi-
cal data. We view those that practice genealogy as information seekers utilizing
information communities to uncover familial narratives and the ancestral line.
As a part of a larger project, Uncovering Black Lives, we are comprehensively
exploring the literature on African American genealogical researchers across dis-
ciplines. To accomplish this, we conducted a five round literature search using
EBSCO Host, ProQuest, andWeb of Science making iterative shifts in the search
terms and fields to gather relevant materials. This paper details the scoping litera-
ture review as method for determining the size and nature of an under-researched
multidisciplinary topic. Our process is explicated in first demonstrating the scop-
ing process through research platform and database choice and searching, next
we perform a pilot analysis by taking three disciplines (Sociology, Library and
Information Science, and Familial Artifacts) looking at keywords, research meth-
ods, and publishing over time. Our initial analysis suggests a distinct gap in the
literature across disciplines on African American Genealogy research, qualitative
approaches including (orality, Black feminisms, and ethnography) are utilized, and
researchonAfricanAmerican familial artifacts is rare.Our hope is tomove forward
with a more comprehensive review and utilize results in support of determining
approaches for a larger project.

Keywords: Black genealogy · Scoping review ·Methodology · Libraries ·
Multidisciplinary

1 Introduction

This paper describes the approach we adopted during a literature search for African
American genealogy studies. The main purpose of the paper is to provide enough infor-
mation for the reader to replicate our literature search if needed.Ourmain researchproject
(‘Uncovering Black Lives’-UBL) aims to examine information behavior in genealogical
studies, explore family artifacts, and support the more effective and diverse dissemina-
tion of previously overlooked histories of African Americans. The project illuminates
how African American genealogical communities as sites are formed and cultivated
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through the collection, provision, and exchange of information among their members.
The project builds upon decades of tradition exploring how marginalized communities
use and search for information in support of diversity and inclusion.

African American genealogy became popularized in the 20th century with the pub-
lishing of AlexHaley’s Roots: The Saga of anAmerican Family. The revelatory narrative
told both in the text and in the broadcast, introduced, many viewers to a historical tale
centered on the saga of one American family. Alex Haley’s family became an historical
representation of what was both assumed and unknown of African American contri-
butions to American History. As a result of Haley’s groundbreaking work and with the
advent of the internet and technological tools to research ancestors, genealogy is popular-
ized in media. The UBL project aims to examine information behavior, explore familial
collection building, and support dissemination of unearthed histories of African Ameri-
cans through investigating genealogy work. This paper recounts the work-in-process of
locating research on Black/African American genealogy in the literature. The work of
African American genealogical researchers whether hobbyist or professional reflects the
continuity of the struggles to resist placement of the Black experience at the margins—
and functions as an integral part of the information community spectrum which needs
further study. This works aims to tackle the ‘multiplicity’ issue in genealogy studies in
terms of its different definitions as a discipline, history, literature, and so on.

Our exploratory literature search provides an informed ‘scope’ for our research.
Scoping reviews aim to identify the potential size and nature of the literature on a broad
topic area. This type of review tends to ask generic questions about research trends. The
main goal of the scoping/mapping review is to conduct a comprehensive survey, but
feasibility can be a point of consideration when doing so [1]. The overall questions of
the scoping review are: What disciplines feature research on African American familial
genealogy? and What methods and tools are utilized in research on African American
familial genealogy?

Our search centered on the following objectives: (1) gaining a broader picture of
genealogy studies which have been conducted in diverse disciplines such as biology,
sociology, history, literature, and library and information science; (2) comparing gen-
eralized genealogy studies with specifically African American genealogy studies; (3)
surveying the methodologies and methods adopted by genealogy researchers; and (4)
exploring what “counts” as research on genealogy practices, particularly focusing on
the locations of ‘family history’ and ‘family artifacts’ in genealogy studies.

2 ‘Scoping’ Sources: Platforms, Databases, and Disciplines

Given the interdisciplinary characteristics of genealogy studies as a field, we did not ini-
tially impose any constraints on the sources of literature. We started using four principal
scholarly platforms (i.e., EBSCOhost, ProQuest,Web of Science, and JSTOR). Based on
the initial search results using the keyword ‘genealogy’ (using “genealog*”) in the full
text (i.e., ‘open field’) and abstract fields from the platforms, we selected the following
databases, which consider the number of retrieved items, research goals, and research
areas. We decided to exclude JSTOR because it returned a relatively small number of
results from the initial search attempt and does not provide a subject search function,
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which is a crucial requirement to meet the criteria for the robustness and comparability
of the results.

In terms of other platforms (EBSCOhost,ProQuest, andWeb of Science), we selected
13 databases potentially relevant to our research goals (see Table 1). For EBSCOhost,
six databases in the humanities, (historical) education, and LIS were selected for our
literature search. For ProQuest, we selected three databases from not only the human-
ities but also social sciences and sociology. By doing so, we expected to discover how
social science researchers consider genealogical methodologies and methods and family
artifacts. For Web of Science, we intended to focus on ‘impactful’ journals and articles
in the domains of science (SCIE), the humanities (A&HCI), and social sciences (SSCI).
The CPCI (Conference Proceedings Citation Index) was also included to compare pub-
lication trends for journals and conferences. To ensure efficiency in our comparison, we
integrated CPCI-S (science) and CPCI-SSH (social science and humanities).

Table 1. Selected platforms and databases.

We only searched for literature dated up to June 30, 2022, as we conducted our
literature search from July to August 2022. Given the historical aspects of the research
topic, we did not designate the start date of our search. We implemented a five-round
literature search and held meetings after finishing each round to review the results and
refine our approach to the next round.
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3 ‘Scoping’ Search Process: Criteria and Attempts

3.1 Search Criteria

We searched the platforms using the following criteria: search keywords, search fields,
and source types. These criteria were developed through iterative refinement based on
discussions about the given search results. Additionally, we only searched for literature
written in English.All those search criteriawere simultaneously employed in each round,
providing diverse sets of search results as described in the next section.

Search Keywords. We selected the following separate search keywords for our liter-
ature survey. These keywords essentially reflect the primary goals and scope of our
research project. The keywords were used were based on capturing a broad view of the
discipline to clarify the depth of research in the various fields. To simplify the process,
more specific terminology was avoided.

– #1. genealog*;
– #2. genealog* AND method*
– #3. genealog* AND methodolog*
– #4. African American AND genealog*
– #5. African American AND (genealogy OR genealogical)
– #6. African American AND (family OR familial)
– #7. African American AND “family history”
– #8. African American AND “family artifact*”
– #9. Black AND genealogy*
– #10. Black AND (genealogy OR genealogical)
– #11. Black AND (family OR familial)
– #12. Black AND “family history”
– #13. Black AND “family artifact*”.

Search Fields. At first, we searched the literature without designating specific field
codes (i.e., ‘open field’). However, in the latter rounds of our search attempts, we pri-
marily searched the subjects and abstracts. The choice to limit search fields was made
to increase the precision and feasibility of the search results. (For example, some arti-
cles simply contain the term ‘genealogy of something,’ which is irrelevant to genealogy
studies, in their main text.) However, the fourth round was conducted in the ‘open field’
for the purpose of comparing the results with those of the fifth round, which limited the
search fields to subject and abstract while using the same search keywords.

Source Types. We did not designate specific source types in the earlier search attempts.
However, we included only ‘academic journals’ as our source type in the fourth and fifth
attempts to enhance our efficiency and the feasibility of conducting a literature review.
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Table 2. Literature search attempts and refinement (in total)

3.2 Search Attempts

We conducted five attempts to glean and refine our search results from different combi-
nations of search criteria. Tables 2 and 3 show the criteria that we adopted in each round
of the five search attempts.

In the first search attempt, we intended to see how African American genealogy
studies have been conducted in different disciplines. To this end, we used four search
keywords (#5, #6, #10, #11) in the open search field and undesignated source types.
Next, we narrowed down the source types to trace the research tendencies. Books, book
reviews, commentaries, and editorials were excluded. Search keywords were slightly
changed (#4, #7, #9, #12), given the broad first search results. In the third attempt, we
adopted phrase searching using quotation marks (e.g., “family artifact*”) (#8, #13). The
field codes were changed to ‘subject’ and ‘abstract’ to gain more relevant results. Lastly,
in the fourth and fifth attempts, we searched for literature on genealogical methodologies
in general (#1, #2, #3), switching the search fields from ‘open’ to ‘subject’ and ‘abstract.’
We restricted the source type to ‘academic journal’ and ‘conference paper’ to trace the
trends in academic research.

4 ‘Scoping’ Analysis: Sociology, Libraries, and Artifacts

For the purposes of an exploratory literature search, we only removed duplicates from
the search results within the same platform. Retracted articles were excluded. Therefore,
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Table 3. Literature search attempts and refinement (by research platforms)

the final numbers of the selected literature will differ from those in this document.
Even though we conducted a more segmented literature search with the aforementioned
criteria, only some of the significant figures are presented here due to space limitations.

After excluding duplicates, we read the abstracts of the surveyed articles to identify
the literature more suitable for our main research projects. We had several discussions
through which we decided on the relevance of the literature. Once an article was con-
sidered relevant and/or significant to our research, we read the main text of the article to
gain more detailed knowledge into the methodologies, approaches, and findings at play
(Fig. 1).

Fig. 1. Literature search process

4.1 Sociology

In round 3 there was an increase in academic scholarship contributions over time in
genealogical research. There are 216Sociology items between 1980–2022.We examined
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dissertations and non-dissertations using search keywords #4 (“African American AND
genealog*”) and #9 (Black AND genealog*) (Fig. 2, Table 4). Both publication types
increased steadily from the 1990s to the 2010s. Notably 59 non-dissertation items were
located using black and genealogy as keywords. Other keywords of note included 10
‘colonialism’ [2–11] and ‘feminism/feminist’ [12–21].

Colonialism in partnership with enslavement is shown in sociological research on
African American genealogy. One of the articles explores internalized colonialism [8].
That theory explains racial poverty and isolation on indigenous communities and the
effects of enslavement andmilitary control [8]. This analysis reflects how colonial power
supported and sustained oppression of black and indigenous people throughout history.
German colonialism is also explored through the investigative genealogical analysis of
race relations in German Southwest Africa [10]. Colonial powers have widened the
inequality gap in black genealogical research.

Fig. 2. Number of items in SA (ProQuest) (Round 3, Search keywords: #4, #9)

The black diaspora is featured in Sociological Abstracts results. In Cohen’s article
the word diaspora is analyzed from a its various meanings and its cultural political
influence in Jewish and Black relations [22]. Adams [23] attempts to reveal the societal
contributions of Afro-Latin Americans to American history and discusses how those
contributions have been concealed from history through invisibility. The Black Diaspora
illuminates black genealogy through black artists’ international contributions of visual,
literary and performing arts in the 1920s and 1930s [24]. This artistic expression provides
insight into how black internationalism through artistic contributions tells the stories of
how black people were impacted by racism universally [24].

Black genealogy from a black feminist perspective is also conceptualized in the
articles. One article used intersectionality as a focal point for evaluation and analysis
of black feminist storytelling [17]. Waggoner [20] analyzes white feminist twentieth
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Table 4. Principal keywords and methods in SA (ProQuest) (Round 3, Search keywords: #4, #9)

creative literary expression, to shed light on how black women’s mental distress has
been racialized as being threatening, criminal and in need of surveillance. Blackwomen’s
mental health is addressed as well [20]. These experiences are also discussed in Stitt’s
explanation of the effects of slavery through a black feminist lens [21].

The primary methodologies used in Sociological Abstracts include oral histories,
ethnographies, DNA testing, and genealogy interviews in the studies that specifically
used African American, black and genealogy as keywords. Oral histories to conduct
genealogical research through storytelling using sociological artifacts are artistic literary
writing, artistic creative expression, and historical experiential perspectives.

4.2 Library and Information Science

Keywords recognized the most were Genealogist, African American Research, African
American History, Family Trees, Ancestry, Blackness, African American Funerals and
death records, DNA analysis, Roots, and Black family (Fig. 3, Table 5).

Common methodologies included ethnological research, resources from archives
such as photographs, documents, microfilms and text, review of genealogical research,
ancestry research, and DNA analysis. The most prominent methodologies noticed in the
text were oral histories, death records and funeral programs. Funeral programs provide
a valuable documentation source [25]. Interviews with family members and relatives of
frees people and former slaves were common as well as conversations with genealogists
or specialists in library and research fields.

The review of birth and death records as well as obituaries and funerals are surpris-
ingly popular items of interest for researchers. Funeral programs document the lived-life
[26]. This documentation is unique in that it is not necessarily official government doc-
uments but rather self-documented by families and locals. Oral history in the form of
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Fig. 3. Number of items in LISTA and LLIS (ProQuest) (Round 3, Search keywords: #4, #9)

Table 5. Principal keywords and methods in LISTA and LLIS (EBSCOhost) (Round 3)

interviews was the most prominent research method that appeared in the surveyed lit-
erature. This is most likely due to the importance and relevance of oral history in the
African American communities. Interviewing friends and relatives fill an important gap
[27].

Despite the seeming similarities of the searchwords “AfricanAmerican” and “Black”
used in the literature review the search results had unique identifiers. When using the
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search word “Black” suggest a connotation towards ideas of family, community, and
identity were retrieved whereas African American resulted in articles that with keywords
regarding research, DNA analysis, and history. As the research progresses exploring
discourse on the difference between African American and black identities as defined
in all disciplinary literatures.

4.3 Family Artifacts

Our search results demonstrate that research on “family artifacts” has rarely been con-
ducted.Wewere able to locate 11 pieces of literature in the Arts &Humanities Database,
13 in theSocial ScienceDatabase, and 6 in theSociologicalAbstracts ofProQuest (dupli-
cates within each database were excluded). Two articles in the surveyed literature [28,
29] overlapped within those databases. The results indicate that research which includes
‘African American family artifacts’ in its text has not been conducted in the LIS field
(included in EBSCOhost) (Fig. 4, Table 6).

Fig. 4. Number of items in AH, SA, and SS (ProQuest) (Round 3, Search keywords: #8, #13)

Several tendencies were identified in the surveyed literature. First, most literature
did not directly focus on ‘family artifacts’ or genealogy perspectives. The term “family
artifacts” mostly appeared in the literature as a component of the empirical data for
research in education/teaching [30–32], organizations [29, 33], media [34], and so on.
‘Family artifacts’ included in the publications in the Arts & Humanities Database were
predominantly related to the usage of those artifacts in art forms such as poetry, plays,
novels, and music.
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Table 6. Principal keywords and methods for family artifacts (ProQuest) (Round 3, Search
keywords: #8, #13)

Second, despite the prevalence of ‘non-genealogist’ studies, some of the surveyed
publications provide useful insights intoAfricanAmerican genealogy studies. For exam-
ple, Haynes et al. [35], in their ethnographic research of Black women doctoral students,
employed various family artifacts such as report cards and photographs to triangulate
their findings from the autobiographies of the participants. Fredlund [36] demonstrates
the importance of artifacts (“objects of discourse and other material conditions”) when
contextualizing the historical practices of feminist women’s clubs in the 19th century.
In particular, this research includes as a crucial historical case the Woman’s Era Club
(WEC), which was founded in 1893 as a collaborative community for African American
women activists. Bresnahan’s [37] analysis of ‘family photo-making rituals’ broadens
our understanding of photographs as not only symbolic artifacts but also communication
processes and practices.

Third, some studies were found to be more directly related to genealogy and (family)
artifacts than others. For example, Scodari [28] takes a critical view of television adver-
tisements for commercialized genealogy services (23andMe and AncestryDNA) based
on genetic essentialism, i.e., “fetishization” of ethnically associated objects, artifacts,
and practices, which deprives them of their cultural contexts and turning them into super-
ficial receptacles. By adopting cultural psychology perspectives, Cota [38] argues that
culture consists of social practices including both material and symbolic tools such as
physical objects [artifacts], abstract knowledge, beliefs, values, and observable patterns
of behavior.

Finally, we found certain methodological tendencies regarding ‘family artifacts’
studies. As the family has been traditionally associated with feminity and motherhood,
studies employing family artifacts often adopt feminist methodology/methods [33, 36,
39]. On the other hand, many studies that adopt qualitative mixed methods tend to
underpin such approaches by adopting cognate philosophical foundations such as phe-
nomenology, ground theory, critical theory, and social justice. Such similarities seem to
reflect the characteristics of both the field (i.e., genealogy studies) and research topic
(i.e., family artifacts).



520 L. Gray et al.

5 Concluding Thoughts

In brief, scoping the literature provided us with a sense location African American
genealogical research. In terms of research methods of genealogy studies, we discov-
ered a few differences between LIS and non-LIS (social sciences) literature. LIS litera-
ture tends to adopt document-oriented methods employing archives, bibliographies, and
catalogs, whereas social science literature was found to be more ethnography-oriented,
involving participant observation, oral history, and interviews. We also found Research
gap in genealogy studies employing family artifacts as named entity—but research in
library and information science revealed the funeral program as a type of artifact. Early
scoping of the literature provided the researchers with a path forward to further anal-
ysis of African American genealogical research. Although we also found substantive
research in biology, literature, and history, we chose to examine smaller retrieved results
to scope the dimensions of the topic. The preliminary findings indicate a way forward in
understanding best methods used to examine the population we intend to for the larger
UBL project will use more descriptive and narrative approaches to the further review of
literature.
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Abstract. The popularity of social media has made meme culture more popular
than ever. As a result, memes have become a digital language that extends beyond
digital culture within information societies. Unfortunately, recent studies have
not examined diverse factors of meme communication in interactive contexts.
This study investigates how memes are used for interactive forum-based com-
munication as cybersecurity groups interact in cyberspace. More specifically, we
examine synchronous meme communication between hackers and cyber defender
groups from the 2022 Southeast Collegiate Cyber Defense Qualification Compe-
tition. We adopt the theoretical lens of information domains to examine interac-
tive meme communication scripts in forum-based interactions. Collective iden-
tity and characteristics representing each information society tend to appear in
synchronous meme communication between these two groups. This study also
identifies unique information representation systems endemic to cyber security
society. Moreover, this study interestingly finds that memes describing individ-
ual participants’ emotions and attitudes are actively used in synchronous com-
munication. These memes reflect individuals’ emotions, and also describe the
attitudes of the participants such as looking down at the opposite team. This phe-
nomenon has rarely been observed in previous studies aboutmeme communication
in asynchronous situations.

Keywords: Meme communication · Cyber security society · Information
behavior · Forum-based social media · Computer-mediated communication

1 Introduction

With the popularity of social media, a new digital culture has appeared—meme culture
arrived. Meme culture has begun to draw attention as a research topic, and many studies
have paid attention to its communicational aspects [14, 30]. Generally, meme commu-
nication occurring on widely used social media platforms like Facebook and Instagram
is static and asynchronous [3]. For example, social media users can post memes and
other users can react to the content whenever they want to unless the meme is removed.
It is ever more important to investigate other types of social media platforms to further
our understanding of meme communication, however, because types of communication
may differ by social media platforms.
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Forum-based social media platforms like Slack, or Discord, on the other hand, have a
couple of unique characteristics for meme communication. First, meme communication
occurs in a synchronous context frequently [2, 35]. Second, meme communication on
forum-based social media platforms affords individuals opportunities to voice opinions
not only on their own but also in groups during discussions.

In cyberspace, the interaction between hackers and cyber defenders who are major
groups within a cyber security society is ever more dynamic [16, 17]. Their interaction
clearly impacts the safety, privacy, and personal cybersecurity of individuals as well as
the stability of society. This suggests the importance of understanding the interaction
between hackers and cyber defenders and how their thoughts and ideas are exchanged.

This study aims to explorememe communication between hacker and cyber defender
groups by examining their communication in the Southeast Collegiate Cyber Defense
Qualification Competition (SECCDQC) held on February 12, 2022, as an example. All
the participants used Slack—a forum-based social media platform—as a communication
channel.

Participants’ communication scripts are examined and analyzed to understand how
memes are used in a cyber security society, particularly by hackers and cyber defender
groups. Our investigation is driven by this research question: What are the character-
istics of memes as a digital language in a synchronous situation used by cybersecurity
groups? To answer this question, we adopt the information domains framework that pro-
vides a theoretical lens for understanding information behaviors [6]. This study seeks
to illustrate the characteristics of meme communication in a cyber security society and
compare them to other information societies. Furthermore, this study hopes to provide
theoretical implications and constructive guidelines for future studies on diverse meme
communication.

2 Theoretical Background

This section discusses the origin and definition of memes and how they began to be
recognized as a digital language. We will also discuss the significance and literature of
cyber defense and offense context, and the information domains framework.

2.1 Memes as a Digital Language

Dawkins coined the term meme in 1976 [9] to refer to cultural units of information such
as arts, fashions, and learned skills. Memes are transferrable and can evolve as they
spread to the public and are modified over time. Memes have been widely adopted and
used in diverse areas. For example, Zhu and Liu [36] use memes to refer to the cultural
heritage of a specific ethnic group. Blackmore [4] describes memes as an abstract and
cultural concept that survives by being spread from person to person.

Amongmemevariations, the internetmeme is themostwell-known, and can be easily
found in online communities. Internet memes are defined in a similar way as the original
definition – “units of popular culture that are circulated, imitated, and transformed by
individual Internet users, creating a shared cultural experience in the process” [31]. There
is nofixed template for internetmemes, but generally, they consist ofmultiple audiovisual



Do You Speak Meme? A Dynamic Digital Language for the Information Society 525

components like images, videos, and text (See Fig. 1). With these components, internet
users can express their opinions in funnier, more effective, and more efficient ways.
Nowadays, there are meme generators like ImgFlip and online databases that share
looping video clips like GIPHY. They are often embedded in online services including
social media platforms as a function to search for memes and allow internet users to find
and use memes easily. As a result, internet memes have become more popular and the
most representative type of meme, and internet users use them as a language for diverse
kinds of communication [10, 11, 14, 28, 29, 32].

Fig. 1. An example of internet memes (Retrieved [34])

Meanwhile, “shared cultural experiences,” as described in the definition of internet
memes above, play an important role in meme communication [23, 26, 28, 31]. They are
considered more significant in specific contexts such as politics or gender and are often
described as creating “collective identities” that distinguish “insiders” from “outsiders”
[12, 15, 20, 22, 33]. They are projected into memes, and readers are expected to know
them in advance in order to understand the implications of the memes as the creator
intended [1, 22, 24, 25]. In other words, insiders who belong to the same group as
the creator can understand the meme as intended, while outsiders might not share this
understanding, even though the meme looks familiar to them [27]. This indicates that
internet memes play a role as a digital language among internet users who share the
same “collective identities.”
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2.2 The Context of Cyber Security

Cyber security is increasingly important as information technologybecomesmore deeply
entrenched in our lives. Moreover, as cyber threats become more sophisticated and
serious, the necessity of enhancing cyber security also becomes even more important
[13]. In this regard, there have been numerous efforts to investigate interaction and
communication between cyber defenders and offenders (i.e., hackers) because this allows
cyber defenders to improve their cyber defense consciousness [17]; it also provides
practical implications for the best cyber security practice [16].

From diverse activities such as games and laboratory exercises, previous studies
have found that interaction and communication between cyber defenders and hackers
are dynamic [13, 18, 19]. However, the conversation and symbolic discussion among
cyber defense and offense groups has not been emphasized. Considering the popularity
of meme culture and the dynamic interaction between two groups, exploring the meme
communication of those two groups can provide new insight and a deeper understanding
of meme communication.

2.3 Information Domains

This study adopted the Information domains theory as a theoretical framework. This the-
ory was outlined by Burnett [6] as a framework for understanding and examining human
information behaviors [6]. There are three intertwined domains, and which interact with
each other – the domains of the individual, the social, and signification.

The domain of the individual examines information behavior through the lens of the
individual’s perception of the world, information-seeking processes, and characteristics
[6]. This domain focuses on the role of individual cognitive, affective, and physical
factors in information behavior [8].

Second, the domain of the social examines information behavior from a broader
level. This domain subsumes the earlier theory of Information Worlds, and includes
collective and contextual factors such as shared social norms, information values, and
information boundaries as influencing factors in information behavior [5, 6, 21].

Third, the domain of signification focuses on modes of interaction between individ-
uals and social groups [6]. This domain examines the various systems – linguistic and
otherwise – used to encode and represent information and to enable communications
and information sharing [6, 7]. All interaction between individuals and other individuals,
between individuals and social groups, and between different social groups depends on
the tools and practices of the domain of signification.

As described above, this theory provides a theoretical lens for understanding infor-
mation behaviors of diverse information societies. Therefore, it is used here to exam-
ine aspects of meme communication between cyber defenders and hackers across and
between the three information domains.

3 Method

In the method section, we first introduce the detailed context of the SECCDQC. Then,
we discuss how the dataset was collected, and describe its main characteristics.
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3.1 The Context of Southeast Collegiate Cyber Defense Qualification
(SECCDQC)

The Southeast Collegiate Cyber Defense Qualification Competition (SECCDQC) is an
annual event held by the Center for Infrastructure Assurance and Security (CIAS) and
the University of Texas San Antonio (UTSA) as a part of the ten regions of the National
Collegiate Cyber Defense Competition (NCCDC). The pre-qualifier event lasts 6 h,
with 27 competing teams from colleges and universities in the southeast region of the
United States. Students—representing cyber defenders from 27 teams—are commis-
sioned to defend their cyberinfrastructure (i.e., systems and networks) from hackers’
attacks. Cyber defenders and hackers meet in cyberspace.

This study focuses on the latest SECCDQC pre-qualifier event, held on February
12, 2022. The entire pre-qualifier event was launched and conducted through Amazon’s
AWS cloud server, and a forum-based social media platform, Slack was used as a dis-
cussion channel through which participants communicate. There were three groups in
the competition (See Table 1); this study looks at communications among the participant
groups.

This competition is a good example of how memes are used as a digital language
because the settings of this competition have great situational characteristics – there
are two opposite groups, each with their own duties, and their communication occurs
synchronously through Slack. These characteristics have not been actively explored in
previous studies on meme communication. Therefore, through the analysis of meme
communication between these two groups, this study hopes to gain new insight into
memes and their communicational characteristics.

Table 1. Description of participant groups in SECCDQC

Team Description

Blue The cyber defender (students) group with the mission to defend—taking the charge to
defend information and information systems

Red The hacker group with the mission to attack

Gold The organization (the organizer) group with the mission to provide products/services
requiring information confidentiality, integrity, availability (CIA), and the continuity of
operations

3.2 Data Collection

The dataset was directly collected from Slack and encoded as a Word document. It
contains chat logs from the 6-h SECCDQC 2022 competition. The dataset includes user
profiles, time stamps, modification status, profile pictures, and links to the source of the
memes used. Private information such as the participants’ names has been removed and
is described as their role such as ‘Blue Team Coach’ or ‘Blue Team Captain.’ There are
54 memes, and detailed information about the characteristics of collected memes are
below (See Table 2).
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Table 2. General characteristics of the collected memes

Categories Information Values

Types of memes Static
Animated

29
19

Origination of memes External resources (Outside of Slack)
Internal resources (GIPHY* in Slack)

34
14

Invalid Unknown, not displayed, or not available 6
*‘GIPHY’ is an embedded function within Slack to search for memes.

4 Data Analysis and Discussion

The collected dataset has been analyzed qualitatively with an interpretivist focus based
on the information domains theory. Firstly, we looked at the surface features of the
memes as shown in Table 2. Then, we tried to identify the traits and attributes behind
each meme such as emotions or hacking techniques. Based on the analysis, we below
discuss the characteristics of the memes.

4.1 Data Analysis

In this section, we examine the collected memes based on the information domains
framework and provide examples. Not all 54 memes are introduced here, but only the
most representative memes for each domain.

The Domain of the Individual. In this domain, themost common factor in the dataset’s
memes was the individual’s emotions and attitudes, such as boredom or supercilious-
ness (See Fig. 2). Participants used memes from both inside and outside of Slack, but
external resources were used more frequently. These memes were posted more actively
by members of the red team (hackers) than the blue team (defenders).

Fig. 2. The left and middle memes are animated-type and came from GIPHY. The right meme is
a static type, and it was brought by an individual participant.

The Domain of the Social. As discussed before, this domain includes the characteris-
tics of collective “information worlds.” In this study, the three participant groups can
be considered to be three different information worlds, and each group’s characteristics
can be seen in the memes that they use.
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Each group’s characteristics are related to its defined duty within the competition.
The duty of the red teamwas to attack the cyber defenders’ systemsuccessfully, and itwas
reflected in their use of memes including images of ‘attacking’ or the ‘chaotic situation’
of the opposing side (See Fig. 3). Conversely, the duty of the blue team was defending
attacks from the red team. Likewise, this was projected into memes representing their
successful or frustrating situation after the attack (See Fig. 4). Lastly, since the duty of
the gold team was to facilitate the event rather than to participate in the competition,
their memes tend to be neutral, containing only information related to the progress of
the event (See Fig. 5).

Fig. 3. Memes posted by the red team The left meme is static and describes a chaotic situation
that the blue team, the cyber defender group faced from the red team’s attack. The right meme is
animated-type and came from GIPHY. It describes the massive attack of the red team on the blue
team.

Fig. 4. Memes posted by the blue team.The leftmeme is animated-type and describes the situation
attacked by the red team. The right meme is static, and it describes the failure of the red team’s
attack.

The Domain of Signification. Our analysis indicates that the participant groups used
memes to describe the hacking techniques that they used. They show the way of rep-
resenting information of cyber security society. For example, the term “Shell” refers
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Fig. 5. Meme posted by the gold team This meme is a static type and it describes a welcoming
greeting to the participant groups.

both to the hard outer casing of a certain kind of sea creature and, in the cyber security
world, to a Unix shell script programming language. However, it is hard to describe the
Unix shell script programming language through memes, so the image of shellfish is
used as a metaphoric reference (See Fig. 6). Likewise, some terms like “log” or specific
expressions within the cyber security world are implicitly represented through meme
metaphors using familiar images (See Fig. 7).

Fig. 6. Memes that describe the hacking techniques used in the competition Both memes describe
the hacking techniques used in the competition - Shell. The left meme is animated-type and came
from GIPHY. The right meme is a static type and is brought by the individual participant.
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Fig. 7. Memes that describe the specific situation and terminology The left meme describes the
under-attack situation of Trojan hacking. The right meme describes the term “log” which means
programming codes as food. Both memes adopted images from pop culture – anime.

4.2 Discussion

Through our analysis, based on the information domains framework, we found the fol-
lowing characteristics of memes as a digital language in the synchronous interactions
among participant groups in the SECCDQC. First, at the individual level, memes usually
represent individuals’ emotions and attitudes as discussed in the theoretical framework
section. Second, we found that memes reflected each group’s characteristics (or defined
duties, in the case of this study) via the images used in the memes, which are clearly
related to each group’s duty. This suggests that meme communication at the group level
between hackers and cyber defender groups reflects not only individual characteristics,
but also shared group norms and values, as the domain of the social discusses. Third, we
also noticed that the collected memes use modes of signification and representation that
reflect unique practices and terminologies of the cyber security society. Both hacker and
cyber defender groups communicated with each other through such distinctive practices
of representation. In other words, the memes in the dataset functioned as a digital lan-
guage among the participant groups as suggested by the domain of signification. This
further suggests that people outside of the cyber security community might not fully
understand the memes as intended; the memes play a role as a kind of semiotic system
among cyber security societies. Lastly, although the participants preferred to bring their
memes outside of Slack, we found that GIPHY, an embedded function in Slack was used
frequently at both individual and group levels. Except for the gold team, about a third
of the memes in each group came from GIPHY. GIPHY was also frequently used to
represent specific types of information like the example of ‘Unix Shell.’

5 Conclusion

This exploration of meme communication among the participant groups in SECCDQC,
suggests how memes can function as a part of the digital language among cyber security
communities, particularly in a synchronous context.Wealso found several characteristics
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of meme communication at not only individual and group levels but also the whole cyber
security society level through the information domains framework.

Our findings suggest that meme communication between hackers and cyber defend-
ers also reflects each group’s characteristics, along the lines of the “collective identity”
discussed in the previous studies. We also found that there is a unique mode of rep-
resenting information among this cyber security society group, and that this mode is
reflected in the memes used by participants. And we could observe that memes were
frequently used to simply express individual participants’ personal emotions and atti-
tudes like boredom or superciliousness in the synchronous group discussion. It is not
observed frequently in asynchronous meme communication in previous studies. Lastly,
the participants actively used GIPHY, which has not been highlighted in previous studies
on meme communication, but it might be an important aspect of active meme commu-
nication at both individual and group levels, suggesting that the domain of signification
may be influenced not only by individual choice or normative social behaviors, but also
by the affordances of technological platforms and tools.

Meanwhile, this study examined meme communication in only one specific event.
Therefore, there should be further studies with more in-depth consideration of diverse
aspects such as synchronous communicational environments and meme communication
among cyber security societies. It is also necessary to get a deeper understanding of
meme communication in not only cyber security society but also in other information
worlds. This paper hopes to provide a useful beginning point for such future studies.
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