
Isaac Sserwanga · Anne Goulding · 
Heather Moulaison-Sandy · Jia Tina Du · 
António Lucas Soares · Viviane Hessami · 
Rebecca D. Frank (Eds.)

LN
CS

 1
39

72

18th International Conference, iConference 2023 
Virtual Event, March 13–17, 2023 
Proceedings, Part II

Information 
for a Better World: 
Normality, Virtuality, 
Physicality, Inclusivity



Lecture Notes in Computer Science 13972
Founding Editors
Gerhard Goos
Juris Hartmanis

Editorial Board Members
Elisa Bertino, Purdue University, West Lafayette, IN, USA
Wen Gao, Peking University, Beijing, China
Bernhard Steffen , TU Dortmund University, Dortmund, Germany
Moti Yung , Columbia University, New York, NY, USA

https://orcid.org/0000-0001-9619-1558
https://orcid.org/0000-0003-0848-0873


The series Lecture Notes in Computer Science (LNCS), including its subseries Lecture
Notes in Artificial Intelligence (LNAI) and Lecture Notes in Bioinformatics (LNBI),
has established itself as a medium for the publication of new developments in computer
science and information technology research, teaching, and education.

LNCS enjoys close cooperation with the computer science R & D community, the
series countsmany renowned academics among its volume editors and paper authors, and
collaborates with prestigious societies. Its mission is to serve this international commu-
nity by providing an invaluable service, mainly focused on the publication of conference
andworkshop proceedings and postproceedings. LNCScommenced publication in 1973.



Isaac Sserwanga · Anne Goulding ·
Heather Moulaison-Sandy · Jia Tina Du ·
António Lucas Soares · Viviane Hessami ·
Rebecca D. Frank
Editors

Information
for a Better World:
Normality, Virtuality,
Physicality, Inclusivity
18th International Conference, iConference 2023
Virtual Event, March 13–17, 2023
Proceedings, Part II



Editors
Isaac Sserwanga
iSchool Organization
Berlin, Germany

Heather Moulaison-Sandy
University of Missouri
Chicago, IL, USA

António Lucas Soares
University of Porto
Porto, Portugal

Rebecca D. Frank
University of Tennessee at Knoxville
Knoxville, TN, USA

Anne Goulding
Victoria University of Wellington
Wellington, New Zealand

Jia Tina Du
University of South Australia
Adelaide, SA, Australia

Viviane Hessami
Monash University
Clayton, VIC, Australia

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-031-28031-3 ISBN 978-3-031-28032-0 (eBook)
https://doi.org/10.1007/978-3-031-28032-0

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2023
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0001-7783-7069
https://orcid.org/0000-0001-5853-5137
https://orcid.org/0000-0003-2064-5140
https://orcid.org/0000-0001-7961-5873
https://orcid.org/0000-0002-3243-5768
https://orcid.org/0000-0003-0728-5355
https://doi.org/10.1007/978-3-031-28032-0


Preface

The first wave of COVID-19 disrupted normality and changed the course of the last two
years. People became more restricted to their homes. These became times of reflection
with the positive effect of more scientific research and more contributions in diverse
fields. The Information Sciences played a pivotal role in sustaining our engagement.
Working from home became the new normal. Over time, hybrid work became preferable
to in-office work as restrictions were eased. The waves of COVID-19 led to new variants,
which caused more specific restrictions, but effective vaccine rollouts reduced the threat
until once again borders were opened for business.

The existing and demand-driven platforms opened diverse networking opportunities.
This brings us to the hybrid iConference 2023 and its virtual and physical components.

As the academic world still explored the virtual, the organizers of the 18th iConfer-
ence used remote networking to complement outreach and participation globally. This
was inherent in the theme of Normality, Virtuality, Physicality, and Inclusivity.

The virtual iConference 2023 took place 10 days before the physical conference
in Barcelona, Spain. Its hosts included the Universitat Oberta de Catalunya, Monash
University, and University of Illinois at Urbana-Champaign. Physical meetings took
place at Casa Convalescència on the historical site of the Hospital de la Santa Creu i
Sant Pau.

The conference theme attracted a total of 197 submissions with 98 Full Research
Papers, 96 Short Research Papers and 3 Information Sustainability Research Papers.

In a double-blind review process by 346 internationally renowned experts, 85 entries
were approved, including 36 Full Research Papers and 46 Short Research Papers. The
approval rate was 37% for the Full Research Papers and 48% for the Short Research
Papers.Additional submissionswere selected for theWorkshops andPanels, theDoctoral
Colloquium, the Early Career Colloquium, the Student Symposium, the Poster session,
and the Spanish-Portuguese and Chinese language paper sessions.

The Full, Short and Information Sustainability Research papers are published for
the eighth time in Springer’s Lecture Notes in Computer Science (LNCS). These pro-
ceedings are sorted into the following fourteen categories, reflecting the diversity of
the information research areas: Archives and Records, Behavioral Research, Informa-
tion Governance and Ethics, AI and Machine Learning, Data Science, Information and
Digital Literacy, Cultural Perspectives, Knowledge Management and Intellectual Cap-
ital, Social Media and Digital Networks, Libraries, Human-Computer Interaction and
Technology, Information Retrieval, Community Informatics, and Digital Information
Infrastructure.

We greatly appreciate the reviewers for their expertise and valuable review work
and the track chairs for their relentless effort and vast expert knowledge. We wish to
extend our gratitude to the chairs and volume editors; Full Research Papers chairs, Anne
Goulding from Victoria University of Wellington, and Heather Moulaison-Sandy from
University of Missouri; Short Research Paper chairs, Jia Tina Du from University of
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SouthAustralia, andAntónio Lucas Soares fromUniversidade do Porto; and Information
Sustainability Papers chairs, Viviane Hessami from Monash University and Rebecca D.
Frank from University of Tennessee.

The iConference lived up to its global representation of iSchools to harness the
synergy of research and teaching in the field of information and complementary areas
of sustainability.

January 2023 Isaac Sserwanga
Anne Goulding

Heather Moulaison-Sandy
Jia Tina Du

António Lucas Soares
Viviane Hessami
Rebecca D. Frank
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Abstract. This qualitative case study explores a new approach to understanding
knowledge management in a specific type of information organization: museums.
Weadapt the broader constructs of knowledgemanagement enablers (KMEs) and a
knowledge management orientation (KMO) to study howmuseums augment their
public value through inclusive and equitable community engagement. Semistruc-
tured interviews with 45 senior leaders of art and science museums teased out 26
beneficial practices and barriers related to knowledge management enablers and a
knowledge management orientation. We found that museums who exhibited these
beneficial practices were more successful in creating public value than those who
faced barriers in doing so. This critical link between enabling knowledge man-
agement practices and public value both opens new research opportunities and
suggests practical implications.

Keywords: Knowledge management ·Museums · Public value

1 Introduction

Facing the dual challenges of providing increased public value to justify public funding
and of grappling with the effects of a global pandemic, museums are at a crucial juncture.
As institutions that accumulate, analyze, and distribute knowledge, museums have long
provided fertile ground for information science research [1]. Much of this research
focuses on information organization and classification related to objects and collections
[2–6], or on the role of information professionals who adapt new technologies that
foster information organization [7, 8]. While such research helps illuminate museums’
core stewardship functions, museums also face ever-increasing pressure to improve their
organizational performance and demonstrate their public value to local communities and
to society more broadly [9, 10], areas where significant research gaps exist [11].

Understanding the role of knowledge management, specifically its enabling factors
and practices, empowers museums to thrive in a uniquely challenging environment.
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Insight into the benefits of and challenges to knowledge management enabling practices
provides a holistic view of how museums can remove barriers, implement effective
strategies, and augment their public value.

This paper addresses two research questions. First, what benefits and challenges
do museums experience in managing organizational knowledge? Second, how do these
benefits and challenges affect these museums’ ability to provide public value to diverse
and often underserved communities? Understanding how leaders of museums facilitate
practices that enhance public value opens a vital stream of research with broad impli-
cations not only for the study of museums as information organizations, but for their
day-to-day practice.

2 Literature Review

Knowledge management is a capacious term [12–16]; scholars have defined and
employed it as a theory, a construct, a practice, and a field of study [16–19]. That
said, most perspectives on knowledge management frame it as a constellation of socio-
technical organizational approaches and practices that embraces knowledge, people,
processes, and technology [20]. The conceptual lens of knowledge management offers
timely insights into the enabling factors and practices of museums’ leaders as they face
the exigent challenge of demonstrating public value. Leadership, scholars argue, must
intentionally and strategically create the systems and processes that emphasize creat-
ing, managing, and sharing museums’ organizational knowledge both internally and
externally [9, 21, 22].

Since organizational knowledge management scholarship spans multiple concepts
and literatures, it can be studied effectively through its enabling factors, termed knowl-
edge management enablers (KMEs), and through the activities that foster it, known as a
knowledge management orientation (KMO).

2.1 Knowledge Management Enablers (KMEs)

KMEs initiate knowledge creation and sharing [23–25]. They comprise four dimensions
as identified byLee andChoi [26]: (1) an organizational culture of collaboration and trust;
(2) decentralized and non-hierarchical organizational structures; (3) T-shaped worker
skills (workers have deep knowledge in their own areas and broad knowledge of what
their colleagues do); and (4) well-used and well-supported information technology [see
also 27–30].

While scholars have studied KMEs inmultiple industries and organization types [28,
31, 32], they have yet to do so in the museum sector—much to the latter’s detriment.
Museum-oriented scholarship on knowledgemanagement, in fact, has primarily focused
on the latter’s relationship to museum collections, curatorial processes, and the use of
emerging technologies [33–35]. Adapting and assessing KMEs to museums permits a
more holistic and rigorous view not only of how museums foster knowledge creation
and sharing, but also how they can augment their public value.
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2.2 Knowledge Management Orientation (KMO)

An organization’s strategic orientation guides its internal and external practices [36–38].
This orientation helps understand an organization’s actions and provides a broader view
of its goal-oriented practices [39, 40]. A KMO represents one such strategic orientation;
a KMO organization effectively leverages knowledge management activities to meet its
objectives [41, 42]. Darroch [41], for example, identified and validated three dimensions
of KMO activities—(1) knowledge acquisition, (2) knowledge dissemination, and (3)
responsiveness to knowledge—that are useful in studying KMO [43, 44].

As with KMEs, scholars have yet to study KMO in museums. Some studies hint
at how such an orientation could be developed, however. For one, Fuller [45] urged
museums to stimulate knowledge management by improving their training, mentorship,
and professional development practices. Understanding museums’ strategies to harness
knowledge management through a KMO provides insights into how museums strate-
gically acquire, disseminate, and profit from organizational knowledge, and how these
activities channel into their ability to enhance their public value.

2.3 Museums and Public Value

Public value denotes the ways in which public and publicly supported institutions can
benefit multiple stakeholders, including those served by the organization and those it
seeks to serve [46, 47]. To increase its public value, an organization must muster the
operational capacity necessary to effectively use its resources [48]. Thus, creating public
value represents a strategic management function; it is, more precisely, a key component
of overall organizational performance [49]. In museums, Scott [9, 50] found that public
value centers on promoting social cohesion, effecting positive social change, and extend-
ing their reach into communities, even as museums steward public investment. Given
museums’ responsibility to promote organizational capacity and management expertise,
their senior leadership remains responsible for achieving high levels of organizational
performance and thus public value [49, 51].

3 Method

Our qualitative case study [52] centers on semistructured interviews [53] with senior
leaders of United States-based museums. Questions adapted Lee and Choi’s [29] four
dimensions of KMEs and Darroch’s [41, 43] three dimensions of KMO. We assessed
public value based on elements of Scott’s [9, 49] model; we homed in on inclusivity and
community engagement approaches.

To obtain a broad perspective, we concentrated on small and mid-sized museums
because they comprise the majority of museums in the United States [54]. Further, we
focused on art museums and science museums since each embraces a distinct role and
mission.While art museums tend to be more collections-focused, science museums tend
to focus on education and public programs [54]. Assessing these two types of museums
provided the ability to determine if our constructs varied by museum type.

Using the most comprehensive database of museums in the United States [55], we
cross-tabulated the data by size (income) and by discipline, identifying a total population
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of 1,116 small andmid-sized art and sciencemuseums (780 artmuseums and 336 science
museums). We then invited the senior leaders from a random sample of these museums
to participate in an interview.We interviewed 45 seniormuseum leaders (25 art museums
and 20 science museums; we identify these interviewees as P1-P45). At that point we
achieved thematic saturation. We recorded, transcribed, and coded our interviews. A
two-stage coding process was undertaken, using a priori provisional coding of each
construct dimension as the first stage and pattern coding as the second stage, a preferred
approach when assessing these types of extant constructs [56].

4 Findings

Provisional coding identified 1,109 references to beneficial practices and barriers as
filtered through each dimension of the study’s three constructs (KMEs, KMO, and public
value). Second-stage pattern coding on the provisional coding references subsequently
identified the most common beneficial practices (16; Table 1) and barriers (14; Table 2)
that emerged as museum leaders described how they addressed KMEs, KMO, and public
value. (Definitions of each pattern code are in the Appendix).

4.1 KMEs: Analyzing Beneficial Practices and Barriers

Pattern coding of the four KMEs’ dimensions elicited 16 themes that adumbrated the
benefits and challenges leaders faced. Themost frequent beneficial practice interviewees
reported was their intentional effort to create a collaborative organizational culture that
both supported effective knowledge management and helped to foster new ideas and
innovation. P8 explained, “I am, by nature, extremely collaborative…I want a bunch
of smart people sitting around a table thinking out loud together.” In similar spirit,
P31 predicted, “the work that we’re doing to be collaborative will push us towards
innovation.”

Conversely, many interviewees struggled to cultivate a collaborative culture. They
underscored staff burnout and workload issues; these impeded museums’ ability to
instantiate knowledge management practices. “I see that people are working more hours
than they should be expected to. They are asked to do so many other things that are
not within the scope of their job function, which is problematic,” explained P4. Two
interviewees confessed that burnout had compelled them to leave their museums.

Beneficial practices noted by museum leaders who successfully implemented KMEs
included distributed decision making, effective documentation that supported increased
knowledge sharing, cross-training of staff, and the use of integrated IT systems scaled
to fit the museum and prioritized by leadership. Exemplifying these responses, P14
described his approach to distributed decision making. He stated, “there’s a lot of deci-
sion making that our staff is doing, and I don’t need to know about it, and we’re not
unnecessarily hampering them in making the decisions that they need to make.”

By contrast, challenges interviewees cited with practicing KMEs included a rigid
hierarchy, a lack of policies and procedures, a lack of resources to provide effective train-
ing, and IT systems that are either unsupported or utilized ineffectively. P45 described
a situation that epitomized these challenges: “there was no process in place for how we
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Table 1. Provisional codes and associated pattern codes of beneficial practices

Provisional code Pattern code (Beneficial
practices)

KME - Culture Leader empowerment

New ideas and thinking

KME - Structure Delegation with clarity

Effective documentation
and usage

KME - Skills Cross-training

KME - IT and support Integrated systems

Leader prioritization

Scale matches need

KMO - Acquisition Continuous professional
development

Knowledge networks

KMO - Dissemination Structured interpersonal
knowledge sharing

Systems of knowledge
sharing

KMO - Responsiveness Market and stakeholder
insights

Learning from failure

Public value Museum beyond its walls

Linking to communities

captured information, where information was stored, and how decisions needed to be
made.”

4.2 KMO: Analyzing Beneficial Practices and Barriers

Pattern coding of the three dimensions of KMO teased out 10 themes that depict the ben-
eficial practices and the obdurate barriers museum leaders faced. The most frequently
cited beneficial KMO practices included professional development for staff, first, and
leveraging knowledge networks, second. It was not enough to simply allow staff to
engage in professional development, interviewees suggested; organizations intention-
ally created opportunities for both formal and informal professional development—and
materially supported these opportunities. P10 emphasized how her institution incorpo-
rated formal professional development into every staff member’s role: “We have a robust
professional development program and budget. It’s built around performance planning,
so at the start of the year you would identify opportunities or skill sets and we talk about
how we can work on those.”
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Table 2. Provisional codes and associated pattern codes of barriers

Provisional code Pattern code (Barriers)

KME - Culture Burnout/workload

Silos as barriers to
knowledge sharing

KME - Structure Lack of
policies/procedures

Rigid hierarchy

KME - Skills Lack of resources

KME - IT and support Lack of support

Resistance to use

Lack of skills

KMO - Acquisition Lack of resources

Lack of prioritization

KMO - Dissemination Lack of knowledge
repositories

KMO - Responsiveness Lack of evaluation

Public value Representation

Geographic context

Both formal and informal knowledge sharing networks played important roles in
securing the benefits of KMO. Museums that successfully disseminated knowledge
created both formalized and interpersonal means of sharing important information
broadly—even as they incorporated technical systems that shared information tailored
to specific designated stakeholders. Museum leaders described various staff and depart-
mental meetings that focused on sharing knowledge broadly. These meetings ranged
from small, daily briefings to larger all-staff affairs that intentionally encouraged shar-
ing. Other interviewees described their success with less formal modes of interper-
sonal knowledge sharing. Ultimately, beneficial KMO practices coalesced around the
combined use of formal and informal knowledge sharing networks.

Museum leaders who successfully implemented the dimensions of KMO reported
other beneficial practices. These included technology-centered knowledge sharing, using
market and stakeholder data to inform decisions, and learning from failure. While these
KMO practices provided significant benefits to museums that exhibited them, museums
that did not encountered significant difficulties. P12 confessed that “people really, really,
want to have data-informed decisions. None of us know what we’re doing is the best
way I can put it.”

The main challenges museum leaders cited in undertaking KMO practices included
a lack of their ability to prioritize knowledge sharing, a lack of knowledge repositories,
and a lack of evaluation of their efforts. P35 described resistance to evaluation because
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“there’s a fear with any kind of evaluation that we’re going to hear what we don’t want
to hear.” Thus, these challenges hinder knowledge sharing and dissemination and create
significant barriers to museums achieving a KMO.

4.3 KMEs and KMO’s Impact on Public Value

We conducted pattern coding of the public value provisional codes, identifying four
themes, to understand if the beneficial practices of and barriers to KMEs and KMO
relate directly to a museum’s ability to provide public value. Looking at interviewees
who exhibited the beneficial practices of KMEs and KMO, we found a clear link to their
ability to achieve the benefits of public value. Put another way, museum leaders that
described effective approaches to achieving public value delivered relevant programs
to diverse communities outside of their physical spaces rather than expecting them to
come into their museums. These leaders additionally understood that reaching diverse
communities required collaboration with other trusted organizations that also serve these
communities. Museum leaders who prioritized bringing their programs into diverse
communities and described it as central to their museum’s role. “We pop up at things
like big community festivals, but then we’ve also been doing things like popping up
at Walmart,” explained P20. P20’s approach drove the museum’s overarching efforts
to serve diverse populations. Understanding the needs of a museum’s community, in
other words, steers efforts outside of the museum. “We have a lot of programs that we
take to schools because a lot of times the schools just can’t afford the busing,” affirmed
P13. Those museums that enabled and practiced effective dimensions of knowledge
management, in sum,weremore likely to undertake practices that helped them to increase
their public value.

Museums that identified barriers to KMEs and KMO also identified challenges in
achieving public value. These challenges stemmed first from a gap in representation
between the museum’s staff, programs, and practices and the communities they sought
to serve. A second challenge related to museums’ inability to reach diverse communities
because of their physical location. P17 tackled the issue of representation bluntly, stating
“the biggest disappointment that I have, is that we haven’t been able to make sure the
people we employ and the people that volunteer with us match my community.” Many
museum leaders likewise characterized their museum’s location as a barrier to achieve
public value. P26 observed, “we’re located in an area that is not walkable and not
served by public transportation, so it’s a huge challenge for us.” However, she and other
interviewees facing this challenge did not describe efforts to bring their programming
directly to the community outside the museum, as some others did.

Our findings identified the beneficial practices that museums used to enable, utilize,
and capitalize onknowledgemanagement approaches.These practices not only improved
museums’ ability to create, manage, and share knowledge, but helped them effectively
achieve or augment public value. A similar link exists between those museums that
struggled with barriers to knowledge management approaches; these barriers hindered
thesemuseums’ ability to enable knowledgemanagement practices andmilitated against
them achieving appreciable public value.

Parsing these findings by museum type, we found that science museums exhibited
more beneficial practices than art museums in achieving public value (85% and 68%,
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respectively). Pattern coding showed that science museums were more likely to engage
diverse communities and provide offerings that were relevant to those communities
outside of the museum.

5 Discussion

This exploratory study enriches the information science literature onmuseums. It bridges
a gap between scholars who have studied knowledge management through informa-
tion science approaches and those who have studied museums through information sci-
ence approaches. Bringing these two strands of research together by studying museums
through a knowledge management approach provides a new means to understand muse-
ums more holistically from organizational and public value perspectives. Further, we
extend the literature, specifically empirical studies of KMEs and KMO, by identifying
the combination of benefits and barriers that are unique to museums, particularly their
efforts to increase public value.

Our findings show how museums that enable, and practice knowledge management
can create public value and more effectively serve diverse communities. Understanding
the specificbeneficial practicesmuseumsexperience throughKMEsandKMOelucidates
the importance of their relationship to a museum’s ability to achieve increased public
value. Although certain beneficial practices predominated, only those museums that
encompassed the full range of these practices successfully undertook initiatives that
generated public value. Similarly, museums that experienced multiple challenges in
these practices struggled to create, much less augment, public value. Findings therefore
indicate a clear link between museums that effectively leverage the practices of KMEs
and KMO, on the one hand, and their ability to undertake practices that generate public
value, on the other. By focusing on implementing beneficial practices while addressing
these challenges, museums can create more public value, improving their position as
thriving community anchors.

6 Conclusion

As museums strive to become more inclusive spaces that serve diverse populations and
provide increased public value, understanding how knowledge management is enabled
and practiced sheds new light on how public value is achieved—and potentially aug-
mented. We identified a critical link between museums whose leaders actively pursue
the beneficial practices of KMEs and KMO and their museums’ ability to achieve public
value through inclusivity and community engagement approaches. We have also iden-
tified a series of specific challenges facing museums that hinder their ability to achieve
public value. This study provides both practical implications for museum leaders to
leverage benefits and overcome barriers while also providing fertile research pathways
for continued study. This study was limited to interviews with senior leaders of 45
small and mid-size art museums and science museums. Future research might focus on
three questions. First, how might including a broader range of museum types extend or
complicate our findings? Second, how might we develop conceptual models to analyze
quantitative associations betweenKMEs, KMO, and public value? Finally, canmuseums
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implement KMEs and KMO to create public value online in addition to in communities?
Our holistic approach to understanding knowledge management in museums opens new
information science approaches to the study of these vital public institutions.

Appendix

Descriptions of pattern codes that emerged from provisional codes

Provisional code

Pattern code Pattern code description

KME - Culture benefits

Leader empowerment Museum leaders pro-actively and deliberatively
foster a culture of collaboration and trust

New ideas and thinking Museum leaders see the link between a culture
of collaboration and trust and its effect on new
ideas and approaches

KME - Culture challenges

Burnout/workload Museum leaders and staff experience burnout
due to excessive workload

Silos as barriers to knowledge sharing Museum departments are kept siloed, inhibiting
collaboration

KME - Structure benefits

Delegation with clarity Museum leaders not only enable delegation but
provide clarity on decision-making processes

Effective documentation and usage Museum leaders ensure that important
information and knowledge is documented and
used by all staff

KME - Structure challenges

Lack of policies/procedures Museum has minimal standardized policies and
procedures to codify organizational knowledge

Rigid hierarchy Museum’s senior leaders make all decisions
even when others are more capable and
knowledgeable

KME - Skills benefits

Cross-training Staff are pro-actively trained to understand the
work of other departments and roles

KME - Skills challenges

Lack of resources Lack of time and money prohibit museum
leaders from ensuring broad and deep training of
their staff

KME - IT and support benefits

(continued)
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(continued)

Provisional code

Pattern code Pattern code description

Integrated systems IT systems are integrated and communicate with
each other to maximize knowledge sharing

Leader prioritization Senior leadership prioritizes and invests in IT
that is continually current and effective, while
ensuring all staff have effective training in its use

Scale matches need The IT systems and support in place aligns with
the scope and needs of the museum

KME - IT and support challenges

Lack of support Little to no dedicated support technical staff or
resources for IT systems and their usage

Resistance to use Staff resist using IT systems to their fullest and
do not see the benefits of doing so

Lack of skills Staff are not properly trained to use IT systems,
resulting in ineffective use and inability to access
necessary information

KMO - Acquisition benefits

Continuous professional development Leadership fosters formal and informal
professional development occurring inside and
outside of the museum

Knowledge networks Active involvement in professional
information-sharing networks regionally and
nationally

KMO - Acquisition challenges

Lack of resources Museum leaders do not allocate the staff time
and funds to acquire new knowledge or skills

Lack of prioritization Senior leadership does not prioritize data and
information gathering

KM0 - Dissemination benefits

Structured interpersonal knowledge sharing Museum leaders create structured opportunities
for all staff to disseminate knowledge broadly

Systems of knowledge sharing Data and information are shared in the contexts
necessary for broad usage within the museum

KMO - Dissemination challenges

Lack of Knowledge Repositories Museums do not have appropriate means to store
and share critical data and information

KMO - Responsiveness benefits

Market and stakeholder insights Museums prioritize gaining new insights into
their markets, communities, and competitors

(continued)
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(continued)

Provisional code

Pattern code Pattern code description

Learning from failure Museum leaders encourage new ideas and use
failure as a learning and growth opportunity

KMO - Responsiveness challenges

Lack of evaluation Museums are not evaluating their work or
ensuring that programs respond to community
interests and needs

Public value - Benefits

Museum beyond its walls Museums offer programs relevant to diverse
communities outside of their own physical
spaces

Linking to communities Museums are integrated within their
communities through collaborations and
alliances with entities serving diverse
communities

Public value - Challenges

Representation Museum’s staff, programs, and practices are not
representative of the communities they seek to
serve

Geographic context Museum’s location and surrounding
demographics limit broader diversity efforts
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Abstract. People post millions of app reviews on Google Play and Apple’s App
Store, but developers can struggle to incorporate this feedback in human-centered
design processes. Although researchers have developed automated techniques to
gather requirement information, including bug reports and feature requests, for
developers tasked with app updates, these methods overlook contextual details
in app reviews that explain why users encounter problems and offer insight into
new design possibilities. However, prior research has not described the relative
availability and characteristics of requirement and context information provided
by users in app reviews. To address this gap in the literature, this study performs
a content analysis of reviews of Citizen, a personal safety app, to show that users
often include rich, contextual details about where, why, and how they use Cit-
izen, but rarely discuss explicit requirements that most automated requirements
elicitation techniques attempt to gather from app reviews. These findings suggest
opportunities to scale human-centered design processes by collecting and classi-
fying contextual details in app reviews to summarize use case scenarios that can
provide rationales for app updates and inspire ideas for the design of new features
and products.

Keywords: Scenario-based design · Content analysis · Requirements elicitation

1 Introduction

People have posted hundreds of millions of app reviews for the estimated 5 million apps
available on Google Play and Apple’s App Store. For app developers, these reviews pro-
vide an invaluable source of user-submitted feedback to identify software bugs, requests
for new features and content, and assess users’ satisfaction with app services [1, 2]. Con-
sequently, attempts have been made to develop natural language processing (NLP) and
machine learning techniques to elicit requirements for developers engaged in iterative,
development processes [3, 4]. To date, however, this research focuses on classifying,
identifying candidate features, and eliciting requirement information, especially bug
reports and feature requests, which offer software developers explicit guidance for app
updates [5].
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However, studies suggest that people often post reviews that describe rich contexts
of use [6, 7]. Raharja et al. [8], for instance, provides an NLP approach to extract “who,”
“what,” and “why” elements of user stories but do not address the extent to which these
elements are available in app reviews. For designers and software engineers, the ability
to understand the contexts of use described in app reviews stands to offer greater insight
into why people are reporting bugs and requesting new features than analyses focused
solely on explicit requirement information.

Despite this, systematic reviews note that efforts to develop automated requirements
elicitation techniques have largely overlooked context information in app reviews [1, 5,
9]. Instead, studies focus on identifying reports of software bugs, feature requests, and
various functional requirements [10–12]. Studies link this feedback to users’ experiences
by analyzing app ratings and review sentiment [13, 14]. For example, in a content analysis
of 3,279 reviews for 161 different apps on the Google Play store, Iacob et al. [15] finds
a positive correlation between review sentiment and mention of a feature request.

Furthermore, prior studies speculate that the context in which people post reviews
influences the nature and quality of the feedback they provide to app developers [9,
15]. The widespread adoption of Agile development processes creates the challenge of
gathering user feedback following regular software updates. Alternatively, the launch
of location-based services in new geographic areas creates the need to gather feedback
that can explain local adoption behaviors among new users. However, the relationship
between the reviewing context and review information remains unexamined [1].

To address these gaps in the literature, we perform an in-depth content analysis
of requirement information (i.e., feature requests and bug reports) and—informed by
scenario-based design [16]—context information (i.e., activities, actors, events, goals,
and settings) included in reviews of Citizen, a personal safety app which notifies users if
911 dispatchers report an emergency in their vicinity (https://citizen.com/). Furthermore,
we examine if the reviewing context influences requirement and context information in
app reviews by analyzing the content of reviews posted during weeks when Citizen was
updated or launched in a new city.

Our findings show that users frequently post reviews that include rich, contextual
details about where, why, and how they use Citizen, but infrequently discuss explicit
design requirements thatmost studies attempt to capture through automated requirements
elicitation techniques. Furthermore, we find no significant relationship between review
content and update and launchweeks, but find a significant, positive relationship between
review length and mention of requirement (feature requests) and context information.
These findings offer design implications for automated approaches that can identify and
describe the use contexts conveyed in app reviews to scale requirements gathering for
human-centered design processes.

2 Research Design

The following research questions guide our study: 1) To what extent do app reviews con-
tain requirement and context information? 2) What is the relationship between require-
ment and context information included in app reviews? 3) What is the relationship
between the review context, i.e., weeks following the release of updates or launch in

https://citizen.com/
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new service areas, and information included in app reviews? Below we describe our
research design, findings, and their implications for future research and practice.

To address RQ1, we performed a content analysis of requirement and context infor-
mation included in app reviews for Citizen, a personal-safety application that notifies
users when an emergency has been reported in their vicinity. Citizen provides users
with real-time, location-based safety notifications by scanning radio traffic between 911
dispatchers and first responders in their vicinity. Citizen app reviews thus offer an oppor-
tunity to examine the relationship between context and requirement information people
provide when discussing how they use the app to stay aware of and manage risks in their
communities. Beginning with the first review posted for Citizen on the Google Play
store in 2017, we collected 16,506 reviews posted between January 2017 andMay 2021.
We then followed a date-stratified, random sampling procedure to select 1703 reviews
(>10% of the dataset) for in-depth, manual coding.

Following content analysis procedures for a priori design and intercoder reliability
testing [17], we first developed a framework of seven variables based on requirements
elicitation and scenario-based design research (Table 1). These include requirement
information—software bug reports and feature requests—that remain the focus of stud-
ies developing requirements elicitation techniques, and context information based on
Carroll’s five elements of use case scenarios: activities, actors, events, goals, and settings
[16].

Table 1. Content variables analyzed in Citizen app reviews

Category | Variable Description | Example

Requirement

Bug report Report of software bugs that require fixing. E.g., “I was really looking
forward to using this app for my job and recommending to my
co-workers, but I’m extremely disappointed. I downloaded the app & put
in my code & my email, but I can’t get past the username, it won’t allow
me to go any further.”

Feature request Request to add a feature to the app. E.g., “The app is okay, but it’s really
annoying that you can’t pull down to expand the map at all. A simple pull
down so you can expand to pan and zoom would really be a giant
improvement.”

Context

Actions Mentions a use of the app by an actor in a setting. E.g., “Well for one,
they had a shooting on election day in the project [Event], my coworker
lives on the same street they was shooting by me [Actor]. Having the
citizen app, I was able to tell her [Action]! Thank you!!”

Actors Mentions a person or group. E.g., “One day next to my dad [Actor] we
smelt something burning… I went to my citizen app and it said something
like a car fire was happening [Action, Event]”

(continued)
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Table 1. (continued)

Category | Variable Description | Example

Events Mentions something that happens to an actor in a setting. E.g., “Sirens all
over. Police helicopters flying over my house. No report on the app
[Event]. Waste of time.”

Goals Mentions an objective motivating use of the app. E.g., “This helps me
know what’s going on…I‘m only 13 years old, like, I wanna know what‘s
happening around my school [SETTING] and if I should take more
caution [GOAL].”

Setting Mentions a time and/or place. E.g., “As someone from Detroit who
recently started going out to bars [Setting]… this has been super useful. I
was always concerned to go out because I knew I would be alone in an
area where I’m highly unsure if I’m safe or not [GOAL].”

The first and second authors independently coded a random sample of 171 app
reviews (>10% of the sampled dataset) and performed a pilot reliability test to identify
patterns of coding disagreement. After refining the coding scheme and further training,
we conducted another round of coding and performed a final intercoder reliability test
using Krippendorf’s Alpha (α)–a statistic appropriate for calculating coding performed
by two coders for nominal variables that considers the possibility for chance agreement.
Simple agreement andKrippendorf’s Alpha statistics were calculated using ReCal2 soft-
ware [18]. Table 2 displays theα coefficients for seven content analysis variables, ranging
from α = 0.971 to 1.00. As a coefficient of > 0.80 indicates high intercoder reliability,
we determined that most of the variables have strong agreement in the application of
our coding scheme and coded the rest of the sampled app reviews. To address RQ2,
UCINET was used to analyze co-occurrences of requirement and context variables in
the sampled reviews [19].

Table 2. Intercoder reliability for content analysis of Citizen app reviews

Variable Agreements Disagreements Simple agreement Krippendorf’s Alpha

Bug Report 171 0 1.000 1.000

Feature Request 171 0 1.000 1.000

Actions 166 5 0.971 0.823

Actors 168 3 0.982 0.944

Events 166 5 0.971 0.881

Goals 166 5 0.971 0.916

Setting 167 4 0.977 0.939
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Lastly, to address RQ3, we collected version history data for Citizen to identify the
release dates of major software updates and reviewed Citizen’s blog (https://medium.
com/citizen/tagged/citizen-app) to identify the dates when new cities were added to Cit-
izen’s service areas. We then performed multiple logistic regression analyses to examine
the relationships between Launch Week (review was posted in the week following the
launch of the app in a new city/service area) and Update Week (review was posted in
the week following a major software update) and the seven requirement and context
variables. We did not find any overdispersion in the analyses. To examine the relation-
ship between the length of reviews and mention of requirement or context information,
we then conducted full factorial experiments supported by statistical measures such as
adjusted R2 and CP . The results are presented below.

3 Results

In answer to RQ1, our results show that users frequently write app reviews that include
rich, contextual details about where, why, and how they use Citizen, but rarely discuss
explicit requirements that most studies attempt to capture through automated require-
ments elicitation techniques (Table 3). Citizen app reviews include requirement infor-
mation in 9.1% (n = 156) of the sampled reviews but include context information in
38.1% (n = 649) of the 1703 reviews sampled for analysis.

Table 3. Requirement information conveyed in Citizen app reviews.

Requirement variable Count % Sample

Bug report 115 6.8

Feature request 42 2.5

Actors 172 10

Actions 131 8

Events 136 8

Goals 322 19

Although Citizen users rarely write reviews that include requirement information,
these reviews identify usability issues that developers can fix in future updates: “Doesn’t
work well with Android ‘gestures’ as there is no back button [bug report]. Had to turn
off gestures just so I can use this app! [action].” Requirement information also includes
requests for features that developers can use to improve the app’s utility and perceived
value among users: “Would be nice if I could monitor my son’s [actor] neighborhood
[setting]…but it wants to use my location, which is not yet covered [feature request].”
Importantly, as illustrated by these examples, users convey explicit requirement infor-
mation while also describing the technical (e.g., Android gesture navigation) and social
use contexts (e.g., family member co-monitoring of safety notifications) in which the
requirements emerge with respect to users’ motivations, behaviors, and needs.

https://medium.com/citizen/tagged/citizen-app
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In answer to RQ2, we find that Citizen users rarely write reviews describing multiple
requirements but often provide multiple contextual details in their reviews. Only one
review reports a software bug and requests a new feature. In contrast, 56.1% (n = 364)
of reviews that mention context include multiple context variables. Table 4 describes
the co-occurrences of requirement and context variables in the sampled reviews. Cells
highlighted in green identify co-occurrences between variables that represent >20% of
reviews that include the column variable. For instance, 38 reviewsmention software bugs
and actions, and these 38 reviews represent 29% of all reviews that mention actions.

Table 4. Co-occurrences of content variables in Citizen app reviews

B
ug

s 

Fe
at

ur
es

 

A
ct

io
ns

 

A
ct

or
s 

Ev
en

ts
 

G
oa

ls
 

Se
tti

ng
s 

Bugs 115 1 38* 9 57 13 24 

Features 1 42 8 10 4 14 16 

Actions 38 8 131 39 49 29 43 
Actors 9 10 39 172 48 68 64 
Events 57 4 49 48 136 19 45 
Goals 13 14 29 68 19 322 228 
Settings 24 16 43 64 45 228 374 
*Green cells indicate co-occurrences >20% of app reviews including the column variable.  

As the top-left quadrant shows, only one review includes both a bug report and
feature request. In contrast, the bottom-right quadrant shows that reviews frequently
include multiple context variables. For example, 228 reviews describe both a setting in
which Citizen was used and a goal motivating use of the app, representing 61% and 71%
of reviews mentioning settings and goals, respectively.

However, as the bottom-left quadrant of Table 4 shows, users often contextualize
requirement information, i.e., bug reports and feature requests often co-occur with con-
text variables. For example, 59.6% (n = 57) of reviews reporting software bugs also
mention events. Conversely, the top-right quadrant shows that users write many reviews
including contextual information that do not mention requirements. The exception are
reviews that describe user interactions and events when reporting software bugs. For
instance, 29% (n = 38) of reviews mentioning user (inter)actions with the app also
report a bug. Overall, reviews thatmention requirements often include contextual details,
but many more reviews describe the use contexts of Citizen without conveying explicit
requirements.

Lastly, in answer to RQ3,we find no significant relationships between reviews posted
in the week after Citizen was updated and requirement or context variables (Table 5).
Similarly, we find no significant relationship between reviews posted in the week follow-
ingCitizen’s launch in a new city andmention of either requirement or context variables.
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However, we do observe significant, positive relationships between review length and
mention of feature requests and all five context variables.

Table 5. Requirement information conveyed in Citizen app reviews

Variable Significant variablesa

Update week –

Launch week –

Character count Feature request (+), Actors (+), Setting (+), Actions (+), Events (+), Goals (+)
a Ordered by significance level, i.e., from most significant variable to least significant variable

4 Discussion

Our study represents the first attempt to systematically describe the relative availability
of requirement and context information in app reviews and the influence of the review
context on information people post in app reviews. Below we summarize our findings
and outline the limitations of this study and opportunities for future work.

4.1 Summary of Findings and Implications for Requirements Elicitation

App Reviews Include More Context than Requirement Information. The immedi-
ate implication of the results is the opportunity to extract rich contextual details from app
reviews submitted to Google Play and Apple’s App Store. Although prior research sug-
gests these opportunities [6, 7], this study is the first to empirically explore the relative
availability of requirement and context information in app reviews. If the basic find-
ing of this study—that people convey more context than requirement information in app
reviews—extends to apps other thanCitizen, than existing efforts to automatically extract
and classify only explicit requirements, including bug reports and feature requests, are
missing opportunities to understand the use contexts people describe when relating rou-
tine and novel user experiences in their reviews. This is significant as understanding
context allows designers and software engineers to understand why users are com-
municating explicit requirements captured by existing automated methods. Although
approaches will vary and can make use of existing NLP and machine learning mod-
els, future studies need to focus on the automated collection and classification of both
requirement and context information included in app reviews.

App Reviews Include Rich Contextual Details. This study also highlights the diver-
sity of contextual details observed across Citizen app reviews. These reviews often
contain multiple details when, for instance, users write reviews that describe where (i.e.,
setting) and why (i.e., goal) they use the app. However, while Citizen reviews often
contain some contextual details, they rarely contain all. Consequently, understanding
context requires analyzing the frequency and distribution of contextual details present
in thousands of reviews to generate summaries of routine and novel user experiences.
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Although studies have used NLP approaches to extract the who, what, and why
elements of user stories [8], and evaluated extractive methods to summarize numerous
app reviews [20], our study suggests the need to generate summaries of multiple use
contexts using the variety of contextual details that users communicate in app reviews.
In this regard, these summariesmight resemble use case scenarios [16] or user storymaps
[21], which are more detailed and complex than user stories characterizing functionality
inAgile development processes [8]. Future studies cangenerate summaries that reveal the
multiple observed relationships among context information in app reviews and explore
visualizations that help designers understand these relationships to generate summaries
that target user experiences relevant to specific requirements gathering and ideation
activities performed during design and development processes.

App Reviews May Not Provide Timely Usability Feedback. This study examined
the relationship between the review context, when users submitted app reviews, and
the information they included in these reviews. However, we failed to find a strong rela-
tionship between update weeks, launch weeks, and requirement and context information
people post in app reviews. These findings suggest that developers launch updates and
users post reviews along different timelines. Moreover, as users more often discuss con-
texts of use than bug reports or feature requests, the findings suggest that app reviews
may be more suitable for understanding diverse user experiences than timely usability
feedback. As prior studies note, information requested by developers and provided by
users are often incongruent [9]. The findings thus highlight challenges for using app
reviews for timely, targeted feedback desired by developers.

In contrast, we do find a strong relationship between the length of reviews and the
presence of feature requests and contextual details. This finding suggests the common-
sensical utility of filtering reviews by length to focus analyses on app reviews that provide
the richest feedback.

4.2 Limitations and Future Work

The findings reached in this study are provisional: we analyzed reviews for one app,
Citizen, such that further research is required to validate the results. Future work can
use the content variables introduced in this study to examine the relative availability of
context and requirement information in the reviews of multiple apps. Such studies can
also examine if user reviews for different kinds of apps include different kinds of context
and requirement information. In this study, we examined Citizen, a personal safety app
that notifies users of dangers reported in their vicinity. Users will likely include different
feedback for apps with different functionality and use contexts. Lastly, studies might
examine the kinds of information users, rather than developers, find helpful and how
users share this information with others in app review forums [22].

5 Conclusion

Findings from a content analysis of Citizen reviews show that users often include rich,
contextual details about where, why, and how they use the app, but rarely discuss explicit
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requirements that most automated requirements elicitation techniques attempt to gather
from app reviews. These findings suggest opportunities to scale human-centered design
processes by collecting and classifying contextual details in thousands of app reviews
to summarize use case scenarios that can provide rationales for app updates and inspire
ideas for the design of new features and products.
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Abstract. Datamanagement plans (DMPs) are required from researchers seeking
funding from federal agencies in the United States. Ideally, DMPs disclose how
research outputs will bemanaged and shared. Howwell DMPs communicate those
plans is less understood. Evaluation tools such as theDART rubric and theBelmont
scorecard assess the completeness of DMPs and offer one view into what DMPs
communicate. This paper compares the evaluation criteria of the two tools by
applying them to the same corpus of 150 DMPs from five different NSF programs.
Findings suggest that theDART rubric and theBelmont score overlap significantly,
but the Belmont scorecard provides a better method to assess completeness. We
find thatmostDMPs fail to addressmanyof the best practices that are articulated by
librarians and information professionals in the different evaluation tools. However,
the evaluation methodology of both tools relies on a rating scale that does not
account for the interaction of key areas of datamanagement. This work contributes
to the improvement of evaluation tools for data management planning.

Keywords: Scientific data management · Evaluation tools · Assessment

1 Introduction

The management of research data impacts the trust in and efficacy of science. The
management of research data also creates possibilities and limitations for data futures.
The perceived importance of research data management is embedded into science pol-
icy. Over the last decade, federal funding agencies in the United States, such as the
National Science Foundation (NSF) and the National Institute of Health (NIH), have
required research proposals to include data management plans (DMPs). A DMP states
how data will be managed from federally funded grant projects. The DMP requirement
by federal agencies aims to make outputs (whether data or publications) from taxpayer
funded research openly available and accessible. But how effectively DMPs enact this
vision of science is less understood by information scientists, scholarly communication
researchers, and policymakers alike.
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To address this gap, librarians and information professionals have developed evalu-
ation tools to assess DMPs. The Data Management Plan as a Research Tool (hereafter
the “DART rubric”) and the Belmont Scorecard (hereafter “the Belmont score”) are two
tools that assess the “completeness” of data management. The DART rubric was devel-
oped in 2016 by professional librarians funded through a National Leadership Grant
LG-07-13-0328 by the Institute of Museum and Library Science (IMLS) [8]. The Bel-
mont score was formed two years later by the Belmont Forum with the goal to improve
DMPs of funded projects around climate change [1].

Both tools provide an assessment of the technical aspects of data, management,
access, and preservation in a DMP. Each tool assesses statements in DMPs by examining
how well those statements reflect best practices for data management. Best practices
from the LIS community address the key activities that determine the access to data and
enables the interpretation of data. Thus, assessment tools examine DMPs for evidence of
activities that enhance data access such as formatting, versioning, documentation such as
metadata and data provenance, and technical systems for storage [2]. Assessing DMPs
using existing, well-researched, best practices can provide insights into whether a DMP
shows that a proposed science project can enable data to move from one evidentiary
context to another – a shared interest across science funding agencies, scholars, and
library professionals who want to promote open science.

Evaluation tools are vital for understanding whether DMPs can help funding agen-
cies achieve their goals of promoting open science. This paper contributes to the small
body of knowledge about DMP evaluation tools. Previous research has been published
by researchers who developed the evaluation tools, providing vital insights into the
formation of the metrics of analysis that constitute the rubric [1, 3, 10] The growing
body of knowledge also informs the quality of DMPs. Studies about the DART rubric
analyzes data management practices in a specific NSF program by researchers within
the same universities [10] and compare DMPs across NSF programs and across differ-
ent universities [1]. To date, no studies have drawn on a longitudinal corpus of DMPs;
evaluated the Belmont Score; or conducted a comparative study of the tools and their
underlying mechanisms of evaluation. Such an interest is motivated by practical matters
of data management and the social studies of data. Evaluation tools are reflections of the
organizational goals, best practices, and the current state of data management cultures.
The purpose of this paper is to interrogate the tools to examine the possible outcomes
of evaluation. This research is motivated by two big questions: What is the best tool to
evaluate DMPs with? And what can evaluation tools tell us about DMPs? In order to
speak to these broad, contextually specific questions, we have broken the question into
two research questions: RQ1)What criteria are part of the DART rubric and the Belmont
Score to assess DMP statements? RQ2) How do the DART rubric and the Belmont Score
assess the same statements made in 150 DMPs from five programs at the NSF?

We specifically respond to the extant literature by reporting: the criteria of evaluation
from the two tools; how they overlap and how each tool evaluated the same 150 DMPs;
themethods we used to explore the comparisons between the DARTRubric and Belmont
Score; and the results of the comparison. Results suggest that the content of the DART
rubric and the Belmont score are similar. However, the evaluation of the 150 DMPs
scored better in the DART rubric compared to the evaluation of DMPs by the Belmont
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score. We end the paper with a discussion on the strengths and weaknesses of each tool;
the pros and cons of specific evaluation techniques; a recommendation on which tool is
ideal for assessment; and lastly data management practices across five NSF programs.

The contributions of this work are three-fold. First, this work provides amethodolog-
ical contribution to assess evaluation tools to improve the criteria for evaluating DMPs.
Second, it provides a guidance to policymakers and other evaluators of which tool (s)
may be most efficacious to adopt for evaluating DMPs. Third, it provides insights into
the data cultures across five NSF programs that represent different scientific fields. The
contributions provide future follow-up work, specifically the question of how evaluation
tools can better assess data cultures. In future work, we plan to qualitatively assess DMPs
to examine data cultures.

2 Literature and Background

Increasingly federal agencies that fund academic science are focused on open science, or
the processes to make science outputs available. The DMP is one way that the NSF has
enacted open science.Beginning in 2011 theNSF required that all grant proposals include
a DMP. This federal policy introduced data management planning to researchers. How
effective this policy is for open science is still a question that looms today. Evaluation
tools have provided one path to examine and analyze effectiveness of open science
by focusing on the ways data are made mobile through data management planning in
science.

DMPs were not always about open science. Since the 1960s, DMPs were used by
researchers in technically complex projects to ensure the analysis of data generated from
research projects [4]. Today DMPs are required by funding agencies (like the NSF and
the National Institutes of Health (NIH)) to provide details of how data and other research
outputs will be managed during the lifecycle of a project.

A typical DMP is a two-page document affixed to a grant proposal that outlines how
an individual researcher or research team will collect, manage, and preserve research
project data. The DMP ideally communicates a researcher’s plans to manage scientific
data, and other research outputs as part of the proposed research project. However,
a DMP is not a blueprint for data management practices during the project. Such a
document contains anticipated plans for research outputs. It signifies the aspirations for
data management project goals. Plans communicated by a DMP are not always reflective
of the actual practices that take place once a project is funded and underway [4].

Several attributesmake aDMP an interesting object of study for information scholars
concerned with access, institutions, and knowledge commons [5].

Similar to scientific documents such as laboratory notebooks and fieldnotes, DMPs
are a genre for science communication that covers core research data management topics
in information science including data documentation; data standards; metadata; preser-
vation; cost; roles; intellectual property; and data access. A DMP can signify readiness
for data management and insights into the resources scientists draw on to assist in their
data management at their home institution.
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Several issues have been identified in regard to the DMPs and their effectiveness
for data management. First, data management planning varies across disciplines. DMPs
are shaped by epistemic differences, the organizational aspects of research projects and
collaboration structures, and data documentation standards across research domains.
Disciplines show varying philosophies and cultures around the dissemination of research
outputs [3, 8–10]. In some cases, despite its importance, researchers often perceive data
management planning as a time-consuming administrative task, rather than a central
aspect of current research practices [11]. Federal level DMP guideline are often vague
leaving it up to researchers to decide what to include in their plans [5, 12]. A look at
the NSF DMP guidelines show that policies and recommendations differ across NSF
programs [12]. Further, DMP requirements do not consider how data management may
change over the course of a project (specifically in the humanities) [13]. Together these
findings suggest that data management planning is still not regularized within academic
science research.

Regardless of disciplinary differences, data management planning is considered to
be vital to the futures of data. Upstream practices around data determine the paths or
futures of data. Planning is considered an antecedent step to data management practices
because it takes into consideration the technical and social aspects of data management
before data are even created. It invokes a time for researchers to think about the formats
of data, the ways they will be stored, and the means to share those data across time and
space.

2.1 Evaluation Tools

To augment thewriting of DMPs and assess howwell DMPs capture the key activities for
DMPs, information professionals (librarians, research data managers and others) have
developed tools to help researchers write DMPs that comply with DMP guidelines and
tools to evaluate the completeness of DMPs. For example, the DMPTool was developed
by librarians across eight institutionswithNSF funding in 2011 and has been periodically
updated. The tool guides researchers across data storage, formatting, sharing and long-
term storage and provides NSF program and program specific templates for researchers
to use during while drafting DMPs.

Given that DMPs provide important documentation to how data will be managed, a
set of evaluation tools have emerged in the last decade to assess how well DMPs address
management criteria or how well plans cover certain topics areas deemed to be essential
for short-term and long-term stewardship of data. The DART rubric and the Belmont
Score are two evaluation tools for the assessment of data management plans.

Following the DMP requirements, researchers started developing DMP evaluation
tools. The tools provide a means for many stakeholders to evaluate data management
planning by providing systematic ways to do so. Such tools contain different areas of
measurement that guide the evaluation. Assessments from evaluation can provide infor-
mation that guides librarians, funding agencies, and researchers. Assessments provide
valuable information on whether DMPsmeet best practice standards or require improve-
ments. They can also be used by funding agencies to reveal the shortcomings of data
management planning.
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TheDART rubricwas the outcomeof a two-yearNational LeadershipGrant Libraries
Demonstration Project led by research librarians across multiple universities. The DART
rubric is available on the Open Science Forum (OSF) and includes several research
instruments including the scorecard, and a 33-page guideline that explains how to use the
tool to score DMPs [15]. The rubric aims to provide data librarians and other information
managers with a standardized analysis tool to evaluate content in DMPs. The framework
is based on the genericDMPguidance in the Proposal andAward Procedures and Policies
(PAPPG) (specifically Chapter II.C.2.j at the NSF – updated every year). Five key areas
of research data management are assessed in the DART rubric using a Likert scale
(addressed, addressed but incomplete, not addressed). Those topics include the types
of data produced; standards and metadata for data; security, data protection policies for
access and sharing; and plans for archiving data. TheDART rubric provides stakeholders
a way to assess local research data management services including gaps in expertise and
training programs [15]. This rubric was in response to the NSF program. It centers its
evaluation criteria drawing on policies at NSF directorates. The DART rubric does not
provide a score, but it acts as a guide to assess where DMPs can be improved.

TheDARTrubric has beenused in an empirical studyofDMPswithin universities and
across universities [8, 14]. Studies show that DMP evaluation tools can provide insights
into the completeness of data management planning and data management practices
in domains [6, 8]. What is learned from these studies is that there is a relationship
between the completeness DMPs and domain-level efforts to build data infrastructure.
For instance,DMPs from theNSFprogrambiology specify the exactmetadata standard, a
reflection of ongoing efforts in the domain to build repositories [8].Across different fields
of science, DMPs did not have adequate information about data sharing and archiving
[8].

The Belmont Score is another tool that was developed by librarians and information
professionals to evaluate DMPs [1]. The tool was developed in 2019 by the Belmont
Forum, a multi-institutional and international collaboration committed to transdisci-
plinary global climate change science. The Belmont score was the outcome of the Bel-
mont Forum workshop on e-infrastructures and data management (e-IDM) to make the
forum’s Open Data Policy and Principles operational. The group took ideas from the
DART rubric and incorporated them into the Belmont score. The Belmont score eval-
uates the Belmont forum’s Data and Digital Objects Management Plan (DDOMP), a
similar document to the DMP. In contrast to the DMP by the NSF, the DDOMP is a
live document that is revisited during the lifecycle of the project. The tool quantitatively
analyzes the DDOMPs associated with Belmont Forum proposals by scoring data man-
agement topics via a Likert scale. Likert scale responses are given a numerical score.
Scores are added up and divided by the number of questions to provide an overall average
score. An average closer to 2 signifies a DMP that has attended to all of the requirements
of the rubric. A score close to 1 indicates that a DMP has met the minimum standards.
A score closer to 0 implies a DMP is missing key areas of data management planning.
The scoring framework is based on a combination of existing institutional policies and
evaluation tools including the Belmont Forum Grant Operations (BFGO) process, the
DART project rubric, the Open Data Policy and Principles, and FAIR Data Principles.
The score is also intended to aid in the development of DMPs throughout the lifecycle
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of a project. The Belmont Score is published in Zenodo. The publication includes a
ten-page document with instructions that explains how to use the Belmont score [1].
To date, no studies have applied the Belmont score to the analysis of DMPs until our
comparative analysis presented below.

Given the decade long implementation of theDMP requirement policy and the impor-
tance of the DMP in shaping futures of data, evaluation tools provide a means to assess
DMPs. However, very little is known about the criteria for evaluation and the how the
different criteria are similar or different when applied to the evaluation of DMPs. What
are the key areas of data management evaluation? How to these key areas get evaluated
to assess completeness?

This study examines the two evaluation tools and their criteria for evaluation. It
focuses on the key areas of data management planning included in the evaluation tools;
how those areas are measured; and the outcomes of evaluation given the criteria from
each tool. To do that, we examine the tools and apply them to the same 150 corpus
of DMPs. Doing so controls for variation and provides means to examine the two tools
including their strengths andweaknesses. The next section provides a detailed discussion
of the approach we took to compare the DART rubric and the Belmont score.

3 Method

To carry out our comparative analysis, we began by soliciting DMPs from scientists to
create a corpus and thenwe evaluated theDMPs using both evaluation tools. The first part
of this section describes the email study to collect DMPs and the second part discussed
the evaluation of the 150 DMPs (see Fig. 1 for workflow that shows the process).

To create the corpus of DMPs, we gathered a comprehensive list of projects awarded
since the policy was implemented in 2011 using the NSF’s Awards Database. This
database allows for program-level queries and the search results can be exported in CSV
format. There were several pieces of relevant and administrative metadata in the awards
database that were subsequently used in our email campaign for DMP collection, includ-
ingPI names, email addresses, institutions, dates of awards, awardnumbers, project titles,
and abstracts. From January 2011 to June 2021, awards from five NSF programs were
gathered into a spreadsheet: Division of Biological Infrastructure (DBI); Civil, Mechan-
ical, Manufacturing Innovation (CMMI); Secure and Trustworthy Cyberspace (SATC);
Science and Technology Studies (STS); and Oceanography (OCE); and the Science,
Engineering, and Education for Sustainability (SEES). The SEES program is an NSF
wide program that incorporates the other directorates. Grants from SEES can be from
the five other directorates.

Once relevant awards were identified, special kinds of awards for student educa-
tion, early career researchers, or field-building work that were not likely to generate
research data were removed. Specifically, the following types of awards were removed:
Rapid Response Research (RAPID), Early Concept for Exploratory Research (EAGER),
Faculty EarlyCareerDevelopmentGrant (CAREER), Education (EDU), ResearchCoor-
dination Network Grant (RCN), Workshop, Symposium, Research and Curriculum Unit
(RCU), and all grants under $100,000. Though RAPID, EAGER, and CAREER Awards
require DMPs and generate research data, they were removed as EAGER and RAPID
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grants are typically short proposals for shorter projects that are more experimental in
nature. Meanwhile, CAREER grants are awarded to early career researchers who are
generally untenured and less experienced. These types of projects, we reasoned, were
not necessary to our inquiry, and we didn’t want to overburden PIs. If there weremultiple
awards for one PI, newer awarded projects were removed from our list, in order to avoid
solicitation fatigue from multiple requests and try to obtain DMPs from older projects.

Fig. 1. Workflow

The email campaignwas conducted from June throughAugust 2021.Google’s devel-
oper mail merge template was used to pull relevant data columns from our NSF awards
spreadsheet including, PI name, email address, project name, and unique project number.
A template email was created that requested PI’s participation in our research project
and included information about how their DMPs would be used. The mail merge tem-
plate allowed each email request to be tailored to individual PIs, including their specific
award titles and numbers in the email’s subject line andmessage. Participants were asked
to respond to the email by attaching their two-page DMP from the specific project we
requested. An automated email storage applicationwas used to collect email attachments
sent by respondents that deposited them to a secure, encrypted storage folder. Some PIs
responded by copying and pasting their DMP prose directly in the email’s body without
sending an attachment. In these instances, the relevant sections of the email were saved
in a word document, .docx. Further document analysis was conducted to confirm that
the DMPs received fit our inclusion criteria (e.g., occasionally PIs submitted another
DMP or other proposal documents that were not relevant). An email archive was used
to collect email responses from PIs for further analysis.

In total 1014 DMP submissions were received for a 18.38% average response rate
across all programs (see Fig. 2). For this study, the 150 DMPs were retrieved from the
corpus of 1,014.
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Fig. 2. DMPs per program

The comparative scoring analysis was conducted on a longitudinal sample of 150
DMPs from five NSF programs. 30 DMPs were selected from each of the five NSF
programs from 2011–2021.

Prior to the comparative DART and Belmont analysis, research team members read
all of the available documentation about DART and Belmont scoring processes avail-
able on OSF and Zenodo. DART and Belmont scorecards were subsequently recre-
ated in Qualtrics. Scoring was conducted collaboratively by two team members (called
“coders”). Each coder analyzed 15 DMPs for each NSF program for a total of 75 DMPs.
Intercoder reliability ensured that coders scored DMPs in a consistent manner. For each
scoring tool, each coder individually scored two DMPs and then discussed each answer
with the team. Scoring discrepancies amongst the coders were settled through discussion
and workflows. All DMPs were scored twice, once with the DART rubric and a second
time with the Belmont score system. A detailed approach is discussed below.

3.1 Evaluation Tool 1: The DART Rubric

The corpus of 150DMPswas evaluated using the DART score. TheDART survey instru-
ment was accessed from the OSF website and replicated verbatim in a Qualtrics survey.
26 questions had multiple choice responses; 13 questions consisted of both multiple
choice and free responses. Following DART’s instrument, each multiple-choice ques-
tion included the following response options: (a) complete and addressed; (b) addressed
but incomplete; and (c) did not address. Additional free responses and rotating dial ques-
tions were added to the beginning of the survey to keep track of the DMP. This included
a free response to write in the PI’s name associated with the DMP; a rotating dial to
select the NSF program associated with the DMP, and a rotating dial to select the date
associated with the DMP. Page breaks were incorporated to separate different sections.
The team tested the Qualtrics survey twice for usability and accuracy.

Scoring DMPs required some familiarity with the DMPs’ research domains, so the
team spent oneweek learning about the rubric (including topics around outputs, concepts
such as metadata and licensing), the rubric’s evaluation criteria and reading current and
old NSF program specific DMP guidelines as well as a few DMPs to acclimate to the
genre.
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Whilst scoring, coders kept a lab notebook open during the process to record insights
or observations. Coders also kept the DART score rubric open to refer to examples. The
coders evaluated the DMP by answering the Qualtrics survey questions. Each DMP
was evaluated using this survey and coders answered each question one at a time. Over
two weeks, this process was repeated for all 150 DMPs. Qualtrics survey results were
retrieved via excel files.

3.2 Evaluation Tool 2: The Belmont Scorecard

After DART scoring was completed, the same corpus of 150 DMPs was evaluated using
the Belmont Score. A similar approach to DART scoring was taken. The scorecard was
downloaded from Zenodo. Sixteen questions were replicated verbatim to a Qualtrics
survey. Each question was given a multiple-choice answer of (a) complete and addressed
(b) incomplete response or a (c) no response. Following theBelmont Scorecard guidance,
each response was given a weighted score. Responses that were scored complete and
addressed received 2 points, responses scored incomplete received 1 point and a response
that scored no response received 0 points. Additional free questions were added to
connect the DMP including a free response to write the name associated with the DMP;
a rotating dial to select the NSF program associated with the DMP, and a rotating dial to
select the date associated with the DMP. The Qualtrics survey was tested for usability by
the team. Once the instrument was ready, the team read the Belmont scorecard and its
evaluation criteria. Due to the similarities across the tools, key concepts were familiar
to the coders.

The same 150 DMPs were scored in two weeks. Coders accessed the DMPs in the
google doc folders. Coders cross-checked the DMP with an excel file (that documents
the DMPs context including the PI who submitted the DMP, the NSF program, and
program, the project’s proposal) to make sure the correct DMP was accessed. Whilst
scoring, coders kept a lab notebook open to record any insights or observations. Coders
also kept the Belmont score rubric open to refer to examples. A new survey was created
for each DMP. The coders evaluated the DMPs by first reading each DMP. Then coders
answered survey questions by reading line by line. Coders answered each question one
at a time. Data from Qualtrics was retrieved via excel files.

3.3 Evaluation Analysis

Two methods were applied to conduct the evaluation. First, a qualitative approach was
taken to assess the tools. Questions were extracted from both tools and were analyzed by
comparing them for similarities and differences. Each question from both rubrics was
placed into a category of data management planning. This approach was paired with the
coding results in Qualtrics. Data from coding using the DART rubric and the Belmont
score inQualtrics was downloaded in an excel file. Response typeswere examined across
the categories of data management planning. For Belmont, scores were calculated based
on the method provided in [1]. The unit of analysis was the statement text at the sentence
and paragraph level. The following reports on the comparison of the tools using the
response types coded to the data management planning statements.
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4 Findings

This section presents results from the comparative analysis of 150 DMPs using the
DART rubric and the Belmont score. The findings are presented in two sections. The first
section provides a comparison of the total responses thatwere collected by evaluating 150
DMPs by the DART rubric and the Belmont score. In the next section, comparisons are
presented from five topic areas: scientific outputs produced from research grants; roles
and responsibilities for data management planning; metadata planning; and planning
for cost and volume of scientific data. For each specific topic area, the importance of
the area is discussed in relation to data management planning, how each tool evaluates
this area, the criteria for evaluation, and findings from using each tool to evaluate 150
DMPs. For each evaluation tool, the metric is presented in parenthesis. For instance,
DART rubric (1.1) refers to question 1.1 in the rubric. Similarly, Belmont score (2.1)
refers to questions 2.1 in the score.

4.1 Completeness of DMPs

Both theDART rubric and theBelmont score contain similar evaluation features andmet-
rics. Both use the Likert scale model to assess DMPs and both evaluate key areas of data
management planning evaluation including: defining outputs; roles and responsibilities;
metadata; and cost and volume; security; and data protection.

To begin to understand the similarities and differences across the evaluation of the
tools, response types at the statement level were collected from the analysis of 150DMPs
to see how many statements were complete, addressed but incomplete, or incomplete
across both tools.

A larger proportion of DMPs evaluated from the DART received a higher complete
response type for statements related to data management planning compared statements
evaluated by the Belmont Score (Fig. 2 and Fig. 3). The finding is consistent regardless
of the NSF program. DMPs in the five NSF programs evaluated by the DART rubric had
a higher portion of “complete and addressed” response type. Further, both rubrics show
that statements from DMPs across all five NSF programs did not meet the expectations
of data management planning. Almost half of the responses by the DART rubric and
Belmont score indicate that statements were incomplete (Fig. 3 and Fig. 4).

A Belmont score was calculated to see how each program compared in regard to
completeness of data management. We found that DMPs from CMMI received a score
of .85. DMPs from DBI received a score of .76. DMPs from OCE received a score of
.70. DMPs from SATC received a score of .64. DMPs from STS received a score of .81.
All five directorates received a score below one. This indicates that the DMPs across
all five programs did not meet the minimum standards for data management planning
according to the Belmont score.

To further investigate the differences in the evaluation tools particularly why state-
ments in DMPs evaluated by the Belmont score scored lower, response types were col-
lected by particular areas of evaluation across the two tools including four key criteria
research outputs; roles and responsibilities; metadata; and cost and volume.
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Fig. 3. The number of responses collected by the DART analysis

Fig. 4. The number of responses collected by the Belmont analysis

4.2 Research Outputs

Descriptions of research outputs signify what exactly is planned to be managed during
the lifecycle of the project – an important statement to include in the DMP because
it specifies the meaning of “data” to be managed by researchers. Data included many
different objects. For instance, DMPs stated that numerical, media, text data and digital
artifacts such as code, software, and databases were all described as the output from the
project to be shared or archived.

Both tools evaluate statements of research outputs in DMPs. Evaluation questions
include (a) what research output is defined in the DMPs (DART rubric 1.1 and Belmont
score 1.1) and (b) how the research output will be generated (DART rubric 1.2 and
Belmont score 1.2). However, the tools take different approaches to assess statements
of outputs in DMPs. The DART score (1.1) emphasizes research data as a scientific
output, and it leaves the definition of data up to a specific research agency or program.
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In contrast, the Belmont score (1.1) defines a research output as any scientific object
including software, code, or other outputs such as a database. To receive a complete
response type, the statement also has to include the format of the data. TheBelmont scores
couples together the actual data and the format as important factor to data management.
The DART rubric 1.2 specifies that the question only applies to specific NSF programs.
Also, the Belmont score draws attention to the long-term output, not just any output for
management during the project.

Statements about the research outputs and formation of research outputs were eval-
uated using both tools. The DART rubric 1.1 was applied to the 150 DMPs but not the
DART rubric 1.2 (our sample did not have any DMPs from the suggested NSF pro-
grams). Both the Belmont 1.1 and 1.2 were applied to the corpus. A direct comparison
was made of the DART rubrics 1.1 to the Belmont score 1.1 but a direct comparison of
DART rubric 1.2 and Belmont score 1.2 was not conducted.

A comparison of DART rubric 1.1 and Belmont score 1.1 shows that a majority of
DMPs are able to identify the outputs from research projects but the majority of DMPs
scored higher when using DART as compared to the Belmont (Fig. 5). The higher
scores in the DART may be due to the looser criteria for statements. The Belmont score
evaluates a DMP to be complete if the output is described along with the format of
the research output. The key differences here is that the Belmont score accounts the
connection between the output and the format.

Fig. 5. The comparison of statements discussing research outputs

4.3 Roles and Responsibilities

The second area of overlap between the two tools is the evaluation of roles and responsi-
bilities. The presence of statements that specify roles and responsibilities in datamanage-
ment planning outline the roles of individuals that will be responsible for the day-to-day
data management activities. Anticipating the roles and responsibilities of data manage-
ment is vital to planning because data management takes significant labor. Research
outputs have to be cleaned, documented, stored, and licensed for sharing.
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The DART rubric (6.10) evaluates roles and responsibilities in a free response ques-
tion (this dimension is not evaluated from a Likert scale). The rubric provides a list
of roles (PI; Co-PI; graduate student; post-doc; other/ N/A) for a coder to capture the
roles in statements. The metric can capture specific roles and provide the coder more
contextual information associated with the roles during the lifecycle of the project DMP.

In contrast, the Belmont contains a two-tier evaluation of roles and responsibilities
compared to the DART rubric. The Belmont score (3.1) assesses whether the DMP
defines the member of the team that will be responsible for developing, implementing,
and overseeing the data management plan. In addition, the Belmont score (5.2) also
assesses who will be responsible for managing the data after the project ends to ensure
long-term accessibility. Criteria for a complete response entails statements that provide
an exact description of the role during the project and after the project.

Fig. 6. Roles described in statements evaluated by the DART rubric

The DART rubric 6.10 and the Belmont score 3.1 and 5.2 were applied to the 150
DMPs. The DART rubric evaluation produced description of roles across the 150 DMPs
(Fig. 6). The majority of DMPs stated that a PI would be in charge of data management
planning. The Belmont score evaluation (3.1 and 5.2) provided an overview of the
assessment of statements of roles and responsibilities but could not provide an in-depth
look into the exact roles and responsibilities. The majority of DMPs scored low on both
questions related to roles and responsibilities. Only one-third of the DMPs had text
pertaining to the roles (Fig. 7).

We made qualitative observations about the differences between the NSF programs
STS and OCE. When looking closely across NSF program, the DMPs from the STS
had a very large number of DMPs that addressed the roles for long-term management of
outputs. The coders attribute the high complete statements of roles and responsibilities
in STS to the fact that the DMPs also state that sensitive data is a part of the project
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including clear descriptions of how the data would be used in the project and outside
the project. There was an overlap between sensitive data and descriptions for roles.
Coders also noted that OCE had a very high number of DMPs that did not state roles
and responsibilities but that this was related to the significant number of DMPs that
stated a data repository for access. Oceanography researchers receiving grants from the
OCE program could be signifying roles and responsibilities by stating the repository.
Statements about roles and responsibilities overlap with statements made about data
repositories and security of data.

Fig. 7. Response types for roles in Belmont Score

4.4 Metadata

Metadata is vital to data management as it provides the necessary documentation
for the data to be stored and reused. Metadata can provide the minimum descriptive
documentation for data to be used in different settings.

Both tools evaluate metadata standards as part of data management planning. Two
questions evaluate metadata in DART rubric (2.1 and 6.1). Question 2.1 evaluates the
presence of a metadata standard and/or a format and question 6.1 qualitatively captures
the exact standard that is described. In contrast, theBelmont score only includes one eval-
uation question for metadata (2.1). The Belmont score 2.1 evaluates metadata presence
and kind of metadata. To be considered complete, both the presence and the specific
kind of metadata need to be described (statements are not complete if they specify a
workflow or an ad hoc standard). This is a much stricter criteria of evaluation compared
to the DART rubric.

Comparison of the results show that statements in the DMPs scored by the Belmont
score showed that statements scored lower compared to the DART rubric evaluation of
statements pertaining to metadata. This is in part because the Belmont score asks for a
specific standard as part of evaluation. The comparison of statements in DMPs across
the five programs evaluated by the DART rubric (2.1) and the Belmont score (2.1) show
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that the DART rubric 2.1 had more incomplete and no response types (shown in Fig. 8
and Fig. 9).

The high scores from the DBI program corroborates empirical work on data prac-
tices related to metadata standards in biology and the life sciences more broadly [16].
DMPs from this area described many different standards (such as Ecological Meta-
data Language and Darwin Core). In contrast, a majority of DMPs from all programs
scored an incomplete in this area. For example, coders found that the DMPs from the
SATC program did not list any metadata standards – an outlier from the other four NSF
programs.

Fig. 8. Response types for metadata statements evaluated by the DART rubric

Fig. 9. Response Types for metadata statements evaluated by the Belmont score
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4.5 Storage and Labor Costs

The next evaluation metric compared across the two tool was the cost of data man-
agement. This criterion involves the social and the technical costs of managing data.
The costs associated with data management include infrastructure costs (university or
external resources); preservation costs (archiving data for the longterm); time scales of
management costs; and labor costs such as staff salaries and/or project-based fees. The
DART and Belmont evaluation tools both address the cost of data management but in
different ways.

The DART rubric (1.3) evaluates whether DMPs describe the amount of storage
necessary, but the rubric does not evaluate cost. In contrast, the Belmont score evaluates
both volume (1.3) and cost (9.1). Volume is assessed by the quantity of data that is
stated in the DMP. Cost is analyzed in terms of the presence of a statement for the costs
associated with long-term data management or costs associated with an assigned data
manager. The metric does not specify whether to evaluate labor costs OR technical costs
OR both.

The evaluation of volume and cost could not be compared across the tools. The
differences between the two tools in regard to cost and volume create a gap in the
comparison of the evaluation area.

According to the responses from the Belmont score (1.3), NSF programs across the
board received low scores when it came to describing volume (Fig. 10). The majority of
DMPs did not anticipate volume of data at all (Fig. 11). The DMPs from OCE had more
complete statements about volume whereas the DMPs from SATC had the most DMPs
with no response. As is shown though, across the programs a majority did not address
the amount of data that the project would produce.

When analyzing how DMPs did on the question of cost, the numbers were striking.
Of the 150 DMPs, only 18 addressed the cost of data management plans. Across all
programs DMPs did not address cost (Fig. 11).

In summary, the comparison of evaluation tools drawing on the same corpus of
150 DMPs provided insights into differences, similarities and overlaps among criteria.

Fig. 10. Response types for storage evaluated by the Belmont score
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However, it is unclear whether these scores are statistically different from each other.
Qualitatively, the scores across the NSF programs are within a small range. This suggests
that not one NSF program did better than the others. These findings though to do pose
some interesting points about the state of evaluation.

Fig. 11. Response types for cost evaluated by the Belmont score

5 Discussion

The findings above have implications to how we understand the state of evaluation of
DMPs. Tools such as the DART rubric and Belmont score are the only tools currently
available to assess DMPs.We compared the two to understand their similarities and com-
pare their performance.We found that the 150 DMPs scored better with the DART rubric
compared to the Belmont score. We found significant overlaps amongst the two tools but
varying evaluative criteria. Overall, the Belmont score was stricter in evaluation criteria.
Drawing on these results, we put forth three discussion points to the broader literature
on the evaluation tools. First, we found that the Belmont score is ideal to assess DMPs.
Second, the Likert scale while useful in some ways also constrains evaluation. Lastly,
we found that DMP evaluative tools can provide general insights into data cultures.

First, we recommend the Belmont Score to evaluate DMPs. The Belmont score is
a more precise evaluation tool for DMPs because of the specificity it demands. Next,
we discuss the comparison of the tools and mechanisms for evaluation. We discuss the
need for a tool that can evaluate the interactions among the criteria and the pros and
cons of the Likert scale model for evaluation. Last, we also provide some insights into
the data cultures of the five NSF programs based on the analysis of DMPs. The results
indicate variability between programs, and thus scientific domains, in data management
practices and planning but corroborate the need for more data management training. A
program level perspective provides a broader look into the variables that constrain data
management planning across domains of research.
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5.1 Comparison of DMP Assessment Tools

The DART rubric and the Belmont score overlap in many ways. We presented several
overlaps in our results: completeness; roles and responsibilities; metadata; storage and
labor costs. In addition, both rubrics utilize a Likert scale model to assess evaluation
with a set of criteria to evaluate complete, incomplete, or not present. This was expected
given the fact that the Belmont score developed by drawing on criteria from the DART
rubric.

The two rubrics also differ in unique ways. The DART rubric has many flexible
criteria. For example, the DART rubric accepts any form of metadata as long as it
documents data. The DART rubric also has a qualitative section that is not part of
the Likert evaluation scale which does not cohere with the rest of the rubric but is
useful to gain some qualitative text from the DMP. While it does provide a way to
capture statements metadata standards, roles, and storage sites data it does not provide
a standardized way of doing so for all DMPs. As noted by its developers [15] and
confirmed here, it is an excellent tool for librarians and information professionals to
identify areas that require attention and the resources that can be developed for data
management planning. The downside of this approach though is that it is not a robust
tool that can provide a full assessment of the whole document.

On the other hand, the Belmont Score’s evaluation criteria are not flexible and
requires a stricter interpretation of the criteria for DMPs to achieve a complete score. By
stricter we refer to the guidelines for evaluation using a Likert scale. The comparison
of the two tools across 150 DMPs shows that the Belmont score requires more detailed
responses to data management planning areas compared to the DART in order for the
text to be rated as complete. This is reflective of the fact that the Belmont score was
developed to assess DMPs during and after the project. Most importantly the Belmont
score takes into consideration interactions across data management topics. The Belmont
scoreweights all of its criteria and provides a scoringmechanism to evaluate aDMP. This
scoring mechanism provides evaluators with a quick way to score DMPs and compare
them across grants.

Based on our comparative study, we recommend the Belmont Score for the assess-
ment of DMPs. The purpose of the Belmont Score numeric score is to evaluate whether
DMPsmeet or exceed guidelines. This score can be calculated for eachDMP.An average
score can be calculated for a specific research domain. This score provides evaluators
with a standardized method to examine many different kinds of DMPs within and across
specific research domains.

5.2 Likert Scale: Pros and Cons

Both tools evaluate data management topics from a Likert scale. A Likert scale is an
easy evaluative mechanism to use but it fails to capture the true quality of DMP content.
For example, a DMP may specify a metadata standard and the tool would evaluate it as
complete, but it does not tell us if this is a good choice for ensuring that future scientists
can make use of the data. Future evaluation tools might need to be research field specific
in order to evaluate quality of data management, access, and preservation.
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We also recommend that evaluation tools need to be reexamined to assess not just key
topics of data management but the relationships amongst those key areas. As the study
has shown, data management planning provides a window into the intricacies of how
data management topics interact. For instance, the technical qualities of data (including
volume and format) are relational to its storage and access. Likewise, technical qualities
of data are related to cost and labor associated with its management, curation, and
preservation. Evaluation tools treat these topics are separate when in practice those
topics must overlap. Further, the description of a data repository may cover metadata
standards, access, and preservation all at once. Further work could be done to build
evaluation tools that takes into consideration the maturation of the institution of data
management.

5.3 DMPs Vary Based on Research Program

The comparative assessment of DMPs by tools also provided some insights into the
DMPs by program.When statements of practices reoccur across individuals and groups,
we say that researchers are drawing on similar norms for data management planning.
The recurrence of statements across DMPs across five programs can be a proxy for how
researchers across domains approachdatamanagement criteria. For instance,DMPs from
DBI and OCE programs had higher rates specific statements that contained metadata
standards. This is not surprising given the formalized guidelines and requirements of data
repositories around metadata in the domain of biology and oceanography [16, 17]. We
found that DMPs mostly lacked statements about volume of data and data management
costs. This raises questions as to howstorage and cost canbe anticipatedgiven the abstract
nature of the volume of data. Finally, a majority of DMPs fail to define the roles and
responsibilities associated with day-to-day management and long-term management.
This is not surprising given the fact that data management planning is a form of invisible
labor. How this particular area and other areas can be reassessed by exploring DMPs
templates at federal funding agencies.

One takeaway from the study is that a majority of DMPs had no responses across the
criteria described by librarian professionals as essential for data management planning.
This points to a continued need to understand how and why DMPs fail to plan for topics
around basic data management planning.

Future research could conduct a comparative analysis of the DART and Belmont
rubrics using a larger sample of DMPs in order to investigate longitudinal trends in
DMPs. Another takeaway is that assessing best practices provide great insights into how
DMPs in NSF programs follow best practices, but we think there could more to examine
here from a qualitative perspective. This kind of analysis would be useful to see how
researchers theorize about planning and the ways in which they organize their futures
for data mobility.

6 Conclusion

Over the last decade, funding agencies have required that researchers submit DMPs with
their grant proposals to pursue federally funded science. However, it remains somewhat
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unclear what sufficient DMPs should address, partly due to abstract guidelines provided
by funding agencies [13]. As a result, data managers and librarians have developed
rubrics for assessing the content within DMPs. Unlike research about data management
policy and guidelines, which is at least a decade old, empirical research about evaluation
tools of DMPs is a relatively new [7]. In part, this may be because DMPs are typically
not published or public, and represent occluded documents often hidden but essential to
the planning and practice of scientific research. Thus, our comparative study contributes
directly to empirical research on DMPs by both reporting on the results of scoring a
sample of 150 as well as assessing two types of evaluation tools.

In our study, we found that the DART rubric and the Belmont score use the same
topics of evaluation but contain different criteria for completeness. Second, we found
that the Belmont score takes into consideration overlap of criteria. Third, we found that
evaluation tools provide insights into program specific trends around data management.
Findings from the study fill several gaps. First, as of writing, this is the first study that
applied the Belmont score to the assessment of DMPs. Second, this study uses the same
corpus of DMPs to compare different DMP evaluation tools. Furthermore, our corpus of
DMPs is unique. Previous studies that have assessed DMPs, collected their DMPs from
a single institution. The DMPs used in this study range from multiple US institutions
spanning over a decade from the beginning of the NSF DMP mandate in 2011 to 2021.
Third, it provides a summary of the evaluation of the tools. It assesses the underlying
mechanisms of each tool and how it shapes the analysis of DMPs. Further research
should extend this analysis to DMPs for other funding agencies, particularly outside of
the US.
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Abstract. Identifying the evolution trend of advanced technology-related topics
has become an essential strategic issue affecting the industrial development of all
countries in the world. In this paper, based onmultiple data sources, we proposed a
research framework that integrates the topic model and social network perspective
to analyze the topic evolution of a specific technology field. First, we introduced
the best-performing BERT pre-trained model in the given field and the Bayesian
Optimization method to improve the Combined Topic Model, which achieved
the best result in promoting topic coherence so far. Then we used the Optimized
Combined Topic Model (OCTM) to complete topic recognition. Second, we con-
structed the co-occurrence network among topics in the same time window with
the topics as the nodes and calculated the co-occurrence coefficient of all topic
pairs. Afterward, we combined the co-occurrence coefficient between topics in the
same time window and the similarity between topics in the adjacent time window
to determine the topic evolution type and identify the path. Third, we utilized the
characteristics of the nodes in the network, such as harmonic closeness centrality
andweighting degree, completed theweighting by theCriteria ImportanceThough
Intercriteria Correlation (CRITIC) method, and defined the importance index of
eachnode in the undirectedweighted network. Finally, according to the importance
of nodes, the critical topic evolution paths were selected for specific analysis. We
chose CRISPR technology as the empirical research field to preliminarily verify
the operability and rationality of the method.

Keywords: Advanced technology · Topic evolution · BERT · Topic modeling ·
Co-occurrence network

1 Introduction

Amid the COVID-19 recession, the eyes of government officials, scientific researchers,
and industry experts worldwide were upon the various emerging technologies to find
new growth engines. The identification and evolution analysis results of technology
topics are essential for people to make decisions in investment, scientific research, and
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policy making. Among them, the Clustered Regularly Interspaced Short Palindromic
Repeats (CRISPR), the hallmark of a bacterial defense system that forms the basis for
CRISPR-Cas9 genome editing technology, has carried out much-applied research in the
fields of aquaculture, crop cultivation, disease diagnosis, and treatment, and achieved
rich results. In particular, during the pandemic, where COVID-19 continues to mutate
and the emerging monkeypox virus gradually enters the community transmission stage,
CRISPR-related technologies have been used in point-of-care testing (POCT). The rapid
development of its applications in POCT has attracted significant attention from the pub-
lic and academic circles. Therefore, taking CRISPR technology as the empirical research
object of the evolution analysis method, its achievements will provide critical decision-
making support for individuals, enterprises, and countries, which has both theoretical
value and practical significance.

To explore the evolution law and trend of technical topics in the CRISPR field, based
on the current best-performing topic model, the Combined Topic Model (CTM)[1], we
introduced the PubMedBERT pre-trained model, which achieves state-of-the-art perfor-
mance on many biomedical NLP tasks in the biomedical field [2], to accomplish the
word vector embedding and used Bayesian optimization to adjust the hyperparameters
of the model. Then we got an improved version of the CTM, the Optimized Combined
Topic Model (OCTM). The OCTM was used to identify technical topics on CRISPR-
related scientific and technological literature datasets fused withWeb of Science (WoS),
Derwent Innovation Index (DII), andDimensions data sources. In the aspect of topic evo-
lution, a new idea of topic evolution analysis is proposed. For evolutionary relationships
involving more than two topics, we should consider both the similarity of topics between
adjacent time windows and the co-occurrence coefficient of topics within the same time
window to determine comprehensively. Therefore, we built a topic co-occurrence net-
work with topics as nodes to thoroughly explore the association between topics. Then,
the importance of the evolution paths was calculated by the node importance, and we
selected some critical pathways for analysis.

2 Literature Review

Topic evolution analysis can be divided into two parts: topic recognition and evolution
path mining. There are currently two mainstream research ideas in the field of topic
evolution. One is completing topic mining by topic model and then set a threshold by
calculating the similarity between topics in different time windows to judge the related
topics and their evolution states. The other is based on text clustering or the community
detection of keyword co-occurrence networks to discover the topics and then calculate
the internal centrality, density, and other indicators of different networks to judge the
evolution state and analyze the relationship between various networks [3].

For the first idea, some scholars still choose to use the LDA model proposed by Blei
et al. [4] to complete the topic recognition. Compared with clustering, community detec-
tion, and other methods, the LDA model can better quantify the relationship between
documents and topics and reduce the tedious manual processing steps such as adjusting
the threshold of network indicators. Compared with the older methods, such as LSA [5]
and NMF [6], LDA also shows better results. However, after the Word2Vec [7] method
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was proposed in 2013, many researchers combined the word embedding method with
traditional topic recognition methods such as LDA and LSA to create topic models such
as Word2Vec-LDA and GloVe-LDA, which improved the effect of topic recognition by
optimizing text representation methods [8]. Some scholars proposed a Word2Vec-LSA
[9]method and applied it to the research of blockchain technology trends. The final effect
exceeded the PLSA [10] model in many indicators. In 2018, many of the NLP tasks’ best
records were broken by the emergence of BERT [11]. However, the BERT method is
still rarely used in the field of topic recognition and evolution currently. Most of the stud-
ies using the BERT model combine BERT with some basic clustering algorithms (e.g.,
BERT-HDBSCAN) or traditional topic models (e.g., BERT-LDA, BERT-LSA) [12]. In
2020, an advanced topic model -- Combined Topic Model (CTM) was constructed by
combining ProdLDA [13], an improved LDA model based on neural networks, and the
BERT method. This model can effectively utilize context and other semantic informa-
tion to accomplish topic recognition, filling the defects of various classic topic models
[1]. Therefore, the model can achieve the best recognition effect in multiple datasets.
There is currently no research on using novel and complex BERT-related topic models
in the field of topic evolution. We believe topic recognition is a vital prerequisite for
topic evolution, and its effect will impact the final state of topic evolution and the anal-
ysis results of topic association. Therefore, this paper chose the CTM as the basis of
topic recognition and used the Bayesian Optimization method [14] to optimize the CTM
model by combining the pre-trained model in the application domain to obtain the best
topic recognition results.

For the second idea, we consider completing the identification of the topic evolution
path combined with this network science perspective. The characteristics of the network
determine that it ismore suitable for dynamic evolution, association computing, andother
fields. However, it needs to be more comprehensive to quantify the relationship between
topics in different time windows only from the perspective of similarity, especially for
the relationship between topics in the same time window. Liu et al. proposed the idea of
mining future associations of topics by constructing a topic co-occurrence network and
using a link prediction method [15]. Since the topic co-occurrence network can predict
possible future associations between topics, it should also be used to discover existing
associations between current topics. In this paper, we proposed enriching the mining of
the existing evolutionary relationships by constructing the topic co-occurrence network.
With the help of it and the similarity algorithm, we can well explore the relationship of
topics in the same time window and determine evolutionary types, such as splitting and
merging between topics of different time windows.

3 Dataset and Methodology

3.1 Data Preparation

This study selected three text data types, namely literature, patent, and fund, and adopted
three authoritative databases (WoS, DII, Dimensions) as data sources, respectively. A
total of 50,524 valid data pieces were obtained, as shown in Table 1. We found that the
structure of the abstract part of the three types of data is the same. Therefore, we used
the abstract of these three data sources as the original corpus in this study.
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Table 1. Search strategy

Data type Data source Search strategy Records

Literature WoS TS = (“Clustered Regularly Interspaced Short Palindromic
Repeat*” OR CRISPR*) AND PY >= (2002) AND PY
<= (2021)

29877

Patent DII ABD = (“Clustered Regularly Interspaced Short
Palindromic Repeat*” OR CRISPR) OR TID = (“Clustered
Regularly Interspaced Short Palindromic Repeat*” OR
CRISPR*) AND PY >= (2002) AND PY <= (2021)

7544

Fund Dimensions “Clustered Regularly Interspaced Short Palindromic
Repeat*” OR CRISPR*’ in the Title and Abstract

13103

The specific process of data preprocessing is as follows: the abstract text is cleaned
to remove missing errors and duplicate data; To ensure that the text is not too long or too
short to affect the model effect, we screened out the abstract text with a length of 100–
400 words, obtaining a total of 33165 valid data. The other steps include: Performing the
word segmentation and special character filtering; Completing the lowercase conversion,
spell check and correction, word form reduction, synonymmerging, and removal of stop
words, academic words (e.g., ‘method’, ‘survey’, ‘project’, etc.), low-frequency words,
and high-frequency interference words.

After data preprocessing, we divided the time window according to the quantity
distribution of scientific documents each year. The original dataset is divided into three
parts according to the time window.

3.2 Topic Recognition

Through literature research, we know that the CTMmodel is one of the most compelling
topic models. Therefore, based on CTM, this paper combined the PubMedBERT pre-
trained model with the best effect in the biomedical field [2] and used the Bayesian
optimization method to optimize the model to improve the result of topic recognition.
To finally complete the evolution path identification, the total dataset was divided into
multiple time window datasets according to the temporal relationship. Regarding the
optimal number of topics, we decided on the final number by setting a range of different
topics and calculating the coherence of their results.

In evaluating model results, we considered two perspectives: the coherence within
topics and the diversity between topics and selected an index to assess the effect of
different topic models. Compared with past topic coherence indicators such as NMPI,
UCI, and Umass, the Cv index proposed by Röder et al. in 2015 has achieved the per-
formance of reaching the closest score to the human rating and has good interpretability
[16]. Therefore, we chose this index to determine the optimal number of topics and
evaluate the model. Because the calculation method of the Cv index is complicated, it
is not mentioned here. In addition, the Cv metric has been encapsulated in the Gensim
library and can be called directly [17]. In terms of topic diversity, the index of “Topic
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Diversity” proposed by Dieng et al. is more understandable than others [18], which is
calculated using formula (1):

Td = N (unique_words)

K ∗ N (topics)
(1)

where “unique_words” is the non-repeated collection of feature words extracted from
all topics. N (unique_words) is the number of removed words. K is the k of “topk”,
representing the number of the most common words of each topic we selected. In this
paper, k = 10. N (topics) is the number of topics.

3.3 Topic Co-occurrence Network Construction

According to the results calculated by the topic model, we could obtain the probability
of each topic in each document, that is, the “document-topic” probability distribution
matrix. The co-occurrence of topics can reflect the degree of association between topics
to a certain extent. Since the occurrence of topics in each text is independently distributed,
the probability of two topics appearing in the samedocument is equal to themultiplication
of the likelihood of two topics appearing alone, defined as the topic co-occurrence
coefficient between a pair of topics. The calculation method is shown in formula (2):

CTiTj =
∑n

d=1
P
(
Tdi

) × P
(
Tdj

)
(2)

where CTiTj is the co-occurrence intensity of topic i and topic j, Tdi is the probability
that topic i appears in the d published papers, Tdj is the possibility that topic j appears
in the d published documents.

According to the definition, the level of topic co-occurrence coefficient can reflect
the degree of association between two topics. To better present the co-occurring pairs of
topics with a strong association in the topic co-occurrence network, this paper selected
the topic association combinations with co-occurrence coefficient in the top 20% of
all edges according to the Pareto Principle. Then, all the topics were taken as nodes,
the edges with solid co-occurrence relationships were selected, and their co-occurrence
coefficient was taken as edge weight to construct the topic co-occurrence network under
each time window. After filtering the pairs of topics with low co-occurrence coefficients,
the remaining edges can be regarded as having a robust internal association and have the
prerequisite to be judged as merging, splitting, and other evolutionary types. We could
obtain the association between topics in different time windows through the finally got
topic co-occurrence network, which helped mine the evolutionary relationship.

3.4 Topic Evolution Association Mining

The topic co-occurrence network constructed above can show the co-occurrence relation-
ship between topics in the same time window. The co-occurrence coefficient mentioned
above can be used to determine the degree of association of topics in each time win-
dow. The similarity algorithm can obtain the association between topics in different time
windows. Ten feature words are under each topic; the whole can be regarded as a short
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text with word segmentation completed. Therefore, the Doc2Bow method and TF-IDF,
which are suitable for short texts, are chosen to be combined for similarity calculation
in this paper. We accomplished it by the Gensim library in Python. First, the dictionary
and corpus were extracted, and the Bow vector of each text was calculated. Then, the
IDF values of each feature in the corpus were counted, and the TF-IDF model was
established. Finally, we used the trained model to get the TF-IDF value as the similarity
between topics.

TF-IDF can be used for calculating the importance of each keyword to the corpus,
and its calculation formula is as follow:

wx,y = tf x,y × log

(
N

dfx

)
(3)

where tf x,y is the frequency of x in y, dfx is the number of documents containing x, N is
the total number of documents.

The similarity between topics in different periods is calculated by the similarity algo-
rithm above to determine whether topics are related. Multiple related pairs of topics can
be obtained in every two adjacent time windows. There is a topic evolution relationship
between the topics with high similarity.

3.5 Topic Evolutionary Type Analysis and Path Identification

Based on the calculated similarity and co-occurrence coefficient, combined with Pallag
et al.’s six network evolution forms of “birth, death, merger, split, growth, and contrac-
tion” [19], we integrated the index of topic popularity based on the evolution analysis
of topic content. It is because the two evolution forms of topic growth and contraction
can be classified as a kind of “inheritance” relationship in essence. For the evolution of
the inheritance class, we need to measure the volatility in the process of topic evolution
by topic popularity. Considering that the topic not only has volatility but also has spe-
cific stability, adding the evolutionary relationship of “continue” can further improve
the evolutionary type of “inheritance” topic. Topic popularity usually means the degree
of attention to a research topic. A topic with high popularity will attract more scholars
to the research of this topic, so more scientific research results related to this research
topic will be generated than the general topic. This paper took the mean sum of the
probabilities of each topic appearing in each document as the popularity in that dataset.
Because the number of topics in different time windows is different, the distribution of
topics is diverse. Therefore, the topic popularity value should be aligned with the ratio
of the number of topics when comparing topics in adjacent time windows. The formula
is as follow:

r =
∑n

dt+1=1
Tt+1
i

n∑m
dt=1

Tjt

m

· N
t+1

Nt − 1 (4)

where dt+1 is the total number of texts in time window (t + 1), dt is the total number of
texts in time window (t), Tt+1

i is any topic i in time window (t + 1), Tjt is any topic j in
time window (t), Nt+1, Nt is the total number of topics in t respectively.
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As for the evolutionary types of topics, merging and splitting are defined based on
the co-occurrence of topics from the perspective of social network analysis. Above the
threshold, that is, the association coefficient of the involved pair of topics is in the top
20% in the same time slice, which can be defined as a pair of topics with solid association
relationship. By setting the threshold, the edges that are not closely related within the
network can be excluded, and the complex topic association evolution, such as many-to-
one, one-to-many, and many-to-many among the remaining adjacent window topics, can
be ensured. So that the definition of complex topic evolutionary types such as merging,
and splitting was improved.

Table 2. Criteria for determining the evolutionary type of topic

Evolutionary type Explanation Decision condition

Grow Topic research is gaining traction The corresponding co-occurrence
edge does not exist;
ρ1 ≤ sim (Ti

t−1, Tj
t) ≤ ρ2;

γ ≥ 0

Continue The composition of the topic
content did not change
significantly and remained stable

sim (Ti
t−1, Tj

t) ≥ ρ2

Contract The popularity of topical research
has declined

The corresponding co-occurrence
edge does not exist;
ρ1 ≤ sim (Ti

t−1, Tj
t) ≤ ρ2;

γ < 0

Merge The current topic is generated by
merging multiple topics from the
previous time window

In the last time window, all the
related co-occurrence edges exist;
ρ1 ≤ sim (Ti

t−1, Tj
t) ≤ ρ2

Split The multiple current topics are
created by splitting a topic in a
previous window

In the present time window, all
related co-occurrence edges exist;
ρ1 ≤ sim (Ti

t−1, Tj
t) ≤ ρ2

Born The current topic does not exist in
the previous window

The topic set of the previous time
window is St−1,
sim (Ti

t−1, Tj
t) ≤ ρ1;

As well,
Tj

t /∈ St−1

Disappear A topic in the previous window
disappears in the current window

The topic set of the current time
window is St,
sim (Ti

t−1, Tj
t) ≤ ρ1;

As well,
Ti

t−1 /∈ St

To eliminate the interference of the non-core topic evolution path to the final result,
a threshold should be set to filter weakly related topics. In the Table 2, sim (Ti

t−1, Tj
t)

represents the similarity between topic j within the time window (t) and the topic i within
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the time window (t − 1). ρ1, ρ2 are all related to similarity threshold: ρ1 said in adjacent
windows topic association mining minimum threshold, below this value about the topic
will be filtered; ρ2 indicates the topic of the show “continue” evolution relationship
corresponding similarity threshold to be met, the pair of topics whose similarity is more
significant than the ρ2 will be regarded as a relationship of “continue”. γ is the volatility
rate in topic popularity. Whether γ is positive or negative indicates whether the topic is
growing or contracting. To determine the threshold, first set the initial thresholdmanually
and then adjust it by grid search. When it achieves the best visualization effect, ρ1 =
0.15 and ρ2 = 0.54.

According to the topic evolutionary type defined above, we can comprehensively
judge the evolution state of each pair of related topics in the adjacent time window
based on the co-occurrence coefficient within the topic, the external similarity between
topics, and the topic popularity. Then the topic evolution path drawing is completed by
visualization technique.

In terms of topic evolution path recognition, Hui et al. proposed a topic evolution
pathway generation algorithm and calculated the importance of each path [3]. To have
a more precise and intuitive understanding of the crucial development and changes in
technology-related topics, we proposed amethod to calculate the importance of the topic
evolution path. Firstly, Gephi generated a topic co-occurrence network based on the topic
edges with greater co-occurrence intensity within three stages. Then, the importance
of each node was calculated based on the harmonic closeness centrality index and its
weighteddegree inGephi. Finally, the importance of the nodes on each evolutionpathway
was summed to obtain the path importance.

The Harmonic Closeness Centrality is a modified measure of so-called centrality,
which is a good measure of whether or not a node is in the center of a network or
how close it is to the center. For the undirected weighted network, the weighted degree
can intuitively reflect the node’s frequency of occurrence and its influence in the co-
occurrence network. Therefore, considering centrality and power, the importance of a
node in the network can be measured well with the help of these two indexes.

Since the weighted degree of the node is affected by the number of topics and docu-
ments, it is necessary to normalize the weighted degree of three co-occurrence networks
first and then according to the normalized degree of all nodes and the harmonic closeness
centrality value calculated by Gephi, use the CRITIC method to calculate the weight of
these two indicators. The CRITIC method can be applied to weight comprehensively
considering data correlation and fluctuation, and the weight is obtained from the objec-
tive calculation, which excludes the subjectivity of artificial weighting [20]. Finally, the
node importance of each topic is calculated by weighting the two values according to
their weights:

KTi = w1 ∗ HTi + w2 ∗ NWTi (5)

whereHTi represents the harmonic closeness centrality of topic i,NW Ti is the normalized
weighted degree of topic i. While the w1, w2 are the weights of the former two.

After calculation, we obtained that w1 = 0.283, w2 = 0.713. After weighted anal-
ysis, the importance value of each node is received, and then the importance of each
evolutionary path is accumulated.
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4 Result

4.1 Time Window Division

To study the evolutionary path of the topic in the temporal correlation, it is necessary to
divide the data according to the time interval first. The distribution of text quantity over
time is shown in Fig. 1.

Fig. 1. The distribution of scientific documents quantity over time

Based on the literature growth theory and the quantity distribution of scientific doc-
uments [21], this paper divides the whole period into three intervals: preliminary explo-
ration period (2002–2013), rapid growth period (2014–2018), and stable development
period (2019–2021), as follows: (1) The number of documents from 2002 to 2013 is
small, and the overall trend of a slight increase indicates that CRISPR-related research
at this stage has not been paid attention to and is still in the exploration period. (2) The
growth rate of documents from 2014 to 2018 was significantly higher than that of the
previous period. The number of documents showed exponential growth, indicating that
CRISPR-related research was rapidly growing. (3) Compared with the previous period,
the growth rate of the number of documents decreased from 2019 to 2021, and the growth
tended to be stable, indicating that the research was in the stage of stable development.
Data from each time window will be used for topic identification respectively.

4.2 Topic Recognition

In this study, the time windows’ data were labeled as 1) dataset A – 2002–2013; 2)
Dataset B – 2014–2018; 3) Dataset C – 2019–2021. Dataset A was used as an example
for presenting the subsequent results.

Due to the random initialization of model parameters in the training of the neural
network model, the results of each training are different, so the average value of multiple
training is needed to determine the optimal number of topics.When choosing the optimal
number of topics, the number of topics needs to be set as 1–40 for training in each round
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of testing, which takes a long time. Therefore, we repeated five rounds of tests and
averaged them for comparison.

As shown in Fig. 2, when the number of topics was 9, the average coherence score
reached the highest value. After calculating, the optimal number of topics for datasets
A, B, and C were 9, 14, 14, respectively.

Fig. 2. The average coherence score for different number of topics (dataset A)

The empirical research field selected in this study is CRISPR-related technology. As
a critical technology in the biomedical field, its related texts consist of many technical
terms. Therefore, the pre-trained model directly using general texts may have a poor
effect. So, we chose PubMedBERT, the most influential biomedical text pre-trained
model, to accomplish the BERT vector embedding of the corpus. PubMedBERT is a
domain-specific language pre-trained model developed by Microsoft researchers for
biomedical NLP tasks. The researchers chose PubMed, the authoritative biomedical lit-
erature database, as their data source and constructed a pre-trained corpus of 14 million
abstracts and 3 billion words. In multiple NLP tasks, PubMedBERT performs signifi-
cantly better than other biomedical pre-trained models such as BioBERT, BlueBERT,
and ClinicalBERT [2].

In the relevant models involving neural networks, the setting of hyperparameters
generally significantly influences the final operation results. However, because themech-
anism of this effect is somewhat unexplainable, people typically need to manually adjust
and constantly try to improve themodel’s effectiveness.We chose Bayesian optimization
to solve the problem of hyperparameter setting. The Bayesian optimization method uses
Gaussian process regression to add the new hyperparameter setting information to the
prior knowledge of the sampled points. We selected three hyperparameters of the model
for optimization, namely dropout, number of network layers, and number of neurons.
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After 50 iterations of calculation, as seen in Fig. 3, the output result of iteration 34 (as
well as the 35th iteration) achieved the highest coherence value. Then we selected the
hyperparameter of it as the best choice.

Fig. 3. The average coherence score per iteration (dataset A)

Under the premise of unifying the number of topics, several models, including
OCTM, CTM, BERT-LDA, and some classic topic models, were trained and tested
for several rounds. Due to the random sampling and parameter initialization in the train-
ing process, this paper takes the average effect of 10 times tests for each of the following
models as its score to reinforce the reliability of the experimental results. The topic
coherence and diversity values of the topic recognition results of each model are shown
in Table 3. Through optimization, OCTM performs better than the original CTM and

Table 3. Effect evaluation of each model (Best results are marked in bold)

Model Coherence Diversity

LDA 0.448 0.242

NMF 0.422 0.494

ProdLDA 0.563 0.956

BERT-LDA 0.531 0.902

CTM 0.570 0.918

OCTM 0.600 0.949
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topic models proposed by other researchers. It achieved the highest coherence score and
the second-highest diversity score.

Using datasets, A, B, and C as a corpus, the topic recognition is completed by using
the optimized CTM (OCTM). By consulting experts in gene editing, we summarized a
professional vocabulary in the field of gene editing. The topics were named according
to each topic’s feature words and the vocabulary (Table 4). Finally, the results of topic
recognition in each time window are as follows.

Table 4. Topics for different time windows

Dataset Topics and topics number

A
(2002–2013)

AT0_Cas6 gene | AT1_CRISPR Genome Engineering | AT2_Saccharomyces
cerevisiae | AT3_breast cancer cells | AT4_viral genome editing |
AT5_CRISPR/Cas9 system | AT6_gene transfer | AT7_mouse models |
AT8_ribosomal DNA

B
(2014–2018)

BT0_human immunodeficiency virus | BT1_mitochondrial membrane potential
| BT2_reactive oxygen species | BT3_gene function | BT4_vascular endothelial
growth | BT5_DNA cleavage | BT6_single guide RNA | BT7_Transcription
Activator-Like Effector Genes | BT8_pluripotent stem cells | BT9_zebrafish
model | BT10_mouse models | BT11_cancer cell lines | BT12_DNA ligase |
BT13_mental disorders

C
(2019–2021)

CT0_DNA sequence data | CT1_gene therapy | CT2_humoral immunity |
CT3_antibiotic resistance genes | CT4_human genetic diseases | CT5_AAV
delivery | CT6_cell membrane | CT7_model plant Arabidopsis | CT8_cell
proliferation | CT9_gene editing | CT10_DNA breaks | CT11_DNA cleavage |
CT12_mouse models | CT13_zebrafish model

4.3 Co-occurrence Network

Take dataset C as an example; there are 14 CRISPR domain topics in 2019–2021 and
91 pairs of topics. The maximum co-occurrence intensity among topics is 107.7, the
minimum value is 36.2, and the average co-occurrence intensity is 52.8. According to
Pareto Principle, we take 18 pairs of topics (20%) with high co-occurrence intensity
as the topics with “internal association”. Similarly, we took 7 and 18 pairs of topics in
datasets A and B, respectively. Then, according to the selected strongly associated topic
co-occurrence edges and all topic nodes, the topic co-occurrence networks of the three
stages were constructed (Fig. 4).

4.4 Analysis of Topic Evolution

By combining the three indicators of topic popularity, topic similarity, and topic co-
occurrence coefficient, and with the help of the topic evolutionary type judgment table
mentioned above, we can obtain the evolutionary types of all topics after linking the
topics of adjacent windows according to their degree of association.
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Fig. 4. Two forms of co-occurrence network of topics (dataset C)

Fig. 5. All topic evolution paths with evolutionary type markers

Figure 5 shows the evolution path of research topics in the CRISPR technology
field in three stages in the past 20 years. Longitudinally, each topic in the same period
constitutes a node, showing the difference in the distribution of the number of topics in
different time windows. Horizontally, the lines between topics in other time windows
represent the topic association, showing a variety of complex evolution forms such as
splitting and merging.

4.4.1 Analyze the Difference in Topic Evolution from a Macro Level

As seen in Fig. 5, there are considerable differences in the evolutionary types of research
topics in different periods in the CRISPR technology field. In the early stage of the
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research (2002–2013), only topic AT5 belonged to the differentiated research topic.
Two new research directions were differentiated in the development process: BT0 and
BT5. The research content of this topic is broad and enlightening, and it could also be
regarded as the most “prospective” emerging research trend within this time window.
Regarding topic fusion, there are mainly two pairs of topics, AT2 + AT6 and AT1 +
AT5, in this period, producing topic BT2 and topic BT0, respectively. Several topics,
such as BT1, BT4, and BT8, appeared in the second period for the first time and had no
apparent connection with the topics in the earlier period of the study.

In the middle period of the study (2014–2018), the differentiation ability of topics
was generally enhanced, and multiple topics were divided to produce more new topics.
However, due to the frequent occurrence of topic fusion, the number of topics that
appeared in the third time window is equal to that of the second time window. As evident
from the graph, research on CRISPR technology continues to evolve to see many new
topics born and discover more complex topics.

By linking the macroscopic evolution process of topics with the characteristics of
topics themselves, we found that topics with high importance, such as AT5, BT0, and
BT3, are often topics with strong differentiation ability and can be further divided to
generate more new research directions. Topics differentiated or integrated from topics
of high importance are also significant such as CT1, CT4, and CT9. The six topics
mentioned above are all in the top 30% of all topics in importance.

4.4.2 Analyze the Critical Topic Evolution from a Micro Level

The importance of the topic evolution path was calculated and ranked among the three
stages. The path with the highest significance in each evolutionary type was selected,
and then the way to form a complete path among the three stages was screened. For
evolutionary types such as merging and splitting, the importance of relevant nodes is

Fig. 6. The crucial topic evolution paths
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calculated according to the mean value of the importance of multiple topics involved
in the same window. Finally, the critical topic evolution pathways can be obtained, as
shown in the figure below.

As can be seen from the figure, there are three main topic evolution paths:

1. (Inheritance) AT8 → BT7 → CT10

The first evolutionary path in Fig. 6 is a DNA-related topic, and the primary evolutionary
type of this path is the inheritance class. Specifically, it is reflected in two “growing”
evolution from AT8 to BT7 and BT7 to CT10, respectively. To a certain extent, this
demonstrates the stability of the research topics related to DNA. From ribosomal DNA,
it evolved into TALE and its closely related TALENs technology. TALENs were popu-
larized around 2014 and replaced the traditional ZFNs gene editing technology with its
unique advantages. Then, within the time window of CT10, CRISPR replaced TALENs,
so the topic evolved into DNA breakage-related research related to gene therapy.

2. (Fusion) AT1 → BT0, AT7 → BT3, BT0 + BT3 → CT12

This path demonstrates the tenacious vitality of the topic of mouse models. Mouse
models have been proposed since the first-time window, and after complex evolution and
fusion, they can finally be included in the latest time window. It shows that the mouse
model has survived, and the combination with CRISPR-related technology has produced
new changes. From the changes of the features under the topic, the connotation of the
mouse model has experienced a remarkable development: from the core of “in vivo”,
“disease” and other broad words to focus on “virus”, “infection”, and even the research
scope gradually extended to “in vitro”, “paralysis” and other more diverse and specific
research fields.

3. (Merging & Splitting)AT5 + AT1 → BT0 → CT9 + CT12

This path first reflects the pivotal position of HIV in CRISPR technology research as
scientists strive to overcome the AIDS epidemic that has plagued modern humankind
through CRISPR-related gene-editing tools such as Cas9. The following topic-splitting
process further confirms the above analysis of the evolution of the mouse model. The
emergence of such a grand and broad research topic as “gene editing” also reflects the
close relationship between HIV and various gene editing technologies and people’s high
expectations of using gene editing technologies and methods to solve major diseases.

4.4.3 The Comprehensive Topic Content Evolution

The global evolution of CRISPR-related topics content over the past 20 years is shown
in the Fig. 7.
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Fig. 7. The global evolution pathway of CRISPR-related topics (2002–2021)

5 Conclusions and Discussion

In this study, we started from the perspective of multi-source data fusion and introduced
and optimized the Combined Topic Model (CTM). We obtained excellent topic recogni-
tion results based on theOptimizedCTM,which performed great in both topic coherence
and diversity. After that, we accomplished the topic evolution path identification by sim-
ilarity, co-occurrence coefficient, and popularity. In addition, we proposed a method of
calculating the importance of nodes in the undirected weighted network. According to it,
some pivotal evolution paths were selected for specific analysis. Ultimately, we analyzed
the evolution of CRISPR-related research topics from macro and micro perspectives.

Overall, our main contribution is to provide a research framework that integrates the
topicmodel and social network perspective to analyze the evolution of a specific technol-
ogy field. When we determine complex evolutionary relationships, such as merging and
splitting, it is more rigorous to consider whether the association between topics exists
within and outside the time window.

In the future, we will adopt more heterogeneous data, such as social media data,
government documents, and technology-related stock market information, to enrich the
diversity of data sources and improve the universality of the method. We used mixing
type data for topic modeling, but the topic modeling result may also depend on the text
type. So,we plan to verify it by experimenting separatelywith different kinds of text data.
The method we proposed seems to be more complicated than several classic methods.
To make our findings more credible, we will further explore differences between our
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method and other methods regarding feasibility and research efficiency. In addition, we
will consider dividing the dataset into more time windows to show specific and detailed
CRISPR-related topic evolution paths and use time-series linked data to predict the future
development and evolution of the technology.
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Abstract. While heuristics are useful resources for designing the web’s infor-
mation architecture (IA) from scratch today, IA practitioners occasionally receive
requests to redesign established products, and guidelines are also needed to address
such “redesign” requests. Past studies on IA design tend to focus on prototyping
and how iterations contribute to final products, but such iterations have more to
do with how users interact with the prototype than with its IA per se. This com-
mentary paper reports a workflow for re-designing and optimizing two websites’
information architecture (IA). Based on two case studies,we explored a redesigned
workflow of IA, which contains five stages: 1) screening, 2) synergizing, 3) syn-
chronizing, 4) IA development 5) evaluation & execution. Compared to designing
an IA from scratch, a team who redesigns an IA may communicate with more
stakeholders and consider internal politics’ impact. Our proposed IA redesign
workflow helps web designers allocate resources and prioritize work when given
redesign tasks.

Keywords: Web information architecture · Government Information ·
Government website · Learning management system

1 Introduction

Information architecture (IA) is the art and science of structuring information products’
content through different systems e.g., organization, labeling, and the design of effective
navigation tools according to Rosenfeld and Morville [7]. A well-crafted information
architecture of a website provides a clear path and speeds up the wayfinding process.
It also improves the findability and usability of web content to provide users with an
intuitive and efficient experience [9]. In fact, in an information-resilience society, acquir-
ing quality and correct information can help people conduct proper decisions in an era
bombarded with overwhelming information.
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However, in the fast-changing information era, several out-of-date websites’ IA can-
not endure the massive change of intensive information, causing worse accessibility.
Redesigning information-oriented websites has thus become a common task for many
Web IA or UX designers. While textbooks and heuristics are useful resources when
designing IA from scratch, IA practitioners (i.e., information architects) occasionally
receive requests to redesign established products, and the same instructions would not
be applicable. Unlike the design process that can be followed from scratch, the workflow
of such redesign activity is seldom documented, archived, or examined by third parties.
Even though several researchers share their experience in optimizing different scenario
websites’ IA [6, 8], little is known regarding an IA redesigned workflow.

Past studies on IA design tend to focus on prototyping and how iterations contribute
to final products, but such iterations have more to do with how users interact with the
prototype thanwith its IA per se. Indeed, inmost of the redesignwork that we are familiar
with, content (e.g., each label of hyperlinks) has not been considered, leading to gaps
between final products and users’ expectations of “how they should really look” despite
numerous iterations.Without consciously examining thewebsites’ information structure,
the experience of visiting an information space may be frustrating and unpleasant for its
users [1].

Despite the lack of specific protocols when redesigning a web page’s IA, several web
design guidelines have been developed to foster effective design decisions and checklists
set to serve as a mechanism of reminders in redesigning [3]. While the Content strategy
guide designed by the department of Digital Profession of the Australian Government
provides a series of building new content or redesigning existing content using checklists
(e.g., “Is there a metadata strategy?” “What are the relationships among various infor-
mation”), these listed items notably lack time sequences. These recommendations apply
to a process but lack the overall implementation work that should be done in each stage.
Therefore, the work can be expanded to introduce a timeline, which could aggregate the
appropriate to-do in each stage following a time sequence.

This commentary paper documents a project inwhich the authors constructed awork-
flow to enhance two websites’ respective IA. Beyond its relevance to the two projects in
question, this workflow can also serve as a basis for IA professionals’ construction of
new IA or whole new websites. It comprises five stages: 1) screening, 2) synergizing, 3)
synchronizing, 4) developing IA, and 5) evaluation and execution.

Each of these steps in redesigning an IA contains several distinct tasks and we would
have these tasks followed by a time sequence to curate a workflow. To better elaborate
the workflow, we extracted objects involved in these tasks and sorted them into two
categories: artifacts and stakeholders. Artifacts are the products we interacted with,
including the target website to be improved and exemplar websites whose IA we would
like to refer to or adopt. Stakeholders include clients (i.e., redesign sponsors) and users
(i.e., website visitors).

The overview of two IA redesign cases is shown in Table 1, namely the city-
government portal as well as the learning managing system. During the first redesign
case, as several rounds of context were executed within, it generated a “blueprint” of
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how the process could be, providing the inspiration to apply the approach from the pre-
vious to the next. Upon running down the process over again, we were able to adapt the
experience to the other and examine the feasibility as a whole.

Table 1. Overview of two IA redesign cases

# Case Description

Case 1 City-government portal A city-government portal for City K (with a population
of 370,000, equivalent to Tampa, Florida), which
provides services and offers information mainly to its
residents and tourists

Case 2 Learning managing system A research university’s learning managing system
(LMS), which supports nearly thousands of courses

2 IA Redesign Workflow

In this section, we walk through the redesigned workflow broken down by screening,
synergizing, synchronizing, developing IA, evaluation, and execution.

2.1 Stage I: Screening

The goal of environmental screening aims to comprehend the focal websites in their
existing forms and identify sets of improvement targets for each of them. This stage
began with preliminary interviews with our stakeholders to gather more context for the
redesign and its rationale and to consider more weeding and keeping operations.

City-Government Portal. In the case of the city portal redesign, these preliminary
interviews with stakeholders included two of the clients – i.e., executives of City K, one
from its IT department and the other, an administrator – and users, who were mostly
residents of the city (n = 3) or people who commuted to work there (n = 2).

Learning Managing System. For the LMS redesign, we also conducted interviews
with the clients, i.e., the team operating the LMS, and the system’s users, including
faculty (n = 1) and students (n = 11). Additionally, we collected user behavioral data
backstage, covering their most commonly used services/functions and their visiting logs.

In both cases, these interviews helped us to considerably clarify our redesign goals,
thus reducing labor and other costs, as more fully explained below.
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2.2 Stage II: Synergizing

A deep dive into the website’s contents, functions, and features is processed to enhance
its capability and ensure it can provide its audiences with essential information. The
city-government portal has a redesign goal to enhance the accessibility of content. As
for the learning managing system, its goal is to make learning tasks easier and more
organized by providing amore efficient access to information. To strengthen these goals,
we inspected its existing items and explored new ones through reference work.

Services for City-Government Portal. Apart from delivering timely information and
news related to the county or city that we expected to see on the city government portal;
the city government portal, in fact plays a crucial role in providing services (e.g., “jobs
and employment” and “medical and health care”) to its citizens. To enhance the content
being delivered, we looked into the service it provides.

To better understand what services should be taken into account for the city portal,
we gathered detailed information on the services offered via the web portals of nine
other cities of similar scales, listed in Appendix 1 (available at: https://osf.io/e2a3y/).
It is worth noting that some of the service items had different granularity levels (e.g.,
“work” vs. “recruitment information” vs. “government vacancy”), but at this stage, we
simply collected all of them.

By labeling the collected service items with various marks or colors, we were able
to eliminate duplicates and then sort the unique ones into a finalized list, including 1)
arts and cultural, 2) business and investment, 3) covid-19 relief and economic stimu-
lus package, 4) disasters and emergencies, 5) economic development, 6) education, 7)
employment/get a job, 8) entertainment/ recreation, 9) environmental protection, 10)
fertility/ childcare subsidies, 11) general affairs, 12) household affairs, 13) housing, 14)
labor rights, 15) land affairs, 16)medical and health care, 17) opinionmailbox, 18) safety
and health, 19) social aid, 20) social assistance, 21) social allowance, 22) social care,
23) tax, 24) tourism, 25) transport infrastructure. This process, which was very similar
to card-sorting techniques, was to ensure that we had as broad a coverage as possible
among the examined portals, which could later serve as a potential list of services for
use when designing and redesigning websites.

Web Components for City-Government Portal. While we can easily come up with
several web components that a city-government portal may contain, including announce-
ments, contact us, footers, etc., there was just time that we could nowhere spot specific
components that we consider friendly to have. To ensure users can fulfill their requests
upon reach, we looked into the components that it provides.

In this process, different web components of the cities were collected. The exact
process was undergone in nine other city websites. The list of the compiled components
is shown in Appendix 2. In addition to considering which components were present
vs. absent from each of the ten cities’ portals, we also considered their many different
forms. Since the visual designs of these components might affect users’ preferences
[4], we asked our participants to choose which component(s) they most wanted to see,
along with their aesthetic forms. Based on our experience, design teams should avoid
putting off potential users with visual design elements, even when no specific negative
comments about such components are received. For example, a potential user might

https://osf.io/e2a3y/
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vote against a web component because s/he finds its colors disharmonious rather than
lacking functionality. The full list of web components after a competitive analysis of
nine other cityWeb portals includes: 1) announcements, 2) annual highlights, 3) awards,
4) city image, 5) city issue, 6) city marketing, 7) contact us, 8) dashboard, 9) external
links, 10) float buttons, 11) footer, 12) hamburger menu, 13) header menu, 14) latest
news& features, 15)map, 16) services, 17) site search, 18) statistics, 19) tourist calendar,
20) transparency in government, 21) upcoming events, 22) video clip, 23) specialized
services. These unique components are readily for-use upon future redesigning.

Functions for Learning Managing System. Since the learning managing system’s
content is usually specific to individual students and entering them requires identity
verification, it was less straightforward to identify websites that were directly compa-
rable but not private and highly secure. Thus, we turned to non-LMS online learning
platforms such as Coursera, which have broadly similar content but are more accessible
than Moodle, Canvas, etc.

We also looked into other heterogeneous types of websites for other functions that
might inspire the redesign of the focal LMS. For example, we identified a project-
management system with what we considered an exceptionally well-designed progress
bar, and given that the LMS functioned in part as a platform for students to hand in
assignments – which could be conceived of as a task resolved – we adopted it. Other
web gadgets like weekly screen time recording/display were also incorporated as a
possible means of helping LMS users keep better track of their learning behavior.

2.3 Stage III: Synchronizing

This stage began with stakeholders’ reviews of the entity components deduced from
the previous stages’ analysis and compilation work. Specifically, we conducted in-depth
interviews with the clients (city government for Case 1; the university for Case 2) and
users to ensure that the results of our competitive analysis were legitimate and realistic.
Based on our experience, we recommend that IA professionals conduct interviews before
and after the synergy stage. The preliminary stakeholder interviews, described above as
part of Stage I, can equip the design team with concrete requirements and specific
redesign goals. For example, in the Stage I interviews, users’ actual logged data can be
collected to help shape the team’s understanding of a website’s most commonly used
functions and services. In contrast, in the in-depth interviews after Stage II, stakeholders
can be shown the designers’ list of derived components, which will likely help them be
explicit about needs that might otherwise be difficult to articulate by providing a “big
picture” to refer to. In addition, data from the latter set of interviews can help ensure
that the results of competitive analysis concretely align with their imagination.

2.4 Stage IV: Developing IA

After completing the first three stages, we commenced building up the IA blueprints.
Based on the Stage III data, we prioritized website entity components before adjusting
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the websites’ components according to the insights gathered from our clients and poten-
tial users, to improve such sites’ IA structures and their navigation tools in particular.
Specifically, we applied the “broad and shallow” pattern of IA, as named by Rosenfeld
[7], over unorganized services to reduce obstacles that users might encounter when seek-
ing them. We also applied the suggestion by the Australian Taxation Office [2], which
claims that the larger and deeper the IA becomes, the more difficult it is for users to
navigate, resulting in important search issues as relevant services are buried deep in the
site. We applied the suggested categorization rule to ensure each label was hierarchi-
cal and logically understandable, and crucially, we confirmed that the IA headings did
not contain any overlapping labels. The outcome of this process was the final IA for
adoption.

On the other hand, we included a user-type-based IA design mentioned in the Strat-
egy guideline provided by the Australian Government [2]. In this content group by
user type, we searched for terms that could be applicable, and we retrieved govern-
ment, business, residents, and visitors from Hawaii.gov. As a result, at the beginning of
the navigation process, users categorize themselves as travelers/ visitors, residents, and
business-purpose travelers and thereafter are presented with services accordingly. We
expected that this iteration could markedly improve user experience for those who enter
a city-government portal without specific needs in mind.

2.5 Stage V: Evaluation and Execution

Finally,we tested the usability of the final products by observing howeach user interacted
with the newly added features. Specifically, we asked them to perform basic searching
and browsing tasks with the think-out-loud approach as they interact with the web, as
suggested by Nielsen [5]. And within this stage, unlike user-centered design that has
the proximity to change accords to all suggestions, under this scene, we suggest that the
clients should be again involved to reach a decision and ensure the improved contents
and information architecture that can be aligned with their redesign goal.

As a result, the user interview feedback was actually “pre-prepared” and facilitated
the discussion about whether various user-recommended improvements should be car-
ried out. Each improvement that the clients broadly agreedwas desirablewas then ranked
in light of their budgetary and human-resources constraints, and the final products were
adjusted accordingly.

2.6 The Five-Stage Redesign Workflow for Website IA

The outcome of the five-stage redesign process for website IA we have described above
is the heuristics-based workflow presented in Tables 2 and 3.



“Design, Design, and Design Again” 71

Table 2. The overall redesign workflow for IA artifacts

The website to be
improved

Exemplar
websites

To-be-adopted IA

Stage I. Screening § Comprehend the
website
§ Identify
improvement targets

Stage II.
Synergizing

Sub-stage 1 § Inventory its
website entity
components

§ Gather and
inventory
exemplar
websites’ entity
components

§ Gather and
inventory exemplar
websites’ entity
components

Sub-stage 2 § Sort all website
entity components
§ Prepare list of
unique entity
components for
further use

Stage III. Synchronizing

Stage IV. IA development § Adjust the
website’s entity
components
according to insights
collected from
stakeholders
§ Derive IA for use
§ Improve the
website’s IA
structure and
navigation

Stage V. Evaluation &
execution

V-1. Conduct
usability test of
product
V-4. Adjust the IA
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Table 3. The overall redesign workflow for IA stakeholders

Clients Users

Stage I. Screening § Conduct preliminary
interviews
§ Collect backstage
information on user
behavior

§ Conduct preliminary
interviews

Stage II. Synergizing Sub-stage I

Sub-stage II

Stage III. Synchronizing § Confirm whether the
results of competitive
analysis are realistic
§ Ensure that the goals and
results of competitive
analysis are aligned

§ Confirm whether the
results of competitive
analysis are realistic
§ Ensure that the goals and
results of competitive
analysis are aligned

Stage IV. IA development § Prioritize the website
entity components

§ Prioritize the website
entity components

Stage V. Evaluation & execution V-3. Execute the web
improvement with clients’
further input

V-2. Conduct further user
interviews

3 Concluding Remarks

We hope that the five-stage redesign process for website IA can and will be applied
to many different products in various contexts, saving IA professionals time and labor.
Though its order is fixed, theworkflow is also flexible in the sense that if clients articulate
additional needs, those needs can be added to it, or, in circumstances where time or
other resources are exceptionally constrained, eliminating some tasks would also be
acceptable.

It is worth noting that the process in Stage II would be applicable to all entity
components. In general, the process would be to inventory entity components of the
to-be redesigned websites and the exemplar websites, extract elements that could be
applicable within heterogeneous websites, and collect and record them in a spreadsheet.
Finally, after aggregating and merging each website’s entity components, eliminating
duplicates, and filing and renaming similar ones would then result in a list of unique
components for use.

It is hoped that this commentary paper’s practical experience and workflow could
be applied and followed in different practices. With the enrichment of cases, we antic-
ipate that a steadier framework could eventually become a protocol that will be widely
circulated in the IA community, both by those engaged in redesign tasks and by those
designing websites from the ground up, to considerably streamline their processes.
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Abstract. Provenance is the story of objects: how they have come to
be, what they could have been, what they will be. This paper explores
the temporal complexity of provenance and suggests the need for the
concept of subjunctive provenance. Using the example of building an
IKEA LACK table, the authors explore the concepts of retrospective
and prospective provenance to highlight gaps and the potential for sub-
junctive provenance.
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1 Introduction

Documenting provenance is a core concern in information science. In archives,
functional provenance documents the origins of materials [15]. In metadata,
provenance elements and properties document process information about digital
objects to ensure long-term accessibility [5]. In data curation, provenance helps
establish trust in data as it is (re)used [13]. This wide-ranging body of infor-
mation science research has yielded several provenance documentation models.
An OCLC/RLG working group developed PREMIS, metadata for digital preser-
vation. The eScience community developed various provenance-related models,
namely PROV and its subsequent PROVlets.

Different subfields center different temporal aspects of provenance. History-
oriented subfields like archives and museum studies focus on reconstructing the
story of how an object came to be (or retrospective provenance [6]). In such cases,
provenance describes how an object was created and how the object has trav-
eled through space and time to the present. Showing unbroken chains of custody
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from an artist’s hands to a museum curator’s, for example, helps establish that
a painting is real rather than a forgery. In curation and e-science, models and
tools foreground a set of stories about what can or will happen (or prospective
provenance [6]). Here, provenance documentation speaks to potential futures,
what steps could be taken to rerun, recreate or extend upon an experiment.
The relationship between retrospective and prospective provenance is a com-
plicated one: provenance documentation travels backward and forward in time.
This paper was inspired by the following provocations:

– When do the links between prospective and retrospective provenance break?
What can be done to prevent/identify such separation?

– How can retrospective and prospective provenance be distinguished and
applied to different areas?

We argue that these two tenses, the retrospective and prospective, are not
sufficient to describe the temporal richness of provenance. We propose the term
subjunctive provenance to speak about non-actual events that are contingent
and dependent. This study addresses these questions using the all-too-common
challenge of building IKEA furniture as a toy model for exploration and analysis.

2 Context

2.1 Retrospective Provenance

Retrospective provenance is the story of how an object has come to be– its
history in the world. In art history, researchers are tasked with constructing a
narrative about what happened to artworks in the past, sometimes stretching
back hundreds of years [9]. In archives, retrospective provenance operates in
relation to concepts like the 19th century French principle of respect des fonds.
Because many archival records derive from quotidian practices of institutions, in
many cases the need to find ownership traces is less relevant than in art history.
In its earliest iterations, provenance in archives was tied to the standardization of
organization in European archives that privileged original order, as opposed to a
library-like organization that sorts materials according to external categories like
Dewey and LCSH designations [7]. Challenges in documenting provenance arise
where original order is disturbed, when changes to the organizational structure
of the institution means the order of the archives also must change, or when
provenance documentation for an object is missing.

Cook argues that we need to know about the creator of the archival records;
the creation of the record itself becomes bound up with the larger provenance
story of an object [3]. Archives scholars introduced secondary provenance to
expand the definition of provenance further, to encompass layers of context sur-
rounding objects [2,16]. Nordland [16] examines how archival records change
over time as they are reinterpreted, and Conway employs secondary provenance
to address the need to re-imagine provenance in a world of digital surrogates
where the original objects might no longer be present. Conway’s work [2] also
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invokes the work of digital humanists such as Kirschenbaum and Drucker who
raise concerns about digital materiality [8,12]. Kirschenbaum’s work [12] on digi-
tal traces brings retrospective provenance into conversation with e-materials: the
speed of creation and volume of e-materials pose a challenge to older archival
approaches to provenance based on fonds. Digital humanities work also shares
concerns with media history and media archaeology work. While this field rarely
labels their work as provenance work, the construction of the context in which
media objects are made and deployed, such as Robertson’s [17] work on filing
cabinets and Sterne’s work [18] on MP3s combine the contextual approaches of
archives, the material traces of digital humanities, and the historical research of
art history.

Yet while most of the literature about retrospective provenance comes from
history domains, the germinal literature in these areas rarely uses the retrospective
qualifier. Provenance in its original use cases is, by dictionary definition, retrospec-
tive. This terminological distinction originates with scholars in the e-sciences in
particular, who need to differentiate between the recipe (prospective provenance)
and the runtime (retrospective provenance) in scientific workflows [14].

2.2 Prospective Provenance

While retrospective provenance is about what happened, prospective provenance
can be thought of as a recipe for how to make something happen, or how an
object will come to be. Formal recipes, in the form of cookbooks, date back to
1700 B.C.; formalizing recipes into workflows became popular in the computer
age, stemming from punch cards in the 1700 s s and expanding into computa-
tional sciences in the twentieth century. The advent of scientific workflow man-
agement systems gave rise to a need to standardize workflow specifications. The
Open Provenance Model for Workflows (OPMW) and ProvONE were responses
to this need [4,10]. These models allow for the descriptions of the data, processes,
and agents that will be used to perform computations.

Computational models link prospective and retrospective provenance. The
workflow specification is a description of how a computation can be performed
in the future. Retrospective provenance is the description of how a particular
computation has actually been performed. The PROV and ProvONE standards
center the importance of maintaining connections between these tenses, and each
standard has elements for expressing both retrospective and prospective concepts
[4,11].

Prospective provenance refers to workflows, plans, or recipes [4,10]. In doing
so, it sometimes elides the space between what will happen and what could hap-
pen. Some recipes include a finite set of linear steps: in this case, barring equip-
ment failure, the workflow documents what will happen. Prospective provenance
is also used to refer to situations with branching steps: workflows where agents,
human or otherwise, can choose Path A, leading to one set of steps, or Path
B, leading to a separate set of steps. These branches might be formalized: a
program can include two protocols and it might run each a number of times to
generate data for comparison. This process is a simplification of what happens
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frequently in computational or laboratory experiments. In everyday examples,
like cookery recipes, written instructions might not present multiple optional
protocols, but people cooking in a kitchen informally add steps, diversions that
could happen. These conditional changes to the plan occur when, for example,
substituting gluten-free flour for wheat because of an allergy or forgetting to add
fresh parsley at the end.

While computational sciences tend to combine the could happens with the
will happens, we argue that these two tenses, the conditional and the future,
merit separation. If prospective provenance, by definition, is about what will
happen in the future, then we propose the term subjunctive provenance to speak
about what could happen. In the following section, we explore this full temporal
spectrum of past, conditional, and future using a simple toy model: building an
IKEA table.

3 Use Case: IKEA as a Microcosm

“I’m supposed to attach a brackety thing to the side things using a bunch
of these little worm guys. I have no brackety thing. I see no worm guys
whatsoever. And I cannot feel my legs.”
–Ross Geller in the pilot of Friends, building IKEA furniture

Provenance concerns abound in many disciplines, and part of what impacts
the diversity of definitions and approaches is the objects to which these prove-
nance stories attach. The provenance of wine may look quite different to the
provenance of seeds or the provenance of a nuclear magnetic resonance spec-
troscopy analysis process, even while we argue that all these conceptions share
a foundational definition: provenance is a story of how objects come to be [1].

We offer a tangible example for exploring the temporality of provenance:
building IKEA’s LACK coffee table. The scenario is derived from the sitcom How
I Met Your Mother (HIMYM ), when the characters Marshall and Ted duel with
swords to determine who gets to keep tenancy of their shared apartment (Fig. 1).
Marshall hops onto a coffee table to gain an advantage. A flashback interrupts,
showing the characters building the coffee table when they first moved in. Unable
to locate the final support screws, they used wood glue to complete the table’s
construction. Post flashback, the improperly constructed table collapses under
Marshall’s weight. He falls as his partner, Lily, walks in and she is stabbed by
the sword.

Through this scenario, we will explore retrospective and prospective prove-
nance. By digging into the flashbacks and flash-forwards in HIMYM, we will
begin to unpack the full temporal spectrum of provenance.

3.1 Retrospective Provenance

The retrospective provenance of an IKEA table is an account of the steps taken
when assembling it. Whether the suggested instructions were followed does not
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Fig. 1. Marshall and Ted’s sword fight in season 1 episode 8 of How I Met Your Mother:
The Duel. Retrospective provenance documents that they did not precisely follow the
prospective instructions for assembling the table. Exploring the consequences of devi-
ations between prospective and retrospective provenance is the realm of subjunctive
provenance.

matter: the task is to adequately document what actually happened. If the
builder follows each step in the manual without deviation, documenting prove-
nance is likely informal. It might include ticking off steps on the manual or post-
ing an online review stating that the table was successfully built as instructed.

In HIMYM, the retrospective provenance story is recounted in the flashback:
Marshall followed the written instructions up until the last step, whereupon he
used wood glue in place of the final screw. However, much like reconstructing
the history of a mysterious painting, if we had to tell this story in the absence
of the flashback, it would take some detective work. In this scenario, asking
Marshall how he built the table might elicit a response much like the flashback:
Marshall would explain about the manual, the screw, and the glue. However, the
remembrance of the wood glue was predicated on exceptional circumstances that
occurred when the table collapsed: the structural failure of the table and resulting
stabbing brought to mind the table’s history. Had the table held Marshall’s
weight or had the sword fight not occurred, the fact that the table was short one
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screw might have been forgotten in time (Fig. 1). Marshall might tell a friend that
he built the table in accordance with the manual; in the absence of a memorably
difficult journey building the table, like Ross’s negative experience from Friends,
it’s entirely possible that the glue might be left out of the provenance story. The
hypothetical is an important one in the realm of retrospective provenance: when
reconstructing the past, even the relatively recent past, small details that might
later become important can be overlooked, intentionally or unintentionally.

3.2 Prospective Provenance

Prospective provenance deals with how things will come to be. In the HIMYM
scenario, we can flash even further back to when Marshall and Ted begin to
build the coffee table. They use a manual like that of the IKEA LACK table
(Fig. 2). There are eight steps involved. Each step demonstrates which furniture
pieces are involved, the literal nuts and bolts to complete that step, and the
actions required (e.g. rotate the dowels). The steps to building are a simple form
of prospective provenance.

Yet what seems simple rarely is: what happens when everything doesn’t go to
plan? A common example is the “tools not included” problem, in which someone
doesn’t have a Phillips-head screwdriver and so uses a flat-head, or even a butter
knife. These deviations to the prospective provenance impact the retrospective
provenance: the original prospective provenance in the form of the manual was
not inclusive of everything in the real-life workflow. Without documentation,
these deviations can be forgotten in the retrospective provenance. Replacing the
screwdriver is a process alteration. It is also common to alter underlying mate-
rials. Ross lacks brackety things and worm guys; Marshall cannot find screws.
Lost screws are omitted; replaced with spare screws or entirely different screws;
or replaced by another fastener like wood glue.

Recording real world provenance like this gets messy. PROV has
Prov:activities with associated plans, but how do we document deviations to
the plan at all the various levels of abstraction between entities (objects), agents
(builders), and activities (events)? Is there a mechanism for crafting and future-
proofing prospective provenance to allow for common variations, like the sim-
ple culinary case of roasting time being proportional to turkey size? Reviews
of products on furniture websites commonly feature users who document chal-
lenges specific to building a particular piece of furniture, like needing a hammer
to insert dowels or a drill when pre-drilled holes do not line up even when the
instructional manuals do not call for these tools. Responses to these comments
demonstrate that other users adopt these process and material alterations as
part of their own prospective provenance.
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Fig. 2. Four of the eight steps for building an IKEA LACK coffee table. Source: https://
www.ikea.com/us/en/p/lack-coffee-table-black-brown-40104294/

When building IKEA furniture, many users collect multiple plans before
proceeding: this might include the official manual, YouTube videos, a toolbox,
recommendations from reviews, and their own building experience. Models like
PROV and the PROVlets account for plans; reality is an amalgamation of plans
that could be executed in many overlapping configurations. How are these mul-
tiple possibilities documented? How can we model more comprehensive prospec-
tive provenance that better resembles real-world scenarios?

3.3 Subjunctive Provenance

Had Marshall and Ted followed the steps for building the table correctly, as
depicted in Fig. 2, Lily might not have been stabbed. However, most of the
time, discerning the exact time-slice that led to an error is difficult. While the
flashback details what went wrong with the table’s construction, in reality finding
the precise step that lead to its collapse would be challenging.

Retrospectively identifying “what could have been” from a step performed
in a prospective plan is what we call subjunctive provenance. We use the term
subjunctive in reference to a verb tense that describes non-actual scenarios:
subjunctive provenance is the documentation of the plans that could have been
taken. It enables stories about what we were going to do. Separating the possible
from the prospective provides a means to examine the temporal complexity of
provenance. For example, subjunctive provenance can be useful for identifying

https://www.ikea.com/us/en/p/lack-coffee-table-black-brown-40104294/
https://www.ikea.com/us/en/p/lack-coffee-table-black-brown-40104294/
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errors by investigating possible paths a step could have led to. Stabbing Lily
makes Marshall and Ted remember what they did wrong (retrospective), which
calls into being the imaginings of what could have been (subjunctive): perhaps
they made an error as early as step 1 in the manual, or they used shorter screws
when they should have used longer ones. When prospective provenance is not
followed properly, it is possible to look back when something goes wrong, which
in turn brings up arguments about what would have happened if the plans were
followed correctly.

It is also possible that a well-built table is still breakable. Had Marshall found
that final screw, the table still might not have been able to hold Marshall without
breaking – he’s nearly two meters tall and 95 kilos. The subjunctive is helpful
in discerning what provenance needs to be documented. The lives of objects can
be long. At some juncture, custodians must be judicious about what to include
in metadata. Changes to process and materials that do not materially alter the
outcome may be rightly deemed unimportant in telling the story; even without
the wood glue, Lily was going to be stabbed once Marshall hopped on the table
with a sword.

The HIMYM example illustrates how subjunctive provenance is a useful
concept dealing with situations that have already come to be, like error detec-
tion; selecting pertinent information to include in provenance documentation;
and documenting the real and perceived affordances of digital technologies. Sub-
junctive provenance can also be forward-looking. It provides a framework to
think about the complexity of the possible paths that could be taken, which can
be helpful in scenarios like calculating risk and version control. Like a Bayesian
inference where hypotheses based on past events are updated as new information
becomes available, subjunctive provenance covers the temporal space between
the past and the future. It bridges decision-making based on what has already
happened with expectations about what will happen in future.

4 Discussion and Conclusion

Documenting provenance is a form of storytelling: the future is talking to the
past when prospective plans become retrospective history. Simultaneously, ret-
rospective provenance must persuade into the future: the current misinformation
crisis demonstrates that provenance that seems convincing to one person may
not be to another. The challenge for the person telling stories to the future is
that they are speaking to a group of unknowns: it is not real-time communi-
cation. Subjunctive provenance enables a broader picture of the audiences who
might be listening to the provenance story in the future. Taking these audiences
into consideration when making documentation opens the possibility of better
communication across time. If provenance is a story of how something comes to
be, subjunctive provenance is a method of future-proofing: it can help reconcile
the future and past object.

We began with provocations about the breakdown of links between prospec-
tive and retrospective provenance. We’ve shown that the challenges of persuad-
ing future listeners and documenting plans in the inherent complexity of the
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real world reveal that the temporal spectrum of provenance is rich and insuf-
ficiently defined by retrospective and prospective concepts. We identified sub-
junctive provenance as a potential bridge between these existing conceptions.
We also applied this concept to the IKEA scenario to distinguish what sub-
junctive provenance can accomplish. The separate articulation of this concept
suggests that future avenues of research are needed to explore how to document
subjunctive provenance in ways that aid broader provenance practice.
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Abstract. This exploratory study is the first one that examined student-created
metadata for physical non-text resources. We applied in-depth qualitative and
quantitative content analysis to the Dublin Core (DCTERMS) metadata created
by the graduate students in two sections of an introductory digital library metadata
course. The analysis of bibliographic records that represent paintings identified
record fields in which novice metadata creators tend to make mistakes. Examples
of the most common kinds of metadata errors for each quality criterion (accu-
racy, completeness, and consistency) are discussed and compared with results of
previous relevant research. Finding of comparative analysis for the asynchronous
course section and the section with synchronous class meetings are also presented.
Implications are discussed, along with future directions for research.

Keywords: Metadata quality · Dublin core ·Museum resources

1 Introduction

Robust metadata is key to providing equal and efficient access to information for diverse
populations across the world. This applies not only to born-digital or digitized resources
but also to discovery of unique valuable physical resources in cultural heritage collections
such as artworks held by museums and galleries. In addition to specialized standards
(Cataloging Cultural Objects, Categories for Description of theWorks of Art, and Visual
Resources Association Core), Dublin Core, developed with flexibility to represent a
variety of resources, is often used for providing access to artworks. Once users, through
online search powered by metadata, discover artworks of interest, they might use this
information to plan the visit to their repository to enjoy the artworks in person. In most
cases though, people who are located far away from the institution that displays the
artwork in its collection or experience other barriers for in-person access (socioeconomic,
health-related, etc.), can enjoy it – and other related or similar works of art – virtually.
Inclusivity of access is enabled by high-quality metadata that leads potential users to
the landing page for the artwork, which in addition to the work’s digital image, includes
valuable contextual information and provides links to related artworks and publications.
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To ensure functionality of metadata in facilitating resource discovery, metadata qual-
ity needs to be evaluated, for evaluation results to inform improvements. Assessments
of metadata in digital repositories are guided by metadata quality frameworks (e.g., [3,
18]). Multiple quality criteria proposed by these frameworks are adopted or adapted
for use in evaluations. Of these, accuracy, consistency, and completeness are the most
widely applied: a survey demonstrated that these 3 criteria were used by 65% or more
of metadata managers [16].

Developing knowledge and skills that allow creating high-quality metadata is a pri-
ority in the metadata specialists’ preparation, as shown by survey findings (e.g., [7, 8,
16]). Several studies (e.g., [1, 4, 9, 11]) examined course syllabi and found that students
learn Dublin Core – the most ubiquitous metadata scheme worldwide – often with prac-
tical assignments. Case studies (e.g., [5, 8, 14, 20]) reported how the specific metadata
skills are developed through readings, assignments, and other course activities. Skill
building in graduate coursework was recently examined with the focus on quality of
student-created Dublin Core records that represent digital text works [21].

Multiple studies analyzed the quality of metadata in repositories of digitized and
born-digital content. This occasionally included metadata that represents digital images
(e.g., [13]). Some of the digital repository metadata studies focused on Dublin Core or
Metadata Object Description Schema (MODS) standards (e.g., [10, 12, 15, 19]). Others
examined metadata created according to locally developed schema (e.g., [2, 17, 20]).
However, no reports so far focused on quality in metadata representing physical works
of art, and specifically on the Dublin Core metadata created by novices such as students
of metadata courses. In this study, we address this gap with analysis of the student-
created metadata from the introductory graduate metadata course taught at University
of North Texas. In this course, students create Dublin Core Metadata Initiative Terms
(DCTERMS) metadata encoded in the Extensible Markup Language (XML) syntax to
represent portraits, animal paintings, still lives, seascapes and cityscapes authored by
North American and European artists in 18th−20th centuries and held by the two United
States’ art galleries.

2 Method

The data were collected from two sections of the online metadata course that used the
same learning materials and assignments and were taught simultaneously – one with
weekly synchronous meetings, another asynchronously – in summer of 2022. Thirty-
two DCTERMS records (23 from the synchronous section and 9 from asynchronous)
were analyzed to address these research questions:

1. What are the metadata quality issues observed? How are these issues distributed in
the dataset?

2. What are the differences and similarities in observedmetadata quality in synchronous
and asynchronous classes, for paintings and other types of resources?

The quantitative and qualitative comparative content analysiswas usedwith the focus
on the accuracy, completeness, and consistency. In this study, metadata quality issues
(detailed in the Findings section) were operationally defined this way:
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• Accuracy problems: use of metadata element not applicable to the resource, use of
the metadata element intended for other data type than the one entered by student, use
of the overly broad Dublin Core Metadata Element Set (DCMES 1.1) element when
a specific DCTERMS element should be used, misrepresentation of resource by data
values that do not apply, and typographical errors.

• Completeness problems: omission of applicable metadata elements (including the use
of a single instance of a metadata element when multiple instances apply), and incom-
plete data values: unfinished sentences and/ormissing important pieces of information
in the overly brief data value.

• Consistency problems: failure to draw data values from controlled vocabularies (name
authority files, subject headings, etc.) where applicable.

The analysis focused on 19 DCTERMS metadata fields which were applicable to
one or more of the paintings assigned to students in this course. Descriptive statistics
indicators were measured for the overall level of metadata quality problems in student-
created records, and separately for accuracy, completeness, and consistency problems,
as well as individually for each metadata element.

3 Findings and Discussion

Across the two sections of the course, 1 or more metadata quality errors were found in
each of the 19 applicable DCTERMS fields. The number of errors per record ranged
widely from 1 to 22. The average total number of quality problems per metadata record
was 7.43, with the median of 6 and the standard deviation of 5.56. The total number
of quality problems per metadata field in the dataset ranged even more substantially:
between 2 – for the Provenance field that applies to every painting and the Alternative
[title] field that only applied to under a third in this dataset – and 31 for the Subject that
applies to any resource. The average total number of quality problems per metadata field
in the dataset was 12.53, with themedian of 10 and the standard deviation of 8.97. Table 1
shows how the quality issues distributed acrossDCTERMSmetadata fields, including for
synchronous and asynchronous sections, with significant (twofold or more) differences
highlighted/. The data is presented and discussed with examples below.

Accuracy problems were observed in all, but two (Provenance and Alternative) fields
analyzed, most often in the Subject (56.25% of student-created records in 2 sections of
the course) and Title (28.13%). Synchronous section students made accuracy errors
significantly more often that asynchronous section students in these 5 fields: Title, Type,
Medium, Description, HasFormat, and AccessRights (Table 1). The most common Title
field accuracy problem was appending the date of creation to the actual title, (e.g., “Still
Life with a White Mug, 1764”). The most common Subject field accuracy problem was
including terms that represent the genre of described resource which belong to the Type
DCTERMS field (e.g., “Paintings, French”) instead of or alongside the term(s) correctly
representing its topical aboutness (e.g., “Hunting dogs”). Similarly, in the Subject field,
students sometimes included geographic terms (e.g., “Toruń (Poland)”) which belong
to the Spatial field. In Dublin Core, Subject field is reserved only for aboutness terms
other than those representing places and times.
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Completeness problems were observed in 1 or more student-created records for
all but 3 fields: Title, Medium, and Description. The fields with the highest levels of
completeness errors were those that apply to every painting in this course: AccessRights
(65.63% of student-created records in 2 sections) and Identifier (59.38%). AccessRights
completeness errors distributed the following way: the field was either entirely skipped
by a student or included only partial information (e.g., the student stated that the painting
is currently not on view but forgot to include the names of the gallery and its specific
exhibit at which this artwork is normally accessible to the viewers). Almost all students
who made a completeness mistake in the Identifier field, included only one of the two
identifiers that each painting has and omitted another. In 4 metadata fields – Temporal,
Spatial, Created, and Provenance – synchronous section students made completeness
errors significantly more often that asynchronous section students.

As the consistency metadata quality criterion relies heavily on the use of controlled
vocabularies where they are applicable, this criterion does not apply to the free-text
metadata fields: Title, Alternative, Extent, Identifier, Description, IsReferencedBy, Has-
Format, Rights,AccessRights, and Provenance.Out of the 9 remainingDCTERMSfields
that are applicable to all or some of the paintings that students created metadata for, 6
(66.67%) exhibited consistency errors in 1 or more of records across the 2 sections of
the course. However, for 5 of these fields – Temporal, Spatial, Creator, Contributor, and
Type – the proportion of records with consistency errors was very low: 3.13%. Subject
field included a substantial number (15.63%) of consistency mistakes which fell into
two categories: not using a controlled vocabulary term at all or using the non-authorized
(variant) term from the authority record. In Type and Spatial fields, synchronous section
students made consistency mistakes significantly more often than asynchronous section
students. At the same time, asynchronous section students tended to make significantly
more consistency errors than their counterparts in the Creator field.

Over a third (37%) of student-created metadata records overall included mistakes
outside of the 19 applicable DCTERMS fields. Several records included the DCMES 1.1
field Coverage instead of the more specific DCTERMS field Spatial and/or Temporal (or
in addition to it, with the same data value). Others included DCMES 1.1 Date (instead
of the specific DCTERMS field Created or in addition to it, with the same data value),
Relation (instead of or in addition to specific DCTERMS fields IsReferencedBy and
HasFormat). In 18.75% of records, violations of Dublin Core one-to-one principle were
observed: in addition to representing the physical painting using the information on the
gallery’s website, students also represented in the same record its digital image and/or
the gallery website’s landing page with information about it. Typical examples of these
violations included use of a URL in the Identifier field, entering terms such as “JPEG”
or “TIFF” in the Medium field, inclusion of the file size measured in KB in the Extent
field (as opposed to dimensions of the physical painting), inclusion of the Language
and/or Publisher fields. Such a practice poses a serious impediment to functionality of
the metadata record as the resulting high level of ambiguity confuses the information
searcher and creates roadblocks for access by not supporting the important user tasks of
Identify and Select.
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Table 1. Comparative frequency of accuracy, completeness, and consistency problems in
DCTERMS metadata fields: synchronous and asynchronous sections

Metada
ta field 

Accu-
racy 
prob-
lems 
(% of 
rec-
ords in 
2 
course 
sec-
tions) 

Accu-
racy 
prob-
lems 
(% of 
rec-
ords, 
syn-
chr. 
sec-
tion) 

Accu-
racy 
prob-
lems 
(% of 
rec-
ords, 
syn-
chr. 
sec-
tion) 

Com-
plete-
ness 
prob-
lems 
(% of 
rec-
ords in 
2 
course 
sec-
tions) 

Com-
plete-
ness 
prob-
lems 
(% of 
rec-
ords, 
syn-
chr.) 

Com-
plete-
ness 
prob-
lems 
(% of 
rec-
ords, 
asyn-
chr.) 

Con-
sistenc
y 
prob-
lems 
(% of 
rec-
ords in 
2 
course 
sec-
tions) 

Con-
sisten
cy 
prob-
lems 
(% of 
rec-
ords, 
syn-
chr.) 

Con-
siste
ncy 
prob-
lems 
(% of 
rec-
ords, 
asyn-
chr.) 

Title 28.1 34.8 11.1 0 0 0 0 0 0 
Alter-
native 

0 0 0 6.3 8.7 0 3.1 0 0 

Creator 12.5 13 11.1 12.5 13 11.1 3.1 0 11.1 
Con-
tributor 

9.4 8.7 11.1 3.1 4.3 0 0 0 0 

Type 12.5 17.4 0 28.1 26.1 22.2 3.1 8.7 0 
Extent 9.4 8.7 11.1 43.8  52.2 33.3 0 0 0 
Me-
dium 

6.3 8.7 0 0 0 0 0 0 0 

Identi-
fier 

18.8 17.4 22.2 59.4 56.5 66.7 0 0 0 

De-
scrip-
tion 

6.3 8.7 0 0 0 0 0 0 0 

Subject 56.3 60.9 55.6 18.8  17.4 11.1 15.6 13.0 22.2 
Tem-
poral 

15.6 21.7 0 18.8  26.1 0 0 0 0 

Spatial 15.6 13.0 22.2 21.9 26.1 11.1 3.1 8.7 0 
Created 15.6 17.4 11.1 18.8  21.7 11.1 0 0 0 
Is-
Refern-
cedBy 

15.6 17.4 11.1 12.5 13 22.2 0 0 0 

HasFor
at 

6.3 13.0 0 46.9 43.5 55.6 0 0 0 

Rights 12.5 13.0 0 6.3 8.7 11.1 0 0 0 
Ac-
cessRig
hts 

18.8 26.1 11.1 65.6 52.2 88.9 0 0 0 

Audi-
ence 

3.1 4.3 0 15.6 17.4 11.1 0 0 0 

Prove-
nance 

0 0 0 6.3 4.3 11.1 0 0 0 

Finally, three students – 2 in the larger synchronous section and 1 in the smaller
asynchronous section – kept in their records a few empty unused DCTERMS fields with
placeholder data values (ellipses enclosed in square brackets). These placeholders were
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part of the XML template that students were provided with to create records to represent
paintings and text resources. Students had been instructed to remove fields that are not
applicable.

4 Conclusions and Future Research

As no other studies of DCTERMS metadata representing paintings or other physical
museum objects exist, results of this exploratory study can be compared to findings
of DCTERMS student-created metadata evaluation for digital text resources [21]. This
comparison must consider that some of the DCTERMSmetadata fields relevant to phys-
ical paintings (Medium and Provenance) are not applicable in representing digital text
resources. Likewise, digital text resources are represented with fields non-applicable
to physical paintings: Publisher, Language, TableOfContents, DateSubmitted, DateAc-
cepted, etc. Also, unlike our study, the previous study [21] did not include IsRefer-
encedBy and HasFormat fields. This leaves a total of 15 DCTERMS metadata fields the
findings for which can be compared across the two studies.

Comparison of these two studies’ findings reveals that:

• Accuracy issues were prevalent in both studies compared not only to consistency (not
applicable to many free-text data fields) but also to completeness. Accuracy errors
occurred in all analyzed metadata fields for digital text resources and most (89%) for
paintings.

• Subject was the field with the highest occurrence of accuracy errors in both studies.
However, higher proportion (56.25%) records for the paintings had them compared to
records for digital text resources (29.5%). Subject analysis has traditionally been found
challenging for novices. Moreover, it is easier to misapply this controlled-vocabulary
field when creating a DCTERMS record for a painting as the lack of scope notes
in most of the Library of Congress Subject Headings (LCSH) authority records for
genre terms (intended for presenting works about these resources) prompts novices
to inappropriately use them.

• Subject field also exhibited the highest proportion of consistency errors in both studies,
which is explainedby the inherent complexity of subject representationwith controlled
vocabularies. Somewhat lower level of Subject field consistency errors was observed
for paintings (15.63%) than for digital text resources (24.3%), possibly due to our
ongoing work on refining instruction on finding, interpreting, and applying LCSH
authority records correctly.

• AccessRights was the top field with completeness errors in paintings metadata and
one of the top 5 fields with completeness errors in the metadata for digital text works.
Yet the level of errors in this field was significantly higher in the paintings metadata
(65.63% compared to 27.00% records). This could be explained by the more multi-
faceted nature of access to artworks,which are often temporarily removed fromdisplay
in museums and galleries.
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This study is the first one to compare the student-created metadata quality for syn-
chronous and asynchronousmetadata instruction.We found that the synchronous section
students tended to make metadata quality errors substantially more often than asyn-
chronous section students for 10 DCTERMS fields, including two (Type and Spatial)
where this trendwas observed for 2 out of 3majormetadata quality criteria. One possible
explanation is that synchronous students are often distracted by other tasks during the
class meeting they join and might not realize they miss a piece of instruction and need
to review the recording later, while asynchronous students review the recordings at their
own pace and are able to better focus on the material.

The small scale of this comparative exploratory study however bears limitations
that need to be addressed in future research as more data becomes available. The asyn-
chronous offering of this course at our institution is a recent development, and the number
of students enrolled in it so far is small as it currently serves as overflow sections for the
main synchronous section. As the course continues to be offered both synchronously
and asynchronously, we will collect and comparatively analyze more data that would
allow to make more definite conclusions and possibly a decision to move instruction of
this course entirely into asynchronous mode.

With the shift towards online teaching in Libraries, Archives, and Museums pro-
fessional degree programs since 2020, we expect that more such data would become
available from other programs and could be comparatively analyzed. Future studies are
also needed that evaluate metadata records for paintings created by students and other
metadata creators inmultiplemetadata standards: DCTERMS,DCMES1.1,MODS, and
VRA Core. These studies would provide a more complete understanding of the museum
metadata quality issues. They would also allow to evaluate the extent the briefness and
broad definitions of Dublin Core metadata guidelines (as opposed to the much higher
level of detail and specificity in the other metadata standards and/or accompanyingmeta-
data creation guidelines) have on the resulting quality of metadata that serves to provide
equitable access to valuable objects in museum collections for everyone.
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Abstract. Censorship, anti-censorship, and self-censorship in an
authoritarian regime have been extensively studies, yet the relationship
between these intertwined factors is not well understood. In this paper,
we report results of a large-scale survey study (N = 526) with Sina Weibo
users toward bridging this research gap. Through descriptive statistics,
correlation analysis, and regression analysis, we uncover how users are
being censored, how and why they conduct self-censorship on different
topics and in different scenarios (i.e., post, repost, and comment), and
their various anti-censorship strategies. We further identify the metrics of
censorship and self-censorship, find the influence factors, and construct a
mediation model to measure their relationship. Based on these findings,
we discuss implications for democratic social media design and future
censorship research.

Keywords: Social media · Censorship · Self-censorship ·
Anti-censorship · Mediation model

1 Introduction

Sina Weibo is a Chinese social media platform providing micro-blogging services,
which can be thought of as a Twitter equivalent [12]. It provides a medium for
people to participate in civic life [30] and express themselves [32]. Weibo has a
huge user base: according to a financial report published by Sina in 2021, the
average daily active users of Weibo in December 2021 reached 249 million [19].
The implication of the large user base is that the dark side of social media,
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e.g., fake news [31] and discrimination speech [24], can potentially affect a large
population.

Nationalism and censorship of political discussion on Weibo has long been
reported [5], which negatively affects people’s freedom of speech. Research has
been conducted to understand users’ attitudes toward censorship [23], anti-
censorship strategies emerging from the user community [15], and self-censorship
of media [21]. However, there is a lack of understanding on how these intertwined
factors interact with each other.

In this paper, we report the results of a survey study (N = 526) conducted
with Sina Weibo users, toward understanding censorship, self-censorship, and
anti-censorship practices in the current Chinese social media landscape from a
user perspective, as well as their relationships.

Through the descriptive statistics, we construct the profile of Weibo users
based on their demographic information, including age range, occupation, and
the time and frequency of Weibo usage. We also discover the ways and top-
ics that Weibo users are usually censored on, their self-censorship practices, and
anti-censorship strategies commonly used by the respondents. Based on principal
component analysis (PCA), we construct three metrics to measure the attitudes
of Weibo users towards censorship and anti-censorship, namely, perceived neces-
sity of self-censorship, impact of self-censorship on users’ expression desire and
mood, and support for censorship. Through correlation analysis, we find the
influence factors significantly correlated to these three metrics. On top of this,
we build an intermediate model for these three metrics and show the mediation
effect of censorship and self-censorship: the perceived necessity of self-censorship
will increase the impact of self-censorship on users’ expression desire and mood,
which in turn will increase support for censorship.

Thus our contributions are two-fold. First, we update previous understanding
of the status quo of the censorship infrastructure and situation on Chinese social
media. Second, we approach the relationship between censorship, self-censorship,
and anti-censorship from a user perspective.

In the sections below, we will first discuss literature on censorship, anti-
censorship, and self-censorship. Then we describe our method and results, fol-
lowed by a discussion of main takeaways from this study and design implications
for more democratic social media in an authoritarian regime.

2 Related Work

2.1 Censorship

Internet censorship has been extensively studied, especially in the context of
authoritarian regimes [29]. Twitter has a standard interface for government agen-
cies to request that individual tweets or accounts be censored. Tanash et al.
discovered over a quarter million censored tweets out of 20 million from late
2014 to early 2015 in Turkey [20]. Most of the censored tweets were found to
contain political content, often criticisms of the Turkish government. Twitter
under-reported the number of censored tweets in Turkey, which might hold for
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other countries as well. The situation of social media censorship in China can
be more unknown. The platforms are known to be closely regulated by the Chi-
nese government and asked to censor political content, yet they never disclose
how many posts or accounts they censor each year—it is a black-box. However,
by applying a statistical analysis on massive social media data of Sina Weibo
and Twitter, Bamman et al. uncovered a set a politically sensitive terms whose
presence in a message could lead to anomalously higher rates of deletion [4].

It is argued that censorship, when detected by citizens, will have an adverse
impact on their assessment of the government, because censorship signals the
government’s inability to address the issue being censored [27]. However, per-
ceived government intrusion is strongly correlated with privacy concern and self-
protective behavior, and trust towards other Weibo participants has a signifi-
cant negative relationship with self-protective behavior [3]. Generally, Internet
users have varied attitudes and perceptions of censorship. Users’ demographic
backgrounds, Internet usage experience, and personality are known to influence
their attitudes toward censorship. Those with an authoritarian personality tend
to support censorship [23]. One relevant paper uncovered common topics when
Chinese users discussed censorship on Twitter, which has long been blocked by
the Chinese government, namely, sharing technical knowledge, expressing politi-
cal opinions, and disseminating alternative news items [28]. While these Chinese
users either reside overseas or are able to use VPN to access Twitter, we sought
out to understand how people blocked by the Great Firewall [11] perceived cen-
sorship.

2.2 Anti-censorship

It is possible to predict if a social media post will be censored. For example, Ng
et al. used linguistic properties of social media posts to automatically predict
if they were going to be censored [17]. Algorithmically bypassing the censor-
ship of social media is also possible. Hiruncharoenvate et al. presented a non-
deterministic algorithm for generating homophones that created large numbers
of false positives for censors, making it difficult to locate banned conversations
[13].

From a user perspective, though they have limited knowledge of natural
language processing, Weibo users are found to intuitively express in machine
unreadable ways, e.g., image-based content, to resist the censorship infrastruc-
ture [15]. Chinese users have also adopted variants of words, i.e., morphs, to
avoid keyword-based censorship [7]. Here we use a larger-scale survey study to
uncover more strategies used to resist the censorship infrastructure imposed by
Weibo.

2.3 Self-censorship

It is common for social media users to exhibit some level of last-minute self-
censorship of their posts, mostly for the sake of the “perceived audience”, and
people with more boundaries tend to self-censor more [10]. At a larger scale,
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media self-censorship in China has been found to increase the possibility of the
publication of reports on highly politically sensitive topics [21]. In this paper,
we focus on the latter purpose of self-censorship, i.e., avoid being censored.
Specifically, we look into how users experience self-censorship, and how self-
censorship practices are associated with censorship.

The most self-censored regimes in China include discussions of LGBTQ [14]
and political issues [6], and release of music [2]. In such cases, self-censorship is
not only about how to circumvent censorship, but also about people’s efforts to
negotiate with the authorities [2].

While censorship can potentially inspire self-censorship or anti-censorship
practices, the relationship between these factors have hardly been discussed in
previous literature. We bridge this research gap with this current survey study.

3 Method

3.1 Survey Flow

Through this study, we aimed to understand user attitudes toward censorship,
self-censorship, and anti-censorship, as well as relationships between these fac-
tors. To this end, we designed a survey comprised of 38 questions. Below, we
elaborate on each section of the survey.

Introduction and Screening. We started by introducing the concept of self-
censorship. In our definition, self-censorship is “Internet users’ inspection and
examination of their own speech. Choices after self-censorship can be whether
or not to say something, what to say, and how to say.”

We filtered participants with two screening questions: (1) whether one has
used Weibo, and (2) whether one has practiced self-censorship.

Demographics and Weibo Usage. To know more demographic information
of the survey respondents, we asked questions regarding gender, age, occupation,
location (province), yearly income, party membership, educational background,
and relevant study/work experience in computer/software. We gave participants
the option not to disclose party membership, given the potentially sensitive
nature of this question. Though understanding the effect of demographic infor-
mation on people’s self-censorship choices was only a secondary goal of our inves-
tigation, it could nevertheless situate our analysis in a specific cultural context.

Since we aimed to investigate Weibo users’ self-censorship choices, we also
needed to ask about their usage of Weibo, including the amount of time spent on
Weibo via computers (desktop and laptop) and mobile devices (mobile phone,
iPad, etc.), years of experience with Weibo, usage frequency, activities on Weibo
(posting, commenting, news feed, etc.), and number of followers and following.
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Self-censorship. We explicitly asked participants’ experience, purpose, and
perspective of self-censorship, and used a five-point Likert scale (“Strongly Dis-
agree” to “Strongly Agree”) to probe their attitude toward self-censorship.

We further used three five-point Likert scales to identify participants’ choices
of self-censorship when posting, commenting and reposting, respectively, on
Weibo. We differentiated between self-censorship choices of different topics,
namely, entertainment, sports, current events, daily life, covid, humor, video
games, and finance. Some of the listed topics are potentially more susceptible to
self-censorship as well as censorship, such as current events and covid.

Censorship and Anti-censorship. To identify the effect of users’ experi-
ences/attitudes of censorship on self-censorship choices, we asked participants’
experiences, topics and ways of being censored by Weibo, as well as common anti-
censorship strategies used by Chinese people. The research team, which consisted
of five researchers from China, identified a wide range of anti-censorship strate-
gies based on their years of experience of Weibo usage. We also used a five-point
Likert scale to probe participants’ attitude toward censorship.

IP Address. Recently, Weibo, as well as some other social media in China,
started to reveal users’ IP address on their homepage and comments, possibly
to crack down on discussion surrounding pandemic policy and other sensitive
political topics. To identify the effect of the disclosure of IP address on users’
self-censorship choices, we asked participants whether they would more strictly
self-censor their speech after the change. We also asked perceived pros and cons
of, and attitudes toward the revealing of IP address. Further, a user’s willingness
to pay for a feature can be used as a proxy for how much the user values that
feature. With this in mind, we asked how much the participants were willing to
pay in order to hide their IP address.

3.2 Data Collection

We recruited participants on different social media platforms in China, including
WeChat and Weibo itself. Personal contacts of the authors were also requested
to distribute the survey link.

Initially, we used Wenjuanxing1, a Chinese survey design and distribution
platform, to facilitate the data collection process. However, after two days, our
survey was stopped and recycled by the platform, stating that our survey con-
tained politically sensitive questions and information. Notably, all survey plat-
forms based in China were overseen by the Chinese government, as stated in
their terms of use, and one needed to use her real identity (i.e., ID card) to
distribute surveys via these platforms. Thus, we alternatively used Qualtrics2 to
make the survey distribution possible.

1 https://www.wjx.cn/.
2 https://www.qualtrics.com/.

https://www.wjx.cn/
https://www.qualtrics.com/
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When one researcher, who had about 3,000 followers on Weibo at the time
of this study, distributed the survey, heated discussion took place in the com-
ments. Participants were enthusiastic about our topics of investigation, and over
300 surveys were filled in the first few hours. They complained that they had
long suffered from censorship of Weibo, and were even unaware of their own
anti-censorship or self-censorship practices. Due to the wide spread of this sur-
vey, unfortunately, the Weibo account of this researcher was suspended. After
a week, the account of another researcher who had around 2,000 followers was
also suspended for distributing the survey.

We gained confidence in the ethical aspect of our research and our personal
safety by finding a large body of literature on quantitatively or qualitatively
researching censorship practices in China.

4 Results

In the end, a total of 1,346 responses were received, but many of them were
missing data or unfinished. After filtering them out, we had 526 (39%) valid
questionnaires. Among them, 523 (99.4%) respondents answered they have used
Weibo, while 3 (0.6%) answered they have not used Weibo, and the subsequent
analysis only considered those who had used Weibo.

4.1 Descriptive Statistics

Demographic Information. Among the survey respondents, 18% of them
were male, and 80% were female. Although the non-binary option was given
in our questionnaire, only 2% selected it. The large majority of survey respon-
dents were young people: people aged 18–24 accounted for 70%, and people aged
25–34 accounted for 25% of the whole population. Students accounted for 68%
of the survey respondents. Since our participants were mostly students, 59% of
them reported to have no income. 10% of the survey respondents had party
membership, and 51% of them were members of the Communist Youth League.
Some noted that they “automatically became Communist Youth League mem-
bers in junior high school”, and were “annoyed with the identity”. Interestingly,
when asked where they lived, some participants chose not to disclose, because
“the revealing of IP address on Weibo has made them lose a sense of safety.”
People with and without computer related study/work experience were evenly
distributed.

Weibo Usage. Participants preferred using mobile devices (3.0 h on average
per day) to use Weibo rather than computers (1.7 h on average per day). They
have used Weibo for 3.57 years on average, and 66% of them had more than five
years of experience using Weibo, identifying as experienced users. The majority
of our participants were also frequent Weibo users, with 89% of them using
Weibo multiple times a day. Weibo was mainly used to post (80%), comment
(68%), watch news (74%), make friends (30%), and following idols (31%).
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Many of our participants had a relatively large fan base. 47% of them had
more than 100 followers. Thus they might see a need to be mindful of what they
post.

Self-censorship. Among those who ever used Weibo, 90.4% acknowledged that
they had practiced self-censorship. Averaged over 3 Likert-scale questions regard-
ing user attitudes toward self-censorship, it turned out that the participants
diverged in their perception of the necessity of self-censorship. However, they
largely agreed that self-censorship decreased their willingness to express (84%),
and that self-censorship negatively affected their mood (80%).

Participants practiced self-censorship to bypass the censorship (57%), avoid
being deleted (53%), avoid being suspended (61%), either temporarily or per-
manently, avoid being reported or cyberbullied (43%), and avoid being sum-
moned by the police (48%). Other self-reported motivations for self-censorship
included fear of conflicts, avoiding being noticed by acquaintances in real life,
self-presentation, avoiding privacy leakage, habit, etc.

Figures 1, 2, and 3 show the user’s self-censorship practices in different usage
scenarios and different topics. Users tend to practice more self-censorship when
it comes to current events and pandemic, and less self-censorship on such topics
as humor and video games. Figures 2 and 3 reveal that users’ self-censorship
on reposting is more common than on commenting. One possible reason is that
reposting will be displayed on their homepage, which is essentially similar to
posting, while commenting is made under other users’ Weibo posts, which will
not cause much damage to their own Weibo accounts.

Fig. 1. Tendency to self-censor on different topics when users post.

Censorship. 79% of Weibo users indicated that they had been censored, and
the censored topics are mostly current events (79.0%) and covid (69.0%).

Censorship can imply different processes and consequences for users and we
list some commonly mentioned ones below.
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Fig. 2. Tendency to self-censor on different topics when users comment.

Fig. 3. Tendency to self-censor on different topics when users repost.

1. The Weibo post cannot be sent;
2. The repost button is removed after posting, and the content of this Weibo

post can only be seen by one’s followers or even oneself;
3. The post is deleted after a while, due to either moderation or other users’

reporting;
4. The account is suspended, either being muted for a few days/weeks/months,

or being permanently deleted;
5. The user is summoned by the police or even put into prison.

IP Address. In March, Weibo has begun to reveal users’ IP locations when
they post and comment, and on their account homepages, to “discourage bad
behavior” [26]. This feature cannot be proactively turned off by the users.

After the IP address was displayed on their Weibo homepage and comments,
nearly half of the respondents indicated that their self-censorship efforts had not
changed significantly, and they would pay as much attention to self-censorship
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as they do now; while less than half of the respondents indicated that they would
increase the extent of self-censorship.

The vast majority (81.8%) have a negative opinion regarding the act of reveal-
ing the IP address, but most (57.2%) respondents said they would continue to
use Weibo despite this. Another 31.7% said that they did not know whether they
would continue to use Weibo in the future.

Anti-censorship Strategies. Due to the increasing censorship, Weibo users
have adopted or created the following strategies to avoid censorship of their
published posts.

1. Pinyin: phonetic transcription of mandarin Chinese;
2. Acronym: initials of Pinyin;
3. Homophone: substituting Chinese characters with the same or similar pro-

nunciation;
4. English translation;
5. Martian language: characters that look similar, composed of non-normalized

character symbols such as uncommon characters, split parts of Chinese char-
acters, or many other unicode symbols;

6. Emoji;
7. Code name, e.g., addressing pandemic personel as “Big White” who are

often in white coveralls;
8. Mixing symbols among Chinese characters;
9. Reversing or shuffling the order of Chinese characters;

10. Satire;
11. Converting text to images;
12. Adding graffiti or occlusion on converted images;
13. Rotating or flipping the converted images;
14. Posting an irrelevant yet safe Weibo, and put what they really want to say

in the comment or in the edit log.

The three anti-censorship strategies perceived as most effective by the respon-
dents are satire, acronym, and homophones, which are most likely to bypass
NLP-based or human moderation.

4.2 A Medication Model Connecting Censorship and Self-censorship

Identifying the Metric of Censorship and Self-Censorship. Two groups
of questions in our survey asked respondents about their attitudes toward cen-
sorship and self-censorship, respectively, and were quantified using the Likert
scale.

The three questions regarding users’ perception of self-censorship are listed
below.

1. Self-censorship is necessary for social media use;
2. Self-censorship reduces my willingness to express myself;
3. Self-censorship negatively affects my mood.
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We use the Cronbach’s α coefficient [9] to measure the strength of consistency
of these 3 questions. Practically, a Cronbach’s α of 0.7 or higher is considered
acceptable. The standardized Cronbach’s α coefficient of these 3 questions is
0.699, and when Question 1 is not taken into account, the coefficient of the
remaining two questions rises to 0.749. Therefore, we suppose Questions 2 and 3
jointly reflect the impact of self-censorship on users’ expression desire and mood,
while Question 1 alone reflects the perceived necessity of self-censorship. Thus
the two metrics of self-censorship are (perceived) necessity of self-censorship
and impact of self-censorship on expression desire and mood. There will be
scenarios like this: although self-censorship greatly affects users’ mood, in order
to be able to post, the users still think it necessary to practice self-censorship.

Similarly, several questions are used to probe users’ attitudes toward censor-
ship:

1. Weibo censorship is good for improving the Internet environment;
2. I would report Weibo posts holding a different opinion from mine;
3. I hope Weibo would remove the censorship mechanism;
4. Censorship shows no respect for freedom of speech;
5. I support suspending accounts disseminating extreme speech;
6. Censorship negatively affects my user experience with Weibo.

Likewise, we use the Cronbach’s α coefficient to measure the strength of consis-
tency of these 6 questions. The coefficient is 0.824, which shows a strong consis-
tency. We further calculate the Corrected Item-Total Correlation (CITC) [33].
The CITC of Question 2 and 4 is 0.348 and 0.497, respectively, which indicates
that the relationship between these two questions and the rest of the items is
weak [8]. Thus we did not take these two questions into account. This is also
confirmed in the principal component analysis (PCA). The result of PCA shows
that if all the 6 questions are combined into one principal component, the con-
tributions of Questions 2 and 4 are very small. After removing them, the four
questions 1, 3, 5, and 6 can be combined into one principal component, which can
be regarded as the metric of support for censorship for further exploration.

Correlation Test. After identifying the metrics to measure self-censorship and
censorship, we conduct the correlation analysis and hypothesis testing.

We performed t-test and analysed the variance of the correlations between the
three metrics (N : the necessity of self-censorship, I: the impact of self-censorship
on users’ expression desire and mood, S: support for censorship) elaborated on
above, as well as other variables and influencing factors in the questionnaire.

At the significance level of p = 0.01, multiple variables show a significant
correlation with these metrics, as seen in Table 1. Motivations of self-censorship,
e.g., avoiding account suspension, and avoiding being summoned by the police,
are correlated to all three metrics. Censorship/self-censorship/anti-censorship
experiences, i.e., having conducted self-censorship on Weibo, having been cen-
sored on Weibo, and having used anti-censorship strategies, are also correlated
to all three metrics.
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The correlation of these three metrics themselves is shown in Table 2. As we
can see, all three metrics are significantly correlated at the p = 0.01 level.

Table 1. Influence factors significantly correlated with the metrics of censorship and
self-censorship (p = 0.01).

Metrics of Censorship/Self-Censorship Influence Factors

I: Impact of Self-censorship Avoid account suspension
Avoid being summoned by the police
Gender
Age
How long they have used Weibo
Have conducted self-censorship on Weibo
Have been censored on Weibo
Have used anti-censorship strategies

N : Necessity of Self-censorship Make sure Weibo posts can bypass the censorship
Keep Weibo posts from being deleted
Avoid account suspension
Avoid being summoned by the police
Use Weibo to post
Have conducted self-censorship on Weibo
Have been censored on Weibo
Have used anti-censorship strategies

S: Support of Censorship Make sure Weibo posts can bypass the censorship
Keep Weibo posts from being deleted
Avoid account suspension
Avoid being summoned by the police
Computer or software related experience
Frequency of Weibo usage
Use Weibo to post
Have conducted self-censorship on Weibo
Have been censored on Weibo
Have used anti-censorship strategies

Mediation Model. To test the relationships among perceived necessity of
self-censorship, impact of self-censorship, and support for censorship, we follow
MacKinnon’s four-step procedure to establish the mediation effect [16], which
requires (a) a significant association between necessity and support, (b) a sig-
nificant association between necessity and impact, (c) a significant association
between impact and support while controlling for necessity, and (d) a signif-
icant coefficient for the indirect path between necessity and support through
impact. The bias-corrected percentile bootstrap method determines whether the
last condition is satisfied.

Multiple regression analysis shows that, in the first step, necessity is signifi-
cantly associatedwith support, b = 0.452, p < 0.001 (seeModel 1 ofTable 3). In the
second step, necessity is significantly associated with impact, b = 0.396, p < 0.001
(see Model 2 of Table 3). In the third step, when this study controls for necessity,
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Table 2. The correlation of three metrics of censorship and self-censorship (**means
correlation is significant at the p = 0.01 level).

I N S

I 1 0.511** 0.396**

N 0.511** 1 0.452**

S 0.396** 0.452** 1

impact is significantly associated with support, b = 0.296, p < 0.001 (see Model 3
of Table 3). Finally, the bias-corrected percentile bootstrap method indicates that
the indirect effect of necessity on support through impact is significant, ab = 0.156,
SE = 0.023, 95%CI = [0.113, 0.202]. The mediation effect accounted for 22.9% of
the total effect. Overall, necessity will increase impact, which in turn will increase
support. In other words, impact will mediate the link between necessity and sup-
port (Fig. 4 shows the mediation effect).

Table 3. The mediation effect of necessity on support.

Model 1 (S) Model 2 (I) Model 3 (S)

Predictors b t b t b t

N 0.452 11.564** 0.396 9.849** 0.296 7.596**

I 0.394 10.118**

R2 0.204 0.157 0.335

F 133.726** 97.001** 131.063**

Fig. 4. Mediation model constructed by three metrics of censorship and self-censorship:
the perceived necessity of self-censorship, the impact of self-censorship on users’ expres-
sion desire and mood, and the support for censorship.

5 Discussion

Social media censorship, including those facilitated by AI, is found prevalent
in social media, especially in authoritarian regimes [29]. It greatly negates the
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freedom of speech. In this paper, we reveal the difficulties of expressing in social
media in China from a user’s perspective, updating existing findings (e.g., [28]).
We further explore the relationship between three intertwined concepts, i.e.,
censorship, self-censorship, and anti-censorship. Below, we reflect on main results
and practical implications for more democratic social media in authoritarian
regimes, and address limitations and future work in the end.

5.1 Recap of Findings

Self-censorship is common on Chinese social media. Out of 523 valid samples,
90.4% of the respondents acknowledged more or less practicing self-censorship.
There was a consensus regarding the effect of self-censorship on people’s will-
ingness to express themselves and mood, which was not reported in previous
literature [10,21]. Common motivations for self-censorship included bypassing
the censorship, avoiding being deleted, avoiding account suspension, avoiding
being summoned by the police, etc. More politically sensitive topics, which are
reported to be more susceptible to censorship [4], were more often self-censored
by our respondents, echoing with prior research [21]. Some examples included
discussions of current events and the covid. Users also paid more attention to
self-censorship when reposting than commenting.

79% of our respondents had been censored at least once. While there is not
an estimation of the ratio of censored Weibo posts, like that in the Turkish
context [20], we provided a number in our limited sample. The consequences
of censorship ranged from being deleted to being summoned by the police and
even being put into prison [22]. Three anti-censorship strategies perceived as
most effective to bypass the censorship infrastructure were satire, acronym, and
homophones.

To examine the relationship between censorship and self-censorship, we
defined three metrics, namely, perceived necessity of self-censorship, impact of
self-censorship on users’ expression desire and mood, and support for censorship.
We then conducted correlation analysis, hypothesis testing, and regression anal-
ysis to reveal the influence factors that had a significant correlation with these
three metrics. Finally, we conducted a regression analysis on these three met-
rics and established a mediation model to measure their relationship. Perceived
necessity of self-censorship turns out to increase the impact of self-censorship
on users’ expression desire and mood, which in turn will increase support for
censorship. A possible explanation is that those who deem self-censorship as
necessary are more likely to practice self-censorship, and are thus more likely
to be affected by it in terms of expression desire and mood. Those who deem
self-censorship as necessary also tend to solve the issues brought by censorship
from the end of themselves, instead of questioning the censorship infrastructure.
Thus they are more likely to support censorship.

5.2 Implications for Research and Design

Several design and research implications can be drawn from our survey results.
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Firstly, censorship [23], self-censorship [21] and anti-censorship [15] are not
independent of each other. Due to the existence of the censorship infrastruc-
ture, Weibo users have adopted a number of anti-censorship strategies to defend
their expression rights. It is also because of the censorship infrastructure that
Weibo users have to practice self-censorship in order to freely express themselves
and to avoid unnecessary trouble. These intertwined factors should be addressed
together instead of separately in censorship research. Hereby we present an exam-
ple by building a mediation model of censorship and self-censorship.

Secondly, it is increasingly hard to maintain a democratic and free social
media environment in China. People are censored for various topics, especially
politically sensitive ones such as current events and pandemic, and in different
scenarios, i.e., posting, reposting, and commenting. In a blunting manner [1],
users may choose to not talk about these topics to avoid trouble. In a monitor-
ing manner, users may proactively think of ways to resist the censorship infras-
tructure, e.g., English, metaphors, sarcasm, etc., as shown in our responses. On
July 13, 2022, Weibo issued an announcement stating that it would carry out
centralized rectification of illegal behaviors that used homophonic words, variant
words and other typos to publish and disseminate “bad information” [25]. As a
result, the anti-censorship strategies used by our respondents will soon or later
be deemed illegal. To bypass the censorship infrastructure which is intrinsically
imposed by the government, a decentralized platform which is free of centralized
regulation might be a rescue [18].

5.3 Limitations and Future Work

The main limitation of our survey study is the skewed sampling, as 80% of the
respondents are female. The results may not generalize to a larger population
with a different demographic. Nevertheless, our results reveal novel insights into
this specific subset of Weibo users. Future work could consider conducting a
larger-scale survey study to obtain more generalizable results, or conducting
qualitative interviews to gain more in-depth insights of people’s attitudes toward
censorship.

6 Conclusion

In this paper, we conducted a survey study to understand the current land-
scape of Chinese social media in terms of censorship, self-censorship, and anti-
censorship. People’s attitudes toward censorship, self-censorship practices, and
anti-censorship strategies are revealed through descriptive statistics, updating
findings in previous research. A mediation model is further established to under-
stand the relationship between censorship and self-censorship. Based on the
results, we suggest a shift in censorship research, focusing on the relationship
between censorship, self-censorship, and anti-censorship, and potential ways of
democratizing social media in an authoritarian regime.
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Abstract. Social networks currently serve not only as platforms for publishing
content but also as fundamental tools for accessing information. This role in pro-
viding access is mediated by a series of opaque, algorithm-based mechanisms
for personalising the content. This article draws on existing literature on the rela-
tionship between possible mental health disorders and the functioning of these
platforms to try to understand their effects on elements such as self-esteem and
emotions. To this end, it focuses on the Instagram social network, which is promi-
nent in the user groups corresponding to the Millennial and Z generations due to
its high visual and multimedia content, its capacity for uncovering trends, and its
integration with social commerce. It presents the results of a study (n = 100) of
Instagram users between the ages of 18 and 39. These results provide relevant data
on patterns associatedwith the following: time spent on the platform and excessive
use, the risk of emotional loneliness or isolation, displacement of daily activities,
and feelings of inferiority. They also reveal a real lack of awareness of how the
algorithms on these types of platforms work and an interest in the mechanisms of
disconnection and digital well-being. Lastly, the results open up new possibilities
for inclusion of these risks in digital literacy programmes.

Keywords: Instagram ·Mental health · Self-esteem · FOMO · Digital literacy

1 Introduction

New milestones in Internet consumption were reached worldwide in 2021, especially
in terms of social media. Data from the Digital Report published in 2022 show that
58.4% of the world’s population are social media users, with this increasing annually
by 10% [1] In Spain, the figure for users immersed in social networks rises to 80%
of the total population [2]. The pandemic and the associated health measures, which
brought generalised shutdowns and confinement orders worldwide, led to an expansion
of their role, not only in terms of usage to connect people or as entertainment but also
as information sources in and of themselves in which interesting content is to be found.

Of all the social networks, one of the most prominent in recent years has been
Instagram. Created in 2010 for the mobile ecosystem, its growth has been exponential.
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While its initial purpose was for users to share photos and videos with their followers and
apply filters and aesthetic modifications with great visual power, since then there have
been numerous updates, which created a private messaging system andmade it a pioneer
in the introduction of ephemeral content through its Stories (temporary content that
vanishes after 24 h). Its acquisition by Facebook (nowMeta) in 2012 amplified its reach,
by making it possible to share content on both platforms simultaneously, and boosted its
receptiveness to brand advertising and, in particular, social commerce. This resulted in
a content ecosystem combining personal content, advertising by companies, and brand
prescriptors (also known as influencers) [3]. The latter act not only as trendsetters but
often also as authentic opinion leaders among certain sectors of the population.

The boom in these social platforms, their very configuration in terms of content
presentation (based on personalisation rather than relevance), on top of the time users
spend on them, have contributed to a boom in studies associated with overconsumption
of them and their influence on aspects of mental health such as self-esteem, loss of
emotional stability, the appearance of self-image distortions, as well as other disorders
associated with sleep disturbances or depression [4–6]. Recent studies have detected this
relationship in the public’s self-perceived symptomswhen evaluating their informational
use on social media [7]. Nonetheless, limitations still exist in relation to the lack of
research on specific social media platforms, socio-demographic conditioning factors,
and other types of elements that can influence or aggravate the link between deteriorating
mental health and excessive use of social networks.

This study limits its scope to Instagram, placing special emphasis not only on the
mental health consequences of overexposure to it but also on how the content positioning
and personalisation algorithms influence feelings about this network, evaluating whether
this could aggravate problems associated with self-esteem or other types of syndromes,
such as FoMO (fear of missing out). To this end, we present the results of a survey of
Instagram users between 18 and 29 years of age in which we evaluate these risks, as well
as the degree of awareness of the information filtering taking place within the platform
itself.

2 Literature Review

Togain a proper understanding of the subjectmatter, the literature review focused primar-
ily on access to information and its current context and on the emotional risks triggered
by use of the networks.

2.1 The Context: Access to Information on Instagram and its Conditioning
Factors

Originally, the platform displayed content chronologically; however, due to the nature
of the platform, the average user was missing a good part of the content being posted.
As the application was updated, it altered the order of appearance of the posts so as
to improve the user experience on this social network [8]. This new way of presenting
content was enabled by a series of algorithms, classifiers and processes for specific
purposes which were used to personalise and improve the user experience and make
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time spent on the platform more effective [9]. The algorithms have evolved to try to
ascertain the content that will be most interesting to the user based on engagement
(followers’ loyalty and commitment) and to establish the order for posts on this basis.
This affects the Instagram Feed and Stories (content that users must first follow) and the
‘Explore’ session, the latter based on recommendations similar to the content the user
has ‘liked’, spent longer viewing or saved, or on its popularity within the application. It
constitutes related content for which the platform infers a probability of being of interest.
The same is true of Reels, for which specific polls are taken regarding their value.

The pursuit of a better user experience is a constant across all social media platforms,
and, to the extent that their algorithms have becomemore sophisticated and omnipresent,
concern over their power has grown [10]. The so-called ‘filter bubbles’ [11] based on
personalisation of individual results also represent a real limitation of an informational
offer that relies on a pre-classification of users according to their prior online activities.
It represents a ‘hidden curator’ which, in a sense, configures and imposes the ratings,
meanings and relationships on the objects and actors we interact with [12]. In a sense, the
algorithms take decisions in our name regarding the information to display, or not, for
the sake of improving our user experience or presupposing what most interests us. This
leads several authors to reflect on the threat of invisibility, of both the content generated
itself and of the decisions taken by the algorithms. Algorithmic opacity means that many
content creators on Instagram are affected by the need to play the so-called ‘visibility
game’ [10], which involves learning to optimise their results through refinement in an
ocean of algorithmic decisions. Nonetheless, the fact of being able to optimise our
activity on a platform by investigating how the algorithms work obscures the necessary
debate on the real and conscious capacity we have as users to understand their limits.
This is especially salient in the use of platforms like Instagram for advertising purposes.
Companies take advantage of personalisation algorithms that, in a general way, favour
acceptance of the advertising shown on the networks, as this is normally for products or
services aligned with the preferences of the user.

Thus, the companies on Instagram have not only gravitated to the platform for direct
sales but also as a showcase for promotion, increasingly using strategies for reaching
larger numbers of users. Growth in the use of this social network has led to a rise in the
influencer profile by continually improving the ways of communicating and presenting
oneself through this medium [13]. This strategy is based on the close relationship with
the user through the concept of brand ambassadors. Brands intervene in their daily
routines seeking to give the promotion credibility [14]. Therefore, an essential point
that brands assess to optimise the work of influencers is whether their behaviour in the
content they upload to Instagram appears natural, as if it were a true reflection of their
daily life and their product recommendations were completely sincere. Another tool
brands use is advocacy marketing, a ‘word-of-mouth’ recommendation technique that
turns customers into participants by sparking engagement and participation. Customers
express their positive opinion of the product or service, helping the company to capture
new customers [15]. Sometimes the advertising message creates a fictitious reality in
order to persuade and stimulate desire for the product-service [16]. Constancy plays an
essential role on social networks, which seek to stimulate desire and capture consumers
emotionally. The problem arises when these reference groups are idealised by users,
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which involves a desire not only for the products they showcase but also the lifestyle
they simulate having. The desire to resemble them and imitate their lifestyle can breed
frustration due to idealisation of influencers, as trying to be the same as another person
produces dissatisfaction with oneself. These characteristics, in addition to the lifestyles
they display, can give rise to false expectations in groups of young people, who are more
vulnerable to feelings of envy or a desire to be like the influencers, triggering the risky
behaviours typical of adolescents and which they do not know how to cope with [17].

2.2 Emotional Risks Triggered by Social Networks

Moderate use of social networks increases interactions and connectedness, providing
benefits associated with the ability to maintain social contact despite time constraints
or distance. The problem arises when constant connection to the networks gives rise to
isolation, loss of control over their use, anxiety, or fear of missing out on what others
are doing by not being connected [18]. The latter is known as FoMO. Different studies
assert that people with low mood and less satisfaction of basic psychological needs, that
is, competence, autonomy and affinity [19], displayed higher levels of FoMO. In turn,
a link has been observed between high levels of FoMO and increased activity on social
media [18].

According to [20] it has been insinuated that people with a higher level of FoMO
display a greater tendency to have self-esteem issues. They therefore sometimes seek
to idealise their identity by displaying successful experiences on their profiles in order
to garner positive reactions that enable them to bolster their self-esteem through ‘likes’
and positive comments from followers. In general, the more severe the addiction to the
networks, the greater the degree of alteration of the associated states. The frequency of
use and type of content consumed by users can give rise to higher levels of anxiety, in
addition to generating other types of mental health problems [21]. Furthermore, hyper-
connectivity triggers isolation and a feeling of loneliness [22].

Cramer and Inkster, for RSPH, [23] try to understand the impact on the mental health
of young people based on 14 questions about health and well-being. Among the results
they obtained, it should be noted that the social networkwith the greatest negative impact
onmental health was Instagram, followed by Snapchat, Facebook, Twitter and YouTube,
with the latter being the social network with the least negative effects. On the other hand,
social networks can also offer a window towards self-expression of the identity and the
creation of social ties. Nonetheless, as [22] indicates, the problem arises when a false
identity is projected through the networks, hiding fears and complexes, especially among
young people, or when maximum attention is devoted to editing posts or to the best time
of day to upload content to ensure that it is seen by the largest number of followers and
garner the most likes and positive comments in response to it.

This is where, in contrast to the benefits, the problem of addiction arises, which can
lead to other risks, such as abandonment of daily activities [24], narcissistic behaviours,
erroneous assimilation of reality, social isolation, feelings of loneliness, or loss of self-
esteem [25].

Following a literature review, the emotional risks related to excessive use of social
networks were established in:
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• Addiction [26, 27]
• Isolation [28]
• Anxiety about staying connected or irrational fear of disconnection, also known as
‘Nomophobia’ [26, 29]

• Loss of awareness about real time and distrust or fear regarding face-to-face
interpersonal interactions [26]

• FoMO [18]
• Low levels of self-esteem [30] and high levels of narcissism [31]
• Mood swings [21, 32]
• Reduction of the time spent onother, face-to-face activities such as sports or socialising
in person [33].

Nonetheless, authors like Bekalu, McCloud, & Viswanath [34] point to the need to
delve more deeply into the qualitative dimensions in the research on social media and
mental and emotional health, having identified improvement variables in the relationship
to well-being and self-perception of health improvement. Additionally, these results
differ according to the social and economic conditions within the same subtype of post
or even at an individual level [35].

3 Methodology

This study was conducted through a survey in which 100 people between the ages of
18 and 39 were recruited on the Instagram platform itself by means of simple random
sampling in September-October 2021. The reason for selecting this age range was the
information obtained in the latest report released by The Social Media Family [2], which
states that over half of the platform’s users (65%) are in this age range. Supporting these
figures drawn from the report, the Statista portal maintains that 62.6% of Instagram users
worldwide in 2021 are between the ages of 18 and 34, with the following range, 35 to
44, accounting for 16% of the total.

For definition of the evaluation items, the study relied on identification of the leading
issues addressed in the academic literature and on two preliminary interviews of profes-
sionals in the area of psychology and psychiatry. The interviews were structured around
the following eight content blocks:

• The effects of social network use on the self-esteem and emotions of young people.
• Time spent using the networks and mental health.
• Comparisons between users of social networks, especially Instagram.
• Idealisation of the lifestyle depicted in the posts.
• The most negative aspects of the use of these platforms.
• Gender differences.
• The age associated with the greatest risk of experiencing low self-esteem.
• Impact of the pandemic and use of social networks.

The responses helped to define a methodological tool created on an ad hoc basis, i.e.,
the survey. It was designed around four evaluation items with 14 questions (Table 1).
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Table 1. Description of the evaluation items and questions in the survey

Evaluation item Questions

1. Demographic information Gender
Age

2. Frequency and use of social networks Use of social networks
Daily frequency
Type of use

3. Instagram Type of people followed
Use of idealised image
Reduction of time spent on other activities due to
Instagram use
Interest in how Instagram presents its results
Level of awareness regarding how Instagram
presents its results

4. Feelings and emotions on Instagram Level of feelings of inferiority on Instagram
Level of influence on content of others
Concern about own reputation in relation to the
content uploaded
Possibility of improving mental health and leisure
conditions by reducing the amount of time invested
in social platforms (Instagram in particular)

4 Results

For better understanding, the results are separated according to the survey evaluation
items.

4.1 Regarding the Demographic Data of the Sample

The questionnaire was posted on the Instagram social network in order to elicit responses
from users between the ages of 18 and 29, the age range corresponding to its target
population. It included twofilter questions: age, to focus the study on the abovementioned
age range; and usage of social networks, as the responses would not be valid if the
participants were not users.

The majority of the responses came from users active on some social network and
between the ages of 18 and 24 (68.6%), with the least information collected from people
between the ages of 32 and 39 (2.9%).

The number of people for analysing the results was 100, with any responses from
persons over the age of 39 being eliminated. Once the invalid responses were eliminated,
the breakdown by gender was as follows: 42% men and 58% women, all of whom used
some social network in their daily lives.
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4.2 Regarding the Use of Social Networks

The majority of those surveyed use social networks between one and three hours per day
(59%), with the next most frequent amount of time being ‘between four and six hours’
(30%). Just 1% of the respondents acknowledge spending more than six hours per day
on social networks.

As for the type of use and purpose, three categories and one open question were
defined. The three categories were the following: as an information source, as an enter-
tainment medium, and for online shopping. Themajority of the respondents (96) marked
the entertainment option, followed by informational use of the networks (58) and online
shopping (25). In the responses given in the open option, three categories were added:
two that recognised their use as a work tool (2), their potential in activism (1), and as a
source of inspiration (1) (Fig. 1).
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Fig. 1. Types of social network use

4.3 Regarding the Instagram Platform

The second evaluation item was designed to collect information about the type of use
made of the Instagram platform, the type of followers or posts, the level of awareness
of how it works, etc.

As for the type of followers, just 7% of the respondents follow only people in
their immediate circle, with the rest also following accounts that post content they find
interesting. The idealisation of the posts made by brands on the social network generated
a massive number of responses (94%) of users who are aware of this.

One noteworthy result in this block is that 57% of the respondents acknowledge that
being connected to Instagram has influenced their day-to-day activities by leading them
to stop doing certain activities in order to stay connected. Within this percentage, 10%
acknowledge excessive use on numerous occasions.

In relation to the algorithms used for presentation of the content, the majority of
the users are interested in the methods used (84%). As for having an awareness of the
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actions that influence how these results are presented and how the algorithm works, the
responses were varied; the most frequently marked option was the one that links the
results presented only to the user’s prior activity in relation to ‘likes’. Nonetheless, other
options such as interactions with users or the time spent on the platformwere considered
less. Some 14% of those surveyed acknowledge that they have never asked themselves
how they work (Fig. 2).
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Fig. 2. Results for the level of awareness of the content presentation algorithm on Instagram

4.4 Regarding Feelings and Emotions on Instagram

The third question block was designed to collect information about the feelings and
emotions triggered by use of the Instagram application.

Regarding the self-perception of a feeling of inferiority when comparing oneself
with other users in the Instagram community, 8% of the responses favoured the feeling
of inferiority with respect to other users, with some of them (16%) considering that they
have felt inferior on numerous occasions.

If we analyse the responses to this question by gender, it becomes clear, first, that
there is a percentage difference between the responses from men and women (16 more
responses fromwomen) and, second, that the latter have a greater tendency to feel inferior
when comparing themselves to other users. A total of 50 women answered that they have
felt influenced on some occasion or many occasions, while the total number of men who
gave the same answer was 18.

In addition, to learn how the sample was influenced by content posted by other
users, we used a Likert scale, where the minimum value of ‘1’ meant seeing themselves
as barely influenced and ‘5’ meant influenced a great deal. The majority of the results
correspond to low and intermediate values, with just one of the responses indicating
that third-party content affected their possible decisions a great deal. In this case, 99
responses were obtained, as one of the study subjects did not answer (Fig. 3).
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The next question was to verify the level of importance and concern regarding their
own reputation in relation to their posts and outside opinions of them. Just 15% of those
surveyed denied the influence capacity of outside opinion in response to their posts. The
gender-disaggregated data show a greater influence of outside opinion on women than
on men with regard to posting content on their Instagram accounts (Fig. 4).
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Fig. 4. Gender-disaggregated influence of outside opinion on posts.

Lastly, 62% of the respondents consider that a reduction in the time spent on social
networks, specifically Instagram, would improve their quality of life and mental health.
Just 8% deny that spending less time on the application would result in an improvement.
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5 Discussion

The results obtained through the methodological tool demonstrate several of the con-
cerns or issues most addressed in the literature review on the subject of the study. First,
regarding time spent. Authors like Krasnova et al. [36] and Cramer and Inkster [23]
indicate a range of two hours per day beyond which the risks of problems associated
with mental health may increase. However, this figure is an estimate, and more and
better qualitative studies are needed on the subject in domains such as time, type of
activity, investment (time and effort invested) and addictive behaviour [6]. Nonetheless,
in researching these domains separately, a strong correlation has always been detected
with issues like depression, high levels of anxiety, and psychological distress.

Supporting the information that excessive use of social networks is becoming increas-
ingly common, the responses indicated that only 10% of those surveyed use these plat-
forms for less than one hour; 59% would be found between excessive and moderately
responsible use, dedicating between one and three hours daily; and, finally, 30% consider
that they should reduce the time they spend to avoid the risk of mental health problems,
as they are on the platforms between four and six hours per day.

One important factor detected in the preliminary interviews with professionals and
which emerges in the responses is the loss of control of the time spent on social networks
to the detriment of activities generally of a face-to-face and everyday nature [24]. The
results of the survey reflect that 57% of the sample has on some occasion (47%) or
many occasions (10%) stopped doing something they were doing because they were on
a social network like Instagram. The responses of the sample indicate high levels of self-
awareness of this reality, recognising a possible improvement in mental health linked to
a reduction in the time spent on networks in a total of 62% of cases. Nonetheless, 30% of
those surveyed acknowledge never having considered these questions up to now, which
indicates the difficulty of bringing to light clear patterns of excessive use in social media.
The recommendations for disconnection and focus on digital well-being are included
in the current media and information literacy parameters. However, on a behavioural
level, it is complicated to establish general recommendations due to the dependence on
self-perception of this reality and on the individual’s conditioning factors [37].

Another aspect which both the specialised literature and digital literacy guidelines
and plans need to emphasise more is awareness of the hidden nature of the algorithms
and systems for personalising results on social media. Despite the fact that the majority
of those surveyed (84%) are interested in the methods that influence the content shown
to them, a later question indicates that they are not aware of all the variables used,
mostly linking the presentation of results to prior likes. Nonetheless, the modifications
of algorithms like Instagram take into account participation in the co-called ‘visibility
game’ [10] when they incorporate prioritisation of the number of hours invested in
Reels, IGTV and Stories which have reduced the importance of photography compared
to content creation. Guidelines and training courses on the new multi-literacies need to
take into account the different dimensions in content presentation and how they affect
us as users or content creators. Third-party actors (companies) which, through prior
negotiation, help to position themselves or adapt to the new algorithmic requirements
generally intervene in these dimensions [38].
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Regarding the question block associated with emotional involvement in use of the
platform, 68% of the responses tended towards the feeling of inferiority with respect to
other users, with a greater tendency for this observed in women than in men. These types
of gender biases had already been detected in frequent studies on Instagram focused on
aspects such as idealisation of the body and beauty, as well as other aspects such as
maternity [39–40]. Despite the fact that 94% of those surveyed acknowledged being
aware of the use of idealised images to promote products and brands, continual feelings
of inferiority are produced in response to them. The same is true when analysing the
endogenous factors of this idealisation, as 85% of the respondents see themselves as
conditioned by outside opinions when it comes to posting content, which keeps them
from showing themselves on the networks in a natural way.

6 Conclusions

Access to information marked by the parameters for personalising results affects any
informational interaction in the digital world on a daily basis. While it is true that the
academic literature has focused on the large-scale social and political effects that these
mechanismsmay have in reinforcing biases (polarisation, hoaxes, weakening of political
and democratic systems), this personalisation has also had endogenous repercussions
on the configuration of personality and opinions, or risks associated with mental and
emotional health. Instagram is a paradigmatic case for this study, as its emphasis on
visual content and loyalty-building mechanisms, together with the product prescription
components that use everyday images like those of influencers, evokes real situations
that may seem rosier than the users’ own lives. This needs to meet certain standards
contributes to problems of self-esteem or the need for outside approval of behaviours, as
well as to a continual feeling of FoMO by making it necessary to post more and better
content to maintain this ‘idealisation bubble’.

The results of the survey offer good perspectives on the interest of the target audi-
ence in learning about the functional mechanisms of these platforms, as well as a self-
awareness of the improvement in their daily lives if they were to establish disconnection
mechanisms.

The study suggests paths for future research. First and foremost, to expand the
survey sample to include a more distributed age percentage. Similarly, it opens up lines
of action for inclusion of this content and these risks in the study plans for digital
and media literacy programmes, getting away from the limitation of learning abstract
categorisations of metaphors like the ‘bubble filter’ or ‘echo chamber’ concepts, which,
while useful, at times are not approached from a more practical perspective. It supports,
therefore, the creation of a more specific literacy based on the everyday effects in which
these platforms, already constituted as authentic sociotechnical systems, configure our
interests and possibly our decisions, and can even aggravate problems related to mental
or emotional health.
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Abstract. Information cocoons have been criticized for their negative impact on
individuals and the society. However, a newly observed phenomenon on Chinese
social media is that some users are creating information cocoons intentionally
for themselves. This study conducted a thematic analysis on 58 posts explicitly
discussing such phenomenon collected from three popular Chinese social media
platforms. The results indicate that the intentional creation of information cocoons
for oneself can be driven by the self-defense or self-enhancement motivation and
serve the purpose of self-control, safety, comfort, or utility. Managing information
sources and affecting recommendation algorithms are the two major approaches
to creating the information cocoons. This study sheds new light on the under-
standing of information cocoons and provides useful implications for improving
recommender systems.

Keywords: Information cocoons · Filter bubble · Recommendation algorithms

1 Introduction

Information cocoons is a concept coined by Sunstein [1], which is caused by people
increasingly engaging only with satisfying and pleasurable information and avoiding
information and opinion they find offensive or disagreeable. The discussion of infor-
mation cocoons focused on their negative effects on individuals and society, and many
studies explored how to break them [2, 3]. Recently, we observed a new phenomenon
in Chinese social media, in which people created information cocoons intentionally for
themselves. It means that these people may think creating information cocoons is bene-
ficial or necessary, which is contrary to the negative stereotypes of information cocoons
in the previous research.

Therefore, in order to explore why and how people create information cocoons
intentionally, we conducted a thematic analysis on 58 posts related to this phenomenon
collected from three popular Chinese social media platforms. The results revealed peo-
ple’s motivations, purposes, and means of creating information cocoons intentionally.
This study provides a new perspective on information cocoon research.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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2 Literature Review

2.1 Information Cocoons and the Negative Consequences

There are many concepts related to information cocoons, such as selective exposure, fil-
ter bubble, and echo chamber. Selective exposure is a way to form information cocoons,
a tendency for people to defend their attitudes, beliefs, and behaviors by seeking infor-
mation likely to support them and avoiding information likely to challenge them [4].
Filter bubble is thought to enhance the information cocoons by personalization algo-
rithms, in which a person only encounters familiar information or opinions [5]. Besides,
echo chamber describes that people tend to surround themselves with only those who
are socially and ideologically similar to them, thus avoiding alternative view-points, and
it can also enhance their information cocoons [6]. In these research fields, researchers
highlight the negative consequences of people’s tendency to approach what they like
and/or avoid what they dislike, e.g., stopping people from developing new perspectives,
reducing creativity and innovation [7], causing more and faster negative emotional shift
[8], threatening democracy, and enhancing the social polarization [9].

2.2 Alternative Perspectives on Information Cocoons

Although information cocoons have been regarded asmatters of coursewithout any extra
effort, such viewpoint was questioned as researchers found it is difficult to only access to
homogeneous information in daily life [10]. Instead, people faced other threats caused
by online information, i.e., information explosion, information overload, information
anxiety, social media fatigue, and so on. Numerous evidence shows that exposure to
contradictory informationmay evoke confusion and frustration, and lead people to doubt
and reject related information [11, 12]. And exposure to a large amount of information
may lead to information overload, as the excessive quantity of information exceeds
their ability to digest it [13, 14]. It will not only cause negative feelings like exhaustion
and anxiety [15], but also allow people to have difficulty in locating, processing, and
managing the information they really need [16]. Besides, information overload is related
to various attention deficit problems and can impact people’s cognitive ability [17].
Researchers advocated some approaches to deal with this problem, such as building
effective information architectures, promoting information literacy, applying personal
information management, etc. [18]. Overall, all these approaches focus on information
filtering to narrow the gap between available information and required information [18,
19] and theywork at the cost of information richness and diversity to some extent. In other
words, creating an information cocoon can allow people to focus more on the satisfying,
wanted and pleasurable information, which may mitigate information overload.

3 Methods

Due to the extensive discussion on information cocoon in Chinese social media, a
large group of users know this terminology and would like to share their own opin-
ions and experiences about this phenomenon. Searches were conducted on three pop-
ular Chinese social media platforms, including Weibo (https://weibo.com/login.php),

https://weibo.com/login.php
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Douban (https://www.douban.com/), andXiaohongshu (https://www.xiaohongshu.com/
explore), using the query “information cocoons”. The time span of the searches was
“2022.05.01~2022.08.31”. A total of 7281 posts were found, and 58 of them were
included in the dataset for explicitly describing individuals’ experiences of intentional
building of and enclosing themselves in information cocoons. An inductive thematic
analysis approach was applied to emerge the themes. The idea was to extract important
themes from qualitative data in a bottom-up fashion. Specifically, the data analysis fol-
lowed a process composed of 5 steps, i.e., generating initial codes that identify a feature
of the data, combining coded data to form themes, reviewing the themes to refine them,
defining and naming themes, and producing the report.

4 Results

4.1 Motivations of Creating Information Cocoons Intentionally

According to the thematic analysis results, we found motivations for crating information
cocoons intentionally can be divided into the following two dimensions (see Table 1).

Self-defense motivation can drive people to wrap themselves in a comfortable and
pleasant information environment to avoid negative emotions induced by overload infor-
mation, counter-attitudinal information, and online disputes, as well as to avoid fears
of missing out and feeling of being monitored. For example, people thought that “the
internet is a swamp, I choose to close my eyes to be happy rather than open my eyes to

Table 1. Motivations of creating information cocoons intentionally

Themes Sub-themes Posts

Self-defense motivation Preventing information
overload

P14, P37, P53, P58

Avoiding exposure to
counter-attitudinal information

P15, P18, P21, P24, P26, P27,
P39, P42

Easing fears of missing out P19, P25

Keeping away from online
disputes

P31, P33, P34, P41, P49, P54,
P57

Eliminating the feeling of
being monitored

P4, P5

Avoiding exposure to negative
information

P28, P30, P35, P43, P44, P50,
P51, P52, P55, P57

Self-enhancement motivation Improving the efficiency of
information obtained

P20, P22, P47, P57

Improving the accuracy of
information obtained

P9, P12, P13, P16, P26

Improving the quality of
information obtained

P1, P17, P23, P32

https://www.douban.com/
https://www.xiaohongshu.com/ex-plore
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be painful (P28)”, and “I was overwhelmed by the flood of negative news and decided
to keep these out of the door (P13)”.

Self-enhancementmotivation can drive people to create informationfilters to obtain
desired information with more accuracy and high-quality, and minimize the cost of time
and energy in the meanwhile. For example, people thought that “the clutter information
mademe unable to think, and I’m tired to choosewhat to read andwhat to believe (P14)”,
and “I would like to train the algorithm work for me (P1)”.

4.2 Purposes of Creating Information Cocoons Intentionally

The results indicate that people’s purposes of creating information cocoons intentionally
can be divided into the following four dimensions (see Table 2).

Self-control. People regarded the construction of an information cocoon as a procedure
of “training and taming the algorithms/computers” to control their online information
exposures. They wanted to create “a faucet to regulating the information flow (P1)” and
named it “an accurate information feeder (P48)” or “a customized information cocoon
(P30–31)”.

Safety. People wanted to protect themselves from threatening and overwhelming infor-
mation by creating an information cocoon. They call it “green dam (P40)”, “shelter bay
(P45)”, “safety zoon (P52–55)”, and “line of defense (P57)”.

Comfort. People thought it’s comfortable to stay in information cocoons, just like an
“informational villa (P23)” or a “comfort zoon (P27, P56)” that is filled with their
preferred information.

Table 2. Purposes of creating information cocoons intentionally

Themes Sub-themes Posts

Self-control A faucet to regulating the information flow P1

An accurate information feeder P48

A customized information cocoon P30, P31

Consequences of training/taming algorithms P2, P4, P5, P8, P27

Safety Green dam P23, P27, P40

Shelter bay P45

Safety zoon P52, P53, P54, P55, P56, P57

Line of defense P58

Comfort Informational villa P26, P23

Comfort zoon P32, P56

Utility High-quality information cocoon P17, P27, P56

Valuable information cocoon P12, P32,
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Utility. People wanted to create an information cocoon filled with “high-quality (P26)”
and “valuable (P32)” information.

4.3 Means of Creating Information Cocoons Intentionally

We divided all the means of creating information cocoons into two categories (see
Table 3), i.e., managing information sources and affecting recommendation algorithms.

The following actions were found to be taken to manage information sources.

Disabling Recommendations. People would turn off the recommendation algorithms
for apps like TikTok, Taobao, and WeChat and then sort the information feeds by the
most recent messages. They also used simplified editions of apps (e.g., Weibo intl.) to
avoid the algorithmic feeds.

Managing ONE’s Follower List. People would set the upper limit of the follower list,
and update their follower list regularly through deleting accounts that no longer needed or
interested in. Besides, they would take deliberate thinking on deciding to whether follow
an account or not and shield the uninterested accounts to avoid the related information
feeds.

Using RSS Readers. Some people would apply RSS reader apps to manage their
information feeds in various platforms.

Two contrasting actions were taken by individuals to affect recommendation
algorithms.

Approaching Wanted Information Deliberately. People would click and search sim-
ilar information deliberately and interact with similar accounts to educate the algorithms,
e.g., they “searched the keywords on the same topic repeatedly so that the algorithms
would push more useful information related to this topic”, and they also “included
some keywords in the comments and posts to make the algorithm push more relevant
information”.

Avoiding Unwanted Information Deliberately. People would no longer interact with
some information to avoid its possible reappearance. For example, they “intended to
avoid arguing with people in the comment area because they didn’t want to give the
algorithm a wrong indicator”.
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Table 3. Means of creating information cocoons intentionally

Themes Sub-themes Codes Posts

Managing
information sources

Disabling
recommendations

Turning off the
recommendation
algorithms

P1, P11, P22

Using simplified
editions of apps

P1, P6, P37

Managing one’s follower
list

Setting the upper limit
of the follower list

P1

Updating their
follower list regularly

P1, P23

Shielding the
uninterested accounts

P15, P25, P29

Using RSS readers Applying RSS to
receive information

P1, P11

Affecting
recommendation
algorithms

Approaching wanted
information deliberately

Clicking expected
information content
deliberately

P36, P38

Interacting with
expected information
sources deliberately

P1

Searching keywords
about expected
information
deliberately

P3, P4, P9, P32

Including keywords
about expected
information in
comments and posts
deliberately

P5

Avoiding unwanted
information deliberately

Avoiding unexpected
information content
deliberately

P43

Avoiding interaction
with unexpected
information sources
deliberately

P20

5 Discussion and Conclusions

This study conducted a thematic analysis on 58 social media posts and explored the
motivations, purposes, and means of creating information cocoons intentionally.
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First, the results reflect the two-sided nature of information cocoons. In contrast
to previous research, this study reflected that some information cocoons may protect
people from the threats of overload information and negative information, and improve
the quality and effectiveness of information requirements. Thus, it’s necessary to redefine
the information cocoons with a dialectical view. In the online environment inundated
with false and misleading information, people would like to filter the information rather
than just accept it all. In this case, the information cocoons are not dilemmas that people
unconsciously fall into, but a self-constructed information villa or information security
room to reduce cognitive load and emotional stress.

Second, this study observes that people would exhibit some deliberate information
behaviors to affect recommendation algorithms. Such phenomenon can also be described
as creating filter bubbles. People who performed in this waymay have a high algorithmic
literacy so that they knowhow tomake recommendation algorithmswork for themselves.
It suggests that filter bubbles are not inherently good or bad, but rather depend on how
people use them. Besides, such phenomenon shows that users need but can’t directly
control the recommendation algorithms. Thus, there should be a human-algorithm inter-
face for users, providing explanations of the recommendation algorithms mechanism,
as well as explicit feedback paths for users to adjust algorithms in real time. In addition,
this phenomenon has dashed the stereotype that the clicking stream data and log data
reflected real behaviors in the information behavior research field, as the behaviors may
be performed for training algorithms rather than satisfy specific information needs.

There are still some limitations in this study. First, further empirical evidence rather
than self-reported data should be collected to verify the real benefits people obtained
from such information cocoons. Second, the small sample size limited the reliability of
the results. More samples should be collected to draw a solid conclusion in the future.
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Abstract. This study investigates what information that was spread the most on
Twitter regarding #BlackLivesMatter during the Black HistoryMonth of February
2022. We distinguished political affiliation through a series of interpretations of
network structure and content. In doing so, we observed different political groups
offering unique curated information flows onTwitter. Using qualitative coding, our
findings confirmed that opinion leaders affiliated with different political groups or
movements tend to curate different kinds of messages. Our findings also show that
opinion leaders on the political left discuss #BlackLivesMatter in a clear supportive
way towards the movement, while the ones on the political right describe the
movement in a more provocative way. Further, we observed that opinion leaders
in the political right group have more dense connections than the political left
group. This work contributes to the bodies of literature using the theory of curated
logics, the influence of opinion leaders, viral information, and the empirical work
around #BlackLivesMatter on Twitter.

Keywords: BlackLivesMatter · Black History Month · Curation logics ·
Virality · Twitter

1 Introduction

The killing of the unarmed African American, George Floyd by former police offi-
cer Derek Chauvin in Minneapolis, Minnesota on May 25th, 2020, started nation-wide
protests police brutality. On Twitter, the hashtag #BlackLivesMatter (#BLM) trended
and, more than two years later, still remains as a well-used hashtag. Indeed, we wonder
if Black Lives Matter is still a social movement or if it has become a semi-main-stream,
ongoing discussion within Twitter, part of the fabric of today’s society. However, not all
of the messages tagged with #BlackLivesMatter are supportive of the movement, and in
fact, Pew polling data shows that roughly 42% of adults in the U.S. held a negative view
of the movement [12]. Both supportive and non-supportive messages can go viral with
the hashtag, and as [17] argue, what goes viral is generally a reflection of what society
views as important at that moment.

To get a better understanding of what people are seeing as important reflections
of #BLM, we collected tweets and retweets with #BLM related hashtags during Black
History Month (February) 2022. In this work we leverage the concept of opinion leaders
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[15], people who are followed by, and have some influence over, other social media
users. We also use the theory of curation logics [20], which posits that actors’ decision
to share, or curate content is driven by the incentives they face and the social norms
within which they are embedded. The opinion leaders in our study are the users who
posted the most retweeted tweets during the month of February 2022. Given the limited
space of this paper, we only selected the top 10 most retweeted tweets from our dataset.

Using social network analysis, our findings show that information that is positively
related to #BlackLivesMatter got the most attention (most retweeted) compared to non-
supportive messages. However, some of the most retweeted posts that on the top 10 list
viewed the #BLM organization negatively. For these users, we manually categorized
them into roles, and qualitatively analyzed the top 10 most shared retweets into explicit
groups. We find that there is roughly the same amount of supportive and unsupportive
retweeted tweets about #BLM on the top 10 list, and these supportive and unsupportive
tweets formed two opposing clusters. Also, the links among the unsupportive cluster are
denser than the ones of the supportive cluster.

This work contributes to the bodies of literature using the theory of curated logics
[20], the influence of opinion leaders [15], viral information [17], and the empirical work
around #BlackLivesMatter on Twitter [2, 4, 6, 7, 14, 16, 21].

2 Background Studies and Related Work

#BlackLivesMatter (BLM) began in 2013 as a collective of Black organizers and self-
identified Black/Queer feminists, Patrisse Cullors, Alicia Garza, and Opal Tometi [6–8,
19]. Theyorganized in response to the death ofTrayvonMartin andGeorgeZimmerman’s
acquittal. Their organizational interests are in ending police brutality and racist bias in
law enforcement [21, 23]. While initial uptake of the hashtag #BlackLivesMatter was
small [9], since the killing of George Floyd on May 25th, 2020, the use of the hashtag
has trended several times and become a common tag [2]. Within the networks of people
tweeting and retweeting about BLM, most tweets hardly get noticed since a very tiny
percentage of what gets shared ever goes viral, or even reaches more than a single user’s
followers [17].

In order for content to spread, or go viral, it typically needs a few key ingredients
[17]. Here we focus on context and message sender. Context operates here as content
which surrounds the tweet during the time it was posted. If context and content are well
connected, the tweet is more likely to go viral. In this study, our temporal context is
Black History Month. While BlackLivesMatter is relatively new, Black History month
has history going back 1926 when Dr. Carter G. Woodson proposed memorizing Black
History [3]. However, Congress didn’t enact a supporting law until 1986 [22]. Dr.Wood-
son also started a series of events titled “Negro History Week’ during the 2nd week of
February in the United States in 1926 [3]. To be more specific, in 1969, Black educa-
tors at Kent State University proposed every February to be Black History Month. In
1975, President Gerald Ford sent out the Message on the Observance of Black History
Week, stating that “to recognize the important contribution made to our nation’s life and
culture by our Black citizens” (Message on the Observance of Black History Week.|The
American Presidency Project, n.d.). By 1986, Congress designated February “National
Black (Afro-American) History Month by passing Public Law 99–244 in 1986 [22].
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Another key ingredient for virality has to do with who is sending the message [17].
Messages sent by influential actors, like opinion leaders, are more likely to go viral.
Opinion leaders are actors in networks that follow events or news carefully, and then
offer their own view or interpretation of it for others [15]. To understand the logic by
which these opinion leaders share viral content about #BlackLivesMatter during Black
HistoryMonthwe turn to [20]’s theory of curated logics, which are presented through the
term of curated flows: how people select information to share into their own networks. In
this view, to curate is to “select, organize, andfilter information to fulfill a need” [20:313].
Curation decisions are based on the incentives and social norms that actors face within
their own networks. As such, wemight expect that actors in different networks that share
information regarding #BlackLivesMatter might face different incentives and norms.
Thus, the kinds of content actively shared on each network are different. Therefore, it is
reasonable to think that people’s unique political networks face different incentives and
norms in discussing #BlackLivesMatter during Black History Month.

Given the above, we propose the following research questions:
RQ1: What are the most shared tweets about #BlackLivesMatter on Twitter during

Black History Month 2022?
RQ2: Who are the users that generated most shared tweets about #BlackLivesMatter

on Twitter during Black History Month 2022 and how are they connected?

3 Methods

Wedesigned this project by looking into the data we collected fromTwitter.We collected
tweets fromFebruary 1st toMarch 15th, 2022, tomake sure that viral events that happened
at the end of February are included. During this time, Twitter users posted 939,257
tweets matching the term BlackLivesMatter or BLM. Of these, 705,953 of the tweets
were retweets.

To provide a descriptive overview of our data, we utilized social network analysis.
Previous studies have shown thatTwitter data is particularly suitable for visualizing social
network analysis [5].We usedRstudio to sort the top 10most retweeted tweets during the
timeframe, and then created a retweet network that shows the retweeting relations among
all the retweets. We then used Gephi, an open-source network visualization software to
generate the retweet network of our data (Fig. 1).

Each node in Fig. 1 represents a user in our data collection, and each edge/link
represents one user retweeting another. The node size shows the in-degree of a user,
which means that the more someone gets retweeted, the bigger the node is. The text
labels are proportional with the node size to indicate who generated the most retweeted
tweet during our data collection period. The ForceAtlas 2 algorithm was applied to
generate the layout [13]. The algorithm aims to show communities by grouping nodes
together who are more closely linked. The layout was optimized to support graphical
interpretation. We colored Fig. 1 based on modularity– the strength of division of a
network into groups. Since modularity is exclusive, the links between two hubs only
show the same color of one hub.
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Fig. 1. The top 10 users who generated the most retweeted tweets during February 2022

4 Results

As Fig. 1 shows, the network has 10 hubs, each of those represents one of our opinion
leaders. The nodes connected to them are Twitter users who retweeted them. This shape
of network serves as an example of a “broadcast network” [18], which refers to the idea
that news related tweets often have a one-to-many structured network, in which many
Twitter users repeat what the news creator tweets. While several of these are notably not
news personalities, bios from each twitter handle confirm that the four of our opinion
leaders are news reporters or pundits.

It is interesting that six of these handles are not explicitly news related but appear to
be influential in the network. For each of our opinion leaders, the following table lists
their username (Twitter handle), profile description, the tweet in the top 10 retweets and
their number of retweets. Based on the profile information listed in each of the accounts,
we assigned a category to describe their roles. This step involved the 3 researchers in
our team to come to a mutual agreement of defining the categories.

AsTable 1 shows, themost retweeted in our dataset asserts the view that a 12-year-old
Black girl suffered unfair treatment for wearing a swimsuit that says BlackLivesMatter
during a swim meet. This tweet further advocates for speaking up about the incident,
especially given that it was Black Historymonth. Users retweeted this post 28,755 times,
which is almost double of the 2nd most retweeted tweet (retweeted 14,688 times) on our
list.

The 2nd most retweeted post claims that GoFundMe, a crowd-funding platform, is
confiscating funds donated to a Canadian trucking protest and giving the money to the
Black Lives Matter organization. The trucker protest was popular in both the U.S. and
Canada among conservative groups. The 3rd most retweeted post on our list actually
quoted the 2nd most popular tweet; this tweet expressed a critical view of the trucker
protest fund confiscation. Table 1 shows that the 2nd and 3rd most retweeted tweets
almost have the same number of retweets, and both tweets are critical of the same event.
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This raises the question of how many of the people who retweeted one, also retweeted
the other. We will unpack this question using Figs. 2 and 3 below.

Going down the top 10 retweet list, we can see that the 4th, 7th, 8th, and 10th most
retweeted posts are also news related.However, based on thewords used in the posts, only
one post, from@Firstdoctorr, shows clear support of the #BlackLivesMatter movement.
The 4th most retweeted post on our list holds a neutral stance towards #BlackLivesMatter,
while 8th and 10th most retweeted posts show unsupportive attitudes.

Figure 1 also shows that some opinion leaders are linked together by users who
retweeted both. This implies that some of themmay share the same audience. For exam-
ple, the 2nd (from @ezralevant) and 3rd (from @jordanbpeterson) most retweeted posts
appear to share more links than any other pair of nodes. To further explore the audi-
ence’s overlap, we used Rstudio’s iGraph package to create Fig. 2 to show our ten
opinion leaders with weighted links based on how many twitter users retweeted both.
Figure 2 represents an example of social network analysis. The color shows the different
groupings. There are two main clusters, which we believe reflects political group affil-
iations. The user with a neutral standpoint (colored in purple) is connected to both left
(blue) and right (red) groups. Using Rstudio, we created Fig. 3 to show the clusters and
the distance between users clearly in a dendrogram form.

Fig. 2. Common Retweeters of the top 10 users

5 Discussion

This study investigates viral #BlackLivesMatter informational patterns. Specifically, we
focus on the curation logics of opinion leaders in the context of Black History Month in
2022.We distinguished political affiliation through a series of interpretations of network
structure and content. In doing so, we successfully observed different political groups
offering unique curated information flows on Twitter. Using qualitative coding, we first
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Fig. 3. A dendrogram of the top 10 users.

confirmed that opinion leaders affiliated with different political groups or movements
tend to curate different kinds of messages. Then we composed a social network graph
(Fig. 2) and a dendrogram (Fig. 3) which further illustrate the structure of opinion leaders
from different clusters.

Based on distinctions in information behavior among opinion leaders affiliated with
different political groups, we suggest that these opinion leaders face different curation
logics [20], which reflects what information they choose to spread. For example, opin-
ion leaders who are pundits and journalists with a specific political standpoint may have
an incentive to appeal to their audience that have a similar view with them. Therefore,
we expect them to post things that target their audience, which is what we have found.
Indeed, among our top 10 users who tweeted about #BlackLivesMatter during Febru-
ary 2022, those organizing into different network clusters, i.e. their political affiliation,
characterize the movement differently. The ones that are on the political left discuss
#BlackLivesMatter in a clear supportive way towards the movement, while the ones on
the political right describe the movement in a more provocative way. By only communi-
cating within their networks, the opinion leaders of each political group curate consistent
political contexts for their audience. Furthermore, an interesting, weakly connected rela-
tionship between @GeoffRBennett, @JordanBPeterson, and @ezralevant suggests an
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informational report of events. However, @JordanBPeterson and @ezralevant are offer-
ing more politically charged discussion which suggests support of a right-wing event in
Canada that only @ezralevant connects to #BlackLivesMatter in passing.

Also, our findings show that opinion leaders in the political right group have more
dense connections than the political left group, which echoes previous studies [10, 11,
24]. Combinedwith [20]’s concept of curation logics, we suggest that the opinion leaders
affiliated with political right groups may face stronger incentives and norms for posting
certain types of messages about #BlackLivesMatter than political left groups. Future
research could investigate how the political affiliationwould impact on sharingmessages
to the network for other issues.

Nevertheless, we would like to point out that the explanatory power of our results
is limited, as our study is more descriptive than analytical with our data. However,
descriptive studies are necessary as they pave the way for further analytical research [1].
Also, due to the limited space here, we only examined the most retweeted 10 tweets
containing #BlackLivesMatter during the Black HistoryMonth of 2022. Future research
could enlarge the selection to look at more well-retweeted tweets. Another limitation of
our study is the platform we chose: the data we collected are from people who chose
Twitter to express their opinions. Future research could compare data across platforms
such as Reddit or Facebook to explore what information gets the most attention.

6 Conclusion

In this workwe looked at what information that was spread themost on Twitter regarding
#BlackLivesMatter during the Black History Month of February 2022. Using social net-
work analysis and qualitative coding, we find differences in different groups of opinion
leaders curation behavior within #BlackLivesMatter. We offer some observations about
the differences in logics (incentives and norms) that they might face.

This work contributes to the bodies of literature using the theory of curated logics
[20], the influence of opinion leaders [15], viral information [17], and the empirical
work around #BlackLivesMatter on Twitter [2, 4, 6, 7, 14, 16, 21]. Our work also
shows the analytical usefulness of the framework of curated flows [20]. And while space
requirements limited our ability to delve more deeply into how the concept of opinion
leaders and curation logics can update the concept of virality, we intend to follow up
this theoretical work.
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Abstract. Florida public librarians are impacted by at least one named storm a
year and are statutorily designated as essential providers of emergency services. To
understand how resiliency can be improved through the services of public libraries,
we surveyed Florida’s public library directors about their public library systems’
preparedness for natural disasters to identify policies and procedures libraries may
have to enhance community resilience. Through our survey, we documented that
few public librarians severely affected by 2018’s Hurricane Michael had formal
disaster plans in place and expressed desires to respond to adverse events as part
of an integrated community-wide response. Although library staff members were
considered essential workers, few library leaders regularly attended local emer-
gency management meetings. While librarians worked more often with county
and local government partners during disaster preparation, response, and recov-
ery, library directors reported that local governments lacked an awareness of the
services libraries provided during crises. This study’s results have implications
for improving community resilience in and through libraries by generating new
knowledge for practitioners and researchers about proactive policy creation and
implementation.

Keywords: Libraries · Disaster management · Community resilience

1 Introduction

Climate disasters are on the rise [1] and increasingly impacting people, infrastructure,
and communities. For example, Florida receives at least one named storm, along with
other natural disasters, each year. Though public librarians are statutorily considered
first responders [2], many Florida public library systems are not integrated into their
community’s disaster response and lack consistently documented procedures. The 2019
IMLS Heritage Health survey [3] reflected that only 25% of small and rural libraries
in the U.S. have a disaster plan, while our interviews with public librarians severely
affected by Hurricane Michael in the Florida Panhandle corroborated that in this region,
librarians had few formal disaster plans in place [4].

Disaster plans are “activelymaintaineddocument[s] containingprocedures and infor-
mation needed to prevent, mitigate, prepare for, respond to, and recover from emer-
gencies” [5]. They are used at all levels of government, public agencies, and private
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organizations. Existing disaster plans fail when they are not consistently assessed and
improved; staff lacks experience with disaster response; and planning does not address
necessary elements or is implemented incorrectly [6]. Library systems often have out-
dated plans or plans focused solely on collections and library infrastructure, without
accounting for staff and community needs. Though most public libraries are extensions
of local government, how emergency management personnel collaborate with library
leaders to effectively allocate library staff and resources is underexplored, despite the
obvious potential harm to the community.

To explore the topic of disaster preparedness in Florida’s public libraries in natural
disasters, we surveyed Florida public library directors about their experiences with dis-
aster planning, relationships with emergency management organizations, expected roles
of staff, and the types and applications of disaster plans they used. We were guided by
two research questions:

RQ1: What elements of disaster preparedness, response, and recovery are public library
leaders using in preparing for disasters?
RQ2: What issues do public library leaders in Florida face when planning for and
responding to natural disasters?

2 Literature Review

2.1 Library and Disaster Management

Public libraries strengthen their communities by providing lifelong learning and innova-
tion [7–9] and people turn to libraries inmoments of need [10]. Public libraries are among
the first anchor institutions to reopen following disasters, providing climate-controlled
safe spaces, critical information, communications technologies, and workspaces for first
responders [4]. Community members turn to the library for aid, technology access, and
social connection [11]. States along the Gulf of Mexico fell victim to several devastating
storms during 2004 and 2005 and public librarians helped communities prepare for those
storms by distributing emergency information and physical aid; caring for vulnerable
community members in need; working with relief organizations; assisting with cleaning
up storm damage; and providing shelter [11].

Librarians also rise to community needs even when their own facilities are affected.
Although the Federal Emergency Management Agency (FEMA) did not recognize
libraries as essential community organizations in 2008, librarians from Cedar Rapids
Public Library worked feverishly to set up an alternate location to provide services to
their community when their own library was devastated by flood waters [12]. Despite
their efforts and those of librarians who routinely answered the call following disasters,
libraries were considered nonessential services, prompting FEMA to deny their request
for temporary facilities. Others lobbied for FEMA to change their policy on libraries
and in 2011, the Stafford Act was amended, designating libraries “as essential com-
munity organizations, adding public libraries to the category of essential community
services, including police, fire protection/emergency services, medical care, education,
and utilities” [10].
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Despite this recognition, libraries and local emergency management organizations
are often disconnected, with leaders who are often not aware of library staff’s disaster
support activities or many patrons’ dependency on the library during disaster response
and recovery [13, 14]. Libraries and library staff are “often engaged in…relief efforts
by accident or through ad hoc efforts, not by design” [11, p. 210], and are not immedi-
ately considered as a resource by emergency managers, with a former FEMA director
commenting, “I think you’re really on to something there, I mean, where else are they
going to go? Libraries have back-up generators for power, they have the Internet, they
have people who will help you. I guess we never really thought of the role libraries could
play” [15, p. 722]. Disaster responders often only recall libraries as disaster resource
providers resources after prompting, even if librarians provided resources and worked
collaboratively with local agencies [10].

2.2 Disaster Plans in Libraries

Many libraries lack formalized plans for use during disasters [10, 14, 16] leading librar-
ians to a “delayed and hindered…coordinated response” [10]. This disconnect is long-
standing: researchers studying library disaster planning two decades ago focused on
circulating collections and building maintenance, but also suggested improving commu-
nications with emergency management personnel, but only as they related to building
and safety issues [17–19]. Many plans that were in place followed this format, protecting
library collections and equipment which often presented the bulk of the library’s capital,
and included procedures for staff and patron safety during a disaster [14]. However,
plans have lacked detail on how librarians could prepare for a disaster, leaving them
“reactionary to events as they unfolded” [14, p.37].

Following disasters, when power and telecommunication grids are down, libraries
are inundated by community members hoping for continued Internet access to reconnect
with the outside world. Continuity planning, or the continuous function of operations
throughout the disaster, is often overlooked in disaster planning [20]. Following Hurri-
canes Katrina and Rita, library leaders in Louisiana concluded existing disaster plans
were insufficient to protect community members, insisting the “focus had to be on busi-
ness continuity, suggesting “the value of libraries lies in their ability to connect patrons
to loved ones, help them find information, and establish some normalcy” following a
disaster” [21, p.37]. Some librarians have created a continuity of operation plan (COOP)
as an addendum to the disaster plan, which “provides the organization with the means
to address the numerous issues involved in performing essential functions and services
during an emergency” [6, p.44]. Throughout disasters like hurricanes and floods, librar-
ians prioritize reopening and assisting patrons in disaster recovery even without plans
in place; however, librarians benefit from regularly thinking critically about community
needs and planning out necessary resources to provide a continuity of service to expedite
the library’s disaster response.

For many library disaster plans, a COOP will be an important guide to continu-
ing operations. Though community needs planning should happen in conjunction with
emergency management personnel, libraries are often not included in county emergency
management plans [3, 22] and are rarely considered during emergency planning sessions
[22].
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2.3 Barriers to Disaster Management

Coordinated disaster management is an emerging field shaped by disaster response.
FEMAwas created following natural disasters in the 1960s and 1970s to create a federal
coordinated response during large scale disasters [6], though local disaster preparation is
left to the states and local governments to organizewithout a federallymandated protocol.
As a result, disaster response varies greatly among states and between rural and urban
areas, as does the relationship between emergency management and their community.
A lack of relationship between libraries and emergency management agencies has been
seen as a barrier to disaster management [16]. Though some library staff work with
emergency management officials to provide workshops to the public, others have been
met with resistance by emergency management personnel unaware of the resources that
libraries could provide in disasters [10].

Even librarians have varied perceptions of expected response to disasters. In a
national survey of over 1500 librarians [22], respondents stated that they believed their
primary role in disasters was “protecting library collections and maintaining normal
services” [22, p.407] and far surpassed their participation in emergency planning and
response teams. Although library collections affected by disasters are at risk for mold
and bacteria damage [23], responding to community needs in times of crisis requires cer-
tain skills that may require additional training and practice. Few librarians participate in
emergency preparedness training and many library staff have been unable to participate
in disaster management training or planning events due to conflicting staff priorities
[16], resulting in few librarians with the skills to respond to any disaster phase [24].
Training in disaster preparedness, response, and recovery improves librarians’ response
and benefits the community [10].

2.4 Library Needs in Disaster Management

Although library collections are extremely valuable and collections are important to
include within disaster management plans, patrons’ continued access to the library for
information, connectivity, and assistance during disaster response and recovery is crit-
ical and could be incorporated into local emergency management response. A lack
of collaboration between librarians and emergency management personnel could lead
to duplicating efforts and wasting resources. For example, 2005’s Hurricane Katrina
prompted the Louisiana State Museum director to suggest cultural institutions needed
to be “integrated into local emergency management plans” [25, p.39], while Louisiana
State Library leaders suggested that public librarians need to coordinate their disaster
response efforts with local emergency management and maintain positive relationships
that would encourage librarians to be included in local disaster plan discussions [21].
Workingwith emergencymanagement personnel better positions library leaders to antic-
ipate community needs, resources they could provide, and roles and responsibilities of
their staff, thus enabling a better disaster response through more efficient planning.

Staff with sufficient training to implement emergency plans provide a more expedi-
tious response in times of crisis [10] and prepare staff for dealing with the personal and
professional effects of disasters [26]. Library staff often contend with also being victims
of home destruction, displacement, and familial obligations.
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Disaster plans are an element of community resiliency because they provide a
blueprint to follow in chaotic circumstances. Florida libraries are at greater risk to
natural disasters and implementing an appropriate plan would help them better serve
the community, but we need to explore the current state of library disaster plans and
preparedness,

3 Method

We used a survey with nominal and ordinal measurement scales and short answer
responses to identify issues faced by public library directors in Floridawhen planning for,
responding to, and recovering from disasters. The survey can be seen at https://bit.ly/Lib
DisasterSurvey. Our aim was to understand, from a public library director perspective,
public libraries’ practices and needs for disaster planning, response, and recovery. We
reviewed and validated the surveywith our advisory board,which includesChiefOfficers
of State Library Agencies (COSLA) and Public Library Association (PLA) members,
state climatologists, emergency operations officers, information science faculty, and
public librarians.

3.1 Data Collection and Analysis

Our study is based in Florida, with 146 public library directors each leading a library
system in one of 67 state counties. To identify the state’s public library directors, we
used county library websites.Weworked directly with leaders of the Florida Department
of State and the Division of Library and Information Services (DLIS) to confirm names
and contact information. The survey instrument (available at https://bit.ly/LibDisasterS
urvey) consisted of 31 questions and concluded with submission upload requests for
existing disaster plan documents. Questions centered on librarians’ roles and relation-
ships in disastermanagement; plans andpolicies for disastermanagement; and librarians’
unmet disaster management needs.

We opened the survey from September 2021 to February 2022 and received 50 total
responses (N = 50), for a return of 34%, though only 38 were completed in its entirety.
Twenty percent of respondents were from state-designated rural counties. We received
plans from 13 library systems.We analyzed the data using descriptive statistics and open
coding with thematic analysis for short answer question responses.

4 Results

4.1 Library Directors and Natural Disasters

Relationship with Emergency Management. Our preliminary survey findings survey
revealed that of the 44 that responded to this question, 82% (n = 36) held a leadership
role during a disaster and most of their libraries were affected primarily by pandemic
and hurricane-related disasters in the last decade. As Fig. 1 depicts, although 27 of 44
(61%) library directors have library staff who are considered essential workers, only 10
library leaders regularly attended Emergency Operations Center (EOC) meetings. Only

https://bit.ly/LibDisasterSurvey
https://bit.ly/LibDisasterSurvey
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one library director sat on the EOC board and assisted in decision-making. Almost half
of the respondents were not directly involved with the local government’s emergency
operations center and remained on standby for the next steps during disasters.

Fig. 1. Florida libraries and their roles in emergency operations centers (EOC)

4.2 Libraries and Natural Disasters

Library Readiness. Library directors felt confident in their readiness for previously
experienced natural disasters in Florida, with 69% (n= 29) of 42 respondents indicating
their libraries were very prepared for hurricanes and 59% (n = 24) of 41 respondents
were very prepared for pandemics. Theywere less confident about disasterswithminimal
warning time, as out of 39 of this question’s respondents, 23 (59%) reported feeling
only somewhat prepared for tornadoes, and 20 (51%) felt somewhat prepared for floods.
Understandably, many respondents reported that their libraries were not prepared for
tsunamis and earthquakes as both are not impossible, but rarely experienced, in Florida.
The infrastructure of buildings, however, was a concern, with 22 (60%) of 37 participants
claiming old and deteriorating buildings were sometimes or always a barrier to disaster
management activities. Poor infrastructure could allow for storms to penetrate through
the building and damage collections and equipment.

4.3 Disaster Preparedness

Preparing for Disasters. Many library directors prepared for catastrophic events by
discussing potential disasters and responses in organizational meetings; attending dis-
aster meetings or trainings outside of the organization; and providing information to
community members on disaster-related issues. Only 48% (n = 20) of 42 respondents
to this question held disaster-related training within the library and library directors
expressed concern for staff ill-prepared for emergency-related roles or duties that lack
clear explanation or training.

Risk assessment and mitigation is the first phase in disaster preparation because it is
“the process of identifying risks to which an institution is vulnerable and determining
how the impacts…may be diminished or eliminated” [27, p.1]. Library organizations
would assess their risks of hazards to staff and patrons, physical buildings, materials,
and technology infrastructure during this phase, however, less than half of those in our
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study engaged in structural mitigation measures, conducted vulnerability assessments,
or considered long-term recovery strategies. Funding is an issue, as nearly 73% (n =
27) of 37 participants indicated that having an adequate budget to design, conduct, or
evaluate disaster response was sometimes or always a barrier.

Although libraries worked more often with county and local government partners
than other outside organizations during disaster preparedness, response, and recovery,
approximately 24 of 37 library directors felt local governments lacked an awareness
of the services their libraries provided to the community during a disaster. One par-
ticipant expressed the need to “convince local government (that) library is integral to
disaster recovery” and another felt libraries should be incorporated into local govern-
ment emergency plans. Identifying and building relationships with community agencies
can strengthen the ability and effectiveness of disaster management [16]. Only 18 of 44
question respondents had existing relationships with community partners that could aid
in disaster response.

Status of Disaster Plans. Regarding the status of existing disaster plans and policies,
we found of 40 respondents, only 10 reported that local government entities included
public libraries in their COOPs, and even with libraries generating their plans, less than
10 libraries surveyed had written disaster plans to accommodate their needs in disaster
management as shown in Fig. 2.

Fig. 2. Disaster plans currently in place for hurricanes, fires, communications, continuity of
operations (COOP), and pandemics.

Many library directors did not report having plans, services, or equipment in place
for vulnerable populations. Of the 36 respondents, only four library directors indicated
they have plans that address assisting seniors, children, persons with disabilities, persons
from low socioeconomic circumstances, and persons experiencing homelessness.

4.4 Disaster Response

During disaster response, library directors indicated library infrastructure is used primar-
ily for library functions by 28 of 39 (72%) library systems, although in later questions,
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17 of 36 respondents provided space for external agencies. Twelve of 33 library directors
responded that their libraries were used for aid distribution and only five had libraries
that are always or sometimes used for shelters.

Assets and Barriers to Disaster Management. We asked library directors what they
sawwere their strongest assets and they expressed strengths in terms of highly competent
and caring staff, customer service, communications, skill in information retrieval, as
well as commitment to their community. Many of Florida’s library leaders and staff
have prior experience with disaster response and recovery and the library’s value to the
community extends to its role as a technology resource, information hub, and partner to
local government and community agencies.

We also inquired about the challenges they face in disaster management. When
their community is victim to a disaster, their staff is also impacted, and the desire to
help the community must be balanced with the safety of their staff. There are issues
with convincing local government that the library is integral to disaster management.
Many library staff do not have training in emergency-related roles and are unclear of
their responsibilities during disasters and the library’s technology infrastructure is often
inadequate. Some libraries lack generators to maintain power and communications and
either do not have disaster plans or the plans they do have are insufficient for the needed
response. Participants were also uncertain about the future, as one participant wrote,
“The biggest challenge is the unknown – if an event happens, how bad is it?” Staff may
not be able to get through and access the building for days, weeks, or not at all depending
on the magnitude of the disaster.

Library Needs in Disaster Management. Library directors indicated a tremendous
need for generators that could assist with climate control for their collections and supply
relief to community members seeking assistance with technology and disaster-related
forms. Technology upgrades inWi-Fi and upgraded bandwidth facilitate government and
volunteer agencies as well as community members with communication and technology
needs. Staff needs training opportunities that are specific to disaster-related roles and
responsibilities, preferably through on-demand online delivery so scheduling is flexible
to staff needs. Library directors also expressed a need for a defined disaster plan for
libraries, formally written and in collaboration with local government plans.

4.5 Disaster Recovery

During the disaster recovery phase, nearly 32 of 36 library directors who responded to
this question reported working often or sometimes with county and local government.
In comparison, 15 of 34 library directors worked with non-profit and volunteer organi-
zations. Only 14 of 35 library directors worked with FEMA and 10 worked with Red
Cross, although one participant noted these agencies are coordinated directly through
local government officials. Library directors noted issues with staffing during recovery
due to displacement of staff, lack of updated contact lists, or issues with communication
lines. Some staff were reallocated to emergency management roles outside of their daily
work, leaving aminimal number of staff for libraries to reopen and provide needed assis-
tance to their community. Libraries lacked sufficient generators to maintain collections
and communication technology resources.
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5 Discussion

In this section, we discuss the survey results in the context of our research questions.

5.1 What Elements of Disaster Preparedness, Response, and Recovery Are
Public Library Leaders Using to Prepare for Disasters?

Library leaders are talking about disasterswith their staff. Still, less than half held training
or prepared staff for emergency management roles, leaving some staff uninformed about
emergency-related duties. Librarian turnover, such as retirements at the director level, can
also have grave consequences for community resiliency. Though more than half have
disaster plans and are working with emergency management officials, there are still
40% that lack written or properly maintained disaster plans or report poor collaboration
with local government officials, leaving some libraries in reactionary positions during
disaster response and recovery and possibly leading to less efficient assistance for their
communities in need [16].

Less than half of the library systems in the study are engaged in mitigation strategies
where vulnerabilities are assessed in building infrastructure, technology concerns, and
social capital, which could result in increased damage and related costs in disasters. Fol-
lowing and maintaining a well-implemented disaster plan could address these elements
and better prepare Florida libraries to deal with disasters in their communities. Disaster
plans should serve the needs of the library, staff, and surrounding community, so assess-
ing those needs when writing disaster plans are essential. Library leaders, however, may
not be formally trained in disaster management. This has implications on several levels
and could lead to a domino effect of sorts.Without proper understanding of disaster man-
agement, library leaders may overlook the need to assess vulnerabilities, which would
weaken disaster preparation and lead to inefficient disaster response and recovery. It may
be solutions can be found through education and collaboration. Within academia, those
preparing future library leaders for success could include emergency management cer-
tification focused on libraries, encompassing not only facilities and collections, but also
delineating continuity of operations and providing community aid in the aftermath of
disasters. Unfortunately, implementing education certifications could take time. Current
library leaders could collaborate with their local government’s emergency management
team, perhaps calling on their emergency management expertise to assist in mitigation
strategies and disaster preparation for both the library system and the general public and
fostering a closer relationship between the two entities.

5.2 What Issues Do Public Library Leaders in Florida Face when Planning
for and Responding to Natural Disasters?

Library leaders have issues with building and technology infrastructure, staffing, inade-
quate or no disaster plan, and an absent relationship with local government emergency
management. Library directors would benefit from working with local government offi-
cials to integrate libraries into their emergency management disaster plans in a way that
accommodates both parties and utilizes library staff and resources to their best advantage.
For example, the role of librarians as “information specialists’ to maximize information
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access, retrieval, and dissemination to communities may be highly overlooked by county
government and EOC leaders.

Libraries could also better prepare for disasters by creating andmaintaining their own
disaster and continuity of operation plans, addressing possible events and protocol for
disaster preparation, response, and recovery. Local library disaster plans need to address
building infrastructure, assessing building construction and window replacement needs
so storms are less likely to wreak havoc inside libraries. Updating old HVAC units could
address climate control needs for collections and equipment, as well as pandemic issues.
Another aspect raised by library directors was technology infrastructure, and they would
need to consider Wi-Fi and bandwidth needs that would suit their community’s popu-
lation. Additionally, library directors should anticipate their community’s likely needs
during disasters and possible ways staff and library resources can meet those needs,
so a conscientious plan of action can be formulated for staff roles and responsibilities.
Library leaders who want a voice in how libraries and staff will be utilized during dis-
asters must build relationships with local emergency management leaders. Establishing
relationships before emergencies strike, perhaps through joint preparedness workshops
to the public, could expose those in emergencymanagement to the information resources
available at the library, both in information access and staff that are trained information
specialists, and allow for opportunities to share how libraries can contribute towards
community needs during disasters.

Library leaders would also benefit from using their voices through targeted public
relations campaigns, sharing how they help the community in the aftermath of disasters.
Many library programs encourage patrons to share experiences through their own stories
or by documentingwith photos, creating displays of community resilience [4]. This could
be an opportunity to include the library’s own stories and invite local government and
community organizations to share their stories as well. An opening reception for this
type of exhibit could bring more exposure, showing how those in the community rely
on libraries following disaster events.

6 Conclusion

Our study explored how libraries are using the elements of disaster preparation, response,
and recovery and the issues library leaders face when planning for and responding to
natural disasters. Regardless of the status of their disaster plans, librarians heeded the
call when needed in their communities. As disasters are more frequent in our changing
climate, library leaders expressed the need to prepare their staff and create amore efficient
plan that works in tandem with the local government response.

Our next steps include analyzing the submitted disaster plans to understand com-
monalities and differences, especially the main themes or elements of the plans. Focus
groups of library directors will be conducted to conduct in-depth analyses of the ele-
ments of a plan and determine the extent to which modifications are needed based on
library locale (e.g., rural versus urban libraries). We are also in the process of surveying
Florida county Emergency Operations Center directors to identify perspective gaps in
community disaster response.

Evenwithout those additional insights, the research featured in this paper will inform
disaster planning, facilitate the design of disaster plan workbooks, models, and COOPs,
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and generate new knowledge about key aspects of policy creation and implementa-
tion in disaster management that can strengthen community resiliency through Florida’s
essential libraries. This study is important because it emphasizes that many emergency
management officials do not recognize the value libraries bring to disaster management.
By formally partnering with emergency managers, library directors can clearly com-
municate that library staff are trained information specialists, poised to “understand the
diverse community information needs of the local population and…how to best meet
those needs” [28, p.2].
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Abstract. Presents selected results from research exploring the use and role of
virtual reality (VR) in public libraries in Aotearoa New Zealand. Interviews with
public library staff responsible for VR services in 9 public libraries found that dig-
ital inclusion and supporting communities’ digital literacy skills and experiences
were the key motivations behind the introduction of VR. The aim of attracting
a more diverse user base was also presented as an important reason for adopt-
ing the technology. VR can be used for education or entertainment purposes and
the libraries recognised the validity of programming covering both, although the
earlier adopters were moving towards more educative and creative activities incor-
porating VR. Discussion of the role of the public library space for VR services
highlighted its importance as a safe space for experimentation for groups with less
access to technology, reinforcing its positioning as a site for digital equity within
communities. It is concluded that VR can contribute to the continuing develop-
ment of the public library as a participatory physical space, with co-creation and
dialogic activities supported by digital technologies.

Keywords: Public libraries · Virtual reality · Immersive technology · Digital
inclusion · Library space

1 Introduction

Immersive technology is changing howpeople consume information andmedia by bring-
ing together the physical and digital worlds. Virtual reality (VR) specifically has expe-
rienced rapid growth over the last decade as head-mounted consoles and controls have
become more widely available and more affordable [1]. With the use of a stand-alone
headset or a headset connected to a computer or game console, we are invited into a vir-
tual world that immerses us in experiences such as games, roller coaster rides, museum
visits, or explorations of travel destinations. Although the gaming and entertainment
purposes of VR have dominated discussions of the technology, VR also offers oppor-
tunities for formal and informal learning and, in this capacity, has been introduced into
educational institutions and their libraries [2].
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Previous research into the use of VR in libraries has focused primarily on its appli-
cation in academic libraries and has explored the challenges and opportunities of the
technology and perceptions of library staff and users [3–5]. Discussion of the use of VR
in public libraries is less common but public libraries internationally and in Aotearoa
NewZealand have introduced VR programming in recent years [6, 7], indicating a grow-
ing recognition of its potential for drawing in new audiences and enhancing educational
programs. The grounds for the inclusion of VR programs in public libraries lie in their
learning remit, open safe spaces, and their role in supporting community-based digital
inclusion. Libraries today are focused on making connections [8] - connecting people
with each other as well as with ideas, knowledge, and creativity, increasingly through
technology. Digital technologies now play a vital role in people’s learning experiences,
and, for many, the public library is the only free, open, public space where they can
encounter and experiment with new technology to support their learning.

The introduction of VR into public libraries fits with the public library mission of
supporting community access to technology and widening learning experiences but suc-
cessful implementation of the technology requires more in-depth knowledge of why
and how public libraries are using VR than that currently available in the research lit-
erature. The use of VR has been little researched in the public library context and we
lack a clear understanding of its role in supporting the public library’s purpose within
communities and its impact on the library or community. Clarity on the motivations
behind public libraries’ introduction of VR, the aims of their programming around VR,
and indications of future plans for the technology will provide insights for other public
library services considering adopting VR, including effective practice in its implemen-
tation and any potential challenges to consider. Drawing on research undertaken for a
master’s research project [9], this paper explores the intersection of digital technology
and physical space within public libraries in Aotearoa New Zealand and addresses the
following research questions:

– RQ 1: What are the motives behind the introduction and implementation of VR in
Aotearoa New Zealand’s public libraries?

– RQ 2: How is VR used in Aotearoa New Zealand’s public libraries?

2 Literature Review

The literature on VR in libraries focuses primarily on academic libraries, with some
mention of public libraries. Before reviewing some of the studies, though, it is important
to have some background on the educational uses of VR as this is often the motivation
for introducing the technology into libraries.

2.1 VR and Learning

VR is continuing to undergo testing in the study of such subjects as biology, anatomy,
and archaeology, allowing learners to study 3D models in VR instead of using more tra-
ditional online platforms [10–12]. In addition to formal learning opportunities, there are
also examples of community-based learning using VR, such as learning to understand
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dementia through first-person interactive virtual experiences [13], immersive learning
and therapy for neurodiversity [14, 15], or with visual art sessions for stroke rehabil-
itation [16]. Many participants in studies of both formal and informal learning using
VR found their experiences entertaining and engaging because of their perception of
the experiences as realistic [10, 17] and this can be motivating for participants. Game-
based learning programs can inspire students by setting new challenges for their progress
through interactive incentives [12] and while the entertainment and educational values
of VRmight appear to be competing against each other, gamification generally is consid-
ered to have positive engagement capabilities for learners [18, 19]. Gamification through
VR can be employed to engage those in formal learning situations in schools and uni-
versities and also those participating in more informal learning experiences in spaces
such as museums [20] and libraries [21].

2.2 VR in Libraries

Although the learning potential of VR is clear, the motivation behind the implementation
of VR in libraries, and specifically public libraries, is primarily to offer users access to
popular technology. Massis [22] suggests that VR is a tool for teaching library users
about information literacy while encouraging and supporting engagement with new
technology. With this approach, Massis [22] argues that VR in libraries uses a hybrid of
entertaining content, the goal of which is primarily educational. However, subsequent
studies by other authors conclude that educational opportunities with VR are often
not the main target for library users; instead, users engage with VR in an exploratory
manner [3, 4]. Since VR can be used for both educational and entertainment purposes,
the two applications can be seen as drastically different or complementary, depending
on the strategy of the implementing library. In their study of VR use by university
students, Frost et al. [23] found that the majority were interested in extracurricular uses
of VR but suggested that library staff should collaborate with faculty to help students
engage with the technology to enhance their academic experiences too. Sample [24] and
Valenti et al. [25] found that new students’ anxiety declined following a virtual tour and
orientation program respectively, indicating that VR can engage students and provide
valuable learning experiences.

Conventional learning-focused uses of VR may not be directly applicable to public
libraries, and there may be implications for the types of learning-focused content that
can be developed and offered as part of public libraries’ educational programs and
services to their user communities [26, 27]. While an education focus would fit the
mandate of an academic or school library, public libraries might take a more relaxed
approach toward VR that, nonetheless, supports their overall digital strategy. The aim
of the libraries in implementing VR may be to merely allow users to engage with the
technology without a specific agenda. There could be obstacles to that engagement in the
community, however. Dahya et al. [28] found that users within that community felt that
VR platforms do not feature enough visible diversity to reflect the user community and
suggested that this could be off-putting for some. Amore targeted approachmay bemore
successful such as that described by Hall [29] who discusses a VR program used as a
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learning tool for veterans and seniors in California. The program encouraged participants
to share personalmemories from their past travels after immersing themselves in a virtual
travel experience. This storytelling-based approach, delivering a specialized program to
a distinct group of users, offers a different framework for delivering learning-based VR
that appeals to users’ interests. It is important to consider, however, the challenge of
meeting the needs of the numerous demographic groups who use the public library.
While Hall [29] presents a case where a specifically designed outreach program brought
VR into the community and presented carefully selected content for a niche group,
public libraries may find it a challenge to engage a diverse user base while also striving
to address the unique needs of different groups through access to digital technologies
[27]. This issue was explored in the research reported here as part of a study exploring
Aotearoa New Zealand public library experiences of introducing VR and lessons learnt
in its implementation.

3 Method

An environmental scan was undertaken to identify public libraries in Aotearoa New
Zealand providingVR services. Thewebsites and social media pages of all public library
services in Aotearoa New Zealand were searched and the results showed that, in late
February 2022, 15 public library services offered VR. A qualitative approach was taken,
and semi-structured interviews were the main data-gathering technique with the aim of
allowing participants to share the unique stories behind the development of VR programs
and their experiences of implementing VR in their libraries. A combination of purposive
and convenience sampling resulted in interviewswith nine participants.Having identified
libraries with VR services, those managing the VR programs in all 15 libraries were
invited to participate in an interview and nine responded positively. All interviews were
via Zoom andwere recorded. All data relating to the individual and participating libraries
were de-identified to protect the confidentiality of participants and their organizations.
The participants were asked questions about the introduction of VR, any user groups
prioritized, programs offered, challenges faced, the role of VRwithin the library’s digital
strategy and their experiences of implementing VR. The interviews were transcribed and
NVivo 12 was used to assign inductive codes aligning with the research questions. The
codes were then organized into themes relevant to the research objectives and questions
as well as reflecting additional topics arising during the interviews [30, 31].

4 Findings

Table 1 presents an overview of the provision of VR in the participating libraries at the
time the research was undertaken (early 2022). All the libraries adopted VR technology
between 2016 and 2020 with two introducing it very soon before the start of the COVID-
19 pandemic in early 2020.
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Table 1. VR provision in participating libraries

4.1 Aims and Uses of VR in Libraries

In response to RQ1, the analysis found that all the participants highlighted digital inclu-
sion as the motivation behind the adoption of VR with the aim of making more technol-
ogy available and promoting digital literacy within the community. Librarian 7 linked
this with the Māori concept of kaupapa – “principles and ideas which act as a base or
foundation for action” [32], in this case, the strategy or policy of providing collective
community resources:

It was introduced with the intent of offering an upper form of digital experience.
We’re incredibly focused on accessibility and removing as many barriers to using
and participating in digital stuff as possible. Many people can’t afford VR sets or
might be intrigued by the technology but have no other way to interact with it. So,
we invest in that on behalf of our community so they will have those opportunities.
It links to a wider kaupapa around extending the thinking around why libraries
have collections in the first place. If you think about a community as able to afford
a much larger, richer collection by pulling all their money together through their
rates, they can then collectively afford the resources, like books. If you extend
your thinking, it can apply to all manner of things, like VR, 3D printers for their
community, PlayStation 5. All those kinds of things that individual families might
not be able to afford on their own.

The positioning of the library as a collective, community good is evident in the
participant’s words as is the promotion of the role of the library in extending digital
opportunities to those who may not otherwise be able to access them.

Another aim of VR evident in the participants’ responses was to attract more and a
wider cross-section of local people to the library. The argument that VR can be a good
strategy to draw teens, particularly, into the library space and introduce them to the other
services and programs offered was often made by participants. Librarian 2 said:
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That was a big point for me because … teens’ usage is a big struggle for us.
Something like [VR] was a great way to draw them into the library and then once
they’re kind of familiar with using the library then next you start going, “Hey, you
know we’ve got these other programs that are going on. Do you want to take part
in it next?”

Conversely, Librarian 5, who worked primarily with teens in her role, spoke about
VR as a valuable program in its own right, rather than a gateway to other library services,
saying that it is important to learn about the teens’ patterns with the access and use of
the library and to work to meet their needs. While some of the libraries expressed an
agenda to use VR as an introduction to other programs and services, therefore, others
promoted VR because of its merits as an interesting technology offered by the library.
Librarian 8 commented that VR for teens in Library 8’s youth space offered teens variety
within the library and helped to promote it as a safe space for them. Three participants
also emphasized the benefits of VR for users who are neurodiverse or have physical
disabilities. They had worked with users with autism or dementia, as well as those who
use wheelchairs, to assist them with accessing travel experiences through VR.

Although VR was considered by all participants as a way of attracting new users
to the library, its success in this regard was also questioned. None of the participating
libraries kept statistics on how frequently users returned to the library specifically for
VR programs, but the participants commented that most of their users did not tend to
return to the library for that purpose. According to Librarian 4:

We do have a few frequent [users] who like to enjoy it. There is a guy who is
doing one of the design programs. He’s getting quite good with the software and
is starting to be able to design stuff, but the vast majority are a one-hit-wonder.
They come in; they try it. Sometimes the kids tend to come back, but not over and
over and over again.

Despite this, all the participants said that VR continued to attract new users to the
library and had become an effective promotional tool. Three of the participating libraries
that were early adopters of VR suggested that there is a wide potential to explore the edu-
cational aspect of VR and had plans to teach users how to design games and experiences
using the technology, enabling users to generate content that reflected their interests and
experiences.

VR offers an immersive digital experience but still requires sufficient physical space
to enable users to move safely, a point emphasized by all participants. Furniture was also
required for older users or those who chose to sit while using the technology. In libraries
without a dedicated VR room, participants said that the staff isolated the playing area,
using bollards or ropes, to prevent others from walking through the space while the VR
is in use. This raises the issue of how digital technologies impact the physical space of
the library, fellow library users and the other services and activities within the library
building.

Aside from programming in the library, a range of outreach programs was also
offered by the participating libraries. Taking the VR equipment out to schools was
common, particularly in remote areas, to introduce the technology to students who
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may rarely come to the library and are therefore unaware of the range of facilities
and programs offered. 5 participants had also used VR at local events to promote the
library more generally, indicating that VR can work as a stand-alone attraction to bring
people into the library. Before COVID-19, several of the participating libraries offered
VR via community outreach as well as in the library by visiting schools or rest homes
and they would also take their VR to special events, such as festivals, to showcase
the technology. In addition, community groups sometimes collaborated with the library
using VR. According to Librarian 4: “I’ve done some work with a local lady who was
doing a study on people with dementia and using VRwith them and they actually created
a VR simulator for them to use.” Librarian 4 described a project with migrants in the
community: “We also had a group of migrant women come in. We’ve done things with
them with Google Earth, so they can go back and check out their hometowns and they
show it on the big screen to show people where they came from”. These examples show
thatwhileVR can be a novelty and entertainment for some users, there is also educational
value in the technology.

4.2 Entertainment Versus Education

Returning to the discussion of gaming versus education uses of VR outlined in the
literature review, participants explained that they worked to provide a balanced blend
of entertainment-focused and educational VR experiences. An age-related distinction
was evident; while older adults largely tended to use VR for informal learning armchair-
style expeditions, younger users often received their first introduction to VR via games.
Seven of the participants said that they sought to promote the educational aspects of the
technology, particularly when visiting schools as noted by Librarian 1:

We have conversations with the teachers and ask about what they cover over the
term. We had one school that was learning about the pyramids, so we used a VR
headset and the app Wander to go over the pyramids and actually see them. We
had one where they were doing underwater and the ocean [using] an app called
Ocean Rift that allows you to experience different sea creatures.

Library 1’s after-school and school holiday VR programs were more relaxed, how-
ever, aiming to introduce users to the technology without a strict curriculum-based
agenda. Following such introductions, Librarian 1 was planning for the next steps with
VR, which would allow the users to learn about design: “I think now that they’ve done
quite a bit of the programmes, our next step will be to change it up a little bit, maybe do
some virtual reality design”.

There was some discussion about the educational value of gaming. For example,
Librarian 3 suggested that, to a certain extent, many experiences on VR constitute edu-
cation through gamification; whether playing a game or exploring an app that teaches
the user about human anatomy, the user receives an introduction to a new technology:

Although it is gamification, it is learning how to use the navigation. A new thing
that came out a year or two ago was hand tracking. Before it was all [about using]
controls and now you can navigate by pinching. There are a couple of games that
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are games but they’re for learning how to navigate the system, so that was the great
thing for (users), that they pick up the ball and put it on fire but they’re learning
navigation to get around.

Librarian 8 also said that she worked with the local schools to explain to the teachers
the merits of VR. “Many of them thought, at first, that it’s just for gaming,” she said,
explaining that she is not opposed to gaming because it, too, offers education oppor-
tunities: “I strongly advocate for gaming because I know there is a lot of negativity. I
have talked to the media class at the local college and we talk about the story aspect
of gaming and the narrative aspect. It can be quite a valuable experience as well if you
highlight it”. Library 9, which was one of the first to introduce VR in 2017, was trialling
a partnership with BLAKE NZ-VR, an organization that works with schools to offer
VR-based programs that educate students about nature conservation and sustainability.
Like the other libraries, Library 9 was planning to move beyond the initial introduction
of VR as entertainment toward specific educational programs. According to Librarian
9:

Now we’re getting more experience in terms of what software and platforms we
can use. I think we’re moving toward more structured educational VR, but we’re
still at the entertainment side and even our programs are just dipping their toes in.
It’s just having the time to design that kind of programming.

Librarian 9 was also working with local Pasifika (Pacific Islands peoples) communi-
ties to address the existing disparities between the Pākehā (New Zealanders of European
ancestry) and the Māori and Pasifika communities in STEM careers. With a friend,
Librarian 9 had established a privately funded trust for STEM-focused education for
isolated Pasifika communities in the region. The aim is to create a more inclusive envi-
ronment by working intensively with the communities of users for whom access to the
library and its resources presents a challenge due to prohibitive geographical distances
and socioeconomic and cultural factors. Librarian 9 explained that it is important for
libraries to learn about the needs of the Māori and Pasifika communities and to teach
the children in those communities about the prospects of STEM careers:

Just having access and creating a space where it’s safe for whole families to play
with technology, normalize the use of it, and make it not scary has a massive
benefit. I always see a huge sense of pride in the kids when they teach their parents
how to use technology. That confidence with tech and knowing that it’s not a
space that they can’t be a part of is always a massive driver for me personally. That
extends out to the whole community, but definitely those communities that don’t
see technology as a career path. It’s really massive to make sure that they have
access to [STEM education] and that they feel confident and have a good learning
space for that.

Librarian 9’s emphasis on the need for safe, welcoming spaces for disadvantaged
groups to experience technology is an important one, discussed further below.
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5 Discussion

All the participating libraries offered a variety of games and exploratory experiences to
their users through theirVRprograms, and although themajority do not prioritize specific
user groups, making the technology available to everyone, they have programs designed
specifically for teens, seniors and other groups within their communities. One of the
commonly mentioned motives for the introduction of VR in libraries was to attract non-
users (primarily teens) into the library space. The libraries would typically reach teens
and seniors through in-house programs and digitally inclusive outreach by travelling to
schools and rest homes, especially in remote areaswhere peoplemight not otherwise have
access to library services and programs [27]. The focus on programs for teens and seniors
allows the participating libraries to choose a variety of VR experiences for those groups.
The libraries offer those users an opportunity to learn about the technology, as well as
its capabilities but some of the participating libraries are starting to consider the next
steps to direct their work with the technology toward programs focused more closely
on the educational applications of VR, specifically in working with schools. Without
data from the participating libraries regarding returning users and their perceptions of
the technology and related experiences, it is challenging to understand the next steps
that the libraries could take to harness VR beyond the purposes of mere introduction to
the technology, however. The importance of evaluating library programs and services to
improve and develop them has been emphasized in the literature [33].

Initiatives that identify a specific challenge and highlight a discrepancy between the
needs of a community group and the programs offered by the library are particularly
important to consider in any evaluation activities. Hartnett et al. [27] discuss the per-
ception of public libraries as inclusive communities that are working actively to address
the challenges of the digital divide. In this research, Librarian 9 spoke about bring-
ing STEM-focused educational programming to Pasifika groups, while other libraries
reached schools and remote communities via mobile vehicles. The important role that
public libraries play in extending opportunities for digital engagement to specific groups
who may not have had extensive experience with technology [34, 35] is evidenced again
in this research. For those with limited income, libraries can open up access to new
technologies by making them available for collective use as noted by Librarian 9, with
one study finding that the greatest demand for gaming programs in public libraries came
from low-income communities [36].

Another important point here is that those in low-income households may not only
lack the funds to purchase new technologies but also the space in which to experiment.
The participants in this study often highlighted the need for adequate space for VR,
unlikely to be available in all homes. The provision of VR services in libraries gives
users the space to play and be creative that they may lack elsewhere and use technology
that has physical as well as digital attributes. The impact of digital technologies on
library spaces has been considered previously, often focused on the development of
the information or learning commons in academic institutions [37]. In public libraries,
Crawford Barniskis [38] explored the spatial arrangements of makerspaces, noting that
the arrangements made for the provision of library services and programs indicate the
prioritization of certain groups or activities and Black and Pepper [39] have discussed
how technology has changed library architecture but there has been little consideration
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of how internal spaces in the public library, and people’s use of these, is impacted by the
integration of digital technologies like VR and associated programming and this would
be an interesting avenue for future studies on the topic.

One promising avenue for the development of programs may draw on the ideas pre-
sented by Dahya et al. [28] and Ellern and Cruz [40] who discuss VR content creation,
either by the libraries themselves or by their users. As public libraries are increasingly
positioned as participatory community organizations [41], they are seeking new ways
to engage local people as active participants and facilitate connections around ideas and
content. By supporting users’ content creation, libraries will be helping local commu-
nities share their stories and providing them with digital skills at the same time. The
physical public library space can play an important role as a site for digital participatory
practice, supporting users’ technology learning and also opening up dialogue with those
the library may otherwise find hard to reach. This would also support users’ creativity.
The role of public libraries as creative spaces has been a developing trend in the last
decade or so [42] representing a shift in emphasis from content provision to content pro-
duction, and inspiring users’ creativity [43]. In this respect, VR content creation can be
considered part of the developments that brought makerspaces and fab labs into public
libraries.

Much is made of the tension between the educational and entertainment purposes of
VR but the findings of this study suggest that they are not dichotomous but complemen-
tary. The participants recognized the value of learning through play in line with research
showing that gaming can develop multiple literacies [36], and support creativity and
experimentation [44]. Video games have been shown to have a host of educational bene-
fits. They can increase general knowledge and promote skills like teamwork, leadership,
problem-solving [36, 45], pattern recognition, spatial reasoning [46], critical thinking
[36], and perseverance [47]. Gaming has been found to be a good way into technology
for those with limited skills because it is less daunting to play technology-based games
than to learn to use a computer [36] and VR has the potential to develop similar skills and
competencies as users work alone or with others to progress through apps and games.
Participants in this study confirmed that their VR services and programs developed
important ICT skills as well as collaborative and problem-solving skills. Ultimately, the
participants’ comments emphasized that public libraries provide resources for learning
and leisure and VR programs support both.

Librarian 9 talked of the importance of a safe, welcoming space for disadvantaged
groups to experimentwith technology, suggesting that the public library canbe successful
in this regard. Libraries are recognized as key spaces for digital inclusionwhere librarians
regularly support users with their digital needs and activities [27]. A motivation to
develop further technology-based programs was evident in participants’ responses, both
to excite people about digital technologies and to encourage a more diverse user group
into the library space. While there is some evidence that users who attend technology-
based programs will interact with other library services [36, 49, 50], further research is
required to evidence a clear link. In any case, VR provision should arguably be supported
as a valuable service in its own right rather than as a way of increasing the use of others,
as emphasized by some participants in this study. Perhaps more important is the impact
on the image of the library that the introduction of technologies like VR can have. The
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positioning of the library as a vibrant community space that welcomes groups of people
to meet and interact around technology may encourage greater use alongside enhanced
community connections and dialogue.

To summarize the response to the research question, for RQ 1, the motives behind
the introduction and implementation of VR in public libraries in Aotearoa New Zealand
focused on offering library users a variety of equitable digital opportunities and attracting
a wider audience into the libraries, including teens. RQ 2 focuses on how VR has been
implemented in the responding public libraries. The analysis shows that VR services are
offered both in the library space and via community outreach to schools and seniors in
care homes. The subject of VR for entertainment and/or educational purposes is relevant
to both research questions. Although younger audiences have been primarily interested
in using VR for entertainment, opportunities exist for education through gamification,
and some libraries have begun exploring the prospect of teaching their users how to
design experiences for VR.

6 Limitations and Future Research

Although the nine participating libraries formed an effective sample for a project of this
scope and nature, a larger sample would have provided additional and more diverse data
and it would have been interesting to explore the experiences and plans of more libraries
offering VR services. The research data would have been further enriched by capturing
users’ experiences too, focusing on their perceptions of the technology, the available
content, and the role of VR within the library. Furthermore, by observing the libraries’
VR users, we would gain a better understanding of behaviors with the technology in
the library. Such insights would help to inform the libraries’ evaluation of their VR
programs and plans for future implementation. While outside the scope of this project,
there is potential for user studies in the future including community perspectives on
the integration of technology like VR into the library space. Research focusing on how
digital technologies shape library spaces and patrons’ behavior and how digital and
physical spaces interact with one another in the public library would provide a greater
depth of understanding of digital-physical dynamics in public libraries.

7 Conclusion

This research contributes to the body of knowledge on how public libraries and their
spaces support digital inclusion in communities which continues to be a key agenda
for libraries. The evidence presented in this paper indicates that it was driving much
of the implementation of VR services in the participating public libraries as well as
participants’ ideas for future developments using the technology. VR content creation
programs run by the libraries would position the libraries as active players in community-
based digital skills initiatives, and the dialogic potential ofVRwould also strengthen their
co-creation and community participation activities. Although VR presents users with
virtual representations of worlds and places, their interactions with these digital spaces
take place within a physical location, usually the library itself, connecting them with
the library, its services and other users within the space. This blending of physical and
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digital environments, sometimes termed “phygital” [51], has been discussed previously
in light of public library developments during COVID-19 [52] and has generally referred
to people accessing digital public library services from their homes. With VR services,
however, public libraries are supporting people’s experiences of virtual places within
a familiar physical space. The physical and digital convergence provided by VR offers
libraries opportunities to becomemore participatory and engaged with communities and
groups beyond their usual clientele and offers library users the chance to have new digital
experiences within a trusted, safe physical environment.
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Abstract. In this article perspectives are offered by an instructor, author, and
researcher involved in the open textbook Humans R Social Media and resulting
OEC (Open Educational Collection) developed at a large southwestern university.
The iVoices OEC is described as the unplanned fruit of teaching in connection
with Open Educational Practices (OEP). OECs in general are discussed as logical
outcomes of pedagogical theories including open pedagogy in general, and the
theories of Funds of Knowledge and Universal Design for Learning as well as
user privacy protection strategies. Lessons learned are offered as recommendations
for planning future OEPs and OECs including changes in memoranda language,
budgeting for collection management assistance, and clearer partnerships with
institutional repositories. This case study of an open textbook and accompanying
OEC is offered to deepen understanding of open pedagogy in praxis.

Keywords: Open educational collections · Open pedagogy · Open educational
practices · Open textbooks · Funds of knowledge · Universal design for learning

1 Introduction

A growing body of work supports the value of open pedagogy and Open Educational
Practices (OEP), but less work has focused on the collections of student content that
can result from such practices. This article lays out implementation of an instructor-
designed, multimodal open textbook project, and then management of the unplanned
Open Educational Collection (OEC) of personal student stories about technologies it
produced. Lessons learned are offered as a model for planning future OECs including
changes in memoranda language, budgeting for collection management assistance, and
partnerships with institutional repositories. This case study of the open textbookHumans
R Social Media [6] and multimedia OEC iVoices [15] respectively first published in
May and October 2021 respectively, and in continuous production through spring 2023
is offered to deepen understanding of open pedagogy in praxis.

2 Conceptual Framework

Humans R Social Media or HRSM is a textbook originally produced for a large general
education course on social media, then developed into a multiyear project designed
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following the principles of open pedagogy [9, 16]. Beginning in Fall 2020, students in
the course for which HRSM was created by this author were trained in storytelling and
media production. They were first invited to present their identities and experiences with
social technologies, then to openly license the content they created for integration in the
textbook. Such practices of creation and use of Open Educational Resources (OER)
have been framed as Open Educational Practices or OEP [2, 7]. The groundwork for
these open culture frameworks in education has been built in part through the growth
of participatory cultures online [11], seeded by active user approaches to Web 2.0 sites
inviting user participation in creation of video, audio, and graphical content. OEP like
those in HRSM cultivate student agency through enabling student participation not only
as learners, but as creators of course content in the media modalities that increasingly
characterize the social networking landscape.

iVoices was designed with pedagogical theories at its foundation, as well as user
privacy protection measures documented by new media scholars. First, the project was
intended to activate critical “Funds of Knowledge” [8, 13] students have around personal
and group uses of technologies at home and among peers, knowledge they can share
through stories they tell and creative work they produce around new technologies in
their lives. Channeling of such content in this project is a manifestation of the collective
value of experiences with technologies formed within the contexts of families, commu-
nities, and cultures. Additionally, this project was designed toward Universal Design for
Learning [14], offering flexibility in instructional content modality and practices with
the understanding that accessibility for specific populations would benefit learners more
broadly. Finally, user privacy protection strategies were observed by researchers [10]
including “white-walling” [1], migrating student content out of the environments where
it was created to remove digital traces of identity not intended for sharing.

3 Initiation of the iVoices Project

In Fall of 2020, iVoices Student Media Lab was launched at a large, southwestern uni-
versity in the United States. The project was initiated by the author with support from
an institutional fellowship funding education-based scholarship. The author had previ-
ously taught a large general education course on social media for eight semesters, during
which she had piloted the production of course audio content in the form of a podcast
featuring student stories. iVoices was funded beginning in her ninth semester teaching
the course, with the goal of integrating student stories into curricula and scholarship
around technologies. Project funds were used to hire student media lab instructors, fund
media production equipment and subscriptions, and buy out instructor time from other
courses. As originally envisioned, the project was to include three phases: Teaching,
Publishing, and Research. The crucial and rewarding Collection phase only emerged
through praxis.

4 The (Planned) Teaching Phase

As planned in the Teaching Phase of iVoices, the team trained students to produce media
and digital stories about their experiences with technologies, and then offered students
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the option to openly license their work for reuse including in the textbook. This phase
began with the original source for the open textbook: a simple 10-chapter textbook the
author had written and continuously updated beginning in 2017, Humans are Social
Media [5]. As a member of the Open Educational Network, the institution’s libraries
offered the open source Pressbooks for institutional use when this project began, opening
the possibility of having students as eBook contributors. Before the semester began, a
graduate assistant and the author migrated Humans are Social Media from its previous
host to Pressbooks and modified the title to Humans R Social Media [6]. The team then
created a new draft version of the textbook in Pressbooks for work by the students, giving
them the sense of contributing to the textbook while offering a key layer of privacy and
security.

Once the semester began, the iVoices team of undergraduate media lab workers
with skills in video, audio, and graphic media production helped design assignments
that would immerse students in the world of online, social media as creators. Assigned
projects (Table 1) included composing text-based stories, audio stories, videos, and
graphics. Projects were low stakes in grade value and scaffolded to build confidence
with writing multimodally for the web; each was worth no more than 10% of the stu-
dent’s grade, and several were due per semester. For accessibility for all students, fol-
lowing the principles of Universal Design for Learning, instructions were in multiple

Table 1. Assignment components

Text Audio Video Graphics

Fall 2020 4 × 500 word
posts*
1 short bio*
1 new glossary
term*

1 narrative audio
story***
1 interview-based
audio story**
1 optional
narrative audio
story**

1 optional video
story***

1 graphic profile
picture (1 version
without and 1
version with
background)

Spring 2021 3 × 600 word
posts*
1 short bio*

1 narrative audio
story
1 audio story
featuring reused
sound bites**

1 interview-based
video story**
1 animated video
story**

1 graphic profile
picture (1 version
without and 1
version with
background)
1 meme

Fall 2021 2 × 600 word
posts*
5 tweet-style
posts*
1 × 300 word
post*

1 narrative audio
story**

1 video story***
1 rigged animation
video (Option 1 of
2)

1 graphic profile
picture*
1 infographic
(Option 2 of 2)

* Design preferred and workshops offered in Open Source Software.
** Creative Commons music required.
***Could optionally include Creative Commons music (or no music).
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formats such as videos, writing, and liveworkshops, with ample repetition. Teachingwas
informed by formative assessments to gauge students’ levels of comfort and experience
with technologies, levels of satisfaction with the course as it progressed, and ideas for
improvements.

Included in workshops and extra credit assignments offered to students were walk-
throughs of Creative Commons, and open licensing resource use and sharing opportuni-
ties. Students were also offered shortcuts for integrating Creative Commons content in
their work, such as the iVoices Innovation Park, a playlist of short, Creative Commons-
licensed tracks composed by our media lab for class reuse. To help the class find other
reusable music for audio stories, students were given extra credit for sharing music they
found in a class forum, provided they included the Title, Artist, Source and License or
TASL [3], and provided the license was reusable for the book. All written posts were
designed, and all media presented in each student’s Pressbooks chapter.

At the end of the semester, students were invited to openly license their content
Attribution 2.0 Generic (CC BY) through a Memorandum of Understanding (MOU)
(Table 2). The MOU was based on an agreement shared through the Rebus commu-
nity [12] and workshopped with the Institution’s Scholarly Communications and Open
Education librarians. The MOU has been adapted across semesters to better suit project
workflow and perceived understandings and preferences of students in the course (Table
3).

Table 2. License elections in the memorandum of understanding

Class size
at MOU
election

Elected CC
BY on all
work

Elected CC
BY on some
work

Elected All
Rights
Reserved

Did not fill
out the
MOU

Contributed
openly
licensed
work

Fall 2020
original
MOU

113 82 n/a* 20 7 73%

Fall 2020
revised
MOU*

113 22 0 1 90 19%

Spring
2021

130 45 26 41 18 55%

Fall 2021 144 47 30 54 13 54%
* In Fall 2020 students were not offered some of the options offered in subsequent semesters,
including selection of projects and name redaction options. Out of ethical concern and desire for
consistency it was decided to offer those students a revised MOU with the expanded options,
emailed to students the following Fall. Only a fraction of students responded, perhaps due to the
time that had passed since they had been in the course (11 months).

In all, the Teaching phase of iVoices ran successfully and as planned. The students of
the course who participated in a survey conducted by the institution’s Open Education
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Table 3. Identity modification elections in the memorandum of understanding

Chose open
licensing

Chose full
name

Chose first
name only

Chose
different
name**

Chose to be
fully
deidentified

Fall 2020
revised
MOU*

22 11 9 n/a 2

Spring 2021 71 36 18 n/a 17

Fall 2021 77 30 22 3 22

*In the original Fall 2020 MOU, students were not offered name options.

Librarian at the end of the first semester, 62% said the HRSM project had greater edu-
cational value than traditional learning activities (n = 85), and this percentage rose to
75.5% when students participating in the second semester of the project were surveyed
(n = 94) [4]. In this measure and all others including mastery of core academic content
and collaborative learning, majorities of students rated the outcomes of this open ped-
agogy project better than or the same as traditional class activities, while percentages
of students who rated the outcomes of this open pedagogy project as worse than tradi-
tional class activities were all in the single digits. Themes found in students’ open-ended
responses included terms like hands-on, interactive, relevance, engaging, creativity, and
connecting. At the time of this writing, results were not available for the third semester
survey.

5 The (Unplanned) Collection Phase

The author has an accredited master’s degree in library and Information Science MLIS),
yet when designing iVoices had not considered the issues that would arise in curating
products of the Teaching phase. Collection principles including storage, selection, and
privacyprotectionwere not central foci in the literature consulted onopenpedagogy. Still,
a need for collection strategies emerged as content produced in the first two semesters’
Teaching phases began to amass. The author decided to build a public collection because
students’ stories, graphics, and other content were licensed CC BY, making it legal
for anyone to reuse straight from the textbook even if there were no additional OEC
published. Fortunately, this project was housed within School of Information with a
MLIS program which allowed the author to recruited graduate interns to organize the
growing collection of student work. Regretfully, the original budget did not include or
plan for this assistance in the project, so these internships were unpaid.

Refining of the Collection phase has ultimately led to the following sequence of
processes.

1. Organization
2. Migration
3. Transcription and identity modification (distinct processes performed in tandem)
4. Collection and Dataset creation
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5.1 Organization

Following the issuing of course grades, the MOU response report generated by the
survey platform Qualtrics was used to organize submitted student work URLs by license
elections. Content with All Rights Reserved was set aside or removed in accordance
with the Family Educational Rights and Privacy Act (FERPA).

5.2 Migration

After training in ethics including human subjects research trainingmodules by an Institu-
tional Review Board, the teams of interns or student workers were given editorial access
to the Pressbooks draft book containing submitted student work. The team migrated
openly licensed content reports to Google Sheets & Google Drive, which afforded ver-
sion histories and ease of collaboration, and deleted All Rights Reserved content before
adding columns for transcription, description, and metadata. At various stages through-
out the collection phase, the team copied the spreadsheet and resumed work from the
copy to ensure references to any unshared content in the version history are deleted.

Metadata fields for the openly licensed project components became column headers
designed to capture what essential data. Content headings or titles and written passages
were pasted directly into fields, including longer written assignments with 600-word
minimums. Fields were created for attribution of reused media using the TASL model.
Visual content is linked to the downloaded.jpgor.pngfiles.Audio andvideo story sections
contained links to the audio or video file, ideally, .mp3 or .wav and .mp4 or .mov,
respectively.

5.3 Transcription

UDLwas a crucial principle behind theCollection phase as it was in the Teaching phase,
with content organized for broad human accessibility and engagement. All audio and
video were transcribed—pasting transcriptions in the spreadsheet in addition to linking
them—to afford searchability of key topics. Transcription was begun in Descript, a
programwhich performedmachine-transcription, and then human-corrected by the team.
Select audio and video projects also contained descriptions by interns of the content
meanings not captured in existing text or transcription; for example, in the Soundbyte-
based Audio Story assignment, which led to many stories with sound featuring more
prominently than language. Machine learning image classification (with a CIFAR-10
library based on the Convolution Neural Network by Tensorflow) were explored to aid
in describing images.

5.4 Identity Modification

Review of student stories openly licensed in the first semester revealed very personal
content, including discussion of online harassment and eating disorders. Recognizing
that such content was both valuable and sensitive, in the second semester the MOU was
altered to begin offering removal of authoring students’ last names or full names in the
MOU, as well as use of a different name in the third semester. Eventually a revised
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MOU was offered to students from the first semester with these name options offered as
well. Across all three semester MOUs, 55% of students elected some form of identity
modification or name change for their work. The time-consuming process of identity
modification resulting from these decisions included removal of first names, full names,
and other identifiers of students and people mentioned in their stories; and editing of
images of students and other identifying visual information such as Instagram handles.
Identity modification of openly licensed content turned out to be skilled work, practiced
as a careful negotiation between rights of authorship and protections of privacy requested
by contributing students and those mentioned in their stories.

5.5 Collection and Dataset Creation

The final process within the Collection phase was to finalize one human-readable col-
lection and one machine-readable (cleaned) dataset. Each human-readable collection
hosted in Google Drive was a color-coded spreadsheet with images and text files appear-
ing when hovered over and direct links to all content. A version of the collection cleaned
for machine readability including filenames and key words was created. Three collec-
tionswith each of these components has beenmade available through the iVoiceswebsite
[15].

6 Reflection

While collection has not previously been a primary focus of the nascent literature on
open pedagogy and OEP, theoretical underpinnings of iVoices andHRSM remind us that
collection was always a fundamental outcome of this work. First, considering iVoices
was designed to activate students’ critical Funds of Knowledge (FoK), the author could
have predicted that the collective value of these cultural resources would manifest in
an actual collection. Following user privacy protection strategies such as white-walling,
the team repeatedly replicated this student content outside the site of creation to remove
digital traces of identity that may have remained in platformmemory, leading to a corpus
of work outside of the environment where it had been created. Additionally, Universal
Design for Learning led to the further replication of content in different formats toward
accessibility, such as video and audio story derivations including transcriptions and
migration to more easily rendered and downloadable formats. Considering the privacy
protection strategies and the theoretical framework including FoK and Universal Design
for Learning, it follows that iVoices and HRSM would coalesce in collections reflecting
how students were taught and what students came to know. In the end, the best reasons
this work can offer for not planning the OEC resulting from this project include absence
from the literature, lack of confidence that students would share as generously as they
did, and privacy protection processes added iteratively to the project as the personal
nature of the stories became clear.

7 Conclusion

Planning for OECs will add significant work but also clear value to open pedagogy
projects. Lessons learned in this project are offered here as recommendations for future
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planning of OECs and OEPs. First, the author recommends the language and options
offered by the MOU focus not on contribution (to an open textbook, for example) but
instead on open licensing and the broad reuse it affords. Second, considering most stu-
dents who openly licensed work chose some form of identity modification in this project,
the author recommends identity modification options be added to future MOUs, partic-
ularly when solicited student content includes personal experiences. Third, the author
recommends budgeting for collection and dataset organization assistance by interns pur-
suing MLIS or related degrees. Fourth and finally, the author advises forming early
partnerships with institutional repositories as part of the OEC planning process, and
designingMOUlanguage, collections, anddatasetswith these partners.As for the iVoices
collection and datasets, these unplanned fruits of this open pedagogy project have been
developed and publicly released thanks to factors including a successful Teaching phase
with institutional support, knowledgeable creative labor by students, robust open cul-
ture and pedagogy infrastructures, and the singular serendipity of being surrounded by
librarians.
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Abstract. The LGBTQ+ community is a group with a specific identity where
the literature has identified the potential for such mismatches. To investigate the
problem of LGBTQ+ terminology from a user’s perspective, 10 LGBTQ+ users of
library catalogswere interviewed. Participantswere asked to describe anLGBTQ+
title, The Queer Advantage, to identify subject terminology that could be used to
query a library catalog, and to react to the title’s assigned Library of Congress
Subject Headings (LCSH). Results indicate that participants had a very different
focus when describing the title and formulated largely non-expert queries that did
not align with the LCSH terminology. They found the LCSH terms to be accurate
but academic, and not aligned with their approach. Findings from this study shed
light on the ways in which LGBTQ+ users alter their language in interacting with
library systems, but at the same time, indicate that the subject terminology used
in libraries may not meet the needs of the LGBTQ+ community. Limitations to
this study are presented, and further research is explored.

Keywords: User studies · LGBTQ+ community · Controlled vocabularies

1 Introduction

Not enough is known about the way that members of underrepresented groups interact
with information systems. Expectations surrounding subject terminology and access rep-
resent one such problem. Although a number of studies have examined the inadequacies
of current vocabularies in supporting access to topics related to LGBTQ+ individuals
(e.g., [1]) and projects to address LGBTQ+ information access (e.g., [2]), a gap nonethe-
less exists in the understanding of how LGBTQ+ individuals expect to be able to query
information systems such as library catalogs.

User studies are one way to begin to explore subject access for members of the
LGBTQ+ community. The current study’s investigation is threefold, seeking to under-
stand the spontaneous usage of terminology surrounding an LGBTQ+ title, The Queer
Advantage, query formulation by LGBTQ+ users of library systems, and the suitability
of formally assigned subject terminology as perceived by the users.
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1.1 Research Questions

RQ1:What terminologydoLGBTQ+ library users use to describeThe Queer Advantage?

RQ2: How does user terminology change when suggesting subject queries for the library
catalog?

RQ3: How well do the Library of Congress Subject Headings (LCSH) used at the
Library of Congress describe the title from the perspective of members of the LGBTQ+
community?

2 Review of the Literature: The Challenge of Subject Access
for LGBTQ+ Information

Information access is difficult for LBGTQ+ users when searching LGBTQ+ topics in
library systems. In a 2013 study of catalog usage by homeless LGBTQ+ youth, the
authors noted such a difference between user and system terminologies that they pro-
posed developing a crosswalk ontology [3]. LIS researchers have long acknowledged the
problem of non-expert query formulation when using information systems like library
catalogs (e.g., [4]), resulting in less-than-optimal results; these seem to be compounded
by the potential for a mismatch between the terminology preferred by members of the
LGBTQ+ community and themetadata included in library catalogs [2]. Thismismatch in
terminology manifests as a misalignment between terms used to describe a resource and
terms used in retrieval. Though recent years have seen increased attention to LGBTQ+
concerns and libraries, much of the research has focused on collections and services [5,
6]. Examinations of information seeking tend to focus on health information [7], leaving
general library catalog behavior of LGBTQ+ users understudied.

Though not the only source of terminology for subjectmetadata in the library catalog,
LCSH is the predominant subject heading list used in libraries in the United States and
is widely used in other countries as well [8]. Curry’s 2005 [9] study found that reference
librarians were often unsuccessful in assisting with queries concerning LGBTQ+ topics
due to not knowing the appropriate search terms. Traditionally, LCSH has relied on lit-
erary warrant as the guiding principle behind adding or changing terminology, meaning
that terms well established in the published literature have received priority [10]. As a
result, LCSH has received much criticism (e.g., [11, 12]) for its inadequacy in repre-
senting information from marginalized perspectives. More recently, work by Adler and
Tennis [1] highlighted issues surrounding LCSH’s treatment of gender and sexuality. In
advocating for the use of an alternative vocabulary, Fischer [13] noted that even after
extensive criticism and improvements, LCSH terminology remains inadequate in repre-
senting LGBTQ+ topics. Such findings echo longstanding observations on how libraries
may struggle to provide adequate subject access to members of LGBTQ+ community.

Recent trends have seen libraries exploring beyond LCSH to alternative means of
subject representation in order to better serve LGBTQ+ users and other marginalized
groups. For example, the Homosaurus is a vocabulary designed to represent identities
and concepts from the perspective of the LGBTQ+ community, which some libraries
have begun adopting [13, 14]. Bullard et al. [2] have reported on the Out on the Shelves
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initiatives, including the design of alternative classification and subject heading systems
intended to center the perspectives of the Canadian LGBTQ+ community. While these
developments offer the potential for better representation and access, most libraries in
the United States are still reliant on LCSH for subject metadata. Better understanding
of how LGBTQ+ users react to current library metadata can provide insights to both the
improvement of current systems and the development of new, alternative ones.

3 Methodology

Participants identifying as part of the LGBTQ+ community were recruited from Reddit
and Facebook online forums for readers in July 2022; participants had a degree of domain
expertise as well as prior experience using library catalogs, the two broad factors that
would potentially support search expertise [4]. Interviews took place over the summer
2022 via Zoom.

One of the titles discussed during the interviews was The Queer Advantage: Con-
versations with LBGTQ+ Leaders on the Power of Identity by Andrew Gelwicks [15].
Published in 2020, this title presents interviews with leading members of the LGBTQ+
community. Participants were given information about the title ahead of time that
included cover art, the table of contents, and publisher descriptions. They were specif-
ically instructed not to look up any further information, neither in library catalogs nor
on bookseller websites.

Table 1. Age range and LGBTQ+ identity of study participants.

Participant # Age Participant’s self-described identity

P1 18–24 Butch Lesbian

P2 45–54 Gay man (he/him)

P3 18–24 Genderfluid lesbian

P4 25–34 Lesbian

P5 25–34 Bisexual, cisgender

P6 35–44 Queer, homoromantic

P7 25–34 Cis female, Pansexual

P8 45–54 Lesbian woman

P9 18–24 Queer and trans (he/they)

P10 18–24 Nonbinary female

Among our 10 participants, four participants were from the 18–24 age group, three
participants were from the 25–34 age group, one participant was from the 35–44 age
group, and twoparticipantswere from the45–54 agegroup.A rangeof identitieswas used
by participants to describe themselves. Table 1 represents age and identity information,
as captured through their survey responses.
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To explore participants’ perceptions of the LCSH, we conducted open ended struc-
tured interviews. Interviews were chosen since it enables the exploration of what is
“in and on someone’s mind” [16]. Interview participants were asked three open ended
questions, which are: (1) Imagine you are talking to a friend who is also a member of
the LGBTQ+ community, what would you say this book is about? (2) If you wanted to
locate this book in a library catalog, searching by subject, what terms would you type
into the search box? (3) In your opinion, how well do these terms describe the book? If
you could alter these subject headings, would you change them? If so, how would you
change them? (asked after interviewer presented the participant with the LCSH assigned
to The Queer Advantage). The interviews were recorded with the consent of the partic-
ipants and transcribed through the Zoom e-conferencing software. The transcripts were
later cleaned by research team members.

Transcripts were analyzed using MAXQDA software [17] in two rounds. Data from
six participants was analyzed in round one. Prominent bits of data that appeared poten-
tially relevant to the research question were notated and open coded [18]. Open codes
were grouped into different themes relevant to each research question using the axial
coding [18]. The results for the first round of the analysis were then discussed by three
members in the research team for triangulation purposes. The second round involved
data from another four interviews. Categories from the first round of analysis were con-
stantly compared, using the constant comparative method of qualitative data analysis
[18], with those obtained from the rest of the interviews. The final analysis results were
then examined by all the research team members.

4 Results and Discussion

4.1 Describing the Title for the LGBTQ+ Community

The first question about The Queer Advantage asked participants to consider how they
would describe the title for other members of the LBGTQ+ community. Participants
tended to focus on the people featured, their accomplishments, and their fields of
endeavor. The human element was key, rather than the specific way in which the individ-
uals were LGBTQ+ or other aspects of identity that would be considered minority, such
as race or gender. This does not reflect the “othering” that can take place in information
systems, but rather is indicative of inclusivity [1].

Celebrity Interviewees as Success Stories. All the participants in this study men-
tioned roles, such as ‘leaders,’ ‘celebrities,’ ‘famous people,’ ‘movers and shakers,’
‘public figure,’ ‘icon queers,’ etc. in their description of the title, such as

P7: ‘It has a lot of people across different aspects of the world. You do have some
actors. You have some people who are in politics.’
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Some of the language the participants used included ‘queerness as a source of power’
(P9), ‘how their identity has had an impact on their leadership’ (P8), ‘…overcome the
stigma or the barriers that their identities or society’s opinions about their identities
have put in their path’ (P2), and ‘leadership and how being queer can be an advantage’
(P1).

Umbrella Identity Terms. All the participants in this study tended to use neutral and
umbrella identity terms to portray individuals represented. All the participants (10/10)
employed a variation of LGBT including ‘LGBTQ,’ ‘LGBT+,’ and ‘LGBTQ+’ in their
description of the title. The secondmost common termused in the participants’ responses
was the term ‘queer’ (9/10 participants). However, one participant expressed concern
about the neutrality of the term ‘queer.’

P9: ‘…I know a lot of older LGBTQ people aren’t comfortable with that since
it’s a reclaimed slur so I, like, I would personally want to lean towards something
more neutral.’

Format. Format was also discussed by the participants. Some of the terms used by
the participants included ‘biography’ (P3), ‘memoir’ (P3), ‘anthology’ (P9), ‘interview’
(P7), ‘nonfiction’ (P2, P3, P4, P5, P6, P7), ‘real life story’ (P4), and ‘conversations’
(P2).

4.2 Proposed Subject Query Terms

Next, participants were asked to brainstorm subject terms they would use to query the
library catalog for The Queer Advantage if they did not have author or title information
available. Because queries were provided verbally to interviewers, no system support
or search feedback was offered. Overall, participants provided two-term queries that
did not map to LCSH terms for the title. Drawing from Smith’s [4] analysis of expert
searcher practices, the queries provided were largely non-expert, despite participant
status as domain experts and their prior experience with library catalogs. We believe this
suggests that LCSH terminology as applied to this title is not optimal for members of
the LGBTQ+ community [e.g., 2, 3]. See Table 2.

Proposed search terms were generally shortened versions of the longer explana-
tions they provided previously. In other words, participants had two separate subject
vocabularies for describing the title – one they would use when engaging in normal con-
versation, and an abbreviated version of the vocabulary for use when querying the library
catalog. Terms that were not part of their daily language were not generally presented
as options when building queries; however, participants did seem to acknowledge that
the language used in library catalogs would be more academic (P3). Two participants
suggested searching for proper names, suggesting misunderstanding of the way subject
terms are supplied in library catalogs [e.g., 9]. This might be indicative of a deeper
problem with catalog searching that relates to when and how headings are provided.
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Table 2. Search terms proposed by respondents for the title.

Participant # Original search terms

P1 Queer leadership

P2 Queer identity, queer conversations, queer people interviews, gay interview,
queer nonfiction, gay nonfiction, proper names (e.g., Adam Rippon)

P3 LGBTQ+ nonfiction, biography, memoir, LGBTQ+ history

P4 Interview about LGBTQ, a real-life story of LGBTQ,

P5 Queer nonfiction, LGBTQ nonfiction, LGBTQ interviews, queer interviews

P6 LGBTQ nonfiction, queer, interview

P7 LGBT interviews

P8 Queer leadership, queer biography, proper names (e.g., Billie Jean King,
Margaret Cho, George Takei)

P9 LGBTQ heroes, LGBTQ history, queer history

P10 LGBTQ identity

4.3 Perceived Fitness of the Library of Congress Subject Headings

The third and final question revolved around participant impressions of the Library of
Congress Subject Headings used in the Library of Congress catalog.

The two subject heading strings assigned by the Library of Congress were the
following:

• Sexual minorities–Interviews.
• Sexual minorities–Identity.

Participants did not raise any concern with the use of the terms ‘Interviews’ and
‘Identity’ as part of the subject heading strings.

Overwhelmingly, however, ‘Sexual minorities’ was perceived to be problematic,
reflecting the potential for harm that terms can represent [1].

Describing Identity. The term ‘Sexual minorities’ fails to make the marginalized iden-
tities pertaining to groups under the LGBTQ+ umbrella visible, as evidenced by the
response of P4 and P6.

P4. ‘The term should be a bit related to LGBTQ because when I see sexual minority,
I just feel OK this book is not meant for me, so I don’t go for it.’

P6. ‘….by using sexual minorities, you’re taking away the way LGBT people, their
experiences intersect with other marginalized groups so there’s you know women
being interviewed.’
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Sex and gender seem to be viewed as synonymous terms in the LCSH term ‘Sexual
minorities’. That the two terms are not viewed as the same among the LGBTQ+ com-
munity members can be seen in the response by P10. Titles about LGBTQ+ community
members are not exclusively about their sexuality, as mentioned by P6.

P6. ‘They’re not just talking about their sexual identity.’

P10: ‘Sexual minorities? I feel like they should be gender.’

Perceptions of Utility. Overall, there was a lack of perceived usefulness of the term
‘Sexual minorities’ assigned to the title due to the discrepancy between the language
participants said they would use when searching for the title [e.g., 2].

P1. ‘I would never search for those terms.’

P8. ‘I would never say sexual minorities. I’m confident my students would never
use a term like that.’

The term seems not to be in the daily vocabulary habits of participants, as indicated
by P1, P2, and P4, thereby limiting its utility in query formulation.

P1. ‘I think this is terrible. ‘Sexual minorities.’

P2. ‘It’s not a term that we’re going to associate with this book.’

P4. ‘I wouldn’t have been typing sexual minorities because that would not even
pop into my head.’

Participants (P8) also noted that the use of ‘Sexual minorities” makes the work less
accessible to the very community who would be most interested in reading it.

Recommendations for Improvement. Participants recommended using subject terms
related to individuals featured and themes which they had earlier used to describe the
title as search terms/subject headings. Many went back to the terms they had wanted to
use to query the catalog in response to question 2. For example, P1 had used words such
as ‘leadership,’ ‘notable queer,’ to describe the title and recommended that keywords
such as ‘queer leadership,’ ‘icon queer,’ should be in the subject headings instead of
‘sexual minorities.’ Likewise, P2 usedwords such as ‘modern leaders,’ ‘visible people in
the queer community,’ ‘openly queer,’ ‘openly gay,’ ‘succeed,’ ‘famous ones,’ ‘stigma,’
‘barriers,’ ‘identities’ to describe the title. After, viewing the Library of Congress subject
headings, P2 recommended that the subject headings should be terms like ‘queer inter-
views,’ ‘queer identity,’ ‘queer leaders,’ ‘LGBTQ leader interviews,’ ‘LGBTQ public
figures,’ ‘queer public figures,’ and ‘gay public figures.’

P5. ‘I think there’s an aspect of it that to me feels like the book is very specifically
geared towards how people in these communities have created, have gone on to
obtain celebrity status and to me that feels like that’s a factor that’s missing from
this.’
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Participants expressed their need for the subject headings to emphasize the visibility
of marginalized group identities, in this case, LGBTQ+ groups, rather than to focus on
the aspect relating to a perceived minority status (P8 and P9). Since ‘Sexual minorities’
failed to reflect who the title is about, some participants suggested using culturally
sensitive and relevant terminology such as ‘LGBT’, ‘LGBTQ’, ‘LGBTQ+’ and ‘queer’
as an alternative, as mentioned by P1, P3, and P4.

P1. ‘I would get rid of them and search for queer leadership, um, perhaps.’

P3. ‘…I would change the wording. I would say LGBT+ or potentially queer.’

P4. ‘I would still go for LGBT. I would know it covers everything. It’s not about
lesbian alone or gay so I would know it cover everything.’

At the same time, participants did not view the term ‘Sexual minorities’ as ‘inaccu-
rate’ or ‘offensive’ descriptor (P3) even if they would not use the term. As such, it is
likely not useful for retrieval, as indicated by P1 and P2.

P1: ‘Yeah, I would never search for those terms (sexual minorities).’

P2. ‘So, it’s technically correct but I don’t think it’d be very useful for actually
trying to find the book.’

5 Future Study and Conclusion

This study takes the novel approach of interviewing members of a marginalized group
(the LGBTQ+ community) to probe their preferred terminology for describing resources
relating to their LGBTQ+ identity. Limitations include the interviewmethodology,which
was deemed appropriate for a small-scale studywhile Covid-19was still active. Findings
show that LGBTQ+ users struggled with interpreting LCSH terms for this resource.
While “LGBTQ” and “queer” were the most commonly identified search terms that
users would try in a catalog search, they used a range of deeper terminology when
spontaneously describing the title. Findings from this study shed light on the ways in
which LGBTQ+ users alter their language in interacting with the library, but at the same
time, indicate that the subject terminology used in libraries may not meet the needs of
the LGBTQ+ community.

Future work in this project will investigate other LGBTQ+ titles on different topics
andwill compare the preferred terminology of LGBTQ+ users to other controlled vocab-
ularies. The LIS literature has consistently recommended that specialized vocabularies
be used to support access to resources for members of marginalized communities, but if
the true barrier to access is the catalog and not the vocabulary, or if other vocabularies are
not sufficient for supporting enhanced access anyway, then a completely new approach
to considering access will be in order. This paper represents one step in understanding
the needs of marginalized users.
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Abstract. This paper revisits an analysis and typology of the concept of “library
use,” published in 2011 [1] with the objectives of using the Evolutionary Con-
cept Analysis (ECA) method to review subsequent discussion of the concept in
the Library and Information Science (LIS) scholarly and professional literature
for significant developments and, if needed, facilitating revision of the typology.
Findings highlight emerging themes in discussions of library use and an addition
to the library use typology.
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1 Introduction

As can likely be said of most scholarly disciplines, concepts are “all-present and perva-
sive” in Library and Information Science [2, p. 1527]. Despite this ubiquity, LIS scholars
have frequently drawn notice to the discipline’s failure to define “basic concepts”, par-
ticularly in the context of establishing their individual roles in theory [3, p. 459]. This
shortcoming also creates challenges that are especially apparent when they must be
operationalized as variables for research design.

The concept of information use is an example of a concept central to LIS that “many
have struggled with how to conceptualize and study” [4, p. 282]. This difficulty certainly
extends to at least one area of Information Behavior in context: library use. Despite
high-profile scholars’ having pointed out the need to clarify “library use” for more than
a half century, studies claiming to focus on use of library resources, spaces, and services
continue to suffer from a lack of conceptual clarity. Often, library use is treated as a
primitive concept: an idea so fundamental to a discipline’s epistemological structure as
to be undefinable.

In 2011 the author used the Evolutionary Concept Analysis (ECA) method to inves-
tigate if this was, in fact, the case. On the contrary, review of a large sample of the
Library and Information Science (LIS) scholarly and professional literature published
between 1876 and 2008 revealed that library use is a concept with several distinct facets,
described in a typology of library use [1].

The intervening years have seen an increased focus on establishingmeasures of value
and return on investment in library resources, services, and facilities, and highlighted
the importance of clarifying what, exactly, “using the library” and its resources means,
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and how that use can be tied to measures of impact. This paper revisits the typology
through the LIS literature published in the intervening years to ascertain if explanations
of library use have become more explicit, and if revisions to the typology are required.

1.1 Understanding Library Use

The question of how best to understand and measure library use is not a new one; Brenda
Dervin and Douglas Zweizig began raising it in earnest in the late 1970’s. To that point,
library use had typically been expressed in terms of output measures such as book
circulation and door counts, a practice Dervin questioned, pointing out the premise that
“that there is something of value to be obtained as a result of measuring library activities”
might be flawed [5, p. 16]. Reflecting the social sciences’ larger “cognitive turn” of the
time, Dervin and Zweizig called for those studying “library use” to move from centering
library-centricmeasures to exploring the role of the library and its resources in addressing
the needs of the individuals whomake use of it [6]. A few years later AbrahamBookstein
demonstrated that failing to define “library use” in survey design may lead to very
different answers from two respondents whose actual behavior is identical. Bookstein
surveyed students in the University of Chicago Graduate Library School to ascertain
which activities they considered “uses” of the library. Among several activities, only
53% considered making an unsuccessful attempt to check out a book to be a “use” of
the library, while even fewer (32%) believed visiting the library to return a book to be
library use [7, p. 89]. Without clear operationalization of the concept, Bookstein argued,
“a considerable portion of the variability reported in library use may in fact be variability
in how one interprets what constitutes a use of the library” [7, p. 86].

A Typology of Library Use. During research on the topic conducted several years after
these publications, the author discovered thatmost empirical research continued referring
to “library use” as amonolith rather than a collection of actions, processes, andmeasures.
That project employed the Evolutionary Concept Analysis method to identify several
sub-types (or “dimensions”) of “library use”, including.

Library use as:

• an abstraction, or general topic without further explanation or attachment to specific
examples of the type of library use being discussed (undergraduate students’ library
use)

• an instance or transaction, a discrete event that can be measured and/or tracked quan-
titatively. Output measures (item circulation or log-on to a library-subscribed online
resource). The most common

• a process on the part of the user to achieve a purpose unique to the user (“going to
the library” to research how to create a business plan) [1, p. 308–9]. What Kyrillidou
terms “use in the life of the user” [8, p. 42].

At that time, most operationalizations of library use in the LIS literature could
be described as output measures, or examples of the “instance” dimension of library
use rather than having shifted focus toward the user as Dervin, Zweizig, and others
recommended thirty years earlier.
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2 “LIbrary Use” in the LIS Literature, 2009–2022

The typology of library use developed by the author in 2011 demonstrated that “library
use” has many meanings that are not always articulated, even in the context of empirical
study. The purpose of this short paper is two-fold: revisiting the original typology of
library use to determine if it requires revision and ascertaining if “library use” is being
defined more frequently and clearly in the LIS literature in the years since the initial
study, particularly in the context of measurement. Clear understanding of “library use”
remains important because data concerning “use” of library services, facilities, and/or
resources are frequently the basis for significant decisions regarding staffing, collection
management, service provision, and other types of resource allocation. Prominent ini-
tiatives including the Association of College and Research Libraries (ACRL) Value of
Academic Libraries Report emphasize the importance of demonstrating the value and
impact of library resources, facilities, and services, typically understood as dependent
on “use” [9]. Clear operationalization of “library use” remains essential.

2.1 Theoretical Framework and Method

The theoretical framework for the 2011 typology of library use was based on Beth
Rodgers’ Evolutionary Concept Analysis (ECA) [10]. ECA is one of several formal
methods of Concept Analysis used in nursing scholarship to explore the significance
of concepts within one or more specific contexts. While some concept analyses in are
specific to health (“Psychological Distress”) [11], other projects explore the significance
of more general concepts in a health- or nursing-related context (“Routine”) [12]. Con-
cept Analysis is a long-standing and rich tradition of scholarship in nursing; searching
the CINAHL database of nursing and allied health literature for items with “concept
analysis” or “analysis of a concept” in the title retrieves nearly 2000 items published
since 2000. Rodgers’ ECA model calls for reviewing the nature of a concept within
a specific context, often a sub-set of a discipline’s scholarly or professional literature.
The published record of a discipline provides a useful record of its discourse at the
time of publication, and editorial and peer review processes serve to establish a paper’s
“trustworthiness” [13, p. 905] within the discipline.

ECA requires close review of the concept as it appears in the data set, noting the
following characteristics of each instance:

• Those events, activities, etc., to which the concept refers (referents)
• The concept’s defining characteristics (attributes)
• Events taking place or conditions existing prior to the concept’s appearance
(antecedents)

• Outcomes of the phenomenon or concept (consequences)
• Other ideas appearing in close proximity to the concept or are used as its synonyms
(closely related concepts) [10, p. 91–92].

Following review, these characteristics are aggregated and analyzed for themes.
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While data collection and analysis for this paper is also based on ECA, the 2011
typology provided an additional frame for analysis. Individual discussions of library use
were categorized as abstraction, instance, or process to identify possible gaps or other
necessary revisions.

The data set was gathered through searches of Library and Information Science
Source (LISS), Library, Information Science, and Technology Abstracts (LISTA), and
Library and Information Sciences Abstracts (LISA) for articles published since 2010 in a
short list of English-language journal titles established as relevant by being designated a
“core title” bybothLISSandLISA, and influential, as assessed by consideringClarivate’s
Journal Impact Factor (JIF) and Scimago Journal Reports’ SJR scores.

The purpose of Concept Analysis is not to establish “the” definition of a concept,
but to explore its use within the specified context. Because ECA is exploratory, data set
assembly errs on the side of inclusivity. That goal is reflected in the strategy for searching
the three databases:

• Articles with “use” or “usage” in the title and abstract of the article
• A variation of “library” in the article title or abstract (to distinguish articles about
“library use” from those about information or other resource use).

Because “use” is a common word in general vernacular, it was necessary to review
the retrieved items closely for relevance. Items not directly related to “library use” were
discarded. Further review for the characteristics specified for ECA revealed several items
of limited significance, which were discarded from the data set. It should also be noted
that articles discussing use of a single library resource or service (e.g., e-books) were
not included in the final data set as the objective was exploring library use as a collection
of activities rather than a single type. The final data set was comprised of 68 articles
published between 2009 and 2022.

3 Findings: Library Use in the LIS Literature, 2009–22

The volume of literature related to the topic of library use remains considerable, and the
nature of this short paper precludes extensive discussion of individual works, but it is
possible to identify several themes, illustrated by specific works from the data set.

Most works can be organized into a few general categories:

• Explanatory or descriptive accounts of the behaviors of individuals who share one
or more characteristics, such as occupation [14], age range [15], nationality [16], or
geographic area of residence [17]

• Descriptions of use behaviors associated with a specific library [18] or type of library
[19]

• Descriptions of a specific type of use behavior, such as “in-house” [20, 21]
• “Before-and-after” analyses of changes to library use in after a change or event.
These may be internal, such as addition of a service or refurbishment of a space [22],
or external, such as the COVID-19 pandemic [23].
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3.1 Use-as-Instance

Many of these accounts include data, frequently examples of the library use typology’s
“use-as-instance”: numeric, transactional accountings of activities like book circula-
tions and door counts collected automatically by library systems. A significant number
of these attempt to “link ostensibly objective indicators of [user] success” to library
usage [24, p. 459], typically as a means of demonstrating the value of said library. This
approach is especially common in research about students’ use of college and univer-
sity libraries, perhaps in response to the Association of College and Research Libraries’
Value of Academic Libraries Report [9] which emphasized the importance of finding
ways to demonstrate connections between library use and student success, typicallymea-
sured in metrics such as grade point average or retention [25]. The “library cube” is one
such model. Developed at the University of Wollongong Library, it connects individual
students’ library use (operationalized as checking out books and searching for and down-
loading articles from electronic resources), their demographic profile, and measures of
academic performance. Although the authors acknowledge that “borrowing a book does
not automatically translate into learning” [26, 27, p. 31] and emphasize the library cube
can only describe correlation between the three variables, it has undoubtedly become an
influential approach [28].

Studies of this type that do not rely on automated output measures typically describe
findings from surveys that ask respondents to self-report library use behavior. Anderson
and Garcia’s survey captures a wide range of behaviors, including seeking assistance at
various service points, accessing facilities such as electrical outlets, searching for and
locating information resources both in the facility and remotely, participating in instruc-
tion in library resources, and visiting physical spaces in multiple buildings. Respondents
were also asked to self-report their grade point average and identify the extent to which
they connect library resources and services with their academic success [24].

Whether based on data collected automatically or self-reported activity, these studies
only demonstrate a correlative relationship between library use measures and student
success. As Anderson and García mention, “it is noteworthy that these library-use indi-
cators are all student self-directed library research activities that require engagement,
activity, and often some sort of procedural follow-through from the student” [24, p. 460].
In other words, isn’t it possible that a high-achieving student might simply bemore likely
to check out and download materials to support their research or avail themselves of the
library as a place for quiet study?

3.2 Use as Process

“Use as Process” is the library use typology dimension that comes closest to the goal of
prioritizing “library use in the life of the user.” Rather than focusing on discrete events or
activities, a process-oriented approach to understanding library use can include multiple
individual and groups of actions carried out over a short or long period of time. As was
the casewhen conducting the original library use concept analysis, very few papers in the
current data set take this approach, perhaps because this type of study requires extensive
engagement with individuals to ascertain the role of the library in their lives (generally)
or in accomplishing a specific goal (specifically).
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While most items continue to reflect the “instance” dimension of library use, some
authors recognize that understanding library use is “not as straightforward as producing
quantitative data” [29, p. 140] and employ user-centered research methods including
surveys, focus groups, observations, and interviews. Chen andHuang [30] andChen et al.
[31] explored medical students’ needs and behaviors in the context of their institution’s
change to a problem-based learning (PBL) curricular approach. Interested in exploring
how the PBL approach might affect students’ information needs and attendant uses of
the library’s facilities, resources, and services, the researchers conducted semi-structured
interviews with a group of students. The interviews covered a wide range of subjects,
focusing not only on students’ information needs and behaviors vis-à-vis the library,
but those addressed by resources and entities unrelated to the library. This expansion
allowed researchers to grasp the entirety of the students’ information needs, seeking, and
use, and the role of the library’s resources, services, and facilities in addressing them.
Aabø and Audunson [29] used a mixed-method approach to study users’ motivation
for and behavior while visiting a collection of public libraries in Norway. In addition
to observation, the researchers involved short interviews in which “users were asked
what activities they were performing in the library that day, the context and life sphere to
which these activitieswere linked, and their general library use, for example, frequencyof
visiting the library” [29, p. 142] In otherwords, the role of the library in their lives. Further
analysis addresses the public library’s place in society more generally, emphasizing the
importance of the library as a kind of crossroads of the community.

3.3 Use as Abstraction or Something Else?

The “abstraction” dimension of library use represents instances of the concept that
are removed from specific examples or operationalization, as in the interview protocol
included as an appendix to a recent study of undergraduates’ behavior: “Do you use the
library? How? a. If yes, which ones? How often? Why do you use those resources or
spaces? b. If no, why not?” [32, p. 396]. The “abstraction” dimension of use can be under-
stood as an amorphous collection of behaviors; the authors in the preceding example
could be asking respondents about any number of activities related to library facilities,
collections, or resources…and the respondents could have any number of activities in
mind. While the “abstraction” dimension of library use remains common in the LIS
literature, review of the data set for this project revealed an additional dimension of the
library use concept that the 2011 typology did not identify as distinct: use as behavior.
This dimension could be understood as library use activities or instances of use observed
without context. In other words, the activities an individual is perceived as engaging in
(studying, attending a meeting, using the computer, browsing the new fiction) without
a deeper understanding of the reasons for or benefits of said activities, and without the
capacity for measurement instances of use typically provide. Describing findings from
a survey of public library users, Richter, et al., provide an example, reporting “69%
of respondents reported ‘looking for library materials’” as their most common activity
while visiting the library. [33, p. 436] While this is gratifying, without knowing why
a person was looking for library materials, if they were successful, or the outcome of
this activity, what remains is a behavior rather than a fuller understanding of the role
of library materials in the lives of respondents. Because these descriptions lack context,
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they are too obscure to be understood as examples of use as a process. As these descrip-
tions typically refer to observed or reported behaviors, they are more specific than “use
as abstraction.”

4 Conclusion

This short paper provides an overview of recent representations of “library use” in the
professional and scholarly literature of LIS. An additional objective was reviewing the
2011 Library Use Typology for possible revision; indeed, a new dimension has emerged
through this updated analysis: Use-as-behavior.

Evolutionary Concept Analysis finds that statistical measures, or “instances” of
library use remain prominent, although some authors recognize a need for more nuanced
understanding users’ experience of library use [32]. Valorization of statistical methods
and the large samples made possible by automated collection of usage data are a possi-
ble impediment to reaching this goal. The (aforementioned) semi-structured interviews
conducted by Chen and their co-authors involved only 20 students [30, 31], a reason-
able number of participants for an interpretive project, but a number many researchers
more inclined toward quantitative approaches might consider shockingly small. The fact
remains, however, that it is impossible to understand the role of library or information
use in the life of the individual when the individual is one of 2000 survey respondents
or represented by a collection of data points.
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Abstract. This project addresses whether library staff can build relevancy and
trust with the populations they serve through shared identities. Specifically, it
examines the results of a project partnering academic librarians with LGBTQ+
community leaders to co-create an information resource for the leader’s commu-
nity. Twenty-one leader-librarian pairs were recruited. Data was collected through
monthly diaries and focus groups at the project’s conclusion. Data was qualita-
tively analyzed to determine if and how the presence or absence of shared identities
affected the partnerships. Findings indicate that when librarians are working with
marginalized communities, sharing that marginalized identity could help reduce
relational barriers. When librarians share LGBTQ+ identities with community
members, the community members feel more comfortable with the librarians and
feel amore significant investment in supporting the information needs of LGBTQ+
communities. Library directors and university administrators need to consider
strategies such as LGBTQ+ affinity groups and professional development to fos-
ter safe library spaces where LGBTQ+ librarians can feel safe disclosing their
identities to their communities.

Keywords: Academic libraries · LGBTQ+ populations · Community
partnerships

1 Introduction

A challenge characterizing librarian outreach to underserved populations is that these
populations might not view libraries or librarians as relevant or may mistrust them [14].
Hiring and promoting library staff with shared identities may address this challenge
as they initiate outreach and engagement efforts with populations whose identities they
share.Advantages of shared identities include a better sense ofwhat is relevant to the pop-
ulation and heightened trust [9]. This project investigates this observation by examining
the results of a project partnering North American librarians with LGBTQ+ commu-
nity leaders from a southeast state to co-create a health information resource for the
leader’s community. Findings demonstrate how librarians can leverage shared identities
with community leaders to facilitate outreach and collaboration with an underserved
population. This study addresses the following research questions:
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RQ 1)How, if at all, does the presence of shared identities between LGBTQ+ community
leaders and librarians foster relationship building?
RQ 2) How, if at all, does the absence of shared identities between LGBTQ+ community
leaders and librarians affect the relationship?

2 Literature Review

Library sciences once overlooked the LGBTQ+ community or felt that serving its needs
would be too niche or a political act when a cornerstone of librarian ethics is neutrality
[3]. Recently, librarians have acknowledged that neutrality is impossible and that librar-
ians must concentrate efforts on supporting the marginalized communities most in need
of service [8]. MLIS programs are now considering the needs of LBGTQ+ communities.
Some programs even have classes dedicated entirely to LGBTQ+communities (TheUni-
versity of South Carolina, n.d.). There has been a proliferation of sessions at professional
conferences that address serving LGBTQ+ communities (e.g., American Association on
School Librarians, 2021). It remains unclear if the LGBTQ+ communities feel this shift
in intention.

Despite the potential role of libraries as “safe spaces” for LGBTQ+ communities, it
remains unclear if the LGBTQ+ communities feel this shift in attention [14]. A factor
that has been found to motivate LGBTQ+ to use the library is if library staff share their
LGBTQ+ identities, especially within healthcare contexts [4, 11] Less evident in the
literature is a discussion of how LGBTQ+ library workers manage their visibility in the
workplace or when collaborating with LGBTQ+ users and communities (Fisher et al.
2019). This paper addresses the research gap by examining the relationship between
LGTBQ+ community leaders, who perform their work within healthcare contexts and
LGBTQ+ library workers, focusing on how these workers identities might facilitate
community engagement.

In this paper, we define identity as produced between people and within social rela-
tions [10]. Identities are intersectional and interdependent rather than diverse and sepa-
rate, and certain identity intersections take salience in various contexts [7]. Therefore,
while LGBTQ+ identities are the focal point of the research, we also consider how these
identities interact with other social locations, such as race and class, to characterize
relationships between librarians and community leaders.

3 Methods

This research is part of a larger project that identified a cohort of LGBTQ+ community
leaders from a Southeast state to receive community health worker training. As part of
the project, leaders worked with health sciences librarians from across North America
to create a health information resource for the leaders’ communities. Examples of final
resources created include an inclusive intake form, a social networking application for
pansexual adults who come out later in life, and a webseries about how to navigate the
health insurance marketplace geared towards transgender and nonbinary young adults.
See https://bit.ly/lgbtqia_chws for more information.

https://bit.ly/lgbtqia_chws
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3.1 Recruitment

We recruited 21 leader-librarian pairs from May–August 2021. We recruited LGBTQ+
leaders from the PI’s research network and a contact list of visible LGBTQ+communities
and affinity3 groups in [redacted]. We contacted health sciences librarians from North
America through the Medical Library Association listserv. Health sciences librarians

Table 1. LGBTQ+ leader demographics

Category Label N

Sexuality Pansexual 5

Queer 4

Bisexual 3

Gay 2

Demisexual 2

Polyamorous 1

Lesbian 1

Homosexual 1

Gender identity Female 5

Cisgender 3

Queer 3

Transgender 3

Male 2

Non-binary 3

Demigirl 1

Masculine 1

Race/ethnicity Black 5

White 3

LatinX/Latine 2

Multiracial 1

Age 25–44 9

18–24 2

Education Bachelor’s 5

Some college credit 4

Associate’s 1

Master’s 1

Note: Participants used multiple labels to describe their
identities



200 J. Dreeszen Bowman and V. Kitzie

were not limited to [redacted] due to their small number. Those interested in partici-
pating attended a meeting and completed questionnaires collecting basic demographic
information and their motivation for participating. We selected leaders and librarians
based on their questionnaire responses and objectives for maximal variety regarding
intersectional identities. We prioritized librarians with LGBTQIA+ identities or expe-
riences working with LGBTQ+ communities. We paired librarians with leaders based
on mutual interests and areas of expertise. Tables 1 and 2 show LGBTQ+ leader and
librarian demographics.

Table 2. Librarian demographics

Category Label N

Sexuality Straight 5

Queer 4

Gay 2

Bisexual 2

Asexual 1

Questioning 1

Gender identity Female 8

Ciswoman 2

Male 2

Transgender 1

Non-binary 1

Genderqueer 1

Race/ethnicity White 9

Black 2

Caribbean non-Latino 1

Southeast Asian 1

Age 45–64 7

25–44 6

Education Master’s 12

Doctorate 1

Note: Participants used multiple labels to describe their
identities

3.2 Data Collection

Data collection ranged from September 2021 - April 2022 and consisted of monthly
diaries and focus groups. Each participant kept diaries they submitted to the research
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team at the end of each month. Diaries could be written responses or audio recordings.
Participants responded to the same questions each month, which elicited the following
themes: 1.What occurred with the partnership within the last month. 2. Forms of support
and challenges experienced in this period. 3. Any additional information to share or
questions to ask.

This paper focuses on the last two data sources: monthly diaries and focus groups.
Each participant kept diaries they submitted to the research team at the end of each
month. Diaries could be written responses or audio recordings. Participants responded
to the same questions each month, which elicited the following themes:

1. What occurred with the partnership within the last month.
2. Forms of support and challenges experienced in this period.
3. Any additional information to share or questions to ask.

We held four 120-min focus groups of 5–6 people each asking participants to reflect
on the project, including their partnerships. We divided groups by participant time-
leaders and librarians. The protocol included several questions asking about the partner-
ship (e.g., What identities do you have that you think influenced your relationship with
your partner?) and used techniques and tools to encourage collective participation (e.g.,
list-making using virtual whiteboards). We audio-recorded focus groups and, along with
any audio diaries, used Otter.ai to generate and refine verbatim transcripts for analysis.

3.3 Data Analysis

We employed open, in vivo, descriptive, and process-based coding (Saldaña 2013) to
develop inductive codes that addressed the research questions. The authors coded 20%
of the diaries and focus group transcripts using the research questions as parent coding
categories. We then met twice to discuss emergent codes. During these discussions and
subsequent coding, we employed the constant comparative method (Charmaz 2014),
to identify and compare emergent codes to existing ones. The first author created a
codebook based on this discussion and used it to code the rest of the data.

4 Findings

We organize findings by research question, illustrating each with lightly edited
participant quotes. We use pseudonyms for all participants.

RQ1.How, if at all, does thepresence of shared identities betweenLGBTQ+commu-
nity leaders and librarians foster relationship building? Leaders and health science
librarians felt that shared identities developed a shared understanding of the leader’s
community needs. These included identifying as Black, transgender, gay, or a mother.
Tony, a leader, expressed, “[my librarian] identifies as trans male So, I mean, that in
itself was pretty easy to understand, like, why we feel like we need to do this.“ Avery,
the librarian paired with Tony, wrote in his diary, “I feel that the partnership is going
well. I’m in an interesting situation in that my leader partner and I share quite a few
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things in common: we are both transmen, live in southern states that both present issues
for LGBT+ citizens, and have experience working with our local communities.”

Avery felt that sharing this transgender identity led to more “organic” conversations
and removed “potential early barriers” in their relationship. Drew, a librarian, noted that
sharing a gay male identity helped his leader, Hileah Rainey, feel more comfortable with
him. “Well, I think being gay I think helped him feel a little more comfortable opening
up to me, also, knowing that I had volunteered at an [organization] in my earlier days.
So he was comfortable talking about HIV AIDS and education, and things like that.”
Drew’s leader agreed that because Drew was also a “member of the gay community,
there was no learning curve.” Had Drew not shared that gay identity with his leader,
there may have been a barrier with Hileah Rainey being less willing to open up to Drew.

In four cases, the librarian shared identities with the leader because they both are
LGBTQ+.When the librarians identified as LGBTQ+, they noted a personal and profes-
sional commitment to the project. Molly, who identifies as queer, indicated that she “was
inspired toworkwith LGBTQIA+ communities because ofmy own identity as a person”.
Celina, who also identifies as queer, referenced a “personal investment” in and “personal
connection” to the project. Sharing an LGBTQ+ identity helped librarians feel invested
in the project because of their experiences. The leaders also noted the importance of the
LGBTQ+ identities of the librarians. Celina’s partner Emma expressed being “pleased”
with her partner due to her genuine interest in Emma’s idea. The librarian’s LGBTQ+
identities led to excitement and passion for the project.

It was not only shared LGBTQ+ identities that brought partners together. Tyrech, a
leader, noted that they and their librarian are Black, which facilitated their relationship.
One pair was both mothers, and the leader and librarian identified the importance of
sharing that experience. Elizabeth the librarian, wrote in her diary,

We had a great meeting, and as with the meeting before, we enjoy exchanging
stories and getting to know each other. While my children are older and both girls,
rather than her one boy, there are many child-rearing issues we discuss, as well as
many working mother issues we can commiserate with.

Partners also noted the commonality between librarians and leaders in that they are
helping professionals who share commitments to their patrons or communities. Librar-
ian Elizabeth wrote in her diary, “leaders and librarians are both helping professions,
so our dedication to our jobs is similar.” Lacking LGBTQ+ identities, partners found
connections through professional identities or other social identities.

RQ2. How, If At All, Does the Absence of Shared Identities Between LGBTQ+
Community Leaders and Librarians Affect The Relationship? When there are not
shared identities, there may be additional barriers to relationship building caused bymis-
trust. Leader Zayne was immediately mistrustful of zir librarian Alice who ze identified
as “older and cisgender.” Zayne felt “standoffish” towards zir librarian because she is
an older cisgender woman while Zayne is young and trans. This lack of shared identity
created a gulf between the two and impeded their relationship in the early stages of the
project. In the initial brainstorming, Zayne felt like Alice wasn’t listening to zim and
expressed frustration that Alice wasn’t hearing zim. Alice’s patience, persistence, and
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showing a steady commitment to the project and Zayne’s ideas improved the relationship
throughout the project. Alice proved herself to Zayne through professional competence
and compassion. As the relationship evolved, Zayne reflected:

She’s like super knowledgeable … And she was like, ‘Oh, you should actually
get a common licensure [creative commons license]. And I was like, what is that?
It’s something you’ll see [on my resource]. And so that was really cool. And then
she actually was able to talk to me. Code switched into LGBTQ language, which
I thought was very impressive. I actually like her a lot. She was very considerate
of me as a trans person.

Alice was compassionate to Zayne. When ze felt stressed about moving apartments,
Alice asked for a video tour of the new apartment. Alice proved herself trustworthy and
dependable, and slowly, Zayne opened up to her: “she always got back to me - check
this out for me or can you look this up, and she always know how to handle it no matter
what it was, which was awesome.”When the pair lacked shared identities, the librarian’s
empathy skills could improve the relationship and build trust.

Sharing an LGBTQ+ identity was not always sufficient for fostering a strong part-
nership when librarians and leaders did not share other social identities. Leader Emma,
who is pansexual and Black, struggled with her partner, who was bisexual and white.
Even though the women shared sexuality, Emma doubted that Celina, a white woman,
would be able to understand her perspective as a Black woman: “I went in, like look-
ing at her sideways. I was just like, ‘Oh God, here’s another white woman.’” These
racial differences also led to conflict in their partnership related to the resource Emma
envisioned:

And because I’m so much into intersectionality, there were like conversations we
would have and it was just it go in one ear …My project is about pansexuality.
So, she’s like … why not just focus on like bisexuality or like lesbians? The first
meeting was a lot of me saying no, that’s not what I want.

In instances where the leader and librarian did not share any significant identities,
they still attempted to find commonality through shared interests. This attempt could
indicate that partners felt finding common ground was vital to relationship building
and positively impacted the project. Robert, a transgender leader, was initially reticent
of his older cisgender, heterosexual female librarian. During their initial brainstorm,
Robert said his librarian was not hearing him. After months of meetings and relationship
building, Robert felt close to his librarian. He said, “we had so many things in common,”
and referenced movies, politics, and Harry Potter. While Robert and his librarian did
not share any identities, Robert could feel close to his librarian through shared interests.
Leader Gloria noted the things she had in common with her librarian and mentioned
not shared identities but shared interests and experiences: “We love animals. We love
birds… She has visited [country] which is my home country.”

Avery, who did share a transgender identity with his leader, still mentioned that he
didn’t want his partner to feel likeAverywas taking control of the direction of the project:
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There was some trust already, just because we have similar backgrounds, but I
think there was trust building needed to, I think, assure them that I wasn’t going to
come in [and] dictate everything. And I think that that helped somewhat to make
it so they felt that they could be more open about what they wanted to do.

Several other librarians noted in the focus group that they were hesitant to lead the
project and wanted to give their leaders agency to identify the needs of their communi-
ties and guide the resource creation process. Even when librarians did share identities
with leaders, the librarians were clear that more work was needed to strengthen the
relationship. As Avery noted above, there was still trust-building required to build the
information resources successfully. While shared identities were essential, librarians
still needed to demonstrate a willingness to give leaders agency and to value their lived
experience and knowledge of what resources would most benefit their communities.

5 Discussion

Findings indicate that when librarians are working with marginalized communities,
sharing that marginalized identity or identities could help reduce relational barriers.
When librarians share LGBTQ+ identities and other salient intersectional identities with
communitymembers, the communitymembers feelmore comfortablewith the librarians
and feel a more significant investment in supporting the information needs of LGBTQ+
communities. Therefore, a possible solution for academic libraries that seek to partner
with LGBTQ+ communities is to hire more LGBTQ+ librarians, specifically those with
salient identity intersections across social locations such as race and class.

Librarians may have ethical concerns about disclosing their LGBTQ+ identities to
community members; their role as information experts means they must maintain firm
boundaries and not share their personal experiences or identities. But findings denote
such disclosure benefits the relationship between experts and community members.
Sharing that these librarians have a personal and professional commitment to serving
LGBTQ+ communities couldmake communitymembersmorewilling to trust the librar-
ians and accept their help, thereby strengthening the relationship and the project. How-
ever, librarians must feel safe enough to disclose their LGBTQ+ identities to community
members. Library directors and university administrators need to consider strategies to
foster safe library spaces where LGBTQ+ librarians can be their whole selves. These
strategies include affinity groups for LGBTQ+ employees and professional development
with a focus on gender and sexuality.

Even without shared identities, leader-librarian relationships could thrive when
librarians exhibited empathy and compassion and made efforts to bond with leaders.
Such soft skills are important for providing high quality service to all user groups.

MLIS programs should continue to implement ways to teach librarians these skills
and helping them build meaningful personal connections with the communities they
serve. There is also a need for cultural humility training. Sharing one or more identities
with a community does not alleviate all barriers, and librarians must be mindful and
respectful of the intersecting identities in their communities.
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6 Conclusion

Presence and absence of shared LGBTQ+ identities among academic librarians and
LGBTQ+ leaders have consequences for collaborations. Shared identities led to an early
reduction of barriers and a meaningful personal connection to the project on the part of
librarians. Lacking shared identities could lead to mistrust on the part of the community
member. And sharing an LGBTQ+ identity was not always enoughwhen partners lacked
other social identities such as race.

A significant limitation of this project relates to the overall lack of health science
librarians in [redacted]; as a result, we had to pair leaders with librarians who did not
reside in their state. Several leaders expressed that they wished they could work with
health sciences librarians from [redacted] whowould better understand their background
and experience. Another challenge with the limited number of health science librarians
was that it was not always possible to pair librarians and leaders based on shared identi-
ties. Finally, this project specifically explored the relationships between health sciences
librarians and LGBTQ+ community leaders. The applications of this project to other
settings, for example, public librarians partnered with LGBTQ+ communities, still need
to be explored.

Findings have several implications concerning fostering relationships between aca-
demic librarians and marginalized communities. Communities may feel wary of the
experts based on previous negative experiences with experts claiming to have their best
interests. Relationship building is needed to build a bond between experts and commu-
nity members before the two can successfully work together. Sharing identities with
community members reduces barriers. It is essential to consider that experts who share
the marginalized identities of their community partners may be more able to build rela-
tionships that shift unavoidable power imbalances. Experts must also possess soft skills
such as empathy and a willingness to invest time and effort in relationship building.
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Abstract. The integration of research and practice is the basic guarantee for
librarianship, but there is still a research-practice gap in China’s librarianship.
Library Society of China (LSC) is an important force to promote the integration of
research and practice in China. This pilot study employed an inductive case study
approach. Five core members of LSC were interviewed using a semi-structured
question script designed based on the theoretical framework of Community of
Practice (CoP). According to the theory of CoP, this paper carried out the anal-
ysis procedure and summarized the development experience of LSC in bridging
the research-practice gap from three perspectives: micro-level identity, meso-level
practice, and macro-level cooperation. The research findings can provide indica-
tions and strategies for bridging the research-practice gap in other countries and
other related disciplines.

Keywords: China · Community of practice · Librarianship · Library society ·
Research-practice gap

1 Introduction

An overall and harmonious development of librarianship depends on the interaction
between theoretical research and practical work [1]. In any case, librarianship should
be rooted in theory and practice integration, and research should be integrated and
intertwined with practice [2, 3]. However, librarianship has a research-practice gap [4–
8] often resulting from both researchers and practitioners [9, 10]. Thus, how to close this
gap is an ongoing issue in library and information research [7, 11, 12].

In China, it is not new to suggest that there is a research-practice gap in librarianship.
Although the practice of libraries has advanced significantly in China since the begin-
ning of Reform and Opening-Up in 1978, some Chinese scholars remained focused on
fundamental issues in the 1950s. This has led to the reality that research and practice are
unrelated [13–15]. Since entering the 21st century, with the profound impact of technol-
ogy on librarianship, researchers have heavily focused on technology but lack concern
about practical problems, making it difficult for library practitioners to keep up with the
pace of scientific research [16, 17].
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To bridge the research-practice gap, both Chinese researchers and practitioners trans-
ferred the focus to the library development strategy [18–22]. Although the study of
development strategy yielded excellent insights, this effort did not significantly bridge
the research-practice gap. Librarians are driven to participate in the work of professional
library associations in today’s society, which is undergoing significant changes brought
on primarily by new technologies and globalization[23]. Bridging the research-practice
gap through library associations has gradually become a new solution [9, 24, 25].

The Library Society of China (LSC) has successfully established itself as a vital hub
connecting research and practice. But the efforts of LSC to close the gap have not been
the subject of studies. Therefore, LSC will be employed as a case study to explore how
library societies bridge the research-practice gap. The following research questions are
formulated to further this study:

RQ1. How does LSC bridge the research-practice gap in China’s librarianship?
RQ2. How the research findings can be used for establishing strategies?

2 Theoretical Basis

Community of Practice (CoP) referred to “groups of people who share a concern, a set
of problems, or a passion about a topic, and who deepen their knowledge and expertise
in this area by interacting on an ongoing basis” [26]. The theory of CoP was founded
to bridge the knowledge gap between apprentices and experts [27, 28]. The domain, the
practice, and the community are the three constructs that distinguish a CoP from other
types of communities [26].

Practitioners and researchers join LSC for the shared vision of librarianship, and that
is the “domain”. Then they share a repertoire of resources, address recurring problems,
and keep sustained interaction with other members [26, 28], that is the “practice”. All
members in LSC, who have bonded due to their shared interest (domain), form a “com-
munity”. Therefore, LSC is a typical CoP, which contains many subordinate CoPs, like
provincial library societies; and is also part of the larger CoPs, like IFLA.

The problem of the research-practice gap has been studied through the lens of CoP
theory [29, 30]. Developed from Wenger’s core constructs of CoP, this research adopts
the following three themes to form the preliminary framework:

(1) Micro-level identity: This perspective pays more attention to individuals who are
very small units of CoP. Instead of personal identity, identity in CoP is profes-
sional, working, and social. Its revolution is molded by others’ reactions [31] or
complicated interactions between individuals [32] in their social environment [33].

(2) Meso-level practice: The meso-level practice has served as the micro-macro con-
nection [34] between identity and cooperation. A CoP is not merely a community
of interest but practice. Through practice, participants build a common repertory
of resources, including experiences, stories, tools, and approaches to reoccurring
problems [26, 28].

(3) Macro-level cooperation: Macro-level is the larger abstract level that sort of stands
above the other two levels. Lave and Wenger (1991) [35] introduced the concept
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of legitimate peripheral learning, which evolved into cooperative learning. Coop-
erative learning is also a way to link learning with participation and build shared
knowledge in CoP [36].

3 Research Method and Processes

3.1 Literature Review

The theoretical frameworkwas constructed through a systematic literature review, which
was carried out from January toMarch 2022.Academic articles about CoPwere retrieved
from two research databases: Web of Science and Scopus. The database search returned
a total of 245 articles, 124 from Web of Science and 121 from Scopus. After careful
screening, 48 articles were included for literature analysis. The screening and selection
processes are demonstrated in the Preferred Reporting Items for Systematic Reviews
and Meta-Analysis (PRISMA) flow diagram (see Fig. 1).

Fig. 1. PRISMA diagram on article screening processes.

The approach of thematic analysis was used in literature analysis, which is defined
as a systematic approach using coding to represent qualitative data [37]. In the specific
coding process, the research team combined open, axial, and selective coding, as sug-
gested by Corbin and Strauss (1998) [38]. The three themes, outlined in Sect. 2, served as
a beginning point for the data analysis, supplying an initial and speculative collection of
thematic codes, theoretical themes, and linkages. The literature analysis was conducted
using MAXQDA software and pointed to the themes and codes shown in Table 1.
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Table 1. Themes, sub-themes, and codes derived from the literature review.

Perspective Theme Sub-theme Codes

Micro-
Level

Identity Common Vision Values, enterprise, visions, missions

Participants Members, researchers and practitioners,
organizational structure

Identity Acceptance Professional identity, status, standing,
sharpen expertise, shape identity

Meso-
Level

Practice Mutual Engagement Relationship building, participating in
activities, further interaction, continuing
motivation to participate

Reflection on Practice Reflective practice, reflective narratives,
reflective research work

Situated Learning Learning culture, learning environment,
learning situation

Macro-
Level

Cooperation Shared Knowledge Community knowledge; know-do gap;
tacit knowledge; explicit knowledge

Cooperative Learning Organizational learning, community of
learning, legitimate peripheral learning

Equal Dialogue Equality, authentic dialogue, inquiry

The result of the literature analysis indicated that few existing studies have explored
the problem of the research-practice gap in librarianship from the perspective of CoP.
However, the CoP theory is applicable to the study of the research-practice divide, and
library societies are typical CoPs as defined by the CoP main components.

3.2 Case Study

This pilot study employed LSC as the case study in April 2022. Sanctioned by the
Ministry of Culture and Tourism of China, LSC is the largest and most authoritative
library organization with a dual function of academic communication and practical
work management [39]. By 2022, LSC has had 967 institutional members and 29,396
individual members.

This research conducted an inductive case study through an interview to further
explore the research questions. A semi-structured question script was designed to obtain
interview data. The interview questions were based on the CoP framework. In the actual
interview process, the order and content of the interview questions were flexibly adjusted
according to the respondents’ answers, allowing the interviewees to carry out appropri-
ate expansion and discussion without leaving the subject. A total of 5 researchers and
practitioners were interviewed and each review lasted from forty minutes to one hour.
Information of the interviewees is shown in Table 2.
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Table 2. Personal information of interviewees.

Interviewees Personal information

A Director of a provincial library society in China,
Deputy director of a provincial public library in China

B Librarian of a university library which is an institutional member of LSC

C Director of the professional group under one committee of LSC,
Professor of one of the top LIS schools in China

D Member of one committee of LSC,
Professor of one of the top LIS schools in China

E Professor of one of the top LIS schools in China,
Once won the Talent Young Award of LSC

With consent from interviewees, the interviews were recorded and transcribed into
word files, averaging about 10,000 Chinese characters each. Although there were only
5 interviewees in this research, each of them was the focus of LSC and was interviewed
very deeply. The analysis of the interview data inherited the thematic analysis strategy
used in Sect. 3.1. And themes and codes that emerged from the literature analysis were
adopted as the starting point for the analysis of the interview transcripts.

4 Research Findings

4.1 Identity

The data analysis showed that LSC has formed different identity acceptance systems for
young scholars and practitioners. Although this system “has not been formally written
into regulations” (Interview E), it has imperceptibly affected the mutual acceptance of
researchers and practitioners in LSC and laid the foundation for mutual engagement at
theoretical and practical levels.

Researchers in Library Science. LSC primarily plays the role of promoting academic
communication in the transition of young scholars from green to practiced hands. Firstly,
the academic conferences held by LSC are open to all researchers and practitioners.
“The academic papers [of young scholars] will not be refused directly instead with more
encouragement and attention during reviewing” (Interview B). LSC provides young
scholars more opportunities to be recognized and known by “giving conference paper
rating awards and inviting young scholars to deliver oral reports” (Interview A). Par-
ticularly, LSC has held Youth Academic Forum as a platform for young scholars to
communicate and learn since 2002, so that they can “emerge in the academic communi-
ty” (Interview D). In addition, LSC has set up Young Talent Award and other evaluation
mechanisms. Each provincial library society can recommend outstanding young scholars
to participate in the evaluation to “obtain the chance to be recognized by other scholars”
(Interview E).



212 W. Feng and L. Zhou

Practitioners in Library Work. Since 2001, LSC has actively assisted some national
ministries to “carry out the work of professional qualification for librarians, such as
drafting professional qualification reports, formulating national professional standards,
and compiling vocational teaching syllabi” (Interview C). Although a professional qual-
ification system for librarians has not been formally established, “the membership regis-
tration process [of LSC] has the same effect as professional qualification” (InterviewA).
Because LSC membership candidates must submit corresponding materials with previ-
ous acknowledgment of their affiliations and the provincial library societies. Under the
provisions of themembership system of LSC, the professional qualification for librarians
is equivalent to the procedure of “first determining the job and then certifying through
registered members” (Interview A).

4.2 Practice

LSC has led a series of practical work, in which reading promotion, assessment and
rating, and continuing education are the most frequently mentioned cases. LSC fully
mobilizes the academic and practical forces to participate in practice together, so that
“the scholars can find problems in practice, actively reflect these practical problems
to academia, and provide solutions [from the theoretical level]” (Interview B). These
practices “reflect the stronger ability of LSC to narrow the research-practice gap in
China’s librarianship” (Interview A).

Reading Promotion. LSC has formed a mature working mode in reading promotion
to narrow the research-practice gap. For instance, to summarize the practical experi-
ence and reflect on the practice process, LSC has “organized a series of seminars and
funded several research projects to explore the theory and practice of reading promotion”
(Interview D). And LSC often holds some evaluation activities (e.g., Excellent Reading
Promotion Case Selection, Excellent Reading Promoter Selection, etc.) and “distributes
them to the provincial library societies to implement,while LSCalso actively participates
in the international excellent work case evaluation” (Interview C).

Assessment and Rating. Since 1994, the Chinese government has begun to carry out
the work of National Public Library Assessment and Rating (NPLAR) every four years,
which is a process of “refining problems from the practical level to the theoretical level”
(Interview A and B). As the executive organization, LSC has gradually undertaken more
responsibility, like formulating assessment standards in the third NPLAR in 2006, con-
ducting training for relevant staff before assessment in 2008 and 2012, etc. Generally,
“NPLAR is divided into two parts: standard setting and specific implementation, respec-
tively responsible by researchers and practitioners” (Interview A). Library practitioners
would summarize the practical problems during the implementation of NPLAR, so that
researchers can “explore solutions, basically forming a ‘theory-practice-theory’ closed
loop” (Interview C).

Continuing Education. Continuing education for librarians can “ensure their profes-
sionalism and advancement” (Interview A). So LSC “delegated theoretical experts to
train librarians and preach at libraries to help them understand the latest developments in
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the discipline, realizing the dissemination of theoretical research results to the practice”
(Interview E). Practitioners can selectively receive guidance and suggestions from the
theorists according to the needs of practicalwork.At the same time, continuing education
is also a good opportunity for researchers to learn about the practice. With knowledge
from practice, researchers will “carry out relevant research that is more instructive to
practice” (Interview B).

4.3 Cooperation

Sharing Knowledge. The external cause of equality and cooperation between
researchers and practitioners is the establishment of their relationship through mutual
engagement, while the internal cause is the sharing and flowing of knowledge between
the two communities. “The knowledge of researchers comes from their learning and
thinking, while that of practitioners comes from practice” (Interview A). Due to the
applicability and practicality of library science [40], the knowledge source of researchers
is essentially the same as that of practitioners. The meso-level practice provided by LSC
enables their knowledge to flow and share. In this process, the two sides “share their tacit
knowledge to become the common community knowledge of LSC, creating a mutually
compatible knowledge system in the community of LSC” (Interview D and E).

Cooperative Learning. The macro-level cooperation involves two aspects, one is that
LSC as a CoP cooperates with the sub-CoPs at the internal level, and the other is LSC as a
CoP cooperates with other external CoPs. As for the inner collaboration within LSC, the
subordinate library societies basically “keep the same pace with LSC to arrange work,
[which is passive cooperation;]while pursuing certain innovations, [which is active learn-
ing]” (InterviewAandB).As far as external cooperation, LSC, as one of the initiators and
members of IFLA, actively participates in the relevant activities of IFLA and serves the
development of global librarianship by sending talents to IFLA. On the other hand, LSC
actively communicates with other national library associations by “co-hosting library
forums, sending library researchers and practitioners to study abroad and absorb experi-
ence, providing training and assistance for libraries in developing countries” (Interview
A). The cooperative learning of LSC has contributed to “bridging the research-practice
gap of not only China’s librarianship but also international librarianship” (Interview B).

Equal Dialogue. Researchers of LSC have the responsibility to assist relevant national
ministries in formulating library-related laws, standards, norms, etc.Although theoretical
researchers cannot focus on practice, “long-term theoretical thinking allows them to have
a deeper insight into the problem, so they can play a major role in the formulation of
relevant standards” (Interview A). Researchers in library science need to “carry out
some theoretical explorations higher than practice to build a complete discipline system
and enhance the influence of library science” (Interview A). Therefore, only the equal
dialogue between researchers and practitioners can “achieve interactive integration of
discipline construction and practice” (Interview C).
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5 Discussion and Conclusion

5.1 Discussion

The research findings reveal that LSC has been a major force in bridging the research-
practice gap in librarianship but also, that the CoP theory is especially useful for explain-
ing LSC’s operating mechanism from identity, practice, and cooperation, which are
potentially interrelated and influential.

After participating in LSC, researchers and practitioners gain identity acceptance
from other participants and society. Then, they mutually engage in activities organized
by LSC and establish relationships with each other. The two communities grow together
through situated learning. Researchers reflect and study practical problems, while prac-
titioners improve practice with theories. Next, based on the shared knowledge system
established in practice, researchers and practitioners carry out cooperative learning inside
and outside LSC, achieving equal dialogue and integration of both communities.

Through understanding the connection and priorities of different constructs, three
main strategies to bridge the research-practice gap through library societies are formu-
lated specifically: (1) Establishing the identity acceptance mechanism for researchers
and practitioners; (2) Providing researchers and practitioners with mutual engage-
ment chances in each other’s situation; (3) Promoting the continuous dialogue through
designed and performed practice.

5.2 Conclusion

This pilot study explores how to bridge the research-practice gap in librarianship with
library society as a solution through the lens of the CoP theory. Using an inductive case
study approach, the authors analyzed the operating mechanism of LSC from identity,
practice, and cooperation. The research findings provide some implications and strate-
gies for spanning the research-practice gap in librarianship, and the CoP theory can be
employed as a new theoretical lens for library science.

Several limitations can be addressed in future work. A sample size of only 5 intervie-
wees is not enough. The research findings will be more reliable and abundant with more
informants. The applicability of CoP theory in library science remains further explored.
And due to the length limitation of the short paper, not all codes are shown in the research
findings. In the future, this study plans to conduct in-depth research on the work of LSC
with the theory of CoP and investigate more national library societies to explore how to
bridge the research-practice gap in librarianship.
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Abstract. This study examined how automation systems enhanced the operations
of university libraries inNigeria and theUnitedKingdom (UK) during theCOVID-
19 pandemic. It reviewed literature on the extent of automation, effectiveness of
the use of automation technology and ascertained the challenges of automation in
the operations of university libraries during COVID-19 lockdown in Nigeria and
theUnitedKingdom. Findings revealed that most university libraries in theUK are
fully automated while university libraries in Nigeria are either partially automated
or not automated. During the COVID-19 lockdown, university libraries in the
UK were able to provide services, while Nigerian libraries were unable to render
services. UK and Nigeria were both faced with challenges during the lockdown.
SomeUK libraries could not optimally provide services due to insufficient licenses
for digital content. In Nigeria, there were several socio-technical issues such as
inadequate staff access to computers and the internet, poor power supply, and a
lack of ICT skills. The study concluded that university libraries in Nigeria should
embrace more technology if they want to be effective in their operations and be
able to compete favourably in the global space.

Keywords: Library automation · Integrated library system · University library
operation · COVID-19 pandemic

1 Introduction

A library is an integral organ of a university which functions in line with the university’s
vision and mission to achieve its goals. A university library is charged with the respon-
sibility of collection, processing, storage, and dissemination of recorded information
for the purpose of reading, teaching, life-long learning, and research. The operations
of the university library follow through an entire chain from collection development to
information dissemination, such as acquisition, cataloguing, and circulation [2].
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Acquisition operations involve the selection and purchase of materials or resources,
selection of vendors, negotiating consortium pricing, arranging standing orders, and
selecting individual titles or resources [10]. Cataloging and classification are core func-
tions of the library, dealing with the organization and arrangement of library holdings for
easy location, creating multiple access points for easy retrieval, and creating advanced
search terms i.e., title, author’s name, publisher, date, and place of publication etc. [16].
Circulation and reference services are the main service points. They provide lending
services, facilitate return of loaned items, renew materials, and collect fines [22].

The advent of Information and Communication Technologies (ICT) has influenced
the use of technology in the day-to-day operations of university libraries, and this has
brought about the concept of library automation. It has transformed library operations
from manual processes to the use of computer technologies [29]. University libraries
now use LibraryManagement Systems (LMS) to automate their core operations formore
efficient service delivery.

COVID-19 halted almost every aspect of human endeavor, shutting down economic,
social, and industrial activities across the globe. The education sector was not spared,
including universities. University libraries shut down their physical operations.

University libraries in the United Kingdom (UK) and Nigeria have invested heavily
in automation systems [10, 35]. Their adoption presumably is to significantly improve
the quality of services rendered; services that are limitless in time and space. It therefore
became useful to explore how automation enhanced the operations of university libraries
in Nigeria and the UK during the pandemic. Resulting from this, our research questions
were as follows:

1. What is the extent of automation within university libraries in Nigeria and the United
Kingdom?

2. How did automation enhance the operations of university libraries during COVID-19
lockdown in Nigeria and the UK?

3. What were the challenges of automation in the operations of university libraries
during COVID-19 lockdown in Nigeria and the UK?

2 Methodology

This studyused a literature review to appraise published literature in linewith the research
questions. The University of Strathclyde Library’s discovery layer, SUPrimo, was used
to find sources published between 2019–2022. Google Scholar was also used to find
other relevant sources. The Boolean keyword approach was used to search, and a set of
inclusion criteria was applied on titles and abstracts of located resources. 36 relevant
sources were reviewed for this study (Table 1).
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Table 1. Breakdown of searches and selection of resources.

Boolean keywords Search engines and  
number of resources 

Inclusion criteria Number 
of  
resources  
by 

 inclusion 
criteria 

("higher education li-
brary*" OR “univer-
sity library*” AND 
“online services” OR 
“library automation” 
OR “digital library 
operation*”) 

("covid 19 pan-
demic" OR "covid-
19”) AND ("United 
Kingdom" AND "Ni-
geria”)

Library and Information 
Science Abstracts (LISA): 
453         

Library, Information Sci-
ence, and Technology Ab-
stracts (LISTA):  506 

Sage: 7                                 

Google Scholar: 64

Themes:  

Library automation 
COVID-
19/pandemic 
Digital library envi-
ronment 
University library 
operations/services 
Nigeria 
United Kingdom 

Language: English

Full text 

10 

5

2

19 

1301slatoT 36 

..

.

.

..

3 Literature Review

The review resulted in a general background on library automation, the extent of automa-
tion in university library operation, the operations of university libraries during COVID-
19 lockdown, and the challenges of automation in the operations of university libraries
during lockdown in the UK and Nigeria.

3.1 Library Automation

The advent of ICT has shaped our day-to-day activities. ICT could be described as a
diverse set of technological tools and resources used for creating, storing, managing,
and communicating information in the digital space [11]. Organizations now use ICT
to carry out their operations. Libraries are now automating their operations for more
efficient service delivery. Library automation is the application of technologies in the
day-to-day operations of the library [7]. This term is often interchangeable with library
computerization, mechanization, and the use of LMS.

Library automation dates to the 1950’s and 1960’s in the United States of America
and the UK respectively [23, 32]. In 1968, the three major libraries in Birmingham,
UK (Birmingham Public Libraries, University of Aston, and University of Birmingham)
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came together under a project known as the Birmingham Libraries Co-operative Mech-
anization Project (BLCMP) to develop an automation system. This laudable project
initially gained the attention and funding of the Scientific and Technical Information
Office and later the British Library Research and Development Department. Over the
years, the BLCMP cooperative cataloguing scheme gained the interest of other libraries,
and its membership began to expand. BLCMP was later commercialized, and this gave
birth to the first indigenous library management system in the UK. The BLCMP Library
System (BLS) incorporated all modules and a database of 7.5 million bibliographic
records. By the end of the 1980s, over 50 libraries in the UK had incorporated BLS [31].

Developing countries such as Nigeria began automation in the 1980s. The first
known university library automation efforts involved Ahmadu Bello University, Nnamdi
Azikiwe University, University of Nigeria Nsukka and University of Lagos [3]. In 1992,
the National University Commission attracted World Bank funding to install The Infor-
mation Navigator Library software in 20 participating federal universities’ libraries
[6].

Over the years, there has been an expansion of automation systems in the UK and
Nigerian university libraries, and it has proven successful operationally. Despite the
successes, there was a rise and fall in the use of these automation systems, and this
became a concern for the libraries. Studies have examined the issues around automated
operations and systems in the UK and Nigeria. In the UK, staff training and inadequate
finance were major pitfalls. In Nigeria, lack of technical knowledge, incompetence in
software development, and poor hardware maintenance were the issues [3, 14]. In a bid
to overcome these challenges, libraries started looking for a better alternative. In the late
1990s, open-source ILS started surfacing, with features that seemed to provide solutions
to their problems.

Open-source ILS are non-proprietary software or software made available for free
to users [29]. Examples include Avanti, MicroLCS, PhpMyLibrary, Emilda, and Koha.
Many libraries in the UK and Nigeria have embraced their use. There have been several
efforts to identify which open-source software is most appropriate for library operations.
Koha is the most used open-source ILS in university libraries, and the significant justifi-
cations for the adoption are user-friendliness, richer features, low cost of purchase, low
cost of maintenance, and a support community [21, 26, 33].

3.2 Extent of Automation in University Libraries’ Operation

The automation process of the EuropeanCommunity (EC) libraries in the 1970s involved
12 countries including the UK. They automated their circulation operations first and
later their cataloging, while acquisition work was carried out using teleordering systems
offered byWhitaker andBlackwell in theUK, andSpringer inGermany andScandinavia.
The serial operations were recorded using traditional Kardex. Interlibrary operations
were not automated at the local libraries level, but within regional or national networks
[36].

By the end of the 1980s, ILSwere available for a variety of housekeeping operations,
especially with the use of microcomputers. The modules available were Cataloguing,
OPAC, Circulation, Acquisitions, Serials, and Interlibrary Loans [31]. By the 1990s,
over 50 university libraries in the UK were fully automated. Libraries at Staffordshire
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University, University of Hertfordshire, University of the Arts London, and Loughbor-
ough University eventually operated services in virtual environments: the use ofWeb 2.0
platforms, provision of downloadable content such as e-books, e-audiobooks, vodcasts,
and podcasts, and 24/7 online services such as renewals and reservations [21].

E-learning has become an integral part of higher education in the UK. University
teaching operations are heavily reliant on LearningManagement Systems which is alter-
natively known as Virtual Learning Environment (VLE) software. It provides the digital
backbone to many university courses and enables institutions to manage administration
and deliver courses and exams online. For libraries in the UK to maintain their rele-
vance, library software vendors have developed solutions to support teaching and learn-
ing such as reading list software [34]. These include Talis’ Aspire, Ex Libris’ Leganto,
and SirsiDynix’s BLUEcloud. They integrate library resources, student registrations,
and university bookstores [35].

In Nigeria, university libraries have resorted to various ILS, but Koha has gained
much popularity, with over 100 universities using it [33]. Even though Koha captures
most operations, usage is low. In one study, only cataloging in the Nimbe Adedipe
Library at the Federal University of Agriculture Abeokuta was automated, while the
Olabisi Onabanjo University Library had automated only cataloguing and circulation
[1]. In an investigation of public university libraries in north central Nigeria, only the
cataloging routine was automated [16]. Comparing the extent of automation in a private
and a public university library; most operations of the private university library were
automated, while the public university only had automated cataloguing and circulation
[26]. One assessment found that only 5% of university libraries in Nigeria are fully
automated, while the remaining 95% are either not automated or partially automated
[19].

3.3 University Libraries Operations During COVID-19 Lockdown

COVID-19 created a worldwide health crisis. The World Health Organization pro-
nounced the emergency as a pandemic on March 11, 2020, which propelled the United
Nations Education and Scientific Council to advise that academic activities across the
globe should be closed, and most governments yielded to this. Libraries were closed
to avoid physical contact but attempted to provide services through online and vir-
tual/remote approaches [17]. According to a 2020 report by the National Authorities
of Public Libraries in Europe (NAPLE), which consists of twenty European nations
including the UK, most of the libraries in these nations were shut down and focused on
online services. Most staff worked from home while some were made to report to work
under strict social distance monitoring. Libraries in the NAPLE countries provided ser-
vices such as click and collect and home delivery. Librarians focused on e-services with
the use of the library’s software and social media platforms by providing all essential
information through these [24]. In one UK example, the University of Edinburgh made
operations on Microsoft Teams compulsory. Necessary training and support were given
to staff. All library staff were subjected to at least one new digital skill course which
formed a key indicator in their annual performance reviews [20].
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However, the International Federation of Library Associations (IFLA) advised that
even though the decision to close a library must be adhered to following assessment of
the relative risks, the closure of libraries in almost all countries of the world implied
redundancy. IFLA further advised that libraries should go virtual [9]. This was timely
advice as it was the best alternative to get the libraries running so they could meet their
expected purpose. Unfortunately, Nigerian libraries were yet to fully go digital, making
it difficult to function during the lockdown. They had no time to plan for a transition of
operation. Their traditionalmethods of rendering information services became redundant
during the pandemic. Most libraries in Nigeria were shut down due to the fast spread of
the virus, especially in public universities, with very few providing information on their
websites or via social media while they complied with the “work from home” order by
the federal government [4, 8, 15, 18].

3.4 Automation Challenges in the Operations of University Libraries During
COVID-19 Lockdown

Libraries around the world made significant effort to stay relevant and keep operating
during lockdown. UK libraries were mostly able to respond to the call of this crucial
time, but despite their efforts, their operations faced challenges. Some libraries expressed
frustration as most part of their traditional operations which were supplementary to
their digital services needed to be reinvented. These include reference services, e-book
acquisitions models, vendor relationships, liaison services, etc. [5].

Also, the situation at the time required that all services be rendered online. The
demand for e-resources increased and libraries struggled to meet the demand. Libraries
suddenly found their existing licensing arrangements insufficient. As such,more funding
was required to purchase licenses for more online content and increase access to titles
for popular materials. This adaptability created serious pressure on budgets [28].

In Nigeria, libraries were not able to go virtual during the lockdown due to the
issues surrounding technology emergence. Even though most university libraries had
automation installations, managerial and technological problems existed. Before the
pandemic, studies exposed some of the factors impeding the functionalities of their
automation systems. Amongst manywere poor internet access, poor funding, inadequate
ICT skills, unreliable power supply, lack of trained personnel and inadequate training
facilities [12, 13, 25]. The inability of library management and staff to explore and use
the right technology to provide virtual services efficientlywas caused by poor technology
infrastructure, lack of retooling opportunity, and poor expertise in handling technology
during the lockdown [22].

Other challenges identified were issues associated with the process of learning to
work remotely and the inadequacies of working from home. Most homes in Nigeria
do not have internet access unlike in the UK. This meant there was no internet service
provision for library staff to work from home and in most cases, they were subjected to
pay for data/broadband access themselves. Also, a lack of technological infrastructure
such as computer systems and other hardware were impeding factors; most library staff
did not have personal computers at home [10].
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4 Findings

Automation systems are holistic and run on a complete operation circle. As far back
as the 1990s, most university libraries in the UK have been fully automated while even
now, most university libraries in Nigeria are either partially automated or not automated.
By implication this means the status of university library automation in Nigeria is more
than three decades behind the UK. This assertion was corroborated in [27] by concluding
that most libraries in developing nations are under-automated.

During lockdown, university libraries in the UK were able to appreciably leverage
automation to provide services. Also, management encouraged and provided training to
staff where required. Unfortunately, Nigerian libraries were unable to go digital, making
it difficult to render services. The best decision by their management was to shut down
operations.

University library operations in the UK and Nigeria were both faced with challenges
during the lockdown. Some UK libraries could not optimally provide services due to
insufficient licenses for digital content. In Nigeria, there were several socio-technical
issues such as inadequate staff access to computers and the internet, poor power supply,
and a lack of ICT skills. For university libraries to stay relevant and overcome the chal-
lenges of operations in a digital environment, they must embrace and be more conscious
of technology [22].

5 Conclusions and Recommendations

The COVID-19 lockdown was a challenging time for university libraries across the
globe. The pandemic exposed the wide dearth of socio-technical infrastructure and
library automation worldwide. It is obvious that the way forward is to be up to date
with technology, increase digital service provision, and embrace remote operations. The
transition from traditional library services to operating in the digital environment is indis-
pensable. The digital environment in UK university libraries is commendable as they
were able to leverage technology to keep their operations running during the lockdown.
On the other hand, university library operations in Nigeria halted because they lacked
adequate technological infrastructure and expertise that could function in that epoch.

The world has started a new work-life pattern: a hybrid operation which is a blend of
physical and virtual/remote operation. It has therefore become necessary for university
libraries in the UK to put substantial effort in purchasing more digital content licenses
and embrace the SCONUL initiatives of promoting content creation through open access
and open education research in their universities. On the other hand, university library
management in Nigeria should fully embrace the use of technology and provide basic
infrastructure that will allow operation in a digital environment. Primary attention should
be placed on fast internet bandwidth, computer systems/hardware and digital training of
staff on emerging automation technology.
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Abstract. What makes a technology privacy-enhancing? In this study,
we construct an explanation grounded in the technologies and practices
that people report using to enhance their privacy. We conducted an online
survey of privacy experts (i.e., privacy researchers and professionals who
attend to privacy conferences and communication channels) and layper-
sons that catalogs the technologies they identify as privacy enhancing and
the various privacy strategies they employ. The analysis of 123 survey
responses compares not only self-reported tool use but also differences in
how privacy experts and laypersons explain their privacy practices and
tools use. Differences between the two samples show that privacy experts
and laypersons have different styles of reasoning when considering PETs:
Experts think of PETs as technologies whose primary function is enhanc-
ing privacy, whereas laypersons conceptualize privacy enhancement as a
supplemental function incorporated into other technologies. The paper
concludes with a discussion about potential explanations for these dif-
ferences, as well as questions they raise about how technologies can best
facilitate communication and collaboration while enhancing privacy.

Keywords: Privacy · Privacy enhancing technologies · Privacy
behaviors · Privacy experts · Privacy laypersons

1 Introduction

In order to design privacy tools that people can use and benefit from, technol-
ogists need to understand what lay people think privacy-enhancing technolo-
gies (PETs) are, how they think they work, and how effective they think these
technologies are [14,24,44]. Characterizations of what constitutes a privacy-
enhancing technology (e.g., [27]) are well established in the expert communi-
ties that research and develop privacy tools, but past work has shown that
experts and laypersons have different conceptions of privacy [41] and of spe-
cific tools [23]. Researchers and designers lack an understanding of what people
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believe makes a technology good or bad for privacy. How do people, especially
laypersons, determine what counts as a privacy–enhancing technology? How do
privacy experts and laypersons describe the technologies and strategies they use
to protect their privacy? Prior work has established the value of investigating dif-
ferences between lay and expert approaches to privacy. User experience studies of
specific PETs have provided insight about usability barriers to adoption [17,22],
and researchers have used creative methods to understand how laypersons and
experts conceptualize privacy [32,41]. Models have been developed to explain
rationales that may guide adoption of PETs [15], and economists have long the-
orized about the tradeoffs involved in making privacy decisions [1,43]. Unfurl-
ing the privacy paradox—when people’s stated privacy concerns and real-world
behaviors contradict each other—has occupied scholars in many fields who have
applied a variety of theoretical framings [33], including institutional vs. social
privacy concerns [55], apathy or lack of control [30], and dual-process theory [42].
To provide further context for understanding people’s sometimes puzzling prac-
tices and decisions about privacy, it is important to know what they believe a
privacy-enhancing technology is. In this study we use a sociotechnical perspec-
tive to lay the basis for a grounded explanation of privacy-enhancing technology
use by cataloging the technologies and related strategies identified as privacy-
enhancing by privacy experts and by laypersons.

To construct an inventory of privacy-enhancing technologies used by pri-
vacy experts and laypersons and to collect short explanations of their use, we
developed and deployed a survey. Adapting methods used by Oates et al. [41]
to collect data from experts and laypersons, we recruited privacy experts by
soliciting participants from the PETs and HCI privacy research communities,
and we recruited laypersons using a demographically-matched panel procured
by Qualtrics.

Our contributions include three key findings and a discussion of their impli-
cations.

1. One impetus for examining privacy laypersons’ practices was to discover
whether they reference technologies and strategies for everyday privacy prac-
tices that resemble those of experts. In their descriptions of everyday technol-
ogy use, we found that the laypersons applied heuristic reasoning in determin-
ing which tools and practices enhanced (or reduced) their privacy while, as
expected, the experts often demonstrated a more technical style of reasoning
when thinking about PETs.

2. Experts and laypersons reported some common technology use and privacy
behaviors. However, from the list of technologies reported by each sample, we
understand that ease of use impacts laypersons’ use of PETs but does not impact
the experts’ use asmuch. Some laypersons use technologies because they are user
friendly or avoid using other technologies because they have usability issues. On
the other hand, the experts reported technologies and behaviors that require ded-
icated attention and are often less widely known (e.g., using PETs with difficult
user experience, varying their online behaviors, or opening social media in a
browser with no other websites concurrently open).
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3. Among the technologies popularly mentioned in each sample, laypersons
reported technologies with a primary function other than privacy protection.
In contrast, technologies cited by experts tend to foreground privacy protection
as a primary function.

We conclude with a discussion that addresses some of the social features
of privacy tools use and proposes human-centered design recommendations for
privacy-enhancing technologies grounded in the above findings. Specifically, our
findings point to the importance of using privacy-enhancing technologies as a
substrate for Internet tools with other primary functions.

2 Related Work

Privacy-enhancing technologies (PETs) are tools designed to help people achieve
desired experiences of privacy. Privacy-enhancing technology as an area of schol-
arship has traditionally had a strong emphasis in contributions around the design
and effectiveness of technologies themselves. For example, Goldberg et al.’s foun-
dational work on PETs [27] concluded that well-designed technologies—not social
interventions and policies subject to “the whims of bureaucrats” (p. 108)—would
be the best solutions for individuals to protect their privacy as they ventured
online. In later updates to this work, Goldberg rereviewed the state of the art
and concluded with a set of general design requirements that reflected a growing
interest in human-centered concerns: PETs must be usable, deployable, effective,
and robust in order to have broad impact [26]. In the intervening years, interest
in social, political, and cultural features of PETs adoption has become a routine
feature of PETs scholarship; to understand why people use PETs, researchers
need to understand how people make sense of them.

2.1 Conceptualization of Privacy and Comparison of Experts
and Laypersons

Research has offered frameworks for users’ conceptualization of privacy as well
as potential factors that might influence online privacy behavior. Baumer and
Forte [5] suggest that rather than conceptualizing privacy in terms of literacy, it
might be beneficial to analyze people’s everyday approaches to protecting their
data, which include a person’s perceived risks when interacting with technologies,
the strategies employed to manage the perceived risks, and the results of those
strategies. Kang et al. [32] similarly suggest the experience of privacy violation,
rather than an individual’s level of literacy or know-how, shapes online privacy
practice. In addition, socioeconomic factors may contribute to how people engage
with technologies [3,37,54]. Being a member of groups that suffer inequality and
discrimination puts individuals at higher risk of privacy violations and makes
them susceptible to disproportionate harms as a result of such violations [38].

Some research has been done to investigate the differences between
experts and laypersons in their conceptualizations of privacy as a concept.
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Research by Oates et al. [41] used a qualitative analysis of 366 illustrations
created by laypersons, privacy experts, children, and adults to reveal that many
drawings from laypersons displayed a strong distinction between private and
public spaces, while drawings from experts were more likely to illustrate more
nuanced privacy spaces and control over information. In an interview study
investigating expert and layperson understandings of the anonymity system,
Tor, experts showed a deeper understanding of Tor’s underlying operation and
focused more on the technical details of Tor’s operations, while laypersons were
more likely to situate Tor within a broader sociotechnical landscape [23]. Chua
et al. [16] looked at novice and expert users of “Social-Local-Mobile services”
(SoLoMo) and found that in both groups, “covert” channels (that run in the back-
ground) triggered higher privacy concerns than “overt” channels (that respond to
explicit requests). However, novice users with different life goals and less experi-
ence with mobile applications demonstrated lower privacy concerns than expert
users.

2.2 Methods of Seeking Privacy

Many privacy researchers have used Altman’s canonical description of privacy
as an ongoing process of boundary regulation to examine privacy strategies
online [2,4,20,50]. Lampinen et al. [34] have categorized strategies for boundary
regulation as behavioral, such as self-censorship or creating fake accounts, and
mental strategies, such as trusting others. Stutzman and Hartzog [50] grouped
these strategies into pseudonymity, practical obscurity (obscuring one’s profile
through modification of privacy settings, pseudonymity, technical separation),
and transparent separation, such as maintaining multiple profiles without obscur-
ing identity.

In general, the literature suggests two broad categories into which strategies
for maintaining privacy online fall:

1. Technical Approaches focus on specific technologies. Anonymous browsers
(e.g. Tor browser), Virtual Private Networks (VPNs), non-tracking search
engines (e.g. DuckDuckGo), or browsers and plugins/extensions [18]. Anony-
mous email clients enable individuals to send emails without revealing their
origin. Forte et al. [20] refer to the use of Tor and IP-blocking strategies as
technical approaches and suggest them among one of two ways that people
can counter privacy threats. Proxy servers, Secure Sockets Layer (SSL) tech-
nology, and cookie managers [51] are also technical approaches to seeking
some degree of privacy and/or anonymity.

2. Operational Approaches involve more behavioral strategies. Previous work has
described creating multiple accounts [20], or throwaway accounts [4,35] to dis-
sociate one’s self from certain online actions and information sharing. Other
examples of operational approaches to seeking privacy include modifying one’s
behavior or using language meant to obstruct authorship attribution [11].
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2.3 PETs Adoption Motivations and Barriers

Motivations to adopt PETs, as well as potential barriers to use [7,49] are also
important factors for understanding expert and layperson PET adoption. In
proposing a model to explore how consumers choose between competing PETs,
Caulfield et al. [15] consider the context in which a technology is used; the
requirement for the level of privacy that a technology must provide in order
for an individual to be willing to use it; the belief, or perception, of the level of
privacy a technology provides; and the relative value of privacy in relation to how
much the individual is willing to trade it for other attributes. Vemou and Karyda
[52] suggest lack of awareness of privacy risks and PETs, lack of technical skill,
the complexity and diversity of the risks involved in privacy management, direct
and indirect costs, and privacy being a cultural value as potential factors for the
limited adoption of PETs on social networking sites. Research has found varying
amounts of usability issues with the Tor browser and Tor deployment tools that
hinder the adoption of Tor as a widespread anonymity system and suggests that
usability issues hinder the widespread adoption of Tor [17,21,22]. The reputation
of Tor as being used for illegal activities and its consequences such as being a
target of investigations also hinders Tor use and adoption [29,56].

Although models that explore usability issues and motivations can help schol-
ars understand what factors influence decisions, questions remain. What PETs
are most salient to people and which do they use in their daily lives? Do experts
and laypersons differ? What technologies do people seek out and what technolo-
gies do people avoid in order to enhance their privacy? We set out to under-
stand what makes a technology a PET—not based on scholarly definitions but
grounded in a sociotechnical understanding of the technologies and practices
that people (both privacy experts and laypersons) report using to enhance their
privacy.

3 Study Design

To generate an inventory of privacy-enhancing technology examples as under-
stood by both privacy experts and laypersons, we developed and administered
a survey via Qualtrics to two separate samples. This study was approved by the
IRBs at Drexel and Lehigh University where all authors were affiliated at the
time of data collection.

3.1 Recruitment

We targeted two groups: privacy experts and privacy laypersons. We defined
experts as privacy researchers and privacy professionals who contribute to pri-
vacy literature as one of their research areas and/or attend to communication
channels and conferences centered around privacy. Given the inherent complex-
ities in defining both “expertise” [25] and “privacy” [40], we did not determine
an a priori skill set to identify privacy experts. Instead we used a similar app-
roach to Oates et al. [41], who assembled data from experts by collecting data
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(illustrations in their case) in venues where experts can be found. Similarly Ion
et al. [31] and Busse et al. [13] defined their expert samples as people attending
privacy conferences.

Thus, to recruit privacy experts, we advertised the study in expert venues.
First, we searched for recent privacy-related publications of members of the CHI
2020 subcommittee on privacy and security, and emailed subcommittee members
and their co-authors a link to the study. Second, we asked the Privacy-Enhancing
Technologies Symposium Twitter account to retweet our recruitment message on
Twitter, which they did. This recruitment approach yielded 49 responses in fall
(September-October) 2019. No incentives were offered to complete the survey.

To recruit privacy laypersons, we used the demographic profile of our expert
sample to acquire a sample from the general population of survey takers on
Qualtrics that reflected our expert sample in terms of age, gender, and educa-
tion level. This departs from Oates et al. [41]’s method of recruiting laypersons
by ensuring demographic alignment between our two samples. In this way, we
decrease the chance that any differences are due to differences in, say, educa-
tion but are instead due to differences in privacy expertise. Similary to Oates et
al. [41], we also assume that recruiting participants without specifically target-
ing channels where privacy experts are likely to be found will result in a sample
that can be treated as “laypersons.” Like Oates et al. [41], we acknowledge it is
possible that privacy experts could have responded to the Qualtrics panel, just
as laypersons could have been included in the expert sample. During the anal-
ysis, we identified one respondent in the laypersons’ sample who shared many
characteristics with the expert sample. Otherwise, the groups exhibited largely
divergent behaviors around and conceptualizations of PETs, which lends confi-
dence to our recruitment-based approach to identifying experts and laypersons.

We recruited 99 participants from Qualtrics in spring (early March) 20201.
The minimal eligibility criteria to participate in the survey included being 18 or
older and being able to read English.

3.2 Participants

A total of 148 survey responses were collected during the period the surveys
were active, of which 123 were included in the final dataset—46 from the privacy
expert sample and 77 from the laypersons’ sample (See Table 1 for details about
participants). The participants who were excluded did not answer the questions
about technologies or practices and/or provided nonsensical text like entering
random words. Whereas the majority of our participants reported residing in the
USA, 16 of our privacy experts sample reported other countries (Canada, France,
India, Italy, Switzerland, UK, Germany). Table 1 shows demographics for both
samples. Because of the relative uncertainty involved in recruiting experts via

1 A total of 106 Qualtrics participants were solicited: 6 as a preliminary test and 100
additional participants. However, only 99 entered any data in the survey. Qualtrics
data collection was limited to U.S. respondents and ended before widespread emer-
gence of the COVID-19 pandemic in the United States.
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social networks and work-of-mouth vs laypersons via a survey panel commis-
sioned from Qualtrics, the number of participants in each sample is uneven.

Table 1. Cross tabulation of participant demographics from the two samples.

Demographics Privacy experts (n = 46) Privacy laypersons (n = 77)

Gender Man 22(48%) 39(51%)
Woman 20(43%) 38(49%)
Not specified 2 (4%) 0 (0%)

Age Min 22 22
Max 69 67
Avg 35 36

Education Doctorate 25(54%) 38(49%)
Master 13(28%) 25(32%)
Bachelor 4 (9%) 13(17%)
Some college/university 1 (2%) 0 (0%)
Some secondary/high school 0 (0%) 1 (1%)
Blank 3 (7%) 0 (0%)

3.3 Survey Protocol

An identical survey was deployed to the privacy expert sample and to the layper-
sons’ sample. The survey included both closed- and open-ended questions to
allow both for systematic numeric reports of things like technology use frequency
and for respondents to express details about their privacy technology use, privacy
behaviors, and motivations.

The survey began with an explanation that we were interested in technology
use related to privacy: the purpose of this survey is to understand what tech-
nologies you and other people use to protect your privacy while using computers,
phones, and other electronic devices. We intentionally did not define privacy
for participants or introduce the term “privacy enhancing technology” in order
to allow participants to articulate their understandings through their responses
and examples of technologies. The survey included an initial semi-open portion
that asked participants to freely list technologies they are familiar with in mul-
tiple categories: browsers with special features like ad-blockers, pop-up block-
ers, or private browsing mode, anonymous browsers, privacy-enhancing search
engines, encrypted communications, and other privacy technologies. These cat-
egories were derived from both scholarly and popular articles that listed types
of privacy-enhancing technologies to establish a baseline with which to compare
expert and layperson responses. In the first question we asked “Which of the
following types of technologies are you familiar with? please provide as many
examples that you can think of (leave blank if don’t know of any).” For each
category mentioned above, we asked them to provide up to three examples of
technologies they are familiar with. The participants’ answers were then piped
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and used in follow-up questions about the frequency of and motivations for using
the technologies they cited. Respondents were also asked about the technologies
they avoid to protect their privacy and any other ways they protect their privacy
online. The survey concluded with a short demographic section about gender,
age, and education level. With the exception of the two questions verifying eli-
gibility, answering any question was not obligatory.

3.4 Data Analysis

The expert and layperson data were first analyzed separately in the same man-
ner. We designed the study not to enable making statistical inferences about dif-
ferences between the practices of the two participant groups, but rather to offer
descriptions of the practices employed by each sample. Thus, data from close-
ended questions were analyzed using descriptive statistics as a way of providing
insights about the practices described. The answers to open-ended questions, on
the other hand, were analyzed using thematic analysis [10] to examine differ-
ences in the ways participants wrote about privacy and their practices. We iden-
tified themes by coding the data line-by-line [9]. Thematic analysis goes beyond
identifying and counting occurrences of words or phrases to identifying implicit
ideas [28]. The first and second authors used Dedoose to collaboratively code
the data. Each of the coders independently coded the data and then discussed
discrepancies to converge on a shared understanding and codebook. Multiple
coders were used, not to verify their correctness, but to facilitate a critical pro-
cess and strengthen the conceptual integrity of the codes [39]. All the authors
repeatedly discussed themes identified in the data and connections among them.
The first and second authors then worked together on collapsing themes into
affinity groups [6]. For instance, privacy-related motivations for using privacy
technologies were grouped together separately from non-privacy-related motiva-
tions. After coding and affinity grouping data from the expert and layperson
data sets separately, the findings from each were compared and further analyzed
to identify differences and commonalities. We report our findings about both
samples’ privacy-enhancing technologies use and privacy behaviors in the next
section.

4 Findings

The themes that emerged from analysis of survey data describe reported use of
privacy-enhancing technologies and behaviors among privacy experts and layper-
sons in our sample. First, to aid comparisons, we identify a list of PETs men-
tioned by both samples.

The lists of technologies identified by privacy experts and laypersons included
29 common technologies. The expert sample further identified 40 technologies
that were not mentioned by the laypersons, and the laypersons cited 51 tech-
nologies that were not mentioned by the experts. Most of these technologies were
only cited once or twice.
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To make a comparative analysis more tractable and to address unevenness of
sample size, we focus only on the technologies that are mentioned by at least 10%
of either sample. The list includes 16 technologies, 15 of which were mentioned
at least once by both groups of respondents (See Fig. 1). In the sections below
we examine qualitative differences between the technologies reported by each
group.

Fig. 1. Percent of privacy experts and laypersons who mentioned each PET, ordered
by difference in percent between the two samples.

The remainder of this section uses these lists of technologies to analyze: PETs
named by each sample; frequency of use; various classes of PETs; classifications
of PETs; technologies respondents seek out, as well as technologies they avoid;
respondents’ motivations for using PETs; and other reported privacy strategies.

4.1 Reported PETs and Frequency of Use

As a first point of comparison, the technologies that laypersons reported using
tend to advertise main functions other than privacy protection—for example,
Snapchat. Snapchat’s website emphasizes creativity, social connection, and self-
expression, proclaiming that “Snapchat is a camera... that is connected to your
friends.”2 On the other hand, experts’ reported technology use emphasized tech-
nologies that promote privacy protection as a primary function such as Tor or
Signal. In comparison to Snapchat, Signal is a chat app that promotes itself
first as a privacy tool; the website proclaims that “Signal is the most scalable
encryption tool we have” and includes an endorsement from Edward Snowden3.

2 https://whatis.snapchat.com accessed 9/15/2022.
3 https://www.signal.org/ accessed 9/15/2022.

https://whatis.snapchat.com
https://www.signal.org/
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Use frequency data reinforces this finding about privacy as a primary or
secondary feature of the technologies cited by both samples (see Fig. 2). For
example, the biggest discrepancies in daily/weekly reported use by experts vs
laypersons were Tor Browser, Whatsapp, and Telegram, all of which advertise
privacy as a central feature. Snapchat was not cited by any expert.

Fig. 2. Frequency of PET use reported by experts and laypersons.

Survey respondents were prompted to list examples of PETS in different cat-
egories, such as web browsers, encrypted communications tools, or anonymous
browsers. Categories are powerful indicators of meaning [8] and the ways respon-
dents categorized PETs reflect the ways they conceptualize the tools. We noted
that the way experts categorized technologies reflected their expert understand-
ing of the common traits of different technologies.

Recall that 29 technologies were listed by both the expert and laypersons’
sample; however, the two samples frequently diverged in their categorization of
technologies on this shared list. In some cases there was agreement, for instance,
most experts and laypersons agreed that WhatsApp is an encrypted communi-
cation technology and DuckDuckGo is a privacy-enhancing search engine. On
the other hand, some technologies were categorized differently. For example,
Chrome is categorized by experts as a web browser while the laypersons’ catego-
rization of Chrome included anonymous browser, encrypted communication, and
privacy-enhancing search engine in addition to web browser. Brave was catego-
rized by experts as either an anonymous browser or web browser, but laypersons
additionally categorized it as a privacy-enhancing search engine.
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4.2 Technologies Sought Out and Technologies Avoided

The divergence of expert and layperson perceptions of PETs also manifests in
the technologies they reported avoiding or seeking to protect their privacy. We
extracted lists of technologies sought out and avoided from open-ended responses
(see Table 2 and Table 3).

Table 2. Technologies avoided.

Expert Common Layperson

Google Chrome Cloud storage Amazon Echo Bitly
Tinder Credit cards Facebook Capital One
Twitter Epic Games Launcher Siri Instagram
Venmo File sharing websites Social networks Internet Explorer
Voice Assistant Fitness trackers URL shortener
Wifi; public/shared Game/casino websites Link manager
Windows OS Google Home Public computers
Smart devices/IoT Google search Ring doorbell
Laptop/cell phone cameras Amazon.com USAA
Apps which collect data LinkedIn
Centralized messaging apps Personal assistants
Closed-source software/hardware

Table 3. Technologies sought out.

Expert Common Layperson

DuckDuckGo Ad blockers Laptop encryption
Instagram stories Two-factor authentication Security apps for mobile
Open source software Virtual private networks Norton
Password generator PayPal
Protonmail
Telegram
Tor browser
Tor
Ublock

We also coded answers related to what technologies people reported avoiding
and/or seeking out. For instance, in the case where a participant mentions that
they use technology ‘x’ or they try to avoid technology ‘y’.

Affinity diagramming for the technologies avoided show that both groups
avoid some IoT technologies such as Echo and Alexa, social media platforms
such as Facebook, banking technologies such as credit cards and “capitalone”,
shared public platforms such as WiFi or computers, certain browsers and certain
websites. However, experts report a greater number of technologies they avoid.
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The smaller sample of 46 privacy experts group generated 33 responses describ-
ing 51 unique technologies avoided. The larger sample of 77 laypersons yielded
only 30 responses and 19 unique technologies avoided. Note that when multiple
services were listed (Google home, Google search) or both concrete examples
(Amazon Echo) and the concomitant abstract categories (Voice assistant), these
were counted separately.

Abstract categories were unique to the expert list. A number of privacy
experts listed Internet of Things (IoT), voice assistants, and personal assis-
tants as entire categories of things to be avoided. In contrast, the layperson list
included concrete examples of IoT technologies like “Ring Doorbell” or “Amazon
Echo” but did not identify classes of things to be avoided, with the exception of
“social media”. Similarly, avoiding credit cards appears on the expert list, whereas
laypersons listed specific banks but not credit cards in general. The presence of
abstractions suggests that experts understand of privacy threats underlying their
avoidance of specific technologies, whereas laypersons did not signal this same
understanding.

Participants were asked to describe strategies they use to protect their privacy
in an open-ended question. Responses to all open-ended questions were coded to
identify technologies participants reported seeking out to protect their privacy.
The list of technologies above is not expected to be exhaustive but informative
and can prompt insights about some of the technologies both groups want to
use, try to use, or actually use.

4.3 PETs Use Motivation

For each technology they reported using, survey respondents were asked why
they used it. The reported motivations for PETs use show that experts’ main
reasons for using PETs are privacy centered whereas laypersons’ motivations are
often not privacy related.

Affinity diagramming for the coded motivation responses revealed four main
themes of motivations. Some categories overlap. For instance “privately doing
things” overlaps with “avoiding tracking” since one might avoid tracking in order
to do something privately, however, we used participants’ explanations to dif-
ferentiate A. purposeful efforts to maintain privacy during specific activities in
order to conceal those activities from B. avoiding tracking as a general practice
for all activities as a defensive measure against surveillance. Below we explain
them with more details and quotes from the data. Here we refer to an expert
participant as ‘E’ and a layperson participant as ‘L’.

– Avoiding things: such as not be tracked, malware, cookies, surveil-
lance, history data. For example, E46 reported using private browsing
mode to avoid creating a digital profile based on previous searches. She wrote:
“searching for things i would not like to have in my digital profile (for exam-
ple buying pregnancy clothes for my sister in law. i don’t want my entire
amazon recommendations to be around pregnancy).” Similarly, L66 reported
using private browsing mode to avoid leaving a history that could be tracked.
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He reported: “Private browsing protects you from people with access to your
computer snooping at your browsing history - your browser won’t leave any
tracks on your computer. It also prevents websites from using cookies stored
on your computer to track your visits.”

– Protecting things: such as password, email, financial information,
anonymity. In some cases, although privacy experts and laypersons may
share the same motivation, the technology they use to achieve privacy dif-
fers. E6 reported using StartPage to protect personal information. He stated:
“Routine protection from sharing too many personally-attributed interests with
major search engine companies.” Similarly, E39 uses OpenPGP to protect
his email: “to keep my mails confidential. mostly through autocrypt. I try to
encrypt everything from trivial mails to confidential ones.” On the other hand,
L29 mentions using Chrome to protect their information: “It is very secure
for me to search the internet without worrying leak of information.”

– Privately doing things: such as private communication, illegally
downloading movies, accessing suspicious websites, and searching
about people. As noted, while “privately doing things” seems to be similar
to “avoiding being tracked,” the coding of these instances reflects the expres-
sions of the participants, which emphasize keeping specific actions out of sight
rather than potential aggregate tracking threats. For example, E23 mentions
using Tor to download illegal movies so that his identity cannot be connected
with that specific action but does not describe using it as a general practice
to avoid tracking.

– Other non-privacy motivations: better experience, required, fun,
curiosity and default. Both groups mentioned a better browsing experi-
ence, fun, convenience, popularity, curiosity and the fact that the technology
is either default or required to interact with some of their social connections.
The latter motivation appears frequently in the data and reflects the impact
of the social aspects of PETs adoption and use. For example E46 uses Signal
because it was required by a friend. She reported: “some of my friends are
quite serious about their privacy so they only use signal for chatting and i
downloaded it particularly for them. i also once had a friend who shared very
serious and private info about themselves and used a fake account on signal
in case i decided to somehow take screenshots or show anyone this content
then they could claim it is not theirs.” L46 used DuckDuckGo just to try it
out. She mentions: “I tried it out when I first heard about it a couple of years
ago but prefer Google Chrome.”. L60 uses Brave and says: “It pays you.”

As demonstrated in the excerpts above, privacy experts and laypersons
reported some common motivations for using PETs. Some of these motivations
are privacy related and some others are not. Both groups reported using PETs to
avoid malware, being tracked, accepting cookies, and personal data collection,
to protect passwords, email, and other personal information and to privately
do things such as communicating with others.

While experts mentioned some non-privacy-related motivations such as fun
and curiosity, their list of privacy-related motivations was more detailed and
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extensive and included technical features of online interaction, such as hiding
their network address, accessing multiple accounts, avoiding having metadata
known about them, blocking scripts, accessing prohibited content, and searching
sensitive topics. Laypersons often used generic terms to describe motivations such
as keeping activities private, communicating, protecting privacy and personal
reasons like “it is good,” “it pays you,” or “I like it.”

4.4 Other Privacy Strategies

Affinity diagramming of the data showed privacy behavior similarities at the
level of general overarching themes but we noted differences between the two
samples in some specific behaviors. The overarching themes include:

– Being aware and checking behaviors: such as being aware of data shared with
others and checking links before clicking.

– Limiting/avoiding certain behaviors: limiting personal data shared, social
media logins/use. data retention.

– Deleting/disabling behaviors:turning off/not using location-based services,
deleting/managing cookies

– Using fake/disposable/different identifiers: such as emails, personal informa-
tion, user names

– Managing passwords: not reusing important passwords, using password man-
agers or generators

– Using physical privacy devices: device camera covers and privacy screens

Privacy behaviors reported by laypersons are practices that we interpret to
be general practices that are well-known and widely advocated such as limiting
social media use, device use, and data sharing. The experts’ behaviors on the
other hand included more idiosyncratic and resource-intensive practices that
required more time and attention. Some experts reported going beyond limiting
social media use, device use, and data sharing to limiting internet and technology
use in general. In addition, some privacy experts mentioned more complicated
and detailed strategies such as: opening Facebook and Linkedin incognito with
no other websites open at the same time, intentionally engaging in inconsistent
use behavior, and using their own server for services.

Although the sample of experts is smaller than the layperson sample (46
privacy experts vs 77 laypersons), the data generated by privacy experts sam-
ple includes more privacy behaviors (34) compared to the number of privacy
behaviors generated by the layperson sample (24).

5 Discussion and Implications

The above analysis suggests that privacy experts and laypersons have different
styles of reasoning and approach privacy issues differently; experts conceive of
PETs as technologies whose primary function is protecting or enhancing privacy
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or that are promoted as such. Laypersons, in contrast, think of privacy enhance-
ment as an add-on functionality to tools like browsers, chat applications, and
websites. This discussion compares our main finding with results from the related
literature and then considers the finding’s implication for future work.

5.1 Comparison with Prior Work

Technical vs. Heuristic Understanding of PETs. In many of the differ-
ences described above, the expert sample often demonstrated a more technical
understanding of PETs and attended to specific implementation details thereof.
In contrast, the laypersons tended to apply heuristic reasoning in determining
which tools and practices enhanced (or reduced) their privacy. For example, as
described above (Sect. 4.2), laypersons described avoiding individual products or
companies (e.g., Capital One, Internet Explorer), while experts described avoid-
ing more broad categories of technologies defined by some common technical
detail (e.g., public or shared Wifi, “smart” IoT devices, fitness trackers). Simi-
larly, in the motivations described above (Sect. 4.3), respondents from the expert
sample described strategies that reveal an understanding of how data are aggre-
gated and analyzed, e.g., not “sharing too many personally attributed interests
with major search engine companies.” In contrast, respondents from the layper-
son sample made higher level statements, such as describing Chrome as being
“very secure [...] without worrying leak of information.”

Such differences align somewhat with work by Gallagher et al. [23] on the Tor
anonymity system. They found that experts have a deeper understanding of Tor’s
underlying architecture and focused on the technical details of Tor’s operations–
similar to our findings about experts’ engagement with more technical details–,
while laypersons were more likely to situate Tor within a broader sociotechnical
landscape. Also the work by [41] on laypersons and privacy experts suggests
that experts were more likely to illustrate more nuanced data privacy spaces
and control over information than laypersons. While the work by [23] focused
only on comparing the use of Tor by laypersons and experts, our study considers
all the salient technologies to the experts and laypersons as well as reported
privacy behaviors. In addition, contrary to the [41] study that focused on how
privacy is defined, our focus is to learn about what PETs are for each sample.

This finding raises questions about the role of expertise in informing every-
day privacy practices. We have discussed literature that frames privacy practices
as outcomes of experiences of violation [32] or need [3,37,54] as opposed to
reflecting a particular level of “literacy” [23]; yet, our findings in this survey
suggest that privacy experts’ practices differ from those of laypersons. Specifi-
cally, experts more often attended to the technical details of such systems, while
laypersons applied higher level heuristic reasoning. While perhaps unsurpris-
ing, given the respective backgrounds of these two samples, this difference also
highlights a key point. Experts do not simply have more knowledge or a better
understanding of PETs than laypersons; rather, the two samples in this study
demonstrated fundamentally different styles of reasoning about their privacy.
This is not to say that expertise is irrelevant. Expertise matters, but perhaps
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not in the ways that we might expect. For instance, experts and laypersons may
differ in the ways that their PETs use is influenced by the PETs used in their
social network. Indeed, such differences represent an important area for future
work.

Difficult User Experience vs. Good User Experience. Based on the find-
ings about use motivations that show some laypersons use technologies because
they are user friendly or avoid using other technologies because they have usabil-
ity issues, we understand that the UX of PETs impact their use. The PETs that
our expert respondents reported more use of appear to require more dedicated
attention and technology skills. Concerns about the relationship between privacy
and usability are a perennial topic; indeed an entire conference, the Symposium
on Usable Privacy and Security, is dedicated to addressing the problem of unus-
able privacy and security tools. In our sample, experts were far more likely to use
Tor browser, an open source project that has long-documented usability weak-
nesses [17,21,36] than, for example, Internet Explorer, which (despite ubiquitous
grumblings about all browsers’ failings) is designed to be a general-use consumer
product. In the same vein, privacy behaviors reported by laypersons seem to be
popular and widely-advocated (e.g., strong password, consideration of audience).
On the other hand, the privacy behaviors that are reported by the experts are
complex in that they require multiple steps and prerequisite knowledge.

What might entice people to overcome the barriers associated with a more
difficult user experience? We found that experts and laypersons alike reported
social interaction as a motivation for adopting privacy enhancing technologies.
Some participants adopted PETS because a heightened level of privacy protec-
tion was required by a more concerned or more vulnerable social contact. This
suggests that privacy may have a transitive property and that communication
and collaboration technologies in particular occupy an important design space
for privacy-enhancing technologies.

Privacy: Primary Concern vs. Afterthought. The survey data show that
experts are more likely to approach privacy as a primary concern, while layper-
sons tend to think about other aspects first and then later consider privacy. This
is evidenced by the salient technologies for each sample, their reported frequency
of using them, as well as each sample’s reported motivations for that usage. The
experts reported they are mostly familiar with Signal, Tor browser, Brave, Tor,
VPN, and StartPage, all of which include privacy enhancement as a primary
function. In contrast, the laypersons reported that they are mostly familiar with
Internet Explorer, Snapchat, and Edge, which do not place as much empha-
sis on privacy. The use frequency reveals similar findings as the laypersons use
Chrome, Snapchat, and Firefox more frequently while the experts report use of
Tor browser/Tor more often.

This distinction is only partly a question of the technology itself and how
it is presented to users. For instance, a technology such as PGP is first and
foremost a privacy technology, whereas a technology such as Chrome is first
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and foremost a web browser. However, examples such as the Tor browser, which
foregrounds privacy while having the primary function of browsing the web, end
up in a blurry middle. Similar points could be raised about Signal (a messaging
app that foregrounds privacy) or DuckDuckGo (a search engine that foregrounds
privacy).

Instead, the distinction to be made here revolves around how users conceive
of these technologies. The qualitative analysis of open-ended responses makes it
clear that the privacy experts in our sample conceive of certain technologies being
first and foremost about protecting their privacy. In contrast, the laypersons in
our sample are more likely to conceive of privacy as an added feature included
in another technology they are already using.

These findings highlight how the definition of PETs in the literature does
not align with privacy laypersons’ use and perceptions of PETs, but with the
experts’. PETs are for “protecting personal identity” [12], “protecting or enhanc-
ing an individual’s privacy,” and “minimizing the collection and use of personal
data” [47]. Privacy experts perceive PETs as technologies where privacy protec-
tion/enhancement is the primary function. The laypersons’ sample, in contrast,
often describes other kinds of technologies as PETs, particularly those where
privacy protection/enhancement is a secondary or tertiary function.

5.2 Implication: Privacy Protection as an Embedded Feature
in Everyday Life Technologies

Our grounded data examines which technologies are salient to privacy experts
and laypersons and shows which technologies and practices for enhancing pri-
vacy are used. It reveals that privacy experts and laypersons conceive of PETs
somewhat differently. In the expert sample, PETs are reported to be technolo-
gies that are designed for privacy purposes primarily, whereas laypersons define
PETs as technologies that help them achieve their tasks but have privacy as a
secondary or tertiary function. Furthermore, our findings about use motivations
show that some laypersons use technologies because they are user friendly while
avoiding other technologies because they have usability issues.

At least two possible interpretations could account for this finding, each
with slightly different implications. First, this finding aligns with other studies
showing that a difficult UX is one justification for why laypersons do not use
PETs [17,22,45,48,53]. This finding also builds on that prior work by suggesting
that usability issues are more of a deterrent for laypersons than they are for
experts. This interpretation suggests that designers prioritize the usability and
UX of technologies whose primary function is privacy protection. Second, another
possible interpretation is that laypersons simply do not know about the privacy
dedicated technologies, either because they do not know other people using them
or because such technologies were never advertised to them. This interpretation
suggests that energy be put into information dissemination efforts.

An alternative strategy could address either of these interpretations. Whether
laypersons do not know about privacy dedicated technologies or have difficulty
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using them, laypersons could be served by designing privacy in the technologies
they use in their everyday life. Goldberg posits that:

In order for a technology to be useful, it must be possible for everyday users
doing everyday things to obtain it and benefit from it. This means it needs
to be compatible with their preferred operating system, their preferred web
browser, their preferred instant messaging client, and so on. Ideally, the
technology would be built right in so that the user doesn’t even need to
find and install separate software packages. [26, p. 15]

Our findings add emphasis to Goldberg’s assertion. Not only would such an
arrangement be ideal for the uptake of technologies with strong privacy pro-
tections. Rather, these findings suggest having PETs “built right in” may be
necessary for them to be adopted by a diverse user base whose expertise lies
outside the field of privacy.

Thus, we suggest that designers of Internet tools should be aware of the
privacy needs and desires of users and embed privacy features that would help
them protect their privacy. By using that approach, users do not need to take
extra steps to explore, to understand, and to learn about privacy and privacy
tools.

6 Limitations and Conclusion

This study’s findings are grounded in the data collected via two identical surveys,
one addressed to privacy experts and one to laypersons.

Most of this study’s limitations revolve around data collection. For exam-
ple, our data rely on participants self-reporting their behaviors. Some partici-
pants might experience “social desirability bias and thus may over report their
behavior,” [19] while other participants may forget or misrepresent their behav-
ior. Other limitations pertain to our sampling procedures. For example, we do
not know if our laypersons’ sample includes some privacy experts. Addition-
ally, demographically matching the laypersons’ sample and the expert sample
resulted in participants with PhDs being dramatically over-represented among
laypersons. Although higher education levels have been correlated with higher
levels of privacy concern [46], the effect of oversampling high academic achieve-
ment among the laypersons’ sample on practices and strategies is not known.
Furthermore, our expert sample includes a few international respondents, but the
laypersons all reside in the U.S. We do not know what cultural differences might
be at play; for example, some experts from Europe may have reported using tech-
nologies that are popular in Europe but relatively unknown in the U.S and vice
versa. We believe the international character of the privacy research community
mitigates some of this concern since the privacy experts were recruited based
on their participation in conferences that annually publish and meet together.
Importantly, in the survey instruments, we provided an example of categories
of technology we wanted to prompt people to name and describe, including Tor
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for “anonymous browser,” Snapchat for “encrypted communication,” and Duck-
DuckGo for “privacy-enhancing search engine.” It is notable that, although the
presence of these illustrative examples could have triggered additional mentions
of them in the data, there is no obvious indication that the example technologies
are over represented. For instance, despite being used as an example, Snapchat
was mentioned by no experts as an example of encrypted communication. While
this might suggest a limitation in the sense that the examples primed the par-
ticipants, the variety of responses that we got back suggests that respondents
were not constrained by the examples that we provided. The same survey ques-
tions were administered to both samples and each sample came up with different
technologies.

Our findings revealed that both experts and laypersons share some tech-
nical approaches (technology use) and operational approaches (privacy behav-
iors) to protect their privacy. However, they have different reasoning styles. The
way each sample conceives of privacy-enhancing technologies differs according
to which technologies they use and for what motivations. Our data reveal that
privacy experts leverage their technical understanding of technologies to inform
use of technologies and strategies that are complex, have a difficult UX, and
have a primary function of privacy protection. For the laypersons, privacy is
sought through technologies that have privacy as a secondary or tertiary func-
tion. Finally, experts were more likely to report technologies they avoid and
avoidance strategies and to link them to abstract categories which suggests they
understand threats underlying their avoidance of specific technologies. We con-
clude by underscoring opportunities for technology designers to embed privacy
features in the design of everyday life technologies to serve a wider cross-section
of people.
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Abstract. Privacy is a complicated and extensively discussed topic in human-
computer interaction (HCI) research and practice. Helen Nissenbaum’s contex-
tual integrity (CI) theory, which examines privacy by the integrity of entrenched
information collection and flow norms in a particular context, has been a popular
theoretical lens to consider privacy in HCI. Many HCI scholars have also advo-
cated and applied the CI theory to investigate privacy issues in various contexts.
However, this article critiques using the CI theory when its original positions and
limitations about context, norms, and physical privacy are somewhat dismissed in
HCI research. Finally, this article proposes that privacy contains specific universal
and fundamental values that are not necessarily context-dependent.

Keywords: Contextual integrity · Privacy · HCI

1 Introduction

Privacy is a widely studied but complicated concept. In human-computer interaction
(HCI), privacy has been considered important for research but difficult to define or
measure [3]. Such a difficulty is due to several possible reasons. First, since Warren and
Brandeis’s (1890) first definition of privacy as a right to be let alone, privacy has become
a notoriously conflated and complex concept. For example, Alan Westin defined it as a
person’s psychological state and value associated with the fundamental human right of
freedom [22]; Altman and Petronio, on the other hand, defined privacy as a process of
an individual or collective boundary control to allow or deny information accessibility
[1, 15]. However, privacy scholars may have preferred perspectives but are hardly ready
to reach a consensus [4]. Second, since the burgeoning development of the internet
and ubiquitous computing, defining privacy as a static state or dynamic control became
increasingly difficult to describe, prescribe, or address privacy issues in the evolvingHCI
field, which itself is a moving target [8]. Hence, some scholars tried to define privacy
more generically or contextually. Most notably, Daniel Solove developed a taxonomy
of privacy to describe different categories of information and physical privacy risks
referencing Wittgenstein’s terminology of “game” or “family” (e.g., the term family is
defined by its constitutingmembers and structure, not the semanticmeaning of thisword)
[18]. Helen Nissenbaum proposed the contextual integrity (CI) theory of privacy, which
sets the integrity of the canonical or entrenched information collection and distribution
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norms in a given context as the benchmark of privacy protection or violation [12–14].
Accordingly, if a certain activity violates any canonical information collection or flow
norm, such activity is privacy-intrusive; otherwise, it is non-intrusive.

Between Solove’s taxonomy of privacy and Nissenbaum’s CI theory, the latter seems
to be more popularized in HCI, and only a few HCI studies have leveraged the taxonomy
of privacy as their theoretical lens (e.g., [23]). We posit that it is because the CI theory
has several conspicuous merits for HCI research. First, the CI theory emphasizes the
“contextual” nature of privacy, which pertains to the diverse and comprehensive research
domains in HCI. For example, the CI theory has been applied to study users’ interactions
with the Internet of Things (IoT) [16], personal blogs [7], smartphones [9], password
management [10], and even COVID-19 surveillance technologies [20]. Arguably, these
studies suggest that every HCI domain may be regarded as a research context in which
there exist “appropriate norms” that can be perceived or at least expected by users.
Second, as Louise Barkhuus pointed out almost one decade ago, it was problematic for
HCI scholars to aim to obtain “universal answers” to users’ “general privacy practices”
becauseHCI could involve somany different and state-of-the-art technologies [3]. In this
sense, the CI theory provided a “more specific vocabulary” to investigate users’ views,
behaviors, and expectations of information sharing regarding a particular phenomenon
[3]. Despite these merits, we posit that the CI theory also has a few limitations that some
scholars may have neglected, which could impact the validity of privacy research in HCI.
Below, we list three of them in the CI theory for discussion.

2 The Limitations of the CI Theory for Privacy Research in HCI

2.1 A Static View of “Context” Falls Short of Describing Dynamic Contexts

Nissenbaum did not give a concrete definition of “context” in the CI theory but referred
to this term generally as

“structured social settings characterized by canonical activities, roles, relation-
ships, power structures, norms (or rules), and internal values (goals, ends,
purposes)” [14] (p. 132).

However, she seemed to hold a static view of the context, meaning that a context has
clear boundaries and structures, and people know or are informed what information may
be collected and flowing to what parties and whether such acts are appropriate to the
norms in that context. For example, in her recounts and analyses of surveillance in public
spaces and RFID technology, she argued that people in these contexts were conscious of
the appropriate boundaries and rules of information collection and distribution.However,
not every circumstance in HCI has a clear boundary or a prescription for a subject to
know whether an action is appropriate. As Paul Dourish pointed out, a context may
not be stable or defined in advance but dynamically arises from subjects’ activities in
ubiquitous computing or HCI more broadly [5]. Hence, we posit that the CI theory may
fall short of describing or prescribing actions in some emerging or dynamic contexts in
HCI.
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For example, scholars have been leveraging crowd work platforms such as Amazon
Mechanical Turk (MTurk) to conduct surveys and experiments, which can be grossly
termed crowd work-based research. However, crowd work-based research is a relatively
new and dynamic context compared to conventional sociological surveys or lab research.
It is still under discussionwhether it is appropriate for scholars to collectMTurkworkers’
demographic information for research purposes since MTurk workers have numerous
privacy concerns [6, 17, 23].We argue that crowdwork-based research is still an evolving
HCI research context far from stable or delineated. Hence, the appropriate information
collection and distribution “norms” are still arising and mutating from the collective
and interactive activities between crowd workers and scholars. Furthermore, as Tobias
Matzner noted, when considering information flow, sometimes people cannot tell where
exactly a context ends and another begins to render the flow across the boundary becomes
inappropriate or not [11]. Therefore, to conclude this point, the CI theory’s relatively
static stance on context may fall short of describing various dynamic and emerging
contexts in HCI.

2.2 The Canonical Norms in a Context Do Not Always Equate to Perceived
Norms

Nissenbaum contended that there were “canonical” or “entrenched” norms of informa-
tion collection and flow in a given context that people could use as the benchmark to
evaluate whether certain information collection and distribution activities violate them
[14]. In her original purpose, Nissenbaum advocated for the existence of such canonical
norms to critique the private/public dichotomy and the opinion that there was no privacy
in a public space. For example, she argued that even in public spaces, people still held the
norm that private information should not be collected or flowing to government agencies
without due notice, warrant, or procedures, and therefore, therewas still privacy in public
places [14]. However, applying this original stance in the CI theory to HCI may be prob-
lematic. On the one hand, related to our arguments in the previous subsection, a context
in HCI may be dynamically emerging or created in which no canonical or entrenched
norms are settled or identifiable. On the other hand, when using the CI theory to measure
users’ privacy concerns or expectations in HCI, some scholars might have equated the
CI theory’s canonical norms to participants’ perceived norms in a context, which are
not necessarily identical.

For example, Apthorpe et al. surveyed 1,731 American adults on MTurk to discover
privacy norms in smart home IoT [2]. Even though they had a fairly large sample size
and measured 3,840 “acceptable” information flow suggestions from the participants
[2], we still regard the final results as not being tantamount to “canonical” privacy
norms in smart home IoT. First, their sample may be biased toward the U.S. population
and people that are tech-savvy enough to understand IoT. However, these participants’
perceptions of privacy norms may not accurately reflect the under-represented users in
other countries, cultures, or groups. Hence, it could be a problem if we universalize or
extrapolate such “perceived” privacy norms to be “entrenched” when we design smart
home IoT not only for theU.S. but for the populations in other parts of theworld. Second,
as discussed above, smart home IoT may still be an evolving and dynamic context
without unaminously acknowledged or entrenched privacy norms. As state-of-the-art
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technologies become more connected and integrated into smart home IoT, the authors’
identified privacy norms perceived by MTurk workers in 2018 might change or evolve
nowadays or in the future. Thus, it is unlike the social contexts, such as surveillance in
the public sphere in Nissenbaum’s original critique, that have become well-recognized.
However, it should be noted here that we aim not to critique a specific HCI study per
se but rather to raise awareness of the potential pitfall of operationalizing the canonical
norms in the CI theory to be respondents’ perceived norms in a survey.

2.3 Privacy Risks Are Not Only Informational But Can also Be Physical

Nissenbaum’s CI theory is primarily about information privacy risks and protection,
but as Solove commented, privacy risks can also be physical [18]. For example, when
stalking occurs physically or online, or when a stranger invades a private space, it is more
concerning about physical privacy violations than information privacy breaches. In HCI,
we argue that although most privacy divulgence and protection are about information,
there are still some circumstances when physical privacy risks are also involved. In this
sense, the CI theory may be insufficient to depict a whole picture of privacy issues in
these contexts. We use human-drone interaction (HDI) research as a case to illustrate
this point. For example, Wang et al. conducted a qualitative study of people’s privacy
perceptions of drones in the U.S. [21]. They found that the participants were not only
worried about what information might be collected and how it might be distributed but
also expressed their concerns about drones’ physical size, speed, flying height, noise,
and even color because they would be uncomfortable if a drone were too small that could
be spying or too noisy that could be disturbing when they were alone [21]. We argue that
these privacy concerns in HDI were not about any information collection or flow norms
being breached per se but rather about their physical space being intruded upon. In this
sense, the CI theory may not be easily or readily applicable in describing or prescribing
privacy issues in HDI.

Despite it, we may not blame the CI theory for encompassing all aspects of privacy
because every theory has its focus, boundary, and limitations. Instead, we reflect that,
as HCI scholars, we may need to be more prudent in “contextualizing” every privacy
problem. In 2012, when the CI theory was still relatively new to HCI scholars, Louise
Barkhuus advocated for using it in HCI so that the research lens, solutions, and recom-
mendations would be more specific to measure and address privacy in a certain context.
We agreed with this suggestion but also proposed that one decade since, we should be
cautious of reaching the other extreme, namely, perceiving every privacy issue or value
as contextual. Perhaps, Solove’s [19] reminder should echo in HCI more than before:

“[m]erely calling for more context in conceptualizing privacy throws the issue
back into the hands of those who are struggling over a particular problem without
telling them how to make sense of it.” [19], (p. 173).
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3 Conclusion

In this short paper, we made a few primitive reflections on using the CI theory in HCI.
However, as aforementioned, our primary goal is not to falsify or negate the value
of the CI theory but instead to raise some awareness for further discussion in the HCI
scholarship.Also, in our view, privacymayhave certain fundamental anduniversal values
that should not be easily regarded as context-specific. For example, AlanWestin depicted
people’s universal privacy feelings across different cultures and the fundamental relation
between privacy protection and human freedom [22]. We propose that such values of
privacy could be studied deeper and more extensively across different research contexts
in HCI.
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Abstract. Despite the increasing popularity of game streamers on live streaming
platforms, the understanding of how perceived influence of game streamers affects
audience video game engagement is limited. To address the research gap, this paper
develops a research model by combining the self-determination theory with extant
live-streaming literature. Results froman online field survey suggest that perceived
influence of game streamers is positively associated with satisfying audiences’
needs for autonomy, competence, and relatedness, further promoting their video
game engagement. Theoretical and practical implications are also discussed.

Keywords: Audience · Game streamers · Live streaming · Self-determination
theory · Video game engagement

1 Introduction

The rise of live streaming profoundly shapes the video game industry. Video game live
streaming (hereafter referred to as game streaming) enables streamers to play video
games while chatting with viewers in real time, becoming increasingly popular among
video game lovers [1]. For example, Twitch—a globally popular live streaming platform
where streamers broadcast their play live—has attracted over 3 million concurrent view-
ers [2]. Professional and amateur game players can broadcast themselves playing games
through a live stream or a prerecorded video to target audiences. Meanwhile, audiences
freely choose streamers they like to follow and watch their plays. The audiences gradu-
ally learn about play styles and skills favored by the streamers and are even influenced
to engage in the game.
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In practice, several large video game publishers have paid millions of dollars to
famous game streamers to attract more audiences [3]. Extant literature has suggested
that game streamers may benefit the game industry by motivating audience video game
engagement [4]. Generally, game streamers are usually viewed as trustworthy and valu-
able influencers that draw audiences to play the games and even persuade them to pur-
chase virtual products for level up in the games. In such context, the role of perceived
influence of game streamers seems significant to audience video game engagement [5].

Although perceived influence of game streamers receives growing scholarly atten-
tion, two research gaps still exist in the literature. First, the underlying mechanism of
how perceived influence of game streamers motivates audience video game engagement
remains unknown. Audience video game engagement can be primarily attributed to their
self-determination to acquire gameplay skills and techniques bywatching streamers’ live
shows with commentary [6]. However, there is limited knowledge of the relationships
between perceived influence of streamers, audiences’ self-determination and video game
engagement. For this reason, the current study draws upon the self-determination theory
and live-streaming literature to propose a theoretical model for explaining how perceived
influence of game streamers affects audience video game engagement.

Second, the extent to which perceived influence of game streamers can determine
audience video game engagement has not been empirically validated. There are some
doubts in the literature about perceived influence of game streamers in light of some
evidence that greater popularity does not necessarily indicate a greater influence on
audience attitudes and behaviors [6–8]. It is still questionable about the actual importance
of perceived influence of game streamers, as typical digital influencers, on audience video
game engagement [4]. To this end, our proposed model was empirically tested using a
field survey of 300 participants with rich experience of watching game streaming.

The study holds both theoretical and practical significance. Theoretically, it con-
tributes to related literature by shedding light on how perceived influence of game
streamers motivates audiences’ self-determination process as well as their video game
engagement. In practice, our research may inform related practitioners who want to har-
ness game streamers on live streaming platforms to promote audience consumption of
video games.

2 Literature Review

2.1 Linking Perceived Influence of Game Streamers to Audiences’ Psychological
Needs

Extant live-streaming literature suggests that popular game streamers can develop a
unique display of attitudes that makes them attractive to target audiences while seeming
natural on camera [5]. A streamer’s personality and performance quality can be more
important to audiences than actual playing skills, indicating that the relationship between
streamers and audiences is similar to that between influencers and fans [7]. By sharing
live shows with commentary, game streamers may evoke audiences’ positive feedback
on playing the game [6]. This study thus conceptualizes perceived influence of game
streamers as the extent to which streamers can shape their audiences’ attitudes toward
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streamed video games. According to the literature [9, 10], their psychological needs are
satisfied when audiences perceive that the streamers are influential and impactful.

Self-determination theory (SDT) proposes three primary types of psychological
needs, namely, autonomy, competence and relatedness. Autonomy refers to the extent
to which a person can self-control one’s actions in a game [11]. Competence refers
to one’s need for challenges and feelings of effectiveness at meeting those challenges
set by the game [11]. Relatedness reflects a person’s tendency to “connect with and be
integral to and accepted by others” [12]. Prior studies have suggested that audiences’
self-determination is significantly related to perceived influence of social commerce
sellers who broadcast themselves in a live streaming context [10]. Nonetheless, previ-
ous research has not examined whether perceived influence of game streamers satisfies
audiences’ three basic psychological needs. Hence, we propose three hypotheses.

H1: Perceived influence of game streamers is positively related to satisfying the
audience’s need for autonomy.

H2: Perceived influence of game streamers is positively related to satisfying the
audience’s need for competence.

H3: Perceived influence of game streamers is positively related to satisfying the
audience’s need for relatedness.

2.2 Psychological Needs and Video Game Engagement

Video game engagement refers to the extent to which an audience intends to play a
video game [13]. The existing literature has linked SDT to individuals’ video game
engagement [14, 15]. SDT is frequently used to explain the relationship between human
behavior and basic psychological needs [16]. It posits that a user’s behavioral intention
is driven by one’s satisfaction with three primary needs: autonomy, competence, and
relatedness [17, 18]. With regard to autonomy, audiences who love to watch streamers
playing video games are usually those who can voluntarily determine when and how
to play the games. In terms of competence, after watching their favorite streamers’
performances, they may be confident to master and play the game well. For relatedness,
audiences may communicate both with game streamers and each other, thereby making
the platform “the home of gaming community” [1].

Furthermore, we argue that the need for relatedness can be afforded by audiences’
gained value from their experience on a live streaming platform. This is because such
value acquisition may strengthen one’s connection to the game community [1]. The
existing literature draws on three distinctive values that audiences may derive from
stream-watching experiences: utilitarian value, hedonic value, and symbolic value [8,
10]. Utilitarian value represents an audience’s expected utility from a live streaming
platform. Hedonic value is an audience subject experience of fun and playfulness by
watching video games. Symbolic value refers to symbolic meanings and social codes
that an audience receives from the live streaming platform. Therefore, relatedness is
conceptualized as a second-order construct consisting of three first-order constructs—
utilitarianvalue, hedonic value, and symbolic value.Hence,wepropose three hypotheses.
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H4: Autonomy is positively related to audience video game engagement.
H5: Competence is positively related to audience video game engagement.
H6: Relatedness, consisting of utilitarian value, hedonic value and symbolic value,

is positively related to audience video game engagement.

Autonomy

Competence

Relatedness

Perceived influence of 
game streamers

Video game engagement

Utilitarian 
value Hedonic 

value

Symbolic
value

H1

H2

H3

H5

H6

H4

Second-order construct

First-order construct

Fig. 1. Research model

3 Methods

All constructs in this study were measured using items adapted from the existing liter-
ature. Specifically, perceived influence of game streamers [9], autonomy [11], compe-
tence [11], relatedness (i.e., utilitarian value hedonic value and symbolic value) [10], and
audience video engagement [19] were assessed using multiple Likert-type items ranging
from 1 (“strongly disagree) to 7 (“strongly agree”). Table 1 presents the operationaliza-
tion of the constructs and related references. After being approved by the institutional
review board of the first author’s affiliated institution, we collected the data through
a field survey, and the questionnaires were hosted on Qualtrics. We recruited eligible
participants with rich experience of watching game streaming from crowdworkers on
Amazon Mechanical Turk (AMT).

The proposed model was assessed using a structural equation modeling (SEM) app-
roach, and the analytical tool—SmartPLS 3—was adopted for data analysis [20]. The
partial least squares (PLS) algorithm is “preferable to other techniques by allowing each
indicator to vary in how much it contributes to the composite score of the latent vari-
able” [21]. Moreover, PLS uses the ordinary least squares regression and bootstrapping
techniques, which are suitable for exploring a theoretical model with a relatively small
sample [21].
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Table 1. Measures of related constructs

Construct Items Reference

Video game
engagement

E1: “Generally, I like to get
involved in discussions about the
video game I watch on a
livestreaming platform.”
E2: “I enjoy playing video
games while watching them
played by others on a
livestreaming platform.”
E3: “I like to play the video
game I watched on a live
streaming platform.”
E4: “I often participate in
activities related to the video
game I watched on a
livestreaming platform.”

Abbasi et al. (2016)

Perceived
influence of game streamers

When watching video games on
a livestreaming platform:
P1: “The game streamer I follow
suggests helpful gameplay skills
to me.”
P2: “I enjoy watching video
games broadcasted by the game
streamer I follow.”
P3: “My video game watch
experience is often shaped by
the game streamer I follow.”

Jiménez-Castillo &
Sánchez-Fernández, (2019)

Autonomy A1: “I feel a sense of autonomy
when watching gameplay videos
on a livestreaming platform.”
A2: “I can determine how to do
freely when watching gameplay
videos on a livestreaming
platform.”

Ryan & Deci, 2000

Competence C1: “I can search for new
gameplay skills and relevant
techniques when watching video
games on livestreaming
platforms.”
C2: “I can satisfy my needs
when I watch video games on a
livestreaming platform.”
C3: “I believe I can learn how to
play a game when watching
related streaming videos on a
livestreaming platform.”

Ryan & Deci, 2000

(continued)
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Table 1. (continued)

Construct Items Reference

Utilitarian value UV1: “Watching gameplay
videos on a live streaming
platform is beneficial to me.”
UV2: “A livestreaming platform
allows me to stay in touch with
the latest information on gaming
videos.”
UV3: “I learn something by
watching gaming videos on a
live streaming platform.”
UV4: “The gameplay videos on
a live streaming platform meet
my expectations.”

Wongkitrungrueng &
Assarut, 2020

Hedonic value HV1: “Watching gameplay
videos on a livestreaming
platform is entertaining.”
HV2: “Watching gameplay
videos on a livestreaming
platform makes me happy.”
HV3: “Watching gameplay
videos on a livestreaming
platform gets me excited.”

Wongkitrungrueng &
Assarut, 2020

Symbolic value When watching video games on
a live streaming platform:
SV1: “I feel that I can identify
with the game streamer I
follow.”
SV2: “I feel that the game
streamer I follow has the same
taste as me.”
SV3: “I am eager to tell my
game friends/acquaintances
about the game streamer I
follow.”

Wongkitrungrueng &
Assarut, 2020

4 Preliminary Results

4.1 Descriptive Statistical Analysis

Table 2 presents the demographic characteristics of the survey sample (N = 300). Of
them, 62% were male viewers, while females accounted for 38%. Most of them were
aged from 21 to 30 (59.33%) and received education from universities (70.33%). In
terms of watching game streaming experience, over 50% of participants had 4 or 5 years
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of experience. In terms of the frequency of playing video games, over 70% of partici-
pants reported that they played 4–6 times per week or above. Notably, the most popular
livestreaming platforms included Twitch, YouTube and TikTok.

Table 2. Sample demography

Variable Category Frequency (%)

Gender Male 186 (62.00%)

Female 114 (38.00%)

Age 21–30 178 (59.33%)

31–40 96 (32.00%)

41–50 15 (5.00%)

51–60 9 (3.00%)

> 60 2 (0.67%)

Education level Below Bachelor 24 (8.00%)

Bachelor 211 (70.33%)

Master or above 65 (21.67%)

Experience of watching game streaming 01 year 12 (4.00%)

23 years 67 (22.33%)

45 years 154 (51.33%)

6 years or above 67 (22.33%)

Frequency of playing video games Never 5 (1.67%)

13 times a week 82 (27.33%)

46 times a week 102 (34.00%)

Every day or above 111 (37.00%)

Most popular livestreaming platform Twitch 195 (65.00%)

YouTube 45 (15.00%)

TikTok 32 (10.67%)

Others 28 (9.33%)

Note: Sample size = 300

The measurement model was assessed in terms of convergent validity and discrim-
inant validity. As shown in Table 3, for all the constructs, values of Cronbach’s alpha,
composite reliability (CR) and rho_A were above 0.70, and values of average variance
extraction (AVE) were above 0.50, demonstrating satisfactory reliability and conver-
gent validity [20, 22]. To assess discriminant validity, we used the criterion that the
AVE square root of each construct exceeded its correlations with other constructs. As
shown in Table 4, the AVE square roots were greater than the correlations, indicating
satisfactory discriminant validity of the constructs [23].
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Table 3. Reliability and validity assessment

Construct Cronbach’s Alpha CR AVE rho_A

PI 0.78 0.87 0.69 0.78

A 0.76 0.89 0.80 0.77

C 0.80 0.88 0.71 0.80

UV 0.85 0.90 0.68 0.85

HV 0.81 0.89 0.72 0.82

SV 0.85 0.91 0.77 0.85

VE 0.77 0.85 0.59 0.77

Note: PI= perceived influence of game streamers; A= autonomy; C= competence; UV= utility
value; HV = hedonic value; SV = symbolic value; VE = audience video engagement

Table 4. Discriminant validity assessment

PI A C UV HV SV VE

PI 0.83

A 0.49 0.90

C 0.71 0.56 0.84

UV 0.68 0.63 0.78 0.83

HV 0.66 0.57 0.72 0.71 0.85

SV 0.62 0.54 0.52 0.59 0.56 0.88

VE 0.59 0.63 0.72 0.68 0.66 0.62 0.77

Note: PI= perceived influence of game streamers; A= autonomy; C= competence; UV= utility
value; HV = hedonic value; SV = symbolic value; VE = audience video engagement

4.2 Inferential Statistical Analysis

Our data analysis supported all the hypotheses, as shown in Fig. 2. Specifically, perceived
influence of game streamers was positively related to autonomy (β = 0.49, p < 0.001),
competence (β = 0.71, p < 0.001), and relatedness (β = 0.76, p < 0.001). Moreover,
autonomy (β = 0.20, p< 0.01), competence (β = 0.31, p< 0.001) and relatedness (β =
0.37, p< 0.001) were positively associated with audience video game engagement (See
Fig. 2).
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Fig. 2. Research model with PLS results

5 Discussions and Conclusion

5.1 Theoretical Implications

Based on the results above, the current study seeks to move the extant literature forward
in three ways. First, it advances our understanding of the role of perceived influence of
game streamers in audience game engagement by developing and validating a theoretical
model. Specifically, this study suggests that perceived influence of game streamers can
promote audiences’ needs for autonomy, competence, and relatedness, which further
motivate their video game engagement. Second, it enriches the self-determination theory
by contextualizing the concepts of autonomy, competence, and relatednesswithin a game
streaming setting. In particular, relatedness is conceptualized into three dimensions:
utilitarian value, hedonic value, and symbolic value that audiences derive fromwatching
game streaming. Last, it extends the literature by bridging the perceived influence of
game streamers with audiences’ psychological needs and video game engagement. This
deepens our understanding of the role of influential game streamers in audience video
engagement in the context of watching others’ game streaming.

5.2 Practical Implications

On the practical front, the study may inform both game streamers and operators of
livestreaming platforms. Game streamers can leverage their influence on target audi-
ences to strengthen game engagement by promoting audiences’ sense of autonomy,
competence and relatedness when watching their gameplay. In addition, live streaming
platform operators are encouraged to improve the platform affordances and functional-
ities to promote the audiences’ perception of game streamers’ practices and video game
consumption.
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5.3 Research Limitations and Future Work

This paper is not without limitations. First, we recruited participants with rich expe-
rience of watching game streaming from AMT. The generalizability of the findings
could be better supported by testing the model in other populations. Therefore, future
research is encouraged to investigate perceived influence of game streamers with a field
study in other contexts such as an Asian country where watching game streaming has
become rather common. Second, we used a cross-sectional survey for data collection,
which could not make causal claims. Experiments or longitudinal designs should be
employed in future studies to further examine the causal effects of these factors on video
game engagement. Third, this study only focused on users’ engagement from the self-
determination perspective. Future studies may add more interesting variables that help
capture how influential game streamers on live streaming platforms affect the audiences’
attitudes and behavioral intentions.
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Abstract. This paper explores how social virtual reality, a novel 3D
virtual social interaction space that provides embodied and immersive
experiences, can be leveraged to maintain existing close interpersonal
relationships over distance. Based on 672 Reddit posts and comments,
our findings show that in addition to initiating and building new rela-
tionships with online strangers, social VR platforms’ unique features,
including physicality, the enhanced sense of presence, and the broad
range of shared embodied activities, can also help maintain various types
of established close ties (e.g., parent-child, friends, siblings, and roman-
tic partners) over distance in a nuanced way. This work contributes to
understanding the increasingly important role of social VR in innovat-
ing modern computer-mediated relationships and can inform the future
design of social VR to better support people’s social needs and interper-
sonal connections.

Keywords: Social VR · Interpersonal relationships ·
Computer-mediated relationships · Close ties

1 Introduction

Actively maintaining various forms of existing close interpersonal relationships
is not only the most important psychological and behavioral dynamics of lov-
ing and caring for others [27] but also significantly affects people’s social lives
and daily performance [1,12,42]. In modern social lives, varied communication
technologies have been widely used to sustain such relationships, especially over
distance, including emails [28,55], text messages [15,25], video chats [38,40],
social networking sites [4,7,13,14,26,48], and online gaming [31,43]. However,
prior research also reveals two shortcomings in maintaining existing close ties
over distance through these technologies: (1) they often mainly focus on facil-
itating text, video, or voice communication but lack considerations of crucial
experiential qualities; and (2) they often fall short of providing embodiment and
immersive experiences that simulate everyday face-to-face activities, which are
crucial to maintain existing close ties [6,21,37,46,47,52].
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In this paper we focus on how social virtual reality (VR), a 3D virtual ecosys-
tem where multiple users can socialize and interact with each other through
head-mounted displays [32,35] (Figs. 1 and 2), can be leveraged to address these
limitations by maintaining and sustaining existing close interpersonal relation-
ships over distance in a nuanced way. While investigating social dynamics and
relationship building in social VR is becoming a growing research agenda in com-
puting and Human-Computer Interaction studies, existing work tends to focus
on building and fostering relationships among online strangers through social VR
[2,16,33,54]. Yet, little is known about how social VR may also be used to sup-
port existing interpersonal relationships over distance, which may demonstrate
different nature, dynamics, and impacts on one’s social life and psychological
well-being compared to interacting with strangers.

Fig. 1. AltspaceVR (https://www.altvr.
com/)

Fig. 2. VRChat (https://www.vrchat.
com/)

Therefore, based on 672 Reddit posts and comments about social VR users’
experiences of using social VR to maintain their existing close social relation-
ships, we explore three research questions:

RQ1: What types of existing relationships do people use social VR
to maintain?

RQ2: In which ways do they use social VR to maintain such rela-
tionships?

RQ3: What are some potential risks when using social VR to main-
tain such relationships?

This work thus contributes to understanding the increasingly important role
of social VR in modern social lives. We extend existing social VR literature
by (1) focusing on existing social connections rather than new relationships
between strangers, and (2) by providing new empirical evidence of how social
VR can be leveraged to benefit various close ties over distance, such as parent-
child, friendships, and romance, as well as potential risks. Our work contributes
towards a better understanding of modern computer-mediated relationships and
informs the future design of social VR to better support people’s everyday social
lives and interpersonal connections.

https://www.altvr.com/
https://www.altvr.com/
https://www.vrchat.com/
https://www.vrchat.com/
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2 Computer-Mediated Relationships and Social VR

Belongingness is essential for maintaining people’s psychological well-being
[5,22]. Keeping connections with those one cares for and loves can also sig-
nificantly affect one’s mental health [5,12,29,42]. Most traditional social science
studies appear to agree that an interpersonal relationship refers to a strong,
deep, or close association/acquaintance between two or more people, involving
experiences that range from the mundane to the aesthetic [49], and as a spe-
cific sort of knowing, loving, and caring for a person [27]. Such relationships are
demonstrated as various forms such as friendship (a freely chosen association),
family (which establishes roles and identities), and romance (based on passion,
intimacy, and commitment).

However, in today’s modern society, many people are forced to live separately
from their close ties for various reasons, such as education, career, military, or
simply moving away from family. It has been reported that millions of Americans
are involved in Long Distance Relationships (LDRs) with their lovers, parents,
friends, children, siblings, or other relatives [53]. Therefore, people often rely on
various computer-mediated methods to stay connected with their geographically
separated close ties. First, people tend to use technologies to compensate for
face-to-face communication with their remote existing close ties, such as via
emails, instant messages, phone calls, and social networking sites [10,14,45,56].
These technologies have been used to maintain various types of close bonds,
including parent-child [13], couples [7], friends [26], and grandparent-grandchild
[4]. However, in contrast with face-to-face communication, these technologies lack
critical mechanisms for intimacy building that often happen in offline interaction
[30,50,51].

Second, in addition to fulfilling communication needs, maintaining existing
close ties also requires a sense of closeness and being a part of each other’s
daily activities despite from a distance. As a result, technologies for simulating
physical connections [6,21,37,46,47,52] and shared activities [9,20,24,39,41,43,
44,58,59] have been used for sustaining existing close ties over distance, such as
touching during a phone conversation [46], haptic device to simulate a kiss [50],
cooking together through wearable devices [9], and playing puzzle games together
[43]. Yet, many existing technologies seem to provide limited support for certain
essential experiential qualities that are crucial for maintaining existing close ties,
including physical touch, body language, shared memories, and collaborative
activities as daily routine [17,19,37,38]. There also seem to be limited solutions
for providing embodied and immersive experiences to resemble daily offline world
activities (e.g., dancing, dating, and playing sports together), which significantly
influence existing close relationships.

In this paper, we focus on the potential of social VR to address the above-
mentioned issues in maintaining existing close ties over distance. In social VR,
users can create and customize partially or fully body tracked avatars (i.e., their
avatar body corresponds to their body movement in the offline world in real-
time) and interact and socialize with each other through such avatars. In doing
so, social VR users are able to conduct and enjoy social activities in a highly
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realistic 3D virtual environment similar to a face-to-face manner, such as walking
in a public place, watching a movie, playing games, participating in a concert,
and having a party. Social VR also provides other nuanced technological features
such as sense of presence, body tracking, synchronous voice conversation, and
the simulated touching features, making it unique compared to traditional com-
munication technologies [35,36]. Popular social VR platforms include VRchat,
Rec Room, Bigscreen, AltspaceVR, Meta Horizon, and so forth. They tend to
afford diverse activities and social atmospheres. For example, Rec Room focuses
on VR gaming; VR Chat supports a wide range of creative activities and avatar
customization; AltspaceVR is well known for its diverse event and professional
development, and High Fidelity VR highlights large-scale public events and per-
formance [35].

Acknowledging the nuances of social VR spaces, there has been a growing
research agenda in HCI to investigate interaction dynamics and relationship
building in social VR [2,8,16,54]. Most existing social VR research on relation-
ship building tends to focus on how this technology is leveraged to initiate and
build relationships between online strangers. Nevertheless, little is known about
how it can also be used to maintain existing close relationships over distance,
which may significantly differ from meeting and fostering new interpersonal
bonds. This paper thus aims to expand prior research regarding relationship
building in social VR by focusing on how social VR can be used to maintain
various types of existing close interpersonal relationships and potential risks in
this process.

3 Methods

Data Collection. We focus on first-person and narrative accounts of people’s
experiences of using various social VR applications to maintain and support their
existing close ties over distance. Many social VR users highly engage in popular
online forums to share their experiences of VR with others who have similar expe-
riences. Therefore, to collect data, we used keyword search (e.g., family, friend,
sibling, etc.)1 on 18 social VR related subreddits on Reddit (e.g., r/VRchat,
r/bigscreen, etc.)2, a popular international online forum to share opinions and
personal stories, to collect posts and comments regarding how people experience
social VR in their existing close ties over distance. Once the initial dataset was
collected, we read through each collected post and comment to filter out irrel-
evant posts (e.g., a post about buying a VR headset for parents but not about

1 List of keywords contains: Long distance relationship, LDR, parent, family, father,
dad, bf, mother, mom, daughter, son, grandma, grandpa, grandparent, brother, sis-
ter, sibling, cousin, friends, friendship, boyfriend, gf, girlfriend, husband, fiance, wife,
keep in touch, maintain a relationship, stay connected.

2 Subreddits used in this research include: r/AltspaceVR, r/VRchat, r/Anyland,
r/bigscreen, r/ChilloutVR, r/FacebookHorizons, r/HighFidelity, r/LDR,
r/LongDistance, r/OculusQuest, r/oculus, r/RecRoom, r/RecRoomVR, r/sansar,
r/SocialVR, r/TheWaveVr, r/vTime, and r/Coronavirus.
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engaging in social VR together with parents) and redundant data (e.g., posts
including more than one keywords, for instance, “I watched a movie with my
daughter and son”). As a result, 672 posts and comments were used for further
analysis. Despite using public Reddit data, we removed any possibly identifiable
information from the dataset (e.g., usernames) to protect Reddit users’ privacy.

Data Analysis. We then conducted an in-depth qualitative analysis of the col-
lected data [11]. First, the first author closely read through the collected data line
by line to have a whole picture of how people use social VR to maintain existing
close relationships with others. Second, the first author identified a set of initial
themes emerging in the data that can be used to answer our RQs through open cod-
ing [11], including types of close relationships that people use social VR tomaintain
(RQ1), how exactly they use social VR to stay connected with their geographi-
cally separated close ties (RQ2), and potential risks in this process (RQ3). Finally,
both authors iteratively and collaboratively synthesized and revised these themes
through axial coding and focused coding [11] to provide a rich description about
the role of social VR in maintaining existing close ties over distance.

4 Findings

In this section, we first describe the types of existing close relationships that
people often use social VR to maintain and support (RQ1). We then identify
three ways through which social VR can be leveraged to maintain such relation-
ships (RQ2). We also highlight potential privacy risks emerging in this process
(RQ3).

4.1 Social VR-Supported Existing Close Ties

Our findings show that social VR, beyond just building relationships among
strangers, indeed can be leveraged to maintain almost all types of existing close
relationships over distance, including family relationships (e.g., with parents,
children, and siblings), friendships, and romantic relationships.

Sustain Family Relationships over Distance. Many posts highlight that
social VR helps people stay connected with family members such as parents,
children, and siblings even when they are not in the same location. For example,
a user commented that they used social VR to communicate and have fun with
their sibling who was not co-located with them: “I use Altspace to hang out
with my sister who lives across the country.” Another user appreciated how
AltspaceVR helped them connect with their son: “I use Altspace to meet and
chat with my son in Germany. There are some great worlds for us to wander
around in together. I’m also looking into building a world for some events In
October. I think it has great potential.” For this user, social VR gave them the
opportunity to stay connected with their son, who lived in a different country,
by embarking family journeys together remotely. This user also mentioned their
plan to have a family party in AltspaceVR in the future.
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In particular, some posts highlight the importance of leveraging social VR to
stay connected with family members during the global COVID-19 pandemic: “I
just want to say how thankful I am right now to have recroom to meet up with my
millennial kids each day to play paintball together in this time of social isolation.
We are in 3 different states, and one is in another country. We are having the
best time; 2 or 3 of us partied up in regular games, 4 or 5 of us in private team
battles, nearly every day this week. It means a lot to me.” According to the
user, though the pandemic posed significant challenges on travels and face-to-
face meetings, their family across several US states were still able to engage in
various family activities (e.g., playing games together) regularly through social
VR platforms such as Rec Room, which helped them maintain connections while
people could not travel to visit each other.

Keep Friendship Alive Remotely. Social VR is also beneficial for main-
taining existing friendships despite people not being geographically co-located.
A user explained how they still could connect with their friends in Rec Room
after they moved away: “This platform actually helped me stay in touch with my
best friend after they moved to another state.” Similar to how social VR helps
family members stay connected during the global COVID-19 pandemic, it also
helps people maintain their existing friendships during lock-down: “As someone
who has been VERY isolated the past year due to the pandemic, vr has made
it a breeze. My friends all bought headsets and I even bought 2 for some other
friends. We have weekly hangouts in VR and sometimes even more. I recommend
it.” For these users, in a unique situation like COVID when people are asked to
keep social distance and reduce face-to-face meetings, social VR provides valu-
able opportunities for safe social gatherings with friends in a highly immersive
virtual world.

In particular, compared to traditional social media, social VR does not limit
users to just texting, video calls, or playing a specific game. Rather, in social
VR, users are able to engage in various types of social experiences that resemble
real-life activities with their friends, as this post shared: “Me and a friend have
just spent the best part of 2 h or so switching rooms, trying out 3D movies,
playing games, and browsing youtube. All the things that make Bigscreen great
(and it really is).” According to this post, the variety of activities that social
VR provides and their similarity to offline social activities significantly benefit
maintaining friendships even over distance, which we will also discuss in Sect. 4.2.

Stay Connected with Long Distance Romantic Partners. Our data also
show that social VR is commonly used to maintain long-distance romantic rela-
tionships. For example, a user shared their experiences in VRChat: “I got my
long-distance boyfriend a Quest 2 just to play VRChat together, and we’ve been
having an absolute blast together.” VRChat helped this couple have an amusing
or thrilling experience while they could not be together physically. For them,
social VR seems to mitigate the geographical barrier and help them build a
sense of physical togetherness. Another user shared a similar sentiment about
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how social VR helped them maintain their long-distance romantic relationship:
“We actually didn’t meet in VRC. We met in the Rec Room. But still, VRChat
has definitely made our relationship stronger. VR is an amazing thing for long-
distance relationships!” This user appreciated how social VR, such as VRChat
and Rec Room, not only allowed them to start a long distance romantic rela-
tionship but also helped them maintain the romance over distance. They even
commented that engaging in social VR could make their relationships “stronger”
while they were not physically co-located.

4.2 Using Social VR to Maintain Existing Close Ties

As Reddit users acknowledge that social VR can be leveraged to maintain various
types of existing close relationships, they also highlight several ways through
which social VR makes this happen.

Building a Sense of Physically Being Together. In VR, presence is a
subjective feeling that a user has a sense of being in the mediated virtual envi-
ronment [57]. In our data, users commented that they were able to build a sense
of physically being together because of the use of a motion-controlled avatar
with a complete representation of the avatar body [23]. Building this sense of
physical togetherness thus becomes a significant way to maintain their exist-
ing close ties over distance. One post described: “It’s a long-distance relation-
ship at this point. VRChat helps because we can do more things together than if
there wasn’t VRChat. It’s as close as we can be together without actually being
together.” According to this poster, VRChat helped their long distance roman-
tic relationship in a way similar to face-to-face communication, which led to a
strong sense of physical togetherness without being physically co-located (“as we
can be together without actually being together”). Another post shared a similar
story about how VRChat helped their family mitigate distance by creating a
sense of physical closeness: “VRChat lets me stay in touch with my parents. My
mom got me and my dad a headset each as a Christmas present. And with me
studying abroad, VRChat helps make the distance between us feel not so big.”

Especially, a poster well summarized how the sense of physically being
together in social VR differs from that in other social platforms: “It gives a
focused presence. While you might not be able to see your friends‘faces, you can
hear their voices and see their avatars. You’re ‘present‘with them in a space,
as opposed to a Discord or Teams or Zoom or whatever call. There you are,
‘present,‘but you’re looking at a screen, and you have all the distractions of the
real space you’re in. Like the Facebook chat with other people, that recipe you
wanted to look up or something on your floor...In the VR space, you’re focused
on the interaction with your friends more - being social around the things you
normally would when watching a movie, or a show, or showing vacation photos,
but are probably prevented from doing now because of covid or because your friend
lives far away.” According to this user, in contrast to traditional social network-
ing platforms such as Facebook and Whatsapp, where users interact through
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text, audio, and videos, social VR introduces a new form of communication by
combining one’s physical body with an avatar body in an immersive way. As a
result, instead of simply “viewing” their communication on a computer screen,
social VR users seem to have a stronger sense of presence and co-presence with
others due to full body tracked avatars and the resembled face-to-face com-
munication. Both features contribute to maintaining a solid close tie even over
distance.

Facilitating Physical Contacts to Recall Familiar Moments. Social VR
offers a combination of technological uniqueness such as embodied avatar, full-
body tracking, and a broader spectrum of communication modes, including
verbal and non-verbal interactions such as voice, gestures, proxemics, gaze,
and facial expression. These unique features thus help people to recall famil-
iar moments they cherish in their existing close ties through simulated physical
contacts. A user shared their experience in VRChat: “VRChat allows for a sense
of intimacy that is hard to describe. Obviously, you’re not actually sitting right
beside your important person, nuzzling and cuddling with them, but VRChat can
do a particularly amazing job at tricking the brain into thinking you are. Lay-
ing out in the full body in front of a mirror in a quiet room with my important
person, hugging a pillow and pretending it’s them, it all combines to make you
feel like you are really together, as much as you can be while being apart.” This
poster were able to leverage multiple social VR features to recall and re-create
valuable personal moments with their loved ones: they were able to stay in a
quiet and private virtual room together, simulate the action of hugging by full
body tracking (e.g., hugging in VR requires moving one’s physical body in the
offline world to hug, such as hug a pillow), and see their actions through a vir-
tual mirror. All of these add important physicality to the VR-mediated virtual
experiences, making such experiences more vivid, realistic, and similar to those
moments that happened in the offline world before.

Another user shared a similar story: “Usually, it’s a few hours of playing
VRChat with other friends first, and then another 1 to 2 h of just us two looking
for cozy/beautiful/interesting worlds and chatting. Last night we found a very
scenic Japanese shrine or something and chatted for about an hour while she
kinda sat in front of me, and I had my arms around her waist.” This poster
pointed out how VRChat helped him and his long distance romantic partner
physically and experientially recreate physical intimacy and reminded them of
similar moments they spent together in the offline world before (e.g., “I had my
arms around her waist”).

Simulating Offline Activities to Create New Shared Memories. Red-
dit users also highlight how social VR helps them create new shared memories
with their close ties as they can engage in various simulated social activities
that resemble offline social gatherings, such as traveling, playing games, host-
ing parties, sharing meals, and watching movies. They especially mention two
types of activities that significantly help them stay connected with their family
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members, friends, and romantic partners over distance: watching movies together
and engaging in immersive bonding social events.

1.Watching movies together. In social VR, users can watch a movie together
either in a public place that resembles a movie theatre, or in a private room that
simulate watching a movie with friends at home (Fig. 3). For example, a father
shared how he could watch movies in Big Screen with their children, who were
geographically separated: “My children live on the west coast, and my other
children and I live on the east coast. The big screen provides the opportunity
for all of us to ‘go to the movies’ together and talk. It had been the best movie
experience I’ve had with my family... ever!!!.” For this users, social VR is not
merely a virtual place to meet up and hang out. Rather, the value of social
VR lies in how it can seamlessly resemble family bonding activities, such as
watching movies with his children. While this family could not get together in
the offline world due to distance issues, watching a movie together in social VR
is a comparable, or even better, family gathering experience.

Watching movies together is also important to people who want to use social
VR to maintain existing friendships or romantic relationships. One post men-
tioned, “Him and I ended up building a world together for ourselves with a video
player and furniture so we have our movie nights in VR. It’s cool too being able
to invite friends over and just hang out in what is essentially our house.” This
couple not only designed and created their own personal space in VRChat as
their “house” but also were able to watch movies together in their house either
with each other or with their friends. For them, this is similar to hosting a movie
watch party or enjoying personal time together in their house in the offline world.

Fig. 3. Watching a movie together in Big Screen (Source: https://www.bigscreenvr.
com/)

2. Engaging in immersive bonding social events. Many social VR platforms
allow users to design and create their own private spaces, invite guests, and host
immersive social events. Many users thus leverage such features to engage in
various types of bonding events with their existing close ties. One user posted,
“Serenity Cove is a great place for hanging out with friends. I have parties there

https://www.bigscreenvr.com/
https://www.bigscreenvr.com/
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with my friends every single night, and before we end off our nights, we always
go to the secret cave up top inside the skull and just stare at the beautiful sunset
background and talk.” This user used one pre-designed virtual place in social VR
to spend time with their friends (e.g., enjoying the sunset), relax, and reinforce
their bonding.

Others also hold special events such as birthday parties in social VR to hang
out with friends and loved ones. One user posted, “He threw me a virtual reality
surprise birthday party in VRChat with all my friends; we shot fireworks, played
laser tag, and did an escape room. When we got off of VR, we called each other
and just had fun talking to each other until we fell asleep. His present to me was a
video that he made with a slide show of our memories together and coordinating
the party and everything. It was a good day.” In this example, when people
are geographically separated and cannot spend special days such as birthdays
together, social VR becomes a satisfactory alternative. This poster was able to
have a birthday party with friends in a way similar to how their birthday party
could have been held offline – fireworks and games. These virtual activities also
seem to become new shared memories that they cherish, as shown in how such
events are recorded and documented (e.g., as video recordings and slideshows).

4.3 Privacy Concerns Regarding Maintain Existing Relationships
Through Social VR

As our findings have shown, Reddit users in general consider using social VR
to maintain various types of existing close relationships a positive and benefi-
cial experience. However, they also express several issues, especially regarding
emergent privacy concerns, in this process.

Above all, in order to use social VR services and enjoy its full technical fea-
tures, certain self-disclosure is almost mandatory. For example, users have to
give up part of their personal information such as voice, gestures, facial expres-
sions, and body movements to engage in immersive and embodied interactions in
social VR [34]. In this sense, maintaining existing relationships in social VR may
inevitably leak personal information regarding one’s offline identity, especially
when people interact with their existing close ties in public social VR places.
One poster complained, “[In social VR], my friend would NONSTOP use my
real name, our location, etc. as a way to kind of ‘brag’ about how close we are.
This has become an issue to me.” In this example, this poster’s offline friend
revealed important personal information about them without consent, including
real life names and locations. For this poster, this may become a serious privacy
issue as online strangers may overhear their conversations and get to know their
offline identities.

Another poster shared a similar experience,“I met these two very nice people
who I became quite close with. Then suddenly my friend from real life joins and
fucking starts ruining it for me. He starts off by calling me by my real name,
talking about how we go to the same school and stuff like that, and that bothers
me a lot. Me and the people I just met decide to join a new world, suddenly he
appears outta nowhere ruining the mood once again.” This example shows how
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privacy issues in social VR may lead to certain conflicts between the VR world
and the offline world. On the one hand, this poster’s friend revealed personal
information about the user’s offline identity, which violated their privacy. On
the other hand, the friend followed the poster around and kept interrupting
this poster’s online interaction with others. As a result, tensions may emerge
between this poster’s offline life (e.g., existing social connections) and VR life
(e.g., making new friends in social VR).

This type of privacy concern when using social VR for existing close ties is
not only limited to people who are offline friends. A user shared how their sib-
ling revealed personal information about them:“I had a real big problem playing
games with my big sister because she kept calling me by my real name in front
of everybody. Not to mention she kind of cramped my style.” According to this
poster, using social VR to maintain existing close ties seems to lead to a double
privacy challenge: while they already have difficulties in protecting their personal
information (e.g., have to use voice in social VR), they also need to ensure that
people whom they know in the offline world (e.g., friends and family members)
do not accidental or intentionally reveal their offline identities.

5 Discussion

Grounded in our findings, in this section we first discuss how our research sheds
light on unique ways through which social VR may address the limitations of con-
ventional communication technologies to innovate modern computer-mediated
relationships and better support and maintain existing close ties over distance.
We then identify potential design directions to further support existing relation-
ships through social VR.

5.1 Innovating Modern Computer-Mediated Relationships Through
Social VR

As prior literature has shown, on the one hand, traditional computer-mediated
relationships often lack tangible aspects of offline interaction [30,50,51]. On the
other hand, even some technologies exist for simulating physical offline expe-
riences (e.g., touching) [6,21,37,46,47,52], they are still limited in terms of
their support for body language, shared memories, and collaborative activi-
ties as a daily routine, which play crucial roles in sustaining close interpersonal
bonds. Therefore, one important insight from our findings lies in the unique ways
through which social VR may address the two main limitations of conventional
communication technologies for mediating existing offline relationships. This is
especially valuable during the COVID-19 pandemic, where social distancing and
lockdowns placed additional challenges for close ties over distance.

First, when using traditional on-screen social media to maintain existing
close ties, people often lack a sense of physical closeness [6,21,37,46,47,52]. In
contrast, social VR users leverage a combination of motion-controlled avatars
with partial or full body tracking features and synchronous voice communication
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to build a sense of being physically together. This unique combination thus adds
crucial experiential qualities (e.g., “being together”) to their effort to maintain
existing close ties.

Second, while conventional on-screen communication technologies often lacks
the capability to simulate face-to-face collaborative activities [9,20,24,39,41,
43,44,58,59] social VR addresses these issues by offering unique physicalized
experiences through embodied immersive events and non-verbal interactions such
as gestures, proxemics, gaze, and facial expression. These features thus help
users engage in shared activities and create new memories similar to face to face
interaction while they are not co-located. For example, our findings show that
social VR users feel that hugging, nuzzling, kissing, and cuddling with their loved
ones in social VR (e.g., in a private room) can be felt as natural and realistic as
in the offline world.

Third, while social VR has been perceived as generally beneficial for initiat-
ing and building new relationships among online strangers [2,16,18,33,54], our
findings reveal that it helps people to sustain existing relationships in nuanced
ways. In our study, people reported successful examples of leveraging social VR
to maintain almost all types of existing interpersonal relationships over distance,
such as family relationships (e.g., with parents, children, and siblings), friend-
ships, and romantic relationships. Our findings also highlight people’s different
approaches when using social VR for maintaining existing close ties versus build-
ing new connections with online strangers. For example, people who aim at using
social VR to maintain their existing close ties often have a clearly defined plan
on what they would do together in social VR for that purpose (e.g., scheduling a
movie watch activity or planning a birthday party in social VR). In contrast, peo-
ple who aim at using social VR to build new connections often tend to explore
the VR space spontaneously (e.g., randomly visiting certain virtual places to
meet new people).

Similarly, to maintain existing relationships, people often focus on recall-
ing/recreating familiar moments in VR that resemble what they already did in
the offline world before, rather than exploring new experiences with strangers
to build relationships from zero. In addition, rather than going to public places
alone to meet people, people who endeavor to maintain existing close ties empha-
size the importance of engaging in immersive bonding special events and spend-
ing time together with their existing close ties in carefully designed private
virtual places (e.g., celebrating special occasions such as birthdays at private
parties) in order to create new shared memories beyond geographical distance.

In summary, these findings (1) highlight the unique advantages of leveraging
social VR to maintain existing close ties over distance compared to traditional
computer-mediated long distance relationships; and (2) shed light on the differ-
ent user preferences and behavioral patterns when using social VR for existing
close ties versus for building new relationships among online strangers. Yet, our
research also points out the emergent privacy dilemmas when using social VR
for maintaining existing close ties. On the one hand, social VR can be leveraged
to both building new connections and supporting existing offline relationships.
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On the other hand, how to maintain a fine line between people’s VR world and
offline world becomes an emergent challenge. For example, some users prefer
to keep their personal information and offline identity private when interacting
with online strangers in social VR. However, their existing close ties, who are
also present in social VR, may intentionally or unintentionally disclose such infor-
mation and violate their privacy. Therefore, how to better protecting people’s
personal information and privacy when the boundary between the two worlds
blur will require future research.

5.2 Designing Future Social VR Spaces to Support Existing Ties

Grounded in our findings, we identify two potential design directions to fur-
ther support and innovate how interpersonal relationships can be supported
and mediated through social VR. These design directions are neither complete
nor exhaustive as they are the main directions emerging based on users’ com-
ments, posts, and our findings. Yet, we consider that they may benefit develop-
ers/designers who strive to design more socially supportive and family-friendly
VR technology in the future.

Designing Family-Friendly Social VR Activities and Events. Our find-
ings highlight the importance of engaging in mundane everyday activities for
sustaining existing close ties. Replicating offline-world activities such as watch-
ing movies and having birthday parties in social VR allows users to experience
their familiar offline-world activities and recreate shared memories virtually but
in a way similar to face to face interaction. This thus significantly contributes to
a sense of physical closeness and intimacy. Therefore, it would be valuable for
future social VR spaces to provide more family-friendly places and offer more
social activities that people can engage with their existing connections, such as
private customized virtual places for dating, weddings, or celebrating birthdays
and anniversaries.

The Ability to Categorize Friends for Privacy Purpose. Grounded in
the privacy dilemma shown in our data, we also believe that providing users
with the ability to further categorize their social VR friends will be beneficial.
In doing so, social VR users can have more control over their availability status
- e.g., shown as family time, friend time, fun time, and so forth. For example, if
a user set their status as family time, only their friends in the family category
can approach and interact with them. This may help people set up a fine line
between their VR world/connections and existing close ties/offline world, while
both can co-exist and be supported in social VR spaces.

5.3 Limitations

Our study mainly draws on Reddit posts, leading to a potential bias toward
social VR users who are also active Reddit users. Therefore, our future work will
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focus on collecting a larger sample of social media data from diverse platforms
to further confirm our findings. Since Reddit is an anonymous forum, it is also
challenging to verify users’ demographic information. We thus plan to conduct
semi-structured in-depth interviews and a large-scale survey with a broader par-
ticipant pool with diverse demographics to investigate people’s unique strategies,
challenges, and expectations for using social VR to sustain their existing rela-
tionships. In addition, while prior work has shown that older adults also engaged
with online technologies [4] and social VR [2,3], in our research, we did not find
any data regarding how older adults may leverage social VR to support their
existing close ties (e.g., grandparent-grandchild relationships). Therefore, our
future work also aims to further explore how older adults can use social VR to
maintain close relationships with their friends, family, and grandchild.

6 Conclusion

Maintaining belongingness and close connections with people we care for and
love is crucial for our psychological and behavioral well-beings [5,29,42]. How
would emerging computing technologies affect this dynamic, especially over dis-
tance? In this paper, we have explored how social VR is innovating modern
computer-mediated relationships by supporting almost all types of existing close
relationships in nuanced ways, such as through building a sense of physically
being together, facilitating physical contacts to recall familiar moments, and
simulating offline activities to create new shared memories. Despite these nov-
elties and benefits, our findings also point to the potential privacy risks and
tensions when using social VR to support existing offline relationships - e.g.,
concerns regarding protecting people’s personal information when the boundary
between the two worlds blur. As the emerging metaverse paradigm continues to
grow and innovate future social interactions, we hope that these insights will
inform future research and design directions to create safer and more supportive
social VR spaces for people’s social needs and interpersonal connections.
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Abstract. Autistic young adults are at a higher risk of experiencing elevatedmen-
tal and psychological distress during times of isolation, such as the COVID-19
pandemic, due to the challenges related to uncertainty and abrupt changes in every
aspect of daily life. In this research, we aim to develop participant-centric inter-
ventions for assisting autistic young adults in addressing their anxiety and stress
during times of isolation. We first conducted an exploratory literature review to
gather the design requirements for an effective stress management technology.
Based on our findings, we designed our initial high-fidelity prototype, Mind-
Bot, a mindfulness and AI-based chatbot application. We conducted an in-depth
qualitative study (semi-structured interviews with 15 autistic young adults and a
cognitive walkthrough with 20 participants who have training in HCI and usability
evaluation techniques) to identify the design and usability issues to improve the
effectiveness of MindBot.

Keywords: COVID-19 pandemic · Autism Spectrum Disorder ·Mental health ·
Stress & anxiety · Young adults

1 Introduction

1 in 44 children in the USA has been diagnosed with Autism Spectrum Disorder (ASD)
[1]. Moreover, almost half a million autistic children in the USA will be adults by 2025
[2]. This transformation to adulthood can be challenging for them due to their inherent
social communication impairments, dependence on family, and susceptibility to expe-
riencing mental health conditions, along with a general struggle to address unexpected
changes in activities, situations, or expectations [3].

The COVID-19 pandemic pushed global healthcare structures to their limits, and
it is especially difficult for people suffering from stress, anxiety, and mental health
conditions [21]. Twenge and Joiner conducted a study in 2020 and compared mental
distress experienced by participants pre- and post-COVID [6]. They found that only
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22% of participants reported experiencing moderate to severe mental distress in 2018
compared to 70%during theCOVID-19pandemic [6]. For autistic young adults,COVID-
19 caused more challenges due to the abrupt changes in their daily routine and structure,
the transition to remote learning, lack of access to needed resources (e.g., face-to-face
therapy sessions), social isolation, and stressors affecting their caregivers due to job loss
or change in career [8]. Researchers reported a significant increase in stress, anxiety, and
other mental health problems for autistic individuals due to the COVID-19 pandemic
[14].

Even in regular times, compared to neurotypicals, autistic individuals aremore likely
to experience higher anxiety and other mental health conditions [31]. The uncertain
and unpredictable living environment persisting during times of isolation, such as the
COVID-19 pandemic, alongwith pre-existing impairments in social communication and
social behavior in autistic young adults, resulted in peer interactions that were difficult
and limited and caused concern in parents [20].

Due to the prevalence and impact of anxiety in autistic young adults, techniques for
addressing anxiety have received increased research attention [5]. Twomajor approaches
that are extensively used to overcome anxiety and stress are Mindfulness-Based Cogni-
tive Therapy (MBCT), a subpart of Cognitive-Behavioral Therapy (CBT) [7], and the
usage of AI chatbots [19, 23].

Our current research aims to develop participant-centric interventions for assisting
autistic young adults in addressing anxiety and stress issues during prolonged times of
isolation, such as the COVID-19 pandemic. To fulfill our goal, we conducted research
in multiple phases. First, we conducted a literature review to understand the existing
approaches, elicit the needs of autistic young adults, and gather the design require-
ments to design an effective anxiety management technology. As our findings indicated
the potential of a mobile-based solution, in the second phase, we developed a high-
fidelity prototype of a mindfulness and AI-based chatbot app called MindBot. In the
third phase, we conducted an in-depth qualitative study with autistic young adults (N
= 15) to understand their challenges, needs, and experiences surrounding anxiety and
stress management technology during times of isolation. Our other goal for this phase
was to receive qualitative feedback on the feasibility and potential usefulness of Mind-
Bot. Finally, we conducted a cognitive walkthrough (N = 20) to evaluate the usability
and learnability issues of MindBot to enhance its effectiveness.

2 Related Work

According to theWorld Health Organization (WHO), “Mental health is a state of mental
well-being that enables people to cope with the stresses of life, realize their abilities,
learn well and work well, and contribute to their community” [43]. Resilience is con-
nected to well-being, which focuses on developing an ability to intervene and cope with
stress and adapting to new and/or challenging situations [22]. Autistic individuals are
generally not well-accustomed to unexpected changes and struggle to deal with uncer-
tainty, and depend on various outside resources (e.g., health, social care, therapies) that
were difficult to maintain during the pandemic [38]. The COVID-19 pandemic high-
lighted the importance of developing digital adaptations of traditional interventions as
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effective alternatives to face-to-face therapeutic sessions, which cannot be carried out
during isolation [39]. In addition, Alonso-Esteban et al. emphasized the importance of
including online counseling, mindfulness measurement, and monitoring programs for
periods of isolation in educational and treatment centers [40].

As mentioned above, autistic individuals often face challenges in managing such
situations, which escalate their stress levels. Getting inspiration from prior research, we
are showcasing the effectiveness of AI chatbots, CBT, MBCT, and Guided Imagery in
providing better interventions. This sectionwill briefly summarize thesemethods offered
as intervention and support.

2.1 Cognitive Behavior Therapy (CBT), Mindfulness-Based Cognitive Therapy
(MBCT), and Guided Imagery

Cognitive Behavioral Therapy (CBT), a psychological treatment where an individual
works with a psychotherapist in multiple sessions, has been considered an effective
technique for young adults to treat their anxiety disorders [24, 25]. Ellis et al. showed
the efficacy of an online-based CBT program in addressing anxiety symptoms [4].

Mindfulness has been described as “the awareness that emerges through paying
attention on purpose, in the present moment, and non-judgmentally to the unfolding
of experience moment by moment” [15]. Within the array of MBCT online programs,
autistic individuals have demonstrated tremendous improvement [10]. MBCT may pos-
itively impact internalizing and externalizing problems, autism symptoms such as social
communication impairment, and psychological well-being [16]. For immediate impact,
short-term structured mindfulness meditation is also practiced among young adults [17].
Researchers reported that short-term mindfulness could increase coping flexibility and
help improve stress management in durations as short as two weeks [18].

The Guided Imagery technique, an alternative anxiety-controlling therapy, purpose-
fully and consciously induces mental images to obtain the desired outcome [12]. Besides
healthcare settings, the Guided Imagery technique can address other challenges avail-
able in various settings [11]. Bigham et al. showed that Guided Imagery exercise could
lessen the perceptions of cognitive and emotional stress [13]. As cultivating mindfulness
and guided imagery is devoid of side effects, it is safe for autistic individuals to practice
this irrespective of their health conditions.

2.2 AI Chatbot

A chatbot is “a computer program designed to simulate conversation with human users,
especially over the internet” [23]. Prior studies reported the promise of chatbots to
assist in addressing mental health problems [30]. A chatbot provides conversational
flexibility and may facilitate interactions with individuals who hesitate to seek mental
health advice due to stigmatization [33]. To address the mental health issues of young
adults, it is important to respond with appropriate interventions based on their mental
and emotional states. A well-designed chatbot can provide a practical, evidence-based,
and attractive solution by understanding the needs of young adults. This is especially
applicable to young adults who may find it difficult to share stressful feelings even with
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their loved ones. A chatbot can provide an alternative avenue free from this feeling of
judgment and reprimandwhen sharing the stressful situations they are experiencing [37].

3 Research Methodology

We conducted our research in multiple phases. Below, we discuss the phases of our
research methodology.

3.1 Phase 1: Exploratory Literature Review

In thefirst phase,we conducted an exploratory literature review to identify papers focused
on designing and/or delivering software-based interventions to autistic young adults to
overcome anxiety and stress. We primarily used Google Scholar, ACM Digital Library,
and IEEE Xplore to find relevant papers. Our search resulted in over 35 articles related
to CBT and MBCT, chatbots in mental health, and the effect of COVID-19. However,
not all articles were specific to autistic individuals.

3.2 Phase 2: MindBot Development

Our literature review led us to includeMBCT and chatbot features in our initial prototype
design, dubbed asMindBot, which consists of three primary stress management features
(MBCT, AI chatbot, and Instant) and other secondary features.

3.3 Phase 3: Qualitative Study

In phase 3, we conducted an in-depth qualitative study. It had two subparts: a semi-
structured interview and a cognitive walkthrough.

Semi-structured Interview
We conducted a semi-structured interview (N = 15) via zoom to understand the chal-
lenges faced by autistic young adults related to mental health conditions, current coping
strategies, and their needs and expectations from any stress management technology.We
started recruitment after receiving approval from the Institutional Review Board (IRB)
of Western Washington University. We contacted autistic young adults via email, and
various social media platforms, including Discord, Reddit, and Facebook, and recruited
15 autistic (self-reported) participants. Our participants were in the age group 20–34
(avg = 26.3 years). Only one participant was female. According to the CDC, autism is
much more common among males (around four times) than females [1]. Such disparity
may have contributed to the gender imbalance among our participants. Our participants
had different professions, while some had two professions (student and driver). Nine par-
ticipants lived with their parents, three had their own families (spouse and/or children),
and two lived alone. See Table 1 for participants’ demographic information.

Each interview session lasted up to 90 min. We asked 12 questions and allowed
tangents to learn about the holistic experience of our participants. See Table 2 for sample
questions asked during the interview session.
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Table 1. Demographic information of participants

Gender Age (Years) Profession Family status

Male = 14
Female = 1

20–34
Information not available
= 2

College student = 9
Commercial driver = 3
Software Engineer = 1
Barber = 1
Barista = 1
Unemployed = 1

Living with parents = 9
Has own family = 3
Living alone = 2
Information not
available = 1

Table 2. Sample interview questions

How was your last year? How did the pandemic affect your life, if at all?

Many people suffered from anxiety and elevated levels of stress during this
pandemic. Did you go through anxiety or any mental health issues because of the pandemic?

What was your coping mechanism to address stress and anxiety issues, and how did you
manage your stress and anxiety?

Do you believe any technology could help you intervene through your stress and anxiety? Why
or why not?

In the last part of each interview, we showed our participants a high-fidelity prototype
of MindBot. The goal of this demonstration was to identify useful features, features that
are considered limiting and receive feedback regarding MindBot.

We transcribed the audio recordings of the interviews and imported those transcrip-
tions into ATLAS.ti cloud [32]. For some participants, there was a slight language barrier
since English was not their first language. We tried our best to clarify and correctly tran-
scribe their words. We applied thematic analysis to perform qualitative coding. In the
first coding phase, we applied initial coding (open coding in grounded theory [34]) and
identified 48 codes. Some codes are as follows: Pandemic: Daily Schedule, Pandemic:
Changes due to Pandemic, Coping: Distraction, Technology: Expectation from Tech-
nology. In the second coding phase (axial coding), we utilized the initial codes to link
interview data from each participant. We performed a systematic comparison of their
answers to understand their situations and emotions better.We identified seven high-level
themes: User Profile, Technology Feedback, Suggestions from Users, Stress, Pandemic,
Coping During Pandemic, and Design Implications. We finalized our major themes in
the theoretical coding (selective coding in the grounded theory) phase.

Cognitive Walkthrough
In the last phase of our research, we conducted a cognitive walkthrough [9, 41] of
MindBot, a standard technique utilized to evaluate the usability and learnability issues
present in computing systems.We recruited 20 participants who have training inHCI and
usability evaluation techniques, enabling them to identify design problems that could
hinder the effective use of MindBot. To provide access to MindBot, we shared a web
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link with our participants. Through this link, each participant completed four major tasks
and answered questions that enabled them to identify design issues and suggest possible
improvements to address such issues. We will report the cognitive walkthrough process
in Sect. 4.

4 Findings

4.1 Finding from Exploratory Literature Review

While there have been many approaches for designing interventions to address the
anxiety and stress of autistic individuals, only a few are effective and are accessible
to the growing autistic population. For instance, various music interventions demon-
strate that participating in such interventions effectively addresses some core challenges,
including social and peer interaction observed in autistic adolescents and young adults
[35, 36]. However, it was not proven if the software or online-based systems can be
effective in this regard, which is one of our primary goals. Research articles revealed
that CBT-based interventions, both offline and online, can be effective in helping autistic
individuals [5, 8].

Our findings suggest that a web or mobile-based application will effectively deliver
interventions since autistic young adults feel more comfortable with technologies than
with face-to-face solutions [8]. Such systems may reduce several potential burdens
(e.g., economic, and social burdens, sensory issues, and demands of travel to a place
outside of home) of face-to-face therapy sessions. Though the range varies from 22–
84%, researchers agree that autistic young adults in the USA go through psychosocial
issues and anxiety disorders [26], making it harder for them to seek traditional face-to-
face interventions. Although such systems will not replace face-to-face interventions,
technological platforms could be a promising complement or accessible alternative.

Our findings also suggest that the best option to gain immediate results in managing
anxiety and stress is to integrate mindfulness-based therapy and a base of CBT [5],
as CBT and MBCT interventions can make autistic young adults feel comfortable. In
addition, we found that interventions should be based on individual participants’ needs
and lifestyles. Interventions that provide motivational messages to the participants and
focus on the roots of their stress would help reduce anxiety and better prepare them to
receive MBCT treatments.

4.2 MindBot Development

Our exploratory research guided the design and development of a prototype system,
MindBot. See Fig. 1 for the home screen and main menu. First, the welcome page greets
the user, and following login/sign-up, MindBot displays the main menu.

The first major feature included in MindBot is MBCT (see Fig. 2). This page directs
users to choose the type ofmindfulness therapy theywould like to perform. The page also
provides access to audio sessions, where a therapist guides the users in a mindfulness
session.
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The second important feature is an AI chatbot (see Fig. 3) that leads the users to a
page that gives the option to either begin chatting or receive kind messages. Both options
lead to a text conversation window where the user can commence a conversation with
an AI chatbot. If the user chooses to receive a kind message, the AI chatbot will send
a kind message. If the user chooses to chat, the AI chatbot will begin the conversation
by asking the user about their day. To improve the quality of the AI chatbot, this page
enables sending a message to the application developers if a particular chat response is
deemed inappropriate by the user. In addition, during a conversation, the avatar of the AI
chatbot will change to reflect the emotion associated with the user’s input. Finally, the
user can access the ‘Let’s Chat’ and the ‘Kind Message’ options during a conversation.
Users can also receive a kind message while conversing with the AI chatbot.

Additional features include the ability to edit user profiles and provide a way to
change the chatbot’s avatar to match the users’ preferences (see Fig. 4). MindBot pro-
totype also includes the following options: 1) change the app’s appearance, and 2) save
message history. Changing the appearance will change the app’s look for the users, while
the save message history is intended to archive the user’s conversation history. Users
have the ability to turn off this feature.

To implement MindBot, which is compatible with both Android and iOS devices,
we used React-Native, Python (as a backend framework), and firebase (as data host-
ing storage). The current version of MindBot has a functional login system and main
screen (see Fig. 1). It also has a mindfulness page (see Fig. 2) which includes categories
of mindfulness code (randomly display selected mindfulness messages), yoga videos
(a list of selected mindfulness yoga videos from YouTube), relaxation music (a list of
free mindfulness music from the internet), and activity list (a list of mindfulness activ-
ity). The mindfulness page is currently in the testing phase, which we developed based
on the feedback we received from the semi-structured interviews (will be discussed in

Fig. 1. Home and main menu of MindBot
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Fig. 2. Mindfulness and chatbot (before screen)

Fig. 3. Chatbot

Sect. 4.3.3). For testing kind messages, messaging emojis, and messages between server
and client, we used the DialoGPTmodel from hugging face, which has simple conversa-
tion functionality [42]. We completed the profile section (see Fig. 4), where users can set
up their preferences such as theme color, font size, removing chat history, and deleting
accounts. We are currently implementing the AI chatbot.
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Fig. 4. Profile & settings

4.3 Findings from Semi-structured Interviews

Our research and analysis led to several interesting findings, manifesting how specific
qualities of the intervention corresponded to the needs of each individual. From our
research, we aim not only to provide interventions but also to understand the challenges
people experience during times of social isolation.

Drastic Times Sometimes Result in Drastic Measures
Daily Routine Becomes a Never-Ending (Infinite) Loop

During the pandemic, for P3, the distinction between weekdays and weekends
became blurry. Hence, keeping track of the activities became difficult for him. P3
described the daily routine as a “never-ending infinite loop” where he had hope and
a positive attitude at the beginning of the pandemic, which diminished significantly with
the passing of time. To quote P3:

“Nowadays, Monday feels like Friday!” (P3, 21 years).

“[It] feels like the loop. And it feels like I’ll never get out of the pandemic.” (P3,
21 years).

P5 talked about his struggle with his routine, which stressed him out.

“I went through a lot during the pandemic because it really affected my daily life…
I was thinking about… how it could stop so I could get back to my daily routine.
So that really made me stressed and anxious to see the end of it.” (P5, 32 years).
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Strange Social Life
According to WHO, almost 18% of the United States population suffers from mental
health issues, and it increased to 40% due to COVID-19 [44]. The COVID-19 pandemic
also increased the risk of psychological distress among autistic adults [45]. This changing
landscape has resulted in severe stress and made it exhausting to feel motivated and
incorporate positive thoughts and emotions. Also, being unable to meet with friends
added to our participants’ loneliness. Although being in touch with friends was still
possible online, P1 experienced a difference between in-person and online meetings. P1
stated.

“I actually lost one of my best friends from I guess lack of engagement. We used to
drive to college every day. Once it became clear that we can’t hang out everyday,
it just kinda fizzled out I would say.” (P1, 24 years).

P14 voiced his inability to see his friends due to the pandemic. To quote P14,

“I wasn’t able to see my friends… I wasn’t able to cope, and I couldn’t see my
friends” (P14, 29 years).

On the contrary, P2 andP13 looked at the pandemic positively. The pandemic allowed
P13 to communicate with others better, while P2 had more time due to fewer physical
interactions with friends and used these times for productive activities (e.g., study). To
quote P2,

“I can really focus on my studies very well since there are minimal interactions
with friends. (P2, 21 years).

Taking (Illegal) Drugs
Our participants had experienced uncertainties, social and physical isolation, and sub-
stantial changes to their daily lives, including losing income sources, job and career
changes, and family time. These changes contributed to engaging in activities that they
would otherwise refrain from. For instance, P8 is a commercial driver who drove on
high-paying routes. Due to the pandemic, high-paying routes became non-functional,
and he had to do low-paying jobs instead. His inability to support his family even brought
suicidal thoughts. The following quote from P8 highlights his mental anguish,

“I almost feel like I should die… I should commit suicide. But I feel that my kids
will need me, and what am I going to tell my kids?” (P8, 32 years)

When asked if he used a digital resource to reduce his ill feelings, he mentioned a
website called digital pills. He further explained:

“It’s a website where you get some prescriptions on mental health issues… [it
guides] you through different mental health prescriptions, even when you think of
committing suicide.” (P8, 32 years)

P4, a student and barista by profession, started taking drugs to resolve his stress
during the pandemic. To quote P4,
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“I actually got on some drugs …[I]t actually helped calm me down.” (P4, age
unknown)

P4 did not elaborate further on the types of drugs he was taking, but the conversation
hinted that the drugs were not prescribed by his medical team. P4 was trying to focus on
school and work simultaneously and, as someone short on time, found a quick solution
to calm himself down. P11 also reported starting drugs during the pandemic. To quote
P11,

“I took some drugs. At some point, I had issues with sleeping at night. I could not
really sleep at night. So, I had to take drugs… to sleep.” (P11, 25 years)

P11 confirmed that no doctor prescribed these drugs, and she thought taking them
would be a good idea.

Mental Health Support
Current Coping Mechanism

Research shows that autistic individuals demonstrate resilience through coping
despite being exposed to heightened stress and anxiety resulting from uncertainty and
limited opportunities for in-person social interaction [29]. Despite all the psychosocial
challenges that they were going through, our participants made efforts to move past this
difficult situation.

P2 and P3 used online streaming and watching movies as coping mechanisms. P1
and P2watched horror movies as they built up the tension andmade them forgetful about
their stressful situations. P2 mentioned,

"The reason I like horror movies is the kind of tension that you have when watching
the movie, so that’s the most enjoyable part of watching horror movies for me!”
(P2, 21 years).

Therapies played a vital role in our participants’ survival during the pandemic by
helping them organize their thoughts. The feeling of not being alone helped them address
their mental health issues. Our participants also felt that having pets could be helpful
during such times. They considered taking care of pets as their “personal therapy.” P3
practiced meditation and watched YouTube videos of guided meditation, which helped
to reduce anxiety and stress. To quote P3,

“I like [to] meditate often, that helps me relax. That’s very good for stress, just
like 20-minute meditation.” (P3, 21 years)

Role of Technology
Our participants showed enthusiasm for technological solutions to reduce stress and
anxiety. P1 talked about having a VR headset and how being immersed in a different
world distracted their minds and shifted focus away from unwanted feelings. P1 stated,

“I’m looking into getting an Oculus Rift VR headset for my birthday, like a week.
I was really interested in trying that to see if … the immersion of those type of
games would be alleviating.” (P1, 24 years)
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P10 believed that even using a phone for everyday things (e.g., listening to music or
having a workout device) could reduce some mental anxiety. To quote P10,

“It gives the clear evidence that…. I can recoup my mental situation with mobile
apps.” (P10, 26 years)

P8, a commercial driver, shared his opinions in the following way.

“If I could have an application or technology that can detect my stress, and tell
me, I’m driving too much, I should .. Relax myself. That will be very, very lucrative
for me.” (P8, 32 years)

P15 used the Calm [27], an application that provides resources to people who suffer
from stress and anxiety. P15 explained what features of the app he liked:

“I actually like … the availability of… different musics and the reminder… It
relax[es] my nerves.” (P15, 25 years)

P9 wished to have a technology that could give him something to do based on
ongoing context (what was happening at that moment). P11 talked about how she could
give details about her situation and the technology (e.g., app) could tell her how to
reduce her stress. P12 discussed a technology that would be able to provide a user
with solutions based on what the user describes to the technology (e.g., chatbot). P3
considered technology could be useful. However, he was skeptical that excessive use of
technology could become a source of stress. To quote P3,

“If you’re just like watching like Twitch streams all day… If you have work to do
and the technology is distracting then that definitely contributes to stress.” (P3,
21 years)

Feedback on MindBot
MindBot Prototype Impressed Our Participants

In the last part of each interview, we demonstrated MindBot to our participants over
zoom.Wewanted to gather feedback aboutMindBot and its features from autistic young
adults, as the feedback would help us better understand which features were considered
useful and which features needed to be redesigned or removed. Overall, our participants
considered MindBot’s idea innovative and mentioned that they would be interested in
using it. The following quotes highlight this.

“This whole idea and project are so good. I almost feel jealous not to be a part
of research like this myself. This seems really well thought [out] the way it is
designed.” (P1, 24 years)

“For this one, I will give it 100% and say, Bravo! Because for me, as I said earlier,
I don’t share most of my problems with people. So, considering my knowledge on
chatbots, this is a perfect idea.” (P2, 21 years)
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“One of the features that I do enjoy about this app is a chatbot… Instead of go
seeing a therapist, now just communicating with the bot. It’s, to an extent, nice.”
(P6, 31 years)

“I love everything about the app. It’s fun. I actually love the instant feedback. The
instant is good. I can use it to get instant mental help services, prescriptions, and
services.” (P7, 34 years)

“According to what I’m seeing it, it’s very, very perfect. I like it.” (P14, 29 years)

Improving Chatbot
We also received insightful suggestions to improve MindBot. One clear design impli-
cation is that participants recommended ways to make the AI chatbot more friendly.
Instead of a separate app, they wanted to communicate with the bot via the phone’s
messaging application like they would with their friends with actual phone numbers.
They also mentioned that having a delayed response from the bot would be considered
genuine and thought-out. P1 mentioned,

“I feel like if it replies right away, right when I say something, it would almost be
a little less genuine.” (P1, 24 years).

P1 and P2 suggested including users’ hobbies and interests so that the chatbot could
follow up by asking about these interests. P3 emphasized improving the bot’s avatar
since he would not like the bot to appear “like a cold robot.” To make the bot more
human-like, P1 offered that the bot could follow up with users after a conversation and
send reminders to come back and talk (like a human friend).

Participants wanted to add more empathetic responses and to have a continuous
conversation over multiple days. They envisioned the bot sending a follow-up message
the next day asking how users were holding up after a stressful night.

Participants liked the idea of saving the chat history option. Having control over what
specific chat messages would be saved would empower users to protect their sensitive
messages. To quote P3:

“It will be cool to have the option of saving specific messages. Personally, I like
savingmessages but not all so that I would remember the conversation afterward.”
(P3, 21 years).

P9 wanted a notification feature to remind him to speak with the chatbot, while P13
wanted a feature where the chatbot could “speak” rather than “chat” with the user.

Other Suggestions
Our participants provided additional suggestions. P1 noted that the big red help button
on the chat page was out of place and distracting. P2 wanted MindBot available on web
browsers. P2 often put their phones aside to take a break and thought that havingMindBot
on mobile and the web would be helpful. P5 wanted an option to play music, see funny
images or emojis, and send positive messages from the chatbot to other users. P6 and
P9 suggested having a forum for people using the app. In addition, P9 was interested in
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talking with other app users. P7 wanted a timer feature in MindBot. P10 suggested that
the app should provide a sense of it being real, not too technical. P12 mentioned that the
instant feature could ask users a question and tell users what they can do. P15 wanted
to see a sleep feature, instrumental music, and an image of hope for the instant.

4.4 Findings from the Cognitive Walkthrough

In this section, we focus on findings from the cognitive walkthrough. To enhance the
effectiveness of MindBot, we conducted a cognitive walkthrough of the system (N
= 20). As cognitive walkthrough requires expert users with experience in evaluation
techniques and Human-Computer Interaction, we recruited participants from a gradu-
ate level Human-Computer Interaction course who were trained on applying cognitive
walkthrough on computing applications. As this type of evaluation requires specific
skills and knowledge in user interface design and computing systems, we did not recruit
participants who lacked such skillset.

Each cognitive walkthrough participant completed the following four tasks that
enabled them to identify usability and learnability issues associated with them:

• Task 1: Log in to the app by creating an account
• Task 2: Prompt the Chatbot to start a conversation
• Task 3: Respond to Chatbot messages with emotion
• Task 4: Log out of the app.

After performing each task, each participant answered the following four questions.

• Q1: Did you achieve the right outcome?
• Q2: Did you notice that the correct action is available?
• Q3: Did you associate the correct action with the outcome you expected to achieve?
• Q4: If the correct action was performed, did you see that progress was being made
towards the intended outcome?

Table 3 shows the responses of our participants, which shows that our participants
successfully performed Tasks 1, 2, and 4 (90% to 100% success rate). For Task 3, we see
that 18 participants (90%) achieved the right outcome for Q1. However, only 11 (55%),
12 (60%), and 12 (60%) participants were successful for Q2, Q3, and Q4, respectively.
We analyzed participants’ comments to understand the underlying reason for the lower
success rate for Task 3. MindBot was initially designed where users needed to compose
a chat message first. Users could choose emojis to represent their emotions when they
pressed the send button. Users found this sequence of operations confusing. This finding
inspired us to implement an emoji keyboard in our updated version, discussed in Sect. 5
(see Fig. 6).
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Table 3. Cognitive walkthrough responses

Task # Question # # Of Successful Participants

Task 1 Q1 20 (100%)

Q2 20 (100%)

Q3 19 (95%)

Q4 19 (95%)

Task 2 Q1 19 (95%)

Q2 19 (95%)

Q3 20 (100%)

Q4 20 (100%)

Task 3 Q1 18 (90%)

Q2 11 (55%)

Q3 12 (60%)

Q4 12 (60%)

Task 4 Q1 19 (95%)

Q2 19 (95%)

Q3 19 (95%)

Q4 18 (90%)

5 Discussion

Our findings suggest that mobile-based applications can potentially deliver interventions
effectively. As mentioned earlier, such solutions are not a replacement for face-to-face
intervention, but they show promise.

5.1 Design Implications

Our findings also led us to three design implications, which are discussed below.

A Need for Mental Health Resources and Education
As mentioned earlier, some of our interview participants took extreme measures (e.g.,
suicidal thoughts, and taking illegal drugs) during the pandemic. This finding inferred
the following expectations of the participants.
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• A service to alleviate their stress.
• An emergency support system to get help in extreme situations (e.g., suicidal thoughts
and ideation).

• A support system for diagnostic services and alternatives to extreme measures.

To meet these expectations, a mobile-based technology can be designed to provide
mental health resources and educate users on appropriate drug use, especially for those
with suicidal thoughts.

Social Aspect
Connecting with others during the pandemic was crucial for P9, P10, and P14. Similarly,
P6 and P9 wanted a forum in theMindBot app to share their experiences and frustrations
with other autistic young adults. A question may arise if a traditional social media
platform (e.g., Facebook) is better in this regard. Facebook already has a remarkable
existing user base, and it is straightforward to set up a Forum on Facebook. However, we
believe that the MindBot forum could offer benefits beyond an existing social network.
For example, it will bring a small number of people actively looking to reduce their
stress together in one place. It may include an unconventional way of providing a social
aspect. One idea is to design a night sky-like digital board, where each star represents
an autistic user. Such visualization can offer a sense of solidarity to autistic individuals.

Stress Management Guide
Technology can play an important role by automatically detecting stress and inform-
ing users how to deal with it. Islam et al. provided an affordable mobile and wearable
technology-based solution to predict the stress of autistic college students [28]. Integrat-
ing such a solutionwithMindBot could be beneficial. After detecting the stress,MindBot
may provide a stress management guide to aid users through particular scenarios.

5.2 Future Goals and Current Status of MindBot

Our future goal is to developMindBot 2.0 by addressing suggestions provided by our par-
ticipants and by evaluatingMindBot with other autistic individuals. We have improved a
few features by addressing recommendations by our participants. Figures 5 and 6 show
some screenshots of this refined MindBot. Figure 5 shows that MindBot has separated
registration and sign-in pages. We have also combined the settings and account pages
as setting pages, implemented theme color and font size options for user preferences,
and added a “delete account” option (Fig. 6). For the chatbot page, we implemented a
feature that allows users to select emotion emojis for each message.
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Fig. 5. Start, registration, and sign-in screen

Fig. 6. Home, chatbot, and setting screen.
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6 Conclusion

Our research highlighted the need for effective intervention techniques to reduce the
stress and anxiety of autistic young adults during prolonged isolation. In MindBot, we
incorporatedMBCT and an AI Chatbot to help autistic individuals to manage their stress
and anxiety. We identified various problems that autistic individuals experienced dur-
ing the pandemic due to increased mental health issues. We also shed light on specific
reasons that caused stress in autistic individuals because of the need to adapt to the
pandemic lifestyle. We believe that by focusing on constructive and optimistic coping
mechanisms and building positive energy, technology likeMindBot can lead to an effec-
tive approach to addressing autistic young adults’ mental health conditions during and
after the pandemic.
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Abstract. Self-tracking through wearable devices and mobile applications is
becoming increasingly common, especially for health measures. In particular,
self-tracking tools hold great potential to help patients with chronic illnesses with
self-management, as they can allow for continuous data collection and provide
trends and insights that can help patients navigate their daily lives. This study
examines 18 mobile apps for diabetes self-management and uses thematic anal-
ysis and computer-mediated discourse analysis to understand the key messages
being communicated to users through App Store descriptions. The specific focal
concept is agency; the study explores the extent to which app descriptions dis-
cuss affordances which allow users to manage their health in their own life con-
texts, according to their own preferences and goals, or whether apps, based on
their descriptions, undermine users’ agency. The study finds that app descriptions
imply different possible modes of agency: apps may be used to afford users max-
imum ease and convenience (alleviating burden and delegating more agency to
the apps) and/or to equip users with an improved capacity to manage their own
health (strengthening their own capacity for agency). Beyond these different pos-
sible modes of agency, however, this study finds that overall, based on these apps’
self-descriptions, user agency is limited. Despite plentiful mentions of flexibility,
personalization, customization, and context, there are few indications that apps’
interfaces and functionalities can meaningfully incorporate and adapt to users’
context, preferences, and goals.

Keywords: Health technology · Health information · Self-tracking ·
Self-management · Diabetes · Chronic illness · Agency

1 Introduction

As technology becomes increasingly embedded in our lives, digital self-tracking tools
(i.e., wearables or smartphone apps) have been rapidly gaining uptake, particularly in the
health space [13]. In addition to the unprecedented ability to collect and display health
information in real-time, self-tracking tools have a didactic element that can help patients
see trends and patterns in their data and link cause and effect. While most self-tracking
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research focuses on healthy consumers, self-tracking tools can be of immense value
to patients with chronic health conditions, providing novel access to data and insights
and enabling more independent, self-driven health management [2]. Recent studies have
begun to explore self-tracking tools for patients with chronic conditions such as diabetes
[21], HIV [30], Parkinson’s Disease [23], Multiple Sclerosis [3], mental illness [32], and
more. Ensuring thoughtful design of these tools is extremely important because data that
is inaccurate, misleading, or presented in an undesirable way may result in anxieties,
disruptions, and direct adverse health impacts that may be a matter of life or death.

Caution around the way that self-tracking tools are designed is certainly warranted.
Previous research has demonstrated that they are often not designed in ways that support
people’s changing health status, goals, or practices, and that they often make assump-
tions about what and how people want to track [14, 24]. This paper focuses on mobile
apps for diabetes self-management and uses the concept of agency to consider whether
users are afforded opportunities to track according to their own goals and preferences.
By analyzing apps’ public-facing descriptions, this study explores how apps position
themselves to users and considers the role of agency in the features and affordances they
describe.

2 Background

Diabetes is one of the most prevalent chronic conditions in the world and requires
consistent and attentive self-management. Diabetics must ensure that their blood glucose
is always within a stable range, taking care to avoid extremes in either direction. This
is a complex process that involves anticipating one’s activities and their impacts on
blood glucose. Indeed, Jull et al. estimate that many diabetics must make as many as 600
different decisions daily [16]. To assist with self-management, devices that continuously
measure patients’ blood glucose can feed data to apps which can help patients keep track
of their blood sugar levels, identify trends, and understand contributors to high or low
readings.

In practice, self-management looks different for everyone, as patients have very
different goals and life contexts. Raj et al. [27] have demonstrated that apps for diabetes
self-management lack a “contextualized understanding” of patients’ circumstances and
practices and thus are not sufficiently able to give people the most appropriate support
or guidance. Research has also shown that patients have different preferences for how to
go about tracking and managing their health data. Costello and Veinot [8], for example,
describe five approaches that people take when interacting with their health information:
avoiding, receiving, asking, verifying, and seeking. Adams et al. also demonstrate a
distinction between those who prefer numeric tools for self-tracking and those who
prefer more qualitative tools [1]. Such evidence suggests that self-management tools
should allow patients to track flexibly, according to their own preferences and needs. We
thus turn to the concept of agency.
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Agency has long been debated in many fields, but its usage in science and tech-
nology studies (STS) and, more specifically, actor-network theory (ANT), is adopted
here. ANT considers social actors to be an amalgamation of associations—constantly
shifting assemblages of the people, places, discourses, ideas, objects, technologies, and
so on [18]. Importantly, ANT ascribes agency to any “actor” that “modif[ies] a state of
affairs by making a difference.” Thus, technologies like self-tracking tools have agency
in that their affordances can “authorize, afford, encourage, permit, suggest, influence,
block, render possible, forbid, and so on” [18]. Put more directly, when it comes to
technology, “human agents conspicuously do not call all the shots”; rather, “material
and human agencies are mutually and emergently productive of one another” [25]. Duus
et al., writing on self-tracking tools, for example, propose the concept of the “agency
pendulum”, wherein the human and the tracker can influence behaviors and decisions
at different times, depending on how the human configures the tool and their attitudes
toward it [12].

Prior research on diabetes self-management technologies supports these ideas, find-
ing that assemblages of personal preferences, relationships, informational resources,
tools, and particular contexts constantly affect one another, influencing patients’ actions
and the meanings they attribute to self-management tools [9, 16]. Careful consideration
of these assemblages allows us to identify different elements and actors within them
and their impacts on patients. Thinking about the agency of self-tracking tools them-
selves can help contextualize situations in which patients cannot foresee or control tools’
actions, which might undermine their agency to track as they wish and, further, might
have consequential mental and physical health impacts [20].

3 Methods

To extract and analyze themes from app descriptions, the first stepwas selecting a sample
of diabetes self-management apps. This was done by searching the App Store using
the term “diabetes” and either “manage*” “track*”, “log*”, “journal*”, “record*,” or
“diary.” This search was conducted in June 2022. The following inclusion criteria were
used to select the sample1: (1) the app focused on holistic diabetes management (i.e., not
just tracking one aspect such as meals), (2) allowed for data integration from an external
sensor device (i.e., glucosemonitor or smartwatch), (3) not linked to a single brand-name
product or device, (4) in English, (5) at least 25 App Store ratings, (6) publicly available
and free to download (not including the option for separate, in-app purchases), and (7)
updated since 2020. The search yielded 168 results, of which 150 were excluded due to
failing to meet the inclusion criteria. The final sample consisted of 18 apps. To ensure
other apps that fit the criteria had not been overlooked, the author cross-checked the App
Store on multiple devices (iPhone, iPad, and MacBook) and referenced online articles
listing top apps for diabetes management.

1 Search terms and inclusion criteria are adapted from Caldeira et al.’s [6] study of mobile apps
for mood tracking.
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After the final sample was identified, App Store descriptions for each app were
manually retrieved in July 2022. Thematic analysis [5] and computer-mediated discourse
analysis [15] were used to capture key themes. Following Braun & Clarke’s approach,
the entire dataset was coded, and themes were generated, consolidated, and distilled
until they were distinct and clear. Herring’s computer-mediated discourse analysis was
used to understand how agency was operationalized through word choice and other
semantic decisions. Language invoking agency was specifically extracted during coding
of the dataset. Following Tanninen et al. [31], the expectation was not to see the word
“agency” used explicitly, as it is not common in everyday speech. Rather, the approach
was to assess what common discourse features and terms invoked the idea of users’
freedom to track as they wished, in accordance with their own goals and preferences.

4 Findings

Three broad themes emerged from the thematic analysis. First, ease and convenience
(Fig. 1) relates to the features andmechanisms allowing users to log their data, interpret it
(e.g., visualizations or descriptions of trends), and access it, with minimal stress, burden,
or confusion. This theme is invoked by nearly every app; descriptions include phrases
such as “quick and easy input,” “least possible effort,” or “in just a few clicks.” One
description states that the app is “designed to get your entries in as quickly as possible,
with controls close to your thumbs” [11].

Fig. 1. Ease & convenience

The second theme, improved health management capacity (Fig. 2) relates to the
bigger picture of health and disease management. Language that appeals to this theme
often references daily routines of disease management and how the app helps users plan
around elements of their daily lives, so they feel more in control. One app description
claims: “With more information, you are able to plan into the future. Spend less time
carb counting and tracking insulin, and more time on the things you love” [26]. App
descriptions also frequently invoke language referencing progress or improvement, using
phrases like “level up” or “manage your diabetes better.” Some apps do this by implying
obligation or duties (i.e., “ensure you are diligent…” or “make sure you check…”), while
others appeal to their ability to help users develop a better understanding of factors that
affect their disease, leading to more confidence and control.



310 R. Tunis

Fig. 2. Improved health management capacity

Finally, Fig. 3. Demonstrates how agency, the third theme, is operationalized in
app descriptions. Agency is discussed indirectly, through references to flexibility, cus-
tomization, personalization, and context. These terms are primarily used to describe
app features; for example, users can add “notes” providing context to data or customize
their target blood sugar ranges. Beyond basic customizable features and results that are
“personalized” (i.e., based on users’ unique data and measurements), opportunities for
delineating preferences, setting goals, and meaningfully incorporating context are lim-
ited. For example, few app descriptions mention that users can set goals in the app, and
no app description indicates that the app’s interface or functionality adapts to the context
the user provides or goals they input.

Fig. 3. Agency

5 Discussion

The themes resulting from this analysis are, in a way, paradoxical. The first theme,
ease and convenience, illustrates apps’ tendency to emphasize their potential to alleviate
burden by making self-management as easy as possible. This aligns with much previous
research that has found burden to be a significant barrier to consistent self-tracking [13].
On the other hand, the second theme, improved health management capacity, implies
that by regularly using the app and its functionalities, users will build their skills and
abilities such that they feel more in control self-managing their condition and overall
health. These two themes indicate different ways that users might enact agency. Using
Bandura’s description of different modes of agency [4], the ease and convenience theme
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can be said to imply proxy agency, or a reliance on other entities to act on one’s behalf
to secure desired outcomes, thus alleviating burden. The improved health management
capacity theme implies more direct control, or personal agency. The balance in how
much an app appeals to ease and convenience vs. improved health management capacity
can be seen as an example of an “agency pendulum” [12], providing hints towards apps’
expectations of how users might enact agency.

Despite the implication of multiple possible modes of agency, the findings here
indicate that apps limit agency in that their interfaces and functionalities do not allow
for meaningful adjustments based on users’ goals, preferences, and life contexts. This
is consistent with prior research—Costa-Figuereido et al. [7] found, for example, that
users of fertility self-management apps can “choose what to track, but only within the
possibilities offered… [users] usually cannot manipulate data the way they want or
choose how to analyze, compare, and visualize data at different levels of detail… the
feedback they receive is pre-defined and often generic.” Munson et al. [24] caution
that flexibility is not the same as supporting individualized goals, which requires that a
system support re-configuration aligning with user goals. This and other research [10]
emphasize that health apps can do a better job providing actionable guidance that is
tailored to users’ context and goals, especially when they face an undesirable situation
or forecast.

5.1 Limitations and Future Research Directions

App descriptions provide only a single lens into understanding how agency is distributed
in the sociomaterial assemblages that make up self-tracking apps. As such, this study
is limited in that it provides a limited lens which does not reflect an examination of
the functionalities of apps themselves, nor the experience of users. Future research
could consist of walkthroughs of apps [19] to examine the alignment between apps’
descriptions and available features, as well as interviews with users to understand their
experiences and how they use various “creative tactics” [29] to make space for agency
within apps’ imposed structures. Some research has begun to explore novel designs
allowing users to set their own parameters for self-management tools and has found
that this can be an empowering practice that supports agency [3, 22]. Such work that
explicitly considers the optimal distribution of agency for users to have their needs met
is important, as prior research has also warned about delegating too much agency to
technological tools, given that the rationales behind their design are typically far from
transparent [17, 28]. If the distribution of agency is too skewed towards tools rather
than users, there is a risk that users might be steered towards certain choices without the
awareness of the underlying platform’s structure and motives and, as a result, their own
preferences might be deprioritized and undermined.

6 Conclusion

This study analyzes the key themes communicated through app descriptions of diabetes
self-management apps and their connections to how users might enact agency. Findings
reveal that apps appeal to both how they can help alleviate burden and how users might
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build their own skills and abilities to exercise more control and agency. Still, this study
finds that agency in apps for diabetes self-management is limited, because features
offering flexibility and customization provide limited opportunities for the configuration
of app interface and functionality to truly adapt to users’ needs, preferences, goals, and
larger life contexts.

Bandura, in discussing agency, has written that “agency involves not just deliberative
ability to make choices and action plans but the ability to give shape to appropriate
courses of action and to motivate and regulate their execution” [24]. True agency thus
requires a larger view of users’ life contexts, preferences, and the options available to
them (or resources needed by them) to achieve their goals. Self-management tools that
incorporate more context, as well as guidance and informational resources that adapt
to that guidance, will be better positioned to allow users a more meaningful version of
agency.
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Abstract. Autism is a lifelong neurodevelopmental disorder that impacts individ-
uals across different genders, ages, races, ethnicities, and socioeconomic groups.
One promising, multidisciplinary area of research interest in this space is Virtual
Reality (VR). This project reviews domestic and international collaboration pat-
terns and scholarly interest relating to VR applications for autistic individuals.
The analysis uses 215 empirical papers screened and selected from 1,050 papers
retrieved from the Web of Science database. Findings show that (a) papers on this
topic are largely the product of collaborations, with the number of domestically
collaborated papers (183 papers (86%)) over six times higher than that of interna-
tionally collaborated papers (30 papers (14%)) and with the top 3 countries with
collaboratively authored papers being US (n= 100), UK (n= 32), and India (n=
20); (b) collaboration has increased over time; and (c) domestically collaborated
papers tend to be on the rise, most notably since 2018. In terms of research trends
relating to VR for autistic individuals, topics of study are comparable between
domestically collaborated papers and internationally collaborated papers, with a
few notable exceptions relating to the focus of study.

Keywords: Autistic individuals · Virtual reality · Collaboration patterns ·
Research trends

1 Introduction

Autism is a lifelong neurodevelopmental disorder characterized by deficits in two core
domains: (1) social communications and social interactions and (2) restricted repetitive
patterns of behaviors, interests, and activities [1]. Autism (also termed autism spectrum
disorder (ASD) and closely associated with the neurodevelopmental disorder Asperger
syndrome (Asperger’s)) is increasingly prevalent since it was first observed and recorded
in the 1940s. As many as 1 in 44 children have been identified with autism in the US
[2]. Autistic individuals come from all racial, ethnic, and socioeconomic groups.

Virtual Reality (VR) technology is successfully paired with interventions for autis-
tic individuals. VR offers the opportunity to simulate the real world as it is or create
completely new worlds based on computer graphics [3]. Autistic individuals tend to
have a natural affinity for screen-based technology, and the controlled environment pro-
vided by the computer is beneficial [4]. VR-based worlds can be designed to facilitate
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the understanding of skills and concepts, and the learning to perform certain tasks [5].
Autistic individuals need effective and appropriate interventions to address their skill
delays and impairments to thrive in social contexts and independent living settings, and
VR offers opportunities to stimulate safe, repeatable, and diversifiable social environ-
ments for training and learning [3]. However, little is known about the way research in
this emerging area of study has been carried out.

2 Research Questions

This exploratory research project seeks to analyze the scholarly body of literature in
VR for autistic individuals published from 1996 to 2021. Understanding the nature of
trends in this line of research in terms of national and international collaborations can
contribute to future directions of research collaboration and interventions,which in return
may lead to more efficient support services for autistic individuals using cutting-edge
technologies likeVR. To achieve our goal of understanding research trends in research on
VR interventions for autistic individuals, we seek to answer the two following research
questions.

RQ1: What are scientific collaboration trends in VR applications for autistic individuals
and in what way have patterns of collaboration evolved over time, both domestically and
internationally?
RQ2: What are the research approaches and topical trends evident in this literature in
terms of VR interventions for autistic individuals?

3 Review of the Literature

3.1 Collaboration in Research

Collaboration enables scientists to make use of others’ complementary expertise,
resources, and ideas. Therefore, collaboration enhances the efficiency of scientific pro-
duction, improves research quality (e.g., [6, 7]), and fosters advances of science in a
shorter time [8]. Collaboration in the research community ensures the high quality of
study through examinations of research topics of interest and discussion from different
scholarly perspectives [9]. Further, international research collaborations appear to show
greater research contributions to scientific fields in terms of sharing ideas, resources,
and research impacts [10, 11].

The increasingly interdisciplinary and complex nature of modern science together
with the benefits of collaboration has encouraged scientists to get involved in collabora-
tive research. Multiple-authored papers tend to increasingly dominate single-authored
papers [6]. Though international collaborations (ICs) are on the rise [8, 12], they are lower
in proportion to domestic collaborations (DCs) [8, 13] and have a slower momentum
than DCs [8, 14]. Internationally collaborated papers (ICPs) of the two most dominant
countries in research publication outputs, the USA and China, account for 34.7% and
25.9% respectively of their total publications [13]. ICPs in the top five countries regard-
ing research publications range from25.9% to 54.7% [13]. Though lower in proportion to
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domestically collaborated papers (DCPs), ICPs still account for a significant proportion
of a country’s publication outputs, accounting for at least 20% of a country’s scientific
publications in general [13].

3.2 Trends in Virtual Reality Interventions for Autistic Individuals

Collaborative research on VR interventions for autistic individuals is not uncommon in
this field of science. This is because the design and development of the interventions and
research require expertise from different domains, for instance, evidence-based interven-
tions for autistic behaviors, computer programming for VR environments, instructional
design with multimedia components. At the same time, the significance of interdisci-
plinary collaboration inVR-related interventions is continuously realized by the research
community. Collaborations among engineering, computer science, newmedia, arts, edu-
cation, healthcare, and so forth can be witnessed, both domestically and internationally
[15, 16].

Topically, studies on VR interventions for autistic individuals tend to focus on social
skills [3, 17, 18]. Besides social skills, VR interventions for autistic individuals have been
reported to target independent living skills such as driving skills, job interview skills,
safety skills such as pedestrian skills and skills with following road signs [19]. The use
of VR games as interventions is also reported as a line of research in the field [19].
Although reviews on VR applications in skill training support for autistic individuals
published in empirical studies have been conducted and have made some contributions
to the exploration of topical trends, to date, no rich understanding of research trend
similarities and differences between DCPs and ICPs have been carried out. Hence, we
identify the need for conducting this research to assess this gap.

4 Methodology

The data for this research was drawn from the Web of Science-All Databases (WoS).
Cursory searcheswere conducted onGoogle Scholar and theWoS, startingwith “autism”
and “virtual reality”. Google Scholar was not used to pull data since Google Scholar
does not support data retrieval from their system. The titles, abstracts, and keywords of
the returned literature were examined for the nature and variations of the two original
keywords. Tomake sure the research results included all the variations of the two original
keywords, we also examined and included keywords used in prior systematic reviews
on VR interventions for autistic individuals [20–22]. Table 1 shows the keywords used
in the search query.

Our initial search, conducted on July 7th, 2022, by two researchers in the team,
identified 1,050 papers published between 1994 and 2021. The dataset included authors,
abstract, title, language, and publication type; the dataset was then imported to R Studio
[23], where duplicates, blank abstracts, non-English sources, and documents which were
not journal publications or conference proceedings were excluded. This reduced the
manuscripts to n = 842. Titles and abstracts were combined as a new variable and then
used for further data selection and for the text mining analysis.
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Table 1. Keywords in the search query.

Term one Term two

Virtual Reality, VR, virtual learning environment,
virtual environment, virtual world, 3D virtual
world, MUVE, CAVE, head-mounted display

Autism, Asperger, ASD, pervasive
developmental disorder, PDD-NOS

To determine which manuscripts were eligible to be used, we developed inclusion
and exclusion criteria based on the PICo framework for qualitative studies [24]. For
Population (P), manuscripts had to have autistic individuals as the focus of the research
and as research participants. Regarding Interest (I), papers had to describe the use of aVR
system. For Context (Co), the VR system had to have been used to deliver an intervention
for autistic individuals. Two researchers in the team first met and worked together to
apply the criteria with the first 10 manuscripts in the dataset. Any discrepancies in the
understanding in the criteria were discussed until consensus was reached. After that, the
two researchers worked independently to select the papers, and then met to compare and
discuss the results. A total of 215 papers published from 1996 to 2021 remained after
applying these criteria.

We used R Studio [23] to establish collaboration patterns, and the text mining fea-
ture ‘word frequencies’ for unigram and bigram frequencies in MAXQDA Pro [25] to
understand the topical research trends. When using the ‘word frequencies’ function in
MAXQDA, we applied the stop word removal using the built-in standard list of stop
words and lemmatization. Words like ‘virtual’, ‘reality’, ‘autism’ were excluded as stop
words. We also used the heatmaps by VOSviewer [26] for further understandings of the
results from the n-gram analysis.

5 Findings

5.1 Authorship Trends

Papers on VR for autistic individuals are largely the product of collaborations, which is
in alignment with the literature [8, 12–14]. Out of 215 papers, 213 (99%) are multiple
authored papers and only two papers (1%) are single authored. Of the collaboratively
authored papers (n = 213), the number of DCPs is over six times higher than that of
ICPs, 183 papers (86%) and 30 papers (14%) respectively. The top 3 countries with
collaboratively authored papers are US (n = 100), UK (n = 32), and India (n = 20)
(Table 2). For these, ICPs are outnumbered by DCPs. ICPs are 11 papers (11%), 12
papers (37%), and 7 papers (35%) for US, UK, and India respectively.

Collaboration, in general, has increased over time. The first paper in this line of
research was a single authored paper, published in 1996. Since then, on average, papers
in this line of research have been authored by at least three authors. From 2004 to 2007,
the average number of authors per paper ranged from 3 to 3.5. From 2008 to 2021 saw
the increase in the average number of authors per article, as compared to 2004 to 2007,
with most of the years averaging 5 or more authors per paper (see Fig. 1).
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Table 2. Collaborations in the top five countries.

# Country Collaboratively authored papers (% of N = 213) DCPs (% of n) ICPs (% of n)

1 USA 100 (47%) 89 (89%) 11 (11%)

2 UK 32 (15%) 20 (63%) 12 (37%)

3 India 20 (9%) 13 (65%) 7 (35%)

4 Spain 12 (6%) 10 (83%) 2 (17%)

5 Italy 10 (5%) 8 (80%) 2 (20%)

Fig. 1. Average number of authors per paper, by year

Likewise, the trends in publications between domestic and international author teams
can be assessed. DCPs take place at a higher rate than ICPs (Fig. 2). Despite the fluc-
tuations in the number of publications over the year, DCPs tend to be on the rise, most
notably since 2018. Despite the rise in the number of publications from ICPs since 2015,
the number of international publications in this line of research is consistently low over
the year.
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Fig. 2. Number of DCPs and ICPs over the year

5.2 Research Trends

Trends between DCPs and ICPs can be observed through the top unigrams and bigrams
of titles and abstracts (Table 3). While autistic participants in VR studies range from
children to young adults, children are the most targeted participants in both types of

Table 3. Top unigrams and bigrams in DCPs versus ICPs.

DCPs (n = 183, % of n) ICPs (n = 30, % of n)

Terms Number of
papers (%)

Frequency Terms Number of
papers (%)

Frequency

Child 106 (57.9%) 444 Child 12 (40%) 50

Adult 37 (20.2%) 102 Social interaction 7 (23.3%) 15

Social skill 36 (19.6%) 60 Cognitive 7 (23.3%) 14

Game 33 (18.0%) 107 Adolescent 7 (23.3%) 11

Adolescent 33 (18.0%) 67 Game 6 (20.0%) 20

Social
communication

23 (12.6%) 44 Social
communication

6 (20.0%) 9

Joint attention 12 (6.6%) 38 Gaze 5 (17.0%) 9

Emotion
recognition

10 (5.5%) 15 Attention 4 (13.3%) 14

Drive skill 8 (4.3%) 12 Adult 4 (13.3%) 7

Job interview 7 (3.8%) 33 Emotion 3 (10.0%) 10
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collaborations (term: child, 58% in DCPs and 40% in ICPs). The clinical focus of
the papers in both types of collaboration is on addressing core deficit areas of autistic
individuals, which are deficits in communication and problems with social interaction.
Social skills received the most attention (e.g., term: social skill, 19.6% in DCPs and
term: social interaction, 23.3% in ICPs). The use of VR-based games to support skill
training are also made up of a significant portion of the selected papers in both DCPs and
ICPs (i.e., term: game, 18.0% in DCPs and 20.0% in ICPs). The differences in research
trends between DCPs and ICPs are noticeable in the focus of training skills which can
lead to economic autonomy such as job interview skills and adult independent living
skills such as driving, which is a trend in DCPs (e.g., term: drive skill, 4.3% and term:
job interview, 3.8%), but not in ICPs.

To have a richer understanding of the research trends between DCPs and ICPs, we
also use heatmaps (Figs. 3 and 4) generated by VOSviewer [26]. Clusters of terms in
Fig. 3 show that topical trends in DCPs include the use of VR games for improving emo-
tions and interactions for children (terms: game, child, emotion, interaction), usability
evaluations to gauge cognitive load and eye gaze inVR environments for autistic children
(terms: usability study, cognitive load, eye gaze, child), VR for learning enhancement
in the classroom for autistic children (terms: child, learning, classroom, attention), VR
to reduce anxiety/phobia for autistic children (terms: child, anxiety, phobia), and VR
for training independent living skills for autistic young adults (terms: virtual inter-
view training and transition age groups). Two observable trends in ICPs include VR
for improving social communication skills (term: social communication skill) and for
enhancing emotion and attention skills for children (term: emotion, attention, emotion,
child).

Fig. 3. Heatmap of n-grams for DCPs
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Fig. 4. Heatmap of n-grams for ICPs

6 Discussion, Limitations, and Future Work

The results of our study indicate that in general, domestic and international collaborative
work into VR systems to support autistic individuals is consistent with the nature of
collaborations reported in the literature. Collaboration has been the norm since the early
days of this line of research. The finding in the trend in multiple authored papers echoes
results reported in the scientific literature (e.g., [6, 7]).

Specifically, work in VR interventions for autistic individuals is collaborative and
largely domestic. Despite the increase in the number of ICPs, DCPs have a considerably
larger share and greater momentum. This finding corroborates the finding byMaisonobe
et al. [8] that despite globalization, domestic research teams are more common than
international research teams. What is interesting is the proportion of ICPs on VR for
autistic individuals observed in the top five countries in terms of publications is con-
siderably lower than that of ICPs in the top five countries in scientific publications in
general identified in the literature (e.g., [13]). The proportion of ICPs in the top five
countries in our study ranges from 11% to 37%. The USA, which has over 34% of
IC publications in scientific research in general, has only 11% of their research papers
on VR interventions for autistic individuals, resulting from international collaboration
efforts. Also, we found the ICPs among the top players in this line of research can be
as low as 11%. The disproportion in ICPs of this line of research compared to ICPs in
scientific fields in general indicates that ICs in this line of research have not received as
much attention as other lines of scientific research. One plausible explanation for this is
related to the affordability and availability of VR-based technology in most countries.
This calls for more ICs so that more international researchers will be able to work on
this topic thanks to the benefits of ICs such as knowledge and resource sharing.
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The comparison of DCPs and ICPs shows that scholarly interests in this line of
research are comparable, but DCPs have more topical research trends. The target skills
in both DCPs and ICPs found in this study are quite like the findings in the literature
which show that social and communication skills [3, 17] and games [19] tend to be the
focus of research on VR intervention for autistic individuals. Our current study also
found that this line of research has focused more on autistic children than on autistic
teenagers and autistic young adults as research participants in both DCPs and ICPs.
This calls for more collaborative research work in this line of research, domestically and
internationally, for a better understanding of how to design VR interventions to support
autistic teenagers and young adults, especially when these demographic groups tend to
be faced with greater barriers to support services to undertake usually daily activities
than autistic children [27]. Also, among the prominent research trends in DCPs is the
focus on economic autonomy and independent living skills for young adults, but this
trend is not observed in ICPs.

Limitations to the current study include the approach to assembling the corpus.
Anecdotally, the way that autistic individuals have been described in the literature has
changed rapidly over the years. Even if the terminology surrounding VR has remained
relatively constant, being certain of recall as it pertains to papers about work with autistic
individuals is less certain. Also, the findings of this study relating to the topical research
trends were derived from the title and abstract analysis rather than the full-text analysis.
Future research could carry out a full-text analysis for deeper insights of research trends
on this topic. This paper also did not explore topical trends in this line of research over
time. This is an area future research could investigate as well.

Although it does not pertain to the research questions this paper asks, future research
should consider the nature and impact of collaborations in this area in relation to national
variations in recognizing needs for support services for autistic individuals [28, 29],
misinformation about the disorder [30], and the perspectives of families and autistic
individuals themselves towards autism in general and an autism diagnosis [31]. In the
corpus under study, out of almost 200 countries in the world, only 31 countries were
represented. How can research teams in the countries not represented be enticed to
participate in study in this important area of research?

7 Conclusion

Our current study’s findings about DC and IC patterns in research on VR interventions to
improve the quality of life of autistic individuals are in alignment with findings in other
areas of scientific work, implying that this work continues in a standard fashion. We
consider such findings are promising. This project likewise considers the topical nature
of work to support autistic individuals over the past 20 years and finds that interest on
the part of DCs is very similar topically to work done through ICs but more diverse and
targeting participants of wider age ranges.
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Abstract. With the rapid development of digital humanities research and the digi-
tization of ancient Chinese books, annotation has become a critical pre-processing
activity to extract information for quantitative analysis and to prepare training cor-
pus for natural language processingmodels. Sincemanual annotation is a repetitive
and time-consuming task that occupies the majority of humanities scholars’ time,
humanities scholars are looking for tools to facilitate annotation.However, existing
tools cannot fulfill the annotation needs of humanities scholars. Few studies have
investigated current annotation practices and requirements of humanities schol-
ars, not to mention Chinese annotators. This paper explores Chinese humanities
scholars’ annotation practice, needs, and expectations of annotation tools based on
interviews with 12 participants from different humanities disciplines. The inter-
view transcripts are coded in three steps: open coding, axial coding, and selective
coding. Six main categories are identified. We described the analysis results of
three categories: annotation practice, feature requirements, and user experience.
We further discussed the design implications and requirements of the research
environment and the limitations of the work and future work.

Keywords: Digital humanities · User behavior · Text annotation

1 Introduction

Annotation is commonly used in traditional humanities studies to facilitate close reading
and text interpretation [1]. It is one of the “scholarly primitives” of humanities research
[2]. For Chinese humanities scholars, especially those dealing with ancient Chinese
texts, annotation has always been an essential yet time-consuming part of their research.
Annotations used to be conducted on printed books or text editors. Most often, the
annotations serve as notes for subsequent interpretation and writing. Still, they can
expand to more formulaic tasks, including punctuation, named entity annotation, part-
of-speech, syntactic structure, and so on.
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Annotation tasks vary by discipline. For example, history studies rely on named
entity annotation to extract persons, relations, time, and location of events. Meanwhile,
linguistic studies focus more on lexical and grammar-level annotation, such as part-of-
speech tagging. Annotation needs are also determined by language. Chinese annotation
differs from English in that there are more complex semantics and a lack of linguistic
norms. These annotations are fundamental to ancient book collation and quantitative
linguistic or history studies.

With the thriving of digital humanities and the growing digitization of ancient Chi-
nese books, it is now possible to leverage computational methods for book collation
and large-scale text analysis. In this case, annotation has also become a foundational
pre-processing activity to extract information for quantitative analysis and to prepare
training corpora for natural language processing models. Annotation tools are needed
to increase their productivity and transform the annotated texts into machine-operable
data that can be retrieved, calculated, and used for algorithms.

Many annotation tools with different functions and user interfaces are developed to
support annotation [3–5], but most are too complicated for users of humanities back-
ground. While most annotation tools are built for corpora of English, only a few tools
are designed for Chinese annotators, especially ancient Chinese, such as Markus [6] and
LoGaRT [7]. Yet these tools are specific to entity annotation tasks and need improvement
in user experience. It is imperative to design and develop an annotation tool that takes
into consideration both Chinese annotation tasks and annotators’ habits and needs. Yet
few studies have focused on how humanities scholars annotate and what kind of tools
they need, not to mention Chinese annotators’ practice and needs.

Therefore, this study is aimed at exploring the following research questions:

1. What are the annotation tasks and needs of Chinese humanities scholars?
2. What are the desired features of an annotation tool for Chinese humanities scholars?

2 Related Works

There is an abundance of annotation tools. Neves and Sava [8] built a directory of 93
annotation tools and set 31 criteria to help annotators choose the most suitable tool. We
surveyed the annotation tools in this directory and selected eight tools to test out in depth.
The selection criteria include continuous updates, the activity of online communities,
detailed documentation, and functionalities. The selected tools are YEDDA, WebAnno,
Brat, FoLia, Catma, Tagtog, LoGaRT, andMarkus. Their annotation features, supporting
features, and configuration requirementswere examined and compared.One of the issues
with these tools is that the installation is too complicated. Some of the powerful tools
need users to download the installation package first and then setup with a specific
programming language [4, 9], which could be intimidating for humanities scholars with
limited technical skills. Various annotation tasks are supported by different tools, such
as generating dependency syntax trees [9] and metadata annotation [10]. Other desired
supporting features include but are not limited to collaborative proofreading [3, 4],
shortcuts customization [3], and visual display of multi-level annotation [5].

Although some of the tools support Chinese annotation [3–5, 9], they are not intended
and designed towards it. Chinese annotation differs from English annotation in that there
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are no explicit word boundaries, and most of the ancient texts are not punctuated [11].
The biggest drawback of these tools is the auto-annotation accuracy in Chinese, while
auto-annotation is one of the most important features that appeal to humanities scholars.
There are two annotation tools designed specifically for Chinese annotators – Markus
[6] and LoGaRt [7]. Their annotation features are not as powerful, but they are both
interfaced with critical Chinese resources, such as the China Biographical Database
(CBDB) [12] and Chinese local gazetteer collections, either to work with or refer to.
The design of these annotation tools can give us a preliminary understanding of the
common annotation tasks and features. Yet none of the tools mentioned thorough user
studies, not to mention the practice and needs of Chinese annotators.

As technologies have profoundly impacted humanities research, scholars expressed
their need for better tools for text analysis as well as annotation standards [13]. Despite
the many tools and digital humanities platforms available, the adoption and satisfaction
rate is not ideal due to the high learning curve and complex user interfaces, which roots in
a lack of understanding of user behaviors and requirements [14]. Studies have emerged to
design digital humanities platforms and tools for Chinese documents and users [15–17].
But few studies have dug into users’ needs. Given and Wilson recently documented the
behaviors and needs of humanities scholars in performing digital humanities research in
general and pointed out the importance of flexibility of digital tools, including choosing
data to input and manipulating outputs [18]. Annotation is an important work in digital
humanities and can be very complicated depending on scholars’ research objectives. A
more focused examination of scholars’ annotation practice and needs is necessary.

3 Methods

3.1 Data Collection

The study adopted a qualitative methodology to explore the annotation behaviors and
needs of humanities scholars working with Chinese texts (“annotators” hereafter). Data
were collected mainly through semi-structured interviews. We first got a preliminary
understanding of humanities annotation by investigating existing annotation tools and
relevant literature to develop the interview script. We employed purposive sampling to
cover typical areas of study so that all types of annotation tasks can be considered.
A total of 12 participants were recruited for interviews through referrals and snowball
sampling, including four faculty members, one postdoc, five Ph.D. students, and two
Master’s students. Their areas of study covered ancient Chinese philosophy, history, lit-
erature, historical geography, and linguistics (see Table 1). The first four interviews were
conducted by the first two authors together to ask questions from different perspectives.
Most interviews (11) were conducted face-to-face and one interview was conducted
online due to geographic limitations. The average length of the interviews is one hour.
The interviews were recorded and transcribed for data analysis. We also collected their
annotation work artifacts, such asWord documents, Excel spreadsheets, and screenshots
of annotation tools, to triangulate and get a better picture of their actual annotation work
[19]. The data collection stopped as no more new categories on annotation practice,
feature requirements, and user experience, which are the core concerns of the current
study, emerged in the coding process.
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Table 1. Participants in the semi-structured interviews

Participant
no.

Title Area of study

1 Ph.D. student History

2 Professor Linguistics

3 Professor Historical
geography

4 Assistant
professor

Philosophy

5 Professor Linguistics

6 Post-doc Linguistics

7 Ph.D. student Historical
geography

8 Ph.D. student Literature

9 Ph.D. student History

10 Ph.D. student Literature

11 Master’s student History

12 Master’s student Literature

3.2 Data Analysis

The data was coded and analyzed inductively guided by existing literature and platform
features. We adopted the three-step coding procedure that includes open coding, axial
coding, and selective coding [20, 21]. The first two authors, both experienced in product
design and participated in digital humanities projects, employed in-vivo coding to code
three of the interview transcripts separately and discussed the coding process together to
rule out bias in promoting validity. The second author then finished the rest of the open
coding process. The codes were then formed into 14 sub-categories and 6 categories in
the axial coding process. The categories include discipline characteristics, perceptions of
technologies, annotation practices, feature requirements, user experience, and research
environment (see Table 2).

In the selective coding stage, we established theoretical connections between the
six categories. Discipline characteristics and annotators’ perceptions of technologies
are related to their disciplinary background and determine their annotation practice,
including annotation tasks and needs, which further inform the design of annotation
tools. To better support their annotation practice, the annotation tool needs to provide
desirable features to guarantee utility as well as user experience. Meanwhile, research
environment is the cornerstone of all these aspects. It shapes the discipline characteristics,
technology perceptions, and annotation practice subliminally, and the annotation tool
design should also consider the research environment. On the other hand, understanding
annotation practice can also provide insights into constructing the research environment
(see Fig. 1).
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Table 2. Axial coding results

Category Sub-categories Example codes

Discipline characteristics Disciplinary research culture Primary sources, domain
literacy, independent research,
slow adaptation to
technologies

Linguistic features of Chinese Semantic complexity, diverse
writing style, temporal
contexts, character evolvement

Paradigm debates Value of digital humanities,
cautious about statistics

Perception on technologies Perceived value Reduce workload,
convenience, scalability

Perceived risks & doubt Low accuracy, black box, poor
usability, limited intelligence

Annotation practice Annotation tasks POS tagging, syntax analysis,
semantics annotation,
annotation hierarchy,
pre-processing, machine
annotation

Current workarounds Text editor, structured
spreadsheet, existing
annotation tools, collaboration
mechanism

Feature requirements Annotation features Auto-annotation,
disambiguation, draw
relations, customize tag-sets

Supporting features Text import, embedded
thesaurus, data export, search,
basic statistics

Collaboration & crowdsourcing Proofreading mechanism, user
management, crowdsourcing
quality control, modification
tracing

User experience Flexibility Compatible formats, reusable
tags, interface with other
platforms

Usability Efficiency, interaction
complexity, ease of use,
learning curve

(continued)
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Table 2. (continued)

Category Sub-categories Example codes

Research environment Databases & platforms CBDB, digital humanities
platforms, high-quality
database

Standard & regulations Annotation standard,
copyright protection

In this paper, we focus on the descriptive analysis of annotation practices, feature
requirements, and user experience so as to fill in the gap and inform the design of
annotation tools. The connections and causal relationships with other categories will
also be mentioned as needed.

Fig. 1. Selective coding - Theoretical connections of the code categories

4 Findings

4.1 Annotation Practice

Participants have their own expressions on what they annotate. Linguistic annotators
use more concrete concepts to describe their tasks, such as part-of-speech tagging and
constituent parsing for syntax analysis. Meanwhile, annotators in history may just view
their task as “event annotation” instead of articulating them as semantics annotation
or decompose it as named entity and relation annotation. For annotators dealing with
multiple types of tasks, the tasks are inherently hierarchical, from the phonetic of a
character, the lexical category of a word, the grammar of a sentence, and the content of
a paragraph to the structure and style of the whole document. We refer to an existing
annotation type system in the natural language processing realm [22] to summarize and
make uniform the annotation task types participants mentioned (see Table 3). In addition
to these tasks, punctuation annotation is unique to ancientChinese textswhich are usually
not punctuated, and it’s also a foundational task that help scholars to understand the texts.
Among all the task types, semantic annotation is the most common task. It includes
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named entities, domain entities, entity relationships and attributes. Linguistic annotators
deal with the most complex annotation tasks, while history and philosophy annotators
mainly focus on semantic annotation.

Table 3. The hierarchical annotation tasks

Annotation tasks Annotation unit Areas of study

Punctuation Position Linguistics, literature, history,
philosophy

Phonetics Character Linguistics

Part-of-speech Character, word Linguistics

Syntax Character, word, phrase,
position, relation

Linguistics, literature

Semantics Character, word, phrase,
relation, sentence, paragraph

Linguistics, literature, history,
philosophy, historical
geography

Document structure & style Paragraph, document
metadata

Linguistics, literature

The annotation units indicate how they perform the annotation task. It could be the
text chunk to highlight or the connection line to draw. The annotation unit is important
to tool design because annotators need to be able to highlight and select whatever they
want to put tags on. For linguistic annotators, the annotation unit is usually a word, a
phrase, or a character, especially in Chinese. And in semantic annotation, named entities
like time, location, person, and official positions are the most frequently used annotation
units, while phrases sentences, or paragraphs can also be the target units. For example,
historical geography annotators mentioned, “We sometimes need to read through the
whole paragraph to determine the disaster’s severity to tag.“ The position is used in
cases where the target is omitted, especially in the case of zero anaphora. The relation
is annotated for dependency syntax parsing, such as subject-predicate relation, verb-
object relation, and prepositional object, or semantic relations like governance relations
and temporal roles. As for the document level, the text genre, version, and paragraph
structures are usually annotated, and the annotation unit is a paragraph or can directly
be reflected as document metadata.

Despite their willingness of adopting annotation tools, none of them have found the
perfect tool to use and some of them stopped considering tools after a bad experience
on the first attempt. The main reason is that the tools can’t support their annotation
tasks, such as selecting a position to annotate. Other drawbacks include the difficulty of
installation, poor learnability, and inefficiency. Currently, Word documents and Excel
spreadsheets are the most used workarounds, as the former gives them the flexibility
to select any annotation unit, and the latter enables them to establish relationships and
yields structured data for further analysis. Some of the annotators mentioned if there
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were tools to be used in the future, they would like their existing annotations in Word
documents or text editors to be ingested as well.

4.2 Feature Requirements

Annotation Features. According to our participants, the annotation features most
in need are tag set customization, auto-annotation, and entity disambiguation and
resolution.

Tag Set Customization. Tag sets are closely related to annotation tasks and should be
defined by annotators according to their research objectives. for POS tagging and syntax
tagging, the tags may be virtually the same, but annotators still want to be able to adjust
the tags freely, especially for semantic annotation where domain entities and attributes
are very specific. For example, one participant commented on an annotated Chinese
corpus, “the tag set they designed is too ambitious. You could tell they put lots of
thoughts into trying to incorporate all the possible elements into the system. But it really
depends on the contexts, whether you want to dig deep into the linguistic inquiry. for me,
entities like person, location, and book titles are enough. it could be painful if you have
to choose among a bunch of tags you don’t need in the first place.“ Another participant
also described the complexity of the semantic annotation, “events are complicated. The
attributes of a disaster event are not limited to time and location, there are type, severity,
damage, and scope of influence. And there are logistical relations to deal with. I’M not
sure any tools can support such a complex tag set.“ Another reason that annotators are
used to customizing tag sets is the lack of standards, which is also very important for
building machine learning corpus and collaboration. Tags of basic linguistic elements
and named entities should be uniform across tools so that annotators can migrate and
integrate annotated data easily. Such a set of Chinese annotation standards is a vital part
of the research environment and would require the collective wisdom of scholars across
disciplines.

Auto-annotation. Participants have a love-hate feeling for auto-annotation. on the one
hand, theywould like to leave the preliminary annotations formachines to handle – “I just
want the simple things automatically marked out for me, like all the places and persons.
And then I only need to do the brain work instead of wasting time on the repetitive labor.“
On the other hand, they cannot fully trust themachine – “I know it is easy for themachine
to extract the information, but the extraction process needs judgment sometimes. And
I Don’t know if the people who wrote the algorithm have enough domain knowledge
and humanities background. If I have to go over all the annotations for accuracy check,
then it is still time-consuming. “They expect the auto-annotation can be an iterative
human-machine collaborative process. The machine can pre-annotate first, then while
annotators modify the pre-annotation results, the machine can actively absorb and learn
from the modifications to optimize its algorithm. “When I made some adjustments,
theoretically this machine can also know what adjustments i have made…the machine
will learn instantly and can give me some suggestions, and then i can edit on top of
it. it is a constant learning process.“ They also prefer that the machine can provide a
confidence level on the annotation so that annotators can set a threshold and identify the
annotations that need to be checked manually.
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Entity Disambiguation and Resolution. In the most common named entity annotation
tasks, different words can refer to the same entity (entity resolution), or identical words
can refer to different entities according to the contexts (entity disambiguation). To address
these issues, the annotation tool should provide a unique id to each entity, so that an index
of entities can be generated for future information retrieval and statistics. “For example,
Mengde is the Alias of Cao Cao. If we only annotate both of them as a person without
assigning them the same id, how can we include mengde when counting the number of
times the person cao cao is mentioned in the texts?” also, participants mentioned that the
id should be uniform across documents and even across platforms. Yet There’s a lack of a
universal entity library or thesaurus to refer to. “Markus is embeddedwith some reference
books and databases that provide ids for entities, such as CBDB for person IDs. It is a
good start but far from enough, because CBDB is not a database dedicated to recording
persons, instead it’s for relationships.“ Standardized entity libraries, dictionaries, or
thesauri are also much-needed parts of the research environment development.

Supporting Features. The supporting features include pre-annotation features and
post-annotation features.

Pre-annotation Features. Pre-processing is needed before annotation including text
conversion and auto-punctuation. Most annotation tools require users to upload text
documents to annotate or paste texts directly. But text formats are not always available.
“The majority of our research materials are not even in text formats. There are lots of
scanned pdf documents and images. None of the tools can handle these annotations.
“OCR is the most preliminary function for these documents to be converted into opera-
ble texts. Annotators sometimes use open-source OCR tools for pre-processing, yet the
accuracy of the recognition result is not ideal. “If the image is blurry, slanted, or crooked,
the recognition result is not something you can count on. But the fundamental issue is
that the OCR technology is not there yet. “Auto-punctuation is important for ancient
Chinese texts where no punctuation is used for sentence breaks. Despite the pretty high
accuracy of auto-identified sentence breaks, some annotators majoring in ancient text
collation and linguistics still want to be able to modify or directly upload their own
punctuated version. “The Texts I use to annotate are all punctuated according to my
own interpretation. I Don’t want to use just someone else’s version, but a mixture of a
well-collated version and my own. it is the best version in my view. “Nevertheless, some
annotators think punctuation doesn’t need to be one hundred percent accurate, as long as
it can help understand the text. Another pre-annotation feature is to provide an overview
of the texts, such as a comparison of different versions and distant reading [23]. “Maybe
the tool can provide a rough preview of the texts like the keyword distribution so that I
would know which chapters I should focus on first. I think LoGaRt has such features”.

Post-annotation Features. The final goal of annotation is to prepare inter-operable data
for digital humanities analysis and machine learning. analysis, search, and statistics
are the basic need. In terms of search, what they need is not only keyword search, but
instead, they want entity search which relies on entity resolution. Linguistics would
also want to search by syntax rules. “I want to figure out how many times the character
“Zhi” is preceded by a noun or adjective, so i need to search for these two conditions
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first.“ It would be useful if the tool can offer a customized and easy-to-understand query
builder. statistics can be as simple as tag frequencies. Annotators view these as “Nice to
Have” Features for an annotation platform. “at the end of the day, you’ll take the data to
whichever analysis tool that you normally use. For me, I just need an excel spreadsheet
that i can upload to ArcGIS. This depends on scholars’ discipline…but i think it is still
very convenient if some preliminary analysis can be provided, like a one-stop service"
Therefore, exporting the data in formats compatible with various analysis tools is very
important.

Collaboration and Crowdsourcing. Many humanities scholars tend to do research
alone [24]. Yet in digital humanities projects, it is necessary to collaborate with oth-
ers to deal with large-scale texts. “Mostly I work alone, and so are my students. but
in this zero-anaphora annotation project, I needed to collaborate with two of my col-
leagues. We spent over two years and annotated more than 10,000 cases. You Can’t
imagine how long it would take if i were to do this alone. “However, participants may
still prefer to annotate independently due to concerns of collaboration, even if it took
them much more time. “I did this by myself because I was afraid that multiple people
working together may mess up. of course, It would be much better if multiple people
can annotate simultaneously because the annotation workload in such a text analysis
project is huge. It took me three months to get it done by myself. “The concerns do
exist as confirmed by the seven participants who had collaboration experience. major
issues include modification tracking, user management, and quality control, and most
people are still using traditional workarounds since there are no suitable collaboration
platforms.

First of all, being able to track contributions and editions made by each collaborator
is important, especially when proofreaders find disagreements and make modifications.
“We used to use the online collaboration platform Shimo. But we found that it doesn’t
support tracing back, so we switched back to Excel. For example, if a student overwrites
another’s annotations during proofreading on Shimo, it doesn’t leavemodification traces.
Yet the disagreements may reflect very interesting research questions. And the process
of resolving disagreements is actually a manifestation of academic discussion.“ Second,
user management is critical for large-scale collaborative projects, especially for those
building corpora and databases or crowdsourced projects. Participants mentioned that
“a rigorous user management system is the basic guarantee of high-quality annotation.“
The tool should support the project owner to create multiple roles with different levels
of permissions, such as contributor and proofreader. Then these roles and tasks can be
assigned to fellow annotators. Being able to track user contributions is also important
for principal investigators to evaluate the collaborators’ work. Third, features to assist
quality control are needed. Participants suggested that the best way to ensure quality is
for multiple people to work on the same tasks and then compare the results to resolve dis-
agreements. In this case, automatic result comparison is useful in efficiently revealing the
issues. Yet for projects with limited annotators, a proofreading mechanism is often used
instead. Designated proofreaders review contributors’ annotations and make modifica-
tions, and the principal investigator may conduct a final spot check. In this case, features
to facilitate the exchange of information among annotators are needed, such as easy com-
menting and modification tracing. This is especially important if collaboration occurs
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online. “We used to sit together to do this so that we can discuss whenever needed. Due
to the Covid pandemic, the exchange of ideas doesn’t come naturally anymore. Remote
collaboration is difficult.”

None of the participants have participated in or initiated crowdsourcing projects
for annotation. Most of them are worried about crowd annotators’ expertise. For easier
tasks like named entity annotation or POS tagging, it is easier to recruit crowd annotators.
But other tasks demand higher levels of domain knowledge. “The work we do requires
domain knowledge. At least you need to have a history background, and geographic
knowledge is also required sometimes. I don’t think we can recruit the right annotators
by crowdsourcing.“ This also makes them doubt whether crowdsourced projects can be
trusted. “If some database is annotated by crowdsourcing, I would definitely question its
reliability. If it’s a renowned project, maybe I can trust its operating mechanism knowing
that it has been verified by peers.“ Therefore, if the annotation tool were to be designed
for crowdsourcing, the examination of annotators’ qualifications and the quality check
mechanism need to be considered.

4.3 User Experience

Usability. Usability requirements mentioned by participants include ease of use and
efficiency. Ease of use is a decisive factor in whether annotators will adopt the tool.
For annotators working with traditional workarounds like word and excel, lack of error
prevention is the main issue. THEre’s a greater chance of typos as everything is entered
manually. As much as they would like to try new tools, they find existing tools hard to
learn and too complicated to use. Several participants have tried existing annotation tools
and gave up eventually either due to the long learning curve or the complex interfaces.
“I’M Not good with technical stuff. It takes time to learn. once you learned, there may
be a great chance that IT’s not useful at all. So why bother?” “the whole process from
importing texts to annotating is very complicated. I’D rather do it manually.“ detailed
user manuals should be provided to ease the learning phase. intuitive user interfaces
should be designed to simplify the annotation process instead of burdening annotators.

On the other hand, efficiency is the factor that affects annotators’ retention. To
improve efficiency, shortcuts are must-haves according to almost all the participants.
The shortcuts should be intuitive, universal, and customizable. The tools should also
allow annotators to save shortcuts, tag sets, and other configurations to apply to future
projects to minimize repetitive work. “Once I have the project all set up, I’d like to
reuse it in other projects, like the color of tags because the text to be annotated may be
different, yet the projects may probably head in a similar direction. Or you can offer a
file management system to have different files managed in the same configuration, that
way I can also merge the results easily as everything is consistent.“ Another way to
improve efficiency is batch annotation or modification, which is especially useful when
they want to make changes to auto-annotation results, conduct entity disambiguation
or resolution or make modifications during proofreading. But batch modification needs
to be done cautiously. Contexts need to be provided for every item to be annotated or
modified for double check. “For example, Cao Cao is a person, but Cao Cao Zhuan (Cao
Cao’s Biography) is a book. It’s all about the contexts.“
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Flexibility. The participants hope that the tool can interface with some common
databases and tools, including but not limited to CBDB, CBeta, ArcGis, and CHGIS.
They also acknowledged that copyright needs to be resolved first. While such bilateral
cooperation with other platforms is difficult to achieve, being able to import and export
data in a variety of common formats is crucial. particularly, they would like to directly
export data in formats compatible with their analysis tools. Not only the formats should
be compatible, but also the tags should be able to be used by other annotators working
on other tools so that the annotated data can be well integrated for the greater good. This
again relies on annotation standards to be established as part of the research environ-
ment. The standard should cover as many annotation tasks as possible. Meanwhile, it
should be extensible so that different disciplines can build their domain standards upon
it. The ability to customize the tag sets, shortcuts and other configurations contribute
to the flexibility. Annotators also want to have control over the dictionary or thesaurus
used for the auto-annotation. overall, annotators’ needs, and expectations of the annota-
tion tool are determined by their discipline characteristics and specific annotation tasks.
providing extensibility and customization can give annotators the flexibility they need.

5 Discussion

The study contributes theoretically by summarizing different types of annotation tasks
and their current workarounds. This adds to existing literature, where only specific tasks
concerning the authors’ areas of study are examined [11, 25], by providing a holistic
understanding of the annotation practice of Chinese humanities scholars across dis-
ciplines. The annotation tasks are hierarchical and include annotation of punctuation,
phonetics, part-of-speech, syntax, semantics, and document structure and style. The
hierarchy also manifests in the annotation units, ranging from characters, words, posi-
tions, phrases, sentences, and paragraphs, to documents. Annotation tools should support
cross-hierarchy annotations and a flexible selection of annotation units. The tasks also
vary by discipline, where linguistic scholars are faced with the most diverse and espe-
cially granular tasks, while scholars in history and philosophy are more concerned with
entity annotation. Although we didn’t discuss it in-depth in this paper, the theoretical
coding result suggests that discipline characteristics, scholars’ perceptions of technolo-
gies, and the research environment all have potential impacts on the annotation practice
and the design of annotation tools. These theoretical relations are interesting topics to
be explored in the future.

The study also provides practical design implications for annotation tools. The
desired features can be wrapped up in an annotation workflow. First of all, the tool
should allow users to import various file formats other than a text file, meanwhile, pro-
vide pre-processing features such as OCR and auto-punctuation so that documents of
various formats can be converted to readable texts. Then the tool should enable users
to define their own tag set while providing universal annotation standards to be based
on so that the annotated data is interoperable. Next, the tool should be able to automat-
ically annotate for the user based on an embedded dictionary or trained algorithms. As
users modify the auto-annotated results, the tool should learn and adjust the algorithm
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accordingly. When users annotate manually, the tool should enable them to annotate
with customized shortcuts and perform batch modifications. Particularly, the tool should
support assigning IDs for entities for disambiguation and resolution. The IDs can be
assigned by users or integrated from existing databases. After the annotation, the tool
should allow users to search either by keywords or entity. Basic statistics can be provided
for preliminary distant reading. For users who prefer to perform further analysis or use
the annotated data for machine learning. The tool should allow them to export the data
in compatible formats. This concludes the whole annotation work cycle. Moreover, to
support the annotators who need to collaborate with others or crowdsource their tasks,
it is necessary to further implement a robust user management system, modification
tracking, and quality control assistance such as result comparison. Many features stated
above contribute to the usability and flexibility of the tool, which are the twomost valued
aspects of user experience.

Nevertheless, these tool features need to be built upon some critical research envi-
ronment, which has a long way to go and demands far more dedication. First, a set of
Chinese annotation standards need to be established based on the linguistics character-
istics as well as scholars’ needs. There are already some specific annotation schemes
designed for modern Chinese linguistics, such as [25, 26]. The new standard should
consider ancient Chinese and try to incorporate existing ones so that existing data can be
integrated ormigrated easily. Second, databases, dictionaries, or thesaurus are needed for
training auto-annotation algorithms and entity disambiguation and resolution. Copyright
and technical issues should be resolved for direct use. Furthermore, to acknowledge the
efforts of annotating the data and building databases, a sound data property protection
system should be established to regulate data citation and attribution.

The goal of the paper is to provide a preliminary understanding of Chinese scholars’
annotation practice and needs and provide insights into the design of Chinese annotation
tools. We interviewed scholars with diverse academic backgrounds. As shown in the
study, different research disciplines are faced with different annotation tasks, and their
expectation of the annotation tool could also vary by their disciplinary research culture
and their perceptions of technologies. As the study findings are based on a limited
number of participants, we may not be able to cover all kinds of annotation practices and
requirements. In this paper, wemainly focused on the common aspects of the practice and
needs, while the differences and comparisons across disciplines were not covered in the
current scope. Thus, the design implications are more focused on generally applicable
features. More in-depth investigations of these differences are needed to make the tool
more flexible and usable – to provide features supporting specific disciplinary annotation
tasks and be able to customize according to personal habits. Future research can perform
usability studies or experiments on existing tools or newly designed tools to collect
observational or quantitative data on the topic. Moreover, the design implications are
derived from interviews with Chinese annotators and thus are intended to inform the
design of Chinese annotation tools for humanities scholars. Whether the implications
can be extended to the annotation tool of other languages and other research disciplines
are to be further validated.
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Abstract. Due to the widespread use of the Internet, users have the
ease of accessing collections of university academic documents stored in
virtual libraries whose information is of an unstructured type. In recent
years, the production and publication of scientific documents in Ecuador
have increased considerably, so the search and classification of docu-
ments is a fundamental task within information retrieval computer sys-
tems. Intelligent search systems allow found information with a high
degree of accuracy and similarity. For the development of this project,
academic documents from the Ecuador Network of Open Access Repos-
itories (RRAAE) were retrieved using a glossary of terms in the area of
science and technology. For the recovery of documents, the web scrap-
ing technique was used and its results were stored in a cloud database in
JSON format. In the recovered documents, NLP techniques were applied
to clean and homogenize the unstructured information. Two similarity
metrics were used to measure the divergence between the retrieved doc-
uments, and similarity matrices were generated based on the title, key-
words, and abstract, which were then unified into a weighted matrix. The
results of the system are displayed in a web interface that, through the
use of graphs, shows the relationship between the linked documents. The
operation of the similarity system was validated through functional tests
through experimentation with a collection of 30 queries with indexed and
non-indexed terms in the input of the information retrieval system. The
experiments showed that for indexed terms, the system performs better.

Keywords: Vector cosine similarity · Web scraping · Connected
papers · Jaccard · Artificial intelligence · University repositories ·
DSpace · Graphs

1 Introduction

During the last years, the volumes of information have grown due to the appear-
ance of new technologies [25], which allow the user to access a large collection of
documents through simplified search strings. The largest amount of information
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disseminated in the network is of unstructured type [32], therefore, it is neces-
sary to have intelligent search systems that allow finding correlated information,
with a high degree of accuracy and similarity.

In generic form, similarity can be defined as the correlation between two
or more objects in which common features can be found [18]. In computer sci-
ence, a similarity metric is used as a measure of divergence between various
instances [27]. Thus, several concepts in the field of Artificial Intelligence (AI)
and Machine Learning (ML) incorporate this notion to be able to find patterns
in various datasets that allow the prediction to be executed between two or more
objects [15]. Natural Language Processing (NLP) is a subdiscipline of ML that
combines computational linguistics using rule-based models, statistical models,
and deep learning. [24]. NLP has made it possible to improve search systems, due
to their inherent ability to assimilate the human colloquial language, allowing
Information Retrieval (IR) systems to have more accurate results [5,16,22,35].

The massive use of the Internet meant that many collections of documents
were published in digital format to facilitate their search. A survey conducted
by Deloitte in 2019, evaluated 12 institutions in the United States and Canada
on issues related to the adoption of AI as a service tool in social welfare. [6].
The results show that it exists an 80% of unstructured texts, which are the most
significant standardized, generating a greater disorganization of information and
difficulties in the search, collection, and analysis of textual data [1,10]. In this
context, the International Federation of Library Associations (IFLA) [12] pro-
poses to implement ML algorithms to improve document retrieval, with the aim
of automating content classification using NLP.

Within the report carried out by Deloitte for Latin America, a comprehen-
sive panorama was presented in the implementation of computational linguis-
tics. This has allowed one to advance and automate the development of insti-
tutional university repositories, Registry of Open Access Repositories (ROAR),
and Directory of Open Access Repositories (OpenDOAR) in the Ranking Web
of Repositories. The report showed that several countries in the region have dig-
ital repositories to implement an open-access digital strategy that contributes
to a network of virtual libraries for the storage of complete text files, scientific
articles, books, and theses. Thus, Brazil has 45 repositories, Colombia with 26,
Ecuador with 24, and Argentina with 19.

Ecuador is one of the 12 countries surveyed in Latin America that have digi-
tal repositories, with an approximate collection of 300000 documents [21]. Due to
the high demand for digital documents from institutional repositories, Ecuador
had to implement transversal policies to manage, organize, and store these doc-
uments. Academic and scientific information in Ecuador is not centralized and
presents difficulties in access and search, as each institutional repository has its
own policies, styles, and organization of information [20].

DSpace is a software that provides open-access administrative tools and facil-
itates the management of digital collections of documents. Generally, university
communities use it for the management of their institutional academic repository
[2]. In Ecuador, DSpace is used mainly as a de facto standard in university repos-
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itories, but most universities have worked independently on the construction of
their institutional repositories, that is, through academic policies that establish
each of the versions of DSpace. To try to group the information, the Ecuado-
rian government implemented the Ecuador Open Access Repositories Network
(RRAAE) [26], used at the educational level to have access to academic work,
where some of the documents hosted in the DSpace tool are retrieved at the
national level. RRAAE is managed and administered by the Ecuadorian Corpo-
ration for the Development of Research and Academia (CEDIA).

The use of AI and NLP techniques in the field of scientific documents and
institutional repositories is poor [7,28]. These techniques allow us to develop
much more efficient and accurate search tools, which allow users to navigate
comfortably and perform better searches for obtaining consistent results. The
RRAAE does not have ML algorithms that automate search processes and ensure
the quality of information retrieved.

Some of the university institutional repositories in Ecuador have missing files
and the information retrieval processes, when entering a query, are not very rel-
evant and with few similarities between the retrieved documents. This article
presents a tool that allows the visualization of similarities between academic
documents, that are recovered from topics related to the computational area,
from several university repositories hosted within the RRAAE in Ecuador. After
the information retrieval stage, the related documents are represented by a graph
that allows one to visualize the relationship between them, making the informa-
tion more intelligible to the user.

1.1 Previous Work

Several investigations focused on the classification and grouping of documents
based on similarity metrics [19]. The similarity of documents is one of the factors
intrinsically related to the field of AI and is often an expensive task due to the
vast number of Internet documents. There are several algorithms and method-
ologies for searching and indexing similar documents, such as ML-based methods
with classification tasks, clustering, and content-based systems [13,23].

Thus, the research of Yeh et al. [34] provides a review of machine learning
approaches and document rendering techniques, using a training dataset of 862
articles drawn from FlyBase and 213 new articles were used for the test phase.
The data were cleaned, except for the change in a format considered important
for the definition of the characteristic of each token. A binomial classification
task was executed, where the system returns a Boolean depending on the new
article’s membership in the already trained group of specific topics. The results
of the classification evaluation had a recall of 85%.

Han et. al. [11] present a simple document classification clustering algorithm
based on the centroid. The analysis shows that the measure of similarity allows
for dynamically adjusting the documents belonging to different classes and den-
sities, with the aim of grouping the documents according to the dependencies
between the terms of the different classes. Then, allows the classification of a new
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document belonging to different areas based on the highest percentage of similar-
ity, for which the clustering algorithm uses the cosine distance. The results show
that better performance is obtained compared to the kNN and C4.5 algorithms.

Vijayarani et al. [31], evaluate the performance of the classification algo-
rithms, Näıve Bayes and Lazy, with a dataset of 80,000 instances and four
attributes, with the Weka software platform. The algorithms analyzed a collec-
tion of clean and standardized text documents. The classifiers had a performance
of 85.7% accuracy for the Näıve Bayes algorithm and 89.9% for Lazy.

In [14], an empirical evaluation of similarity models is carried out in text
documents, taking as ground truth peer review by 83 university students. The
evaluation was carried out by 29 men and 54 women with a mean age of 19.6
years, who evaluated the documents with a range of similarity between 0 and
1. Around 350 documents were used, with a length of corpus variable between
51 to 126 words. The average recall between the predicted correlations of the
similarity measures and the evaluation results for each university student was
0.605. Measures of similarity used for experimentation were: Jaccard, cosine
distance, and the overlap coefficient.

Currently, there is a web tool developed by Alex Tarnavsky Eitan, Eddie
Smolyansky, Itay Knaan Harpaz, and Sahar Perets, called Connected Papers [3],
which analyzes approximately 50,000 scientific articles from different databases
such as arXiv [17], Semantic Scholar [4,8], PubMed [33], etc. and look for similar-
ities between them. In this tool, the user searches for a topic of scientific interest,
and the application calculates the similarity with other documents. For the rep-
resentation of relationships in graphical form, use the force-directed graph [9],
which starts from the similarity metric of the documents, taking as a parameter
the citation and bibliography of the articles to obtain a relationship between
them. The recovered articles are mostly related to the area of medical sciences,
and the tool can only retrieve documents that have a DOI as a unique iden-
tifier. On the other hand, our research proposes to develop a similar visualizer
paper documents from the university repository DSpace of Ecuador, analogous to
Connected Papers, taking into account the particularity of Ecuadorian articles,
repositories, and research.

2 Methodology and Materials

2.1 Information Retrieval and Dataset Generation

To establish measures of similarity between different documents, it was neces-
sary to generate a dataset of academic articles from the DSpace of Ecuadorian
Universities. No academic institution nationwide has an API that allows direct
communication and extraction of information from its repository. The CEDIA
network, in collaboration with the Secretary of Higher Education, Science, Tech-
nology, and Innovation (Senescyt), through the RRAAE project, grouped sev-
eral repositories of academic and scientific institutions in the same space. The
RRAAE collects the documents from the university repositories periodically,
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which makes use of the DSpace software, and allows the administration of a
large number of documents for better organization and grouping.

The collection of documents was carried out with web scraping. This tech-
nique initially extracts information from the HTML code of the RRAAE accord-
ing to a set of terms that were pre-established with lexemes related to the area
of science and technology. The set of lexemes was obtained from information
sources from organizations that standardize the international nomenclature for
the fields of science and technology, such as UNESCO, Incibe, NextU, and Ora-
cle. Given that these organizations present a wide set of terminology, a sampling
of specific terms was carried out, avoiding general lexemes that are usually used
in other areas. Therefore, the glossary was limited to a total of 332 items, which
can be consulted in the open source repository GitHub https://github.com/
JanneJaime/visualizador similitud/blob/main/palabras permitidas.xlsx.

The dataset collected from the RRAAE is a collection of academic documents
Di(i = 1, ..., n), where n = 8378 is the total number of retrieved documents. For
each Di, seven attributes were recovered, allowing for a broad and unambiguous
description of each document. The three attributes used to describe the content
of the academic document and on which similarity metrics will be applied are
the Title Ti, the Keywords PCi, and the Abstract Ri. For the variables Ti and
PCi similarity measure will be used Jaccard, while for Ri, which contains a
greater amount of tokens repeated, the cosine similarity [29]. The remaining
four attributes ID, ISBN, Repository name, Publication date, and Author. These
attributes serve as informative fields in the document and are displayed in the
results of our web tool.

2.2 Development Methodology

The development of the project was divided into three phases with the aim of
optimizing resources, segmenting specific processes, and reducing response times
for the Web tool in the extraction, cleaning, processing, storage, and presentation
of Di. Development used Python 3.9.7 [30] as a programming language executed
through an interpreter, i.e., there is no need for compilation. The experiments
were carried out on a Microsoft Azure Server with 4 GB of RAM and 500 GB of
storage.

For the first phase, the data set with Di documents retrieved based on terms
related to science and technology. Web scraping used the Python library Beatiful-
Soup to extract the information in HTML format from the RRAAE repository.
The multiprocessing technique through threads was also applied. When querying
the RRAEE, 20 results are obtained per page, and the implementation of threads
allows one to retrieve all the results in a single execution time. In addition, it was
synchronized with a method called barrier, which blocks the threads until they
have completed each task. When these techniques were applied for the extrac-
tion of Di, a shorter processing time was obtained that lasted approximately
nine hours.

The collection of documents recovered from the RRAAE was stored in JSON
format. This information, of unstructured type, is stored in the cloud database

https://github.com/JanneJaime/visualizador_similitud/blob/main/palabras_permitidas.xlsx
https://github.com/JanneJaime/visualizador_similitud/blob/main/palabras_permitidas.xlsx
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Firebase, which has two NoSQL services. One of these services, called Realtime
Database, allows reading and writing data in real-time, and in its free version,
it has a storage limit of 1 GB with a data transfer of 360MB per day. The
second service is Firestore, which is a flexible and scalable database service that
offers several quotas of operations in its free version. Offer 50,000 operations for
reading, 20,000 for writing, and 20,000 operations for data deletion, per day. This
free service was used for this project, which allows the handling of information
on a large scale and with cloud deployment.

Fig. 1. Implementation of the NLP processes on the retrieved documents and calcula-
tion of the weighted similarity matrix.

Figure 1 shows the architecture of the second phase, which takes as input the
query of Di documents housed in Firestore and applies various NLP techniques.
NLP processes allow normalization, cleaning of special characters, conversion to
lowercase letters, tokenization, and elimination of stop words in the corpus texts
of articles recovered in Spanish.

For each Di were extracted Ti, PCi, and Ri attributes. In the first two
attributes, the level of similarity of the entire collection of documents is cal-
culated using the coefficient Jaccard. This coefficient measures the similarity
between two datasets and the operating range is J → R ∈ [0, 1], where a value
close to 0 implies low similarity between documents, while a value close to 1
indicates a high degree of similarity, with j �= i, (j = 1, ..., n). Eq. 1 shows the
index particularization J for Ti y PCi.

J(Ti, Tj) =
|Ti ∩ Tj |
|Ti ∪ Tj |

J(PCi, PCj) =
|PCi ∩ PCj |

|PCi|
(1)
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To measure the divergence of the Abstract attribute, Ri, a bag of words is
used that applies Term Frequency Inverse Document Frequency (TF-IDF) as a
weighting system and uses the vector cosine similarity metric. In this model, doc-
uments are considered vectors in a multidimensional space, in which the Salton
cosine measures their separation angle cos → R ∈ [0, 1]. Thus, this coefficient
for a pair of documents i y j is defined by Eq. 2.

cos( �Ri, �Rj) = �Ri · �Rj =
|n|∑

i=1

RiRj , (2)

For each of the three attributes Ti, PCi y Ri, a similarity matrix was gen-
erated, using its corresponding metric. To unify the three matrices, a weighting
process is carried out in each matrix, thus, in the matrix of titles and keywords,
a weighting of 0.3 and for the summary matrix a value of 0.4. This implies that
in this model Ri provides more information, for the calculation of the similar-
ity, than the other two attributes. As a result, a weighted similarity matrix is
obtained MT . The Algorithm 1 refers to the process of generating MT .

Algorithm 1. Weighted Similarity Matrix
Input: Di

Output: MT
1: Step 1: Initialization
2: Ti ← [1, ..., n];
3: Ri ← [1, ..., n];
4: PCi ← [1, ..., n];
5: for i ← 1, n do
6: Step 2: Attribute Extraction
7: Ti ← Di[Title];
8: PCi ← Di[Keywords];
9: Ri ← Di[Abstract];

10: Step 3: NLP
11: Ti ← NLP (Ti);
12: PCi ← NLP (PCi);
13: Ri ← NLP (Ri);
14: end for
15: Step 4: Similarity Matrix
16: MTi ← Jaccard(Ti);
17: MPCi ← Jaccard(PCi);
18: MRi ← Cosine(Ri);
19: Step 5: Weighing
20: MTi ← (MTi ∗ 0.3);
21: MPCi ← (MPCi ∗ 0.3);
22: MRi ← (MRi ∗ 0.4);
23: Step 6: Total Matrix
24: MT ← (MTi + MPCi + MRi);
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For the execution of the second phase, the Google Collaboratory Jupyter
Notebook was used to execute Python code. This development environment pro-
vides free access to storage and processing resources in the cloud. Since the col-
lection of documents is from n = 8378, the resulting weighted similarity matrix,
MT , is a square matrix of n × n. The generation of this matrix requires compu-
tational resources and processing time for its calculation. The virtual machine
assigned by Google Colaboratory, is elastic in nature, that is, it assigns compu-
tational resources in a variable way depending on the process to be executed.
For matrix generation MT a virtual machine was allocated up to 12.68 GB in
RAM, and a 107.72 GB disk and the approximate time execution was three
hours. In this sense, the RI web system will not calculate the matrix MT in real
time but will use a plain text file .TXT that contains the pre-calculated matrix
and is stored on the web application server. Before a new query, the system will
only extract a submatrix of MT , therefore, the latency to search for similarities
between documents is low.

Fig. 2. Process of presentation of similarity results between documents linked by means
of a graph.

The scheme of Fig. 2 shows the processes executed in the third phase to
obtain the relationship between the linked documents by means of a graph. In
this stage, a viewer was implemented to show the relationship between Di. The
process invokes MT and computes a submatrix SM , which satisfies a query
Q made by the user. The submatrix SM calculates the graph of the relative
neighborhood, with the Python function returnRNG, and returns an adjacent
array MA which has the same dimension as SM . Algorithm 2 summarizes the
process for generating the adjacency matrix. For one Q it is verified that the
value of each Di, which corresponds to the node N in the graph, is greater than
0, and thus it is guaranteed that there is a link E between the nodes. Finally, it
is sent to the web front-end, in a file with extension JSON, the information of
the nodes obtained from each of the links that are assigned in a dictionary with
the keys origin-destiny. The front-end is responsible for displaying the similarity
results between Q and Di to the users through an interactive graph. In addition,
its informative attributes can be displayed in each document.
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2.3 Development of the Back-end and Front-end of the Application

For the development of the web page, the client-server model is used, made up of
three blocks: API, back-end, and front-end, as shown in Fig. 3. The API performs
web scraping operations on the RRAAE page to retrieve academic documents.
A parameter was implemented that limits the response time to 15 s, and when
this is exceeded, the next document continues. The result of the entire operation
is a set of documents in JSON format.

The back-end was developed with the Python programming language using
the Flask framework. For the design of the software, the Model View Controller
(MVC) architecture pattern was used, which facilitates the connection with the
database Firestore, where the collection of documents obtained by the API is
housed. Finally, within the back-end the MT and SM of the documents are
calculated for consultation by the user.

For the development of front-end languages, HTML5, CSS3, and JavaScript
were used to structure, design, and give interactivity to the system. Furthermore,

Algorithm 2. Adjacency Matrix
Input: MT,Di, Q
Output: N,E
1: Step 1: Initialization
2: SM ← SM ⊂ MT ;
3: MT ← read(MT );
4: Q ← read(Q);
5: Step 2: NLP
6: Q ← NLP (Q);
7: Step 3: Query Database
8: D ← searchDi(Q);
9: Step 4: Generate Sub-array

10: for i ← 1, n do
11: for j ← i + 1, n do
12: SMi,j ← MT.item((Di, Dj));
13: end for
14: end for
15: Step 5: Adjacency Matrix
16: MA ← returnRNG(SM);
17: Step 6: Node Links
18: for i ← 1, n do
19: for j ← i + 1, n do
20: if MAi,j > 0 then
21: E(Origin : Di, Destiny : Dj);
22: end if
23: end for
24: end for
25: Step 7: Response
26: N ← D;
27: E ← E;
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the multi-platform library was used Bootstrap to generate the adaptive design of
the Web and the library D3 to visualize links and nodes in the form of a graph.
The interaction of the HTML elements are executed with the library JQuery
and AJAX, which make requests to the server, in the background, with the aim
of obtaining documents to complement the graph.

2.4 Functional Description of the Web Tool

The web application consumes academic articles from the RRAAE, with the aim
of providing the user with the possibility of searching and viewing, through a
graph, all the documents related to a query regarding the technological area.

Fig. 3. Web architecture of the client-server model for viewing academic documents.

The home page, as shown in Fig. 4, allows the user to enter a specific query.
To execute this process, the user must press the button Search, and the system
will display similar documents recovered for the query. If no results are found,
a message indicating this fact will be displayed on the screen. With the indexes
(ID) of the retrieved documents, we proceed to generate the submatrix SM ,
from the global similarity matrix MT and calculate the adjacency matrix MA
to identify the links that each node has in relation to each document. This
information is sent to front-end for displaying the results obtained.

Search results are listed on the left side of a new window with their respective
attributes. Meta-data displayed on the Web include the unique identifier of the
document (ID), the full name of the document, the authors of the manuscript,
the year of publication, and the university repository where it is hosted. The
user can access the complete document through a hyperlink that will redirect
him to the RRAAE repository. In the right section of this same page, a canvas
is available, where the relationship graph between documents will be displayed.
When the user interacts with the list of results and clicks on one of them, the
graph with similar linked nodes is displayed. This last graph is of a dynamic
type, ergo, the user can interact with the graph and when passing the cursor
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Fig. 4. Search interface on the main web page for the information retrieval system

over each node, some attributes of the document are displayed. Figure 5 displays
the result of a search and retrieval of academic documents related to that entry.

Fig. 5. Visualization page of the links between nodes of each academic document given
a specific search.

3 Experiments and Results

The experiments aim to validate the operation of the Web tool. Therefore, func-
tional tests were carried out, using a heuristic method, which does not explore all
the possible outputs of the system. To begin with, certain lexemes were selected
to be entered as search parameters for the retrieval of academic documents. Two
criteria were used for the selection of terms; the first criterion is to select certain
lexemes from the glossary of the 332 terms compiled above, to be extracted from
the RRAAE. The set of elements is made up of 215 elements of a token that
represent the 65% of the entire glossary and 117 for two or more tokens, which
represent the 35% of the dataset. The second search criterion took into account
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lexemes that are not found within the established glossary but related to the
technological area.

For the first experiment, 30 indexed terms were randomly selected from the
set of established elements, representing 10% of the dataset. In Table 1 the num-
ber of documents retrieved is displayed for each word NDi

, the range, and the
mean μSMi

, of each submatrix of similarities generated by the input lexeme. The
range of similarities in the documents is expressed by means of the minimum
(Min) and maximum (Max) of the resulting SM . For example, for the word
Metadata, 32 documents were recovered, where the submatrix SM of similari-
ties has a range between the minimum of 0.007 and the maximum of 0.357, with
a mean value of 0.182.

Table 1. Lexemes, number of retrieved documents, measures of dispersion, and central
tendency of the similarity sub-matrices for the first experiment.

Lexeme NDi Min Max µSMi

Modem 39 0.006 0.329 0.167

Driver 30 0.004 0.263 0.133

Router 33 0.005 0.145 0.075

Authenticity 30 0.004 0.6 0.302

Metadata 32 0.007 0.357 0.182

Pentest 9 0.009 0.076 0.042

OSI 37 0.006 0.356 0.181

USB 30 0.007 0.56 0.283

FAT 34 0.002 0.327 0.164

Switch 16 0.009 0.567 0.288

Cracker 13 0.012 0.15 0.081

Export 32 0.008 0.6 0.304

Heuristics 34 0.002 0.335 0.168

IO 32 0.009 0.176 0.092

Machine 30 0.01 0.127 0.068

Domain 39 0.008 0.6 0.304

Bit 32 0.008 0.6 0.304

Browser 34 0.003 0.55 0.276

URL 35 0.009 0.6 0.304

HTTP 30 0.001 0.488 0.244

Computer system 32 0.016 54 0.278

Deep learning 30 0.007 0.6 0.303

Bandwidth 35 0.007 0.6 0.303

Smart machine 36 0.007 0.55 0.278

Business to business 30 0.016 0.533 0.24

Information search 32 0.009 0.6 0.304

Public key 35 0.003 0.3 0.151

Reputation system 30 0.009 0.172 0.09

Linear programming 31 0.008 0.6 0.304

Computerized system 32 0.009 0.565 0.287

31 ±7 0.007 ± 0.003 0.428 ± 0.1821 0.227 ± 0.1474
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Figure 6 represents the sub-matrix of similarities of the term Metadata, where
the intensity of the color indicates the similarity that each instance has. It is
observed that all recovered documents are related to the established Q, and SM
will be the input parameter that will allow the adjacency matrix MA, to be
created as a graph.

On the other hand, the second experiment aims to observe the result of words
that are not found in the pre-established glossary. The experiment was performed
with 10 non-indexed terms, as shown in Table 2, with the same attributes as
Table 1. It is important to remember that these items were not used as input
parameters of the information retrieval system, ergo, it would be expected to
obtain more generic documents related to other areas.

In Table 1, the functional tests for the first experiment are shown, where
the mean for the 30 values of μSMi

is 0.227 with a deviation of 0.147. For the
second experiment, in Table 2, the mean value of μSMi

is 0.307 with a deviation of
0.012. These results indicate that the documents retrieved in the first experiment
generate matrices with higher similarities, probably because the lexemes used
for this case were inputs from the IR system.

Fig. 6. Similarity sub-matrix of word Metadata

The results of the contrast of the means are visualized by the box-and-whisker
plot in Fig. 7. The top of the diagram shows the average μSMi

of the Di indexed
and their quartile dispersion. At the bottom is the group of non-indexed docu-
ments, where it is observed that the distribution is low between the papers.

In Fig. 8, the number of documents retrieved was considered, both for indexed
and non-indexed terms and evaluated in a diagram that allows for observing the
differences of means and interquartile dispersions. In the first experiment, an
average of 31 documents were recovered; in the second experiment, the average
was 476. The latter implies that the information retrieval system obtains more
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Table 2. Lexemes, number of retrieved documents, measures of dispersion, and central
tendency of the similarity sub-matrices for the second experiment.

Lexeme NDi Min Max µSMi

File 249 0.001 0.602 0.301

Logic 1045 0.001 0.619 0.31

Circuits 82 0.002 0.6 0.301

Sentences 14 0.012 0.6 0.306

Information 2983 0.001 0.685 0.343

Memory 205 0.001 0.602 0.301

Buffer 24 0.009 0.6 0.304

Flowchart 10 0.012 0.6 0.306

Machine 121 0.001 0.6 0.300

Source code 31 0.007 0.6 0.303

476 ± 933 0.0046 ± 0.0048 0.6108 ± 0.0267 0.3072 ± 0.0119

Fig. 7. Box-and-whisker plot of µSMi for indexed and non-indexed terms in the glossary

accurate and less generic results when the query Q contains some lexeme of the
pre-established in the glossary of terms. A logarithmic scale was used in the
box-and-whisker diagram because of the significant difference in magnitudes to
be compared.

Finally, in Fig. 9, queries are made using the terms of Tables 1 and 2 of one
or more tokens. The retrieval of documents consisting of lexemes of a token with
non-indexed terms presents a more significant number of papers collected than
queries made with two or more tokens not indexed. Querying the terms of one or
more indexed tokens results in a more uniform number of documents collected.
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Fig. 8. Box-and-whisker plot of the number of documents retrieved by indexed and
non-indexed terms.

Fig. 9. Frequency diagram of one or more tokens for the experimental process

4 Conclusions and Future Work

This research project collected academic documents from repositories of univer-
sities in Ecuador stored in the RRAAE. With this information, a Web search
engine was built to find the most similar documents according to the search
carried out by the user. Documents were collected using Web scraping and NLP
to perform data cleansing and calculate Jaccard and cosine similarity metrics.
The work is limited to using a search engine based on divergence metrics. How-
ever, as prospects, the intelligent recommendation method could be used to
recommend relevant documents to users while retrieving documents, to improve
users’ retrieval satisfaction. In addition, the system in future versions could use
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large-scale processing and distributed computing of massive texts in the software
architecture, to improve the performance of the tool.

This project’s scope is limited to the search for documents related to technical
terms, and the matrix of similarities must be updated every certain period since
the computational cost of its generation is high.
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Abstract. Due to the increasingly diversified research topics, approaches, and
applications, there is a growing trend of scientific collaboration between academia
and industry in information retrieval (IR) research. However, the characteristics
in productivity, authorship, impact, and topics for publications by researchers
from academia and industry and by academia-industry collaboration still remain
understudied. In this paper, we examine the features and differences regarding pro-
ductivity, authorship, and impact of the three types of studies and also pay special
attention to the research problems and topics that attract and foster academia-
industry collaborations in the recent two decades of IR studies. To this end, we
analyzed 36,072 research papers published by 52,419 authors from 2000–2021
in the field of IR from ACM Digital Library. We find that the three categories
have clear preferences in terms of selecting which academic conferences for pub-
lication. Regarding author teams, the industry community prefers small teams
or solo-authored publications compared with the academic community. As for
impact, papers by academia-industry collaboration tend to have higher citation
impact compared with the research where only one community is involved. The
thematic analysis of academia-industry collaborative papers and co-authorship
network analysis reveal the preferred choice of research topics and the continuous
“centrality” of researchers from academia. Knowledge from the study offers a
new perspective for analyzing the advance and emerging trends in IR research and
further clarifies the cross-community collaborations and scientific contributions
of academia and industry.
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1 Introduction

Information retrieval (IR) research seeks to characterize, support, and improve the pro-
cess of retrieving relevant information and documents that satisfy users’ information
needs [1]. As an interdisciplinary research field that emphasizes the value of evalua-
tion and brings together the knowledge and methods of computer science, library and
information studies, human-computer interaction, and other related fields, IR usually
attracts the attention and research efforts from both academia and industry. Particularly,
in recent two decades, as search systems become increasingly ubiquitous in different
modalities of human-information interactions (e.g., desktop search, mobile search, con-
versational/spoken information seeking), both researchers and system developers from
academia and industry have examined and contributed to various aspects of IR algo-
rithms, interactive search systems, user models, as well as evaluation techniques. In
addition, recent advances in natural language processing, deep learning, and AI tech-
niques also mark a series of unique contributions from industry researchers to the area
and cause a resurgent interest in developing and evaluating modern intelligent search
systems [3, 7, 10]. To illustrate the diverse contributions from different communities and
depict the trend of recent development in IR theories, techniques, and applications, it will
be useful to examine the research outputs (i.e., scientific publications) from academia
and industry and also characterize the scientific collaborations between scholars from
the two communities within IR.

In addition to conducting individual user studies and simulation-based experiments,
previous studies have also systematically reviewed the general trends, topics of interests,
and open challenges in different sub-areas of IR and synthesized the knowledge learned
from the summarized publications. For instance, Huang andKeyvan (2022) surveyed the
techniques, tools, and methods applied in understanding ambiguous queries in Conver-
sational Search Systems (CSS) that are widely applied in workplace and everyday-life
settings, such as chatbots, Apple’s Siri, Amazon Alexa, and Google Assistant. The open
questions involved in related studies, such as ambiguous query clarification and search
result re-ranking, are widely examined and discussed by published research from both
academia, industry, and collaborative projects involving both sides [6, 9, 11]. In addi-
tion, algorithmic fairness, accountability, transparency, and ethics (FATE) as an emerging
topic also attracts attentions from both academic and industrial scholars in IR and gives
rise to a series of publications, industry sessions, collaborative workshops, tutorials, and
funding projects [2, 4, 5]. The FATE-IR research brings together a diverse group of
researchers and practitioners who contribute to both the conceptualization and technical
aspects for the research agenda on responsible IR [8].

Previous surveys and workshops on IR problems mainly focused on summarizing
the problems and progresses and synthesizing the knowledge learned from individual
studies. However, how researchers from different communities contribute to the advance
of knowledge in IRand collaboratewith eachother still remain largely unclear. To address
this gap, the current study aims to answer the following research questions:

RQ 1: What are the patterns of productivity and preferred venues of information
retrieval studies by Academia, Industry, and Academia-Industry Collaboration?
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RQ 2: What are the differences regarding the patterns of authorships for the three types
of studies?

RQ 3: What are the differences regarding the impact of publications by the three types
of studies? and

RQ 4: What are the research topics of academia-industry collaborative publications in
information retrieval?

Knowledge learned from our study offers a new perspective for analyzing the
advances and trends in IR research and further clarify the scientific contributions of
academic and industrial communities.

2 Data Source and Processing

Empirical data employed in our analysis mainly comes from ACM Digital Library as it
contains the majority of articles in the field of information retrieval. ACM assigns one
or more CCS tags to each paper. In this paper, we select 11 CCS tags that are closely
related to the field of information retrieval from all CCS tags, namely digital libraries
and archives, document representation, information retrieval query processing, users and
interactive retrieval, retrieval tasks and goals, retrieval models and ranking, evaluation
of retrieval results, search engine architectures and scalability, specialized information
retrieval, web search engines, and content ranking. In this paper, we obtain all 36,072
scientific publications in 2000–2021 from ACM digital library based on the 11 selected
CCS tags in March 2022 (Later referred to as the ACM dataset).

When the raw ACM dataset are obtained, there are some papers that did not contain
author institution information. To fix this issue, we manually screen 55 topics recorded
in the Microsoft Academic Graph (MAG) dataset1 that are closely related to the field
of information retrieval and match MAG author institution information with the ACM
dataset. TheACMdataset contains a total of 52,419 authors, and ultimately 4,533 authors
are not matched to an institution (~8.65%).

The GRID2 (Global Research Identifier Database) assigns a type to each institu-
tion, which includes both academia and industry. In this study, author institutions in
the ACM dataset are normalized and then match with the institutions in GRID, this
labels each author as either academia or industry. We further classify a scientific publi-
cation into four types, namely publications purely authored/co-authored by people from
academia (Academia), publications purely authored/co-authored by people from indus-
try (Industry), publications co-authored by people from both academia and industry
(Academia-Industry Collaboration), and others. We find that the four types have 24,474,
1,446, 5,657, and 1,724 publications, respectively in ACM. This indicates that most
papers in information retrieval are authored/co-authored within the academic commu-
nity, followed by the number of papers published collaboratively between academia and
industry, and the type with the fewest number of papers published entirely by researchers
from the industrial community. This paper mainly focuses on the former three types,
with a total of 33,178 papers. Figure 1 shows the specific process of data processing.

1 https://www.microsoft.com/en-us/research/project/microsoft-academic-graph/.
2 https://www.grid.ac.

https://www.microsoft.com/en-us/research/project/microsoft-academic-graph/
https://www.grid.ac
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Fig. 1. Flow chart of data processing. “*” indicates the focus of this current paper

3 Results

This section presents the results from analyzing the pre-processed ACM publication
dataset introduced above. The results are organized under accordingly to specific RQs
they address. Since the analysis methods are fairly straightforward in our preliminary
study, we combine the introduction of methods and corresponding results under separate
sub-sections.
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3.1 Productivity

Table 1 presents the top ten published conferences in three categories according to the
number of papers published and ranks them in a descending order. Figure 2 shows the
corresponding percentages for a better comparison. Among the three types of papers,
we find that the conferences with the greatest number of publications are SIGIR (Special
Interest Group on Information Retrieval) and CIKM (Conference on Information and
Knowledge Management). JCDL (Joint Conference on Digital Libraries) ranks 4th in
Academia, while it ranks 9th in Industry and is not even in the top 10 conference list in
the Academia-Industry Collaboration, indicating that this is one of the more important
conferences from the perspective of the academic community.WWW (The International
Conference of World Wide Web) appears in the top 10 of all three categories, but the

Table 1. Top 10 conferences in three categories of papers published (in descending order of the
number of articles).

Academia Industry Academia-industry
collaboration

Conference # papers Conference # papers Conference # papers

SIGIRa 2,652 SIGIR 221 SIGIR 911

CIKMb 1,803 WWW 150 CIKM 702

WWWc 1,125 CIKM 134 WWW 481

JCDLd 1,082 WSDMe 53 KDD 282

MMf 990 RecSys 49 MM 274

WI-IATg 809 MM 45 WSDM 242

SACh 585 KDDi 41 PVLDB 164

RecSysj 477 SIGSOFTk 28 SIGMODl 122

PVLDBm 415 JCDL 27 RecSys 102

ICMRn 408 PVLDB 25 WI-IAT 98
a SIGIR: Special Interest Group on Information Retrieval
b CIKM: International Conference on Information and Knowledge Management
c WWW: The International Conference of World Wide Web
d JCDL: Joint Conference on Digital Libraries
e WSDM: Web Search and Data Mining
f MM: International Conference on Multimedia
g WI-IAT: Web Intelligence and Intelligent Agent Technology
h SAC: Symposium on Applied Computing
i KDD: Knowledge discovery in data mining
j RecSys: ACM conference on Recommender systems
k SIGSOFT: ACM SIGSOFT Software Engineering Notes
l SIGMOD: International conference on Management of data
m PVLDB: Proceedings of the VLDB Endowment
n ICMR: International Conference on Multimedia Retrieval
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rank position in Industry is higher than that of Academia and Academia-Industry Col-
laboration, which may hint that the research focuses of the industrial community on
information retrieval is the field of Internet technologies.

Fig. 2. The top 10 conferences where the three types of research were published

We also pay special attention to CHIIR (Conference on Human Information Interac-
tion and Retrieval) which is a new conference venue under ACM SIGIR for facilitating
the dissemination and discussion of diverse research on user-centered aspects of infor-
mation interaction and information retrieval.3 We adopt the following formula as the
normalization to visually compare the differences in distribution:

Pi = (Ni/Ai)/

3∑

i=1

(Ni/Ai)

where i represents a paper’s type, i.e., Academia (i = 1), Industry (i = 2) andAcademia-
Industry Collaboration (i = 3) respectively, Pi is the number of CHIIR articles in each
category, Ni refers to the number of articles published in CHIIR in the three categories,
and Ai indicates the total number of articles in the three categories. We find that the
percentage of papers published in CHIIR conferences is 53.4% for Academia (i.e., P1),
23.3% for Industry, and 23.3% for the Academia-Industry Collaboration. This result
indicates that CHIIR as a user-oriented information seeking and retrieval research venue
attracts more research attention from academic scholars.
3 https://chiir.org/.

https://chiir.org/
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3.2 Authorship

Is there any difference regarding their authorship pattern? To explore this, we present the
distribution of the number of co-authors of publications in each category, as shown in
Fig. 3. Note that because theAcademia-IndustryCollaboration is defined as a publication
having at least one author from academia and one from industry, no single-authored
publication is recorded under this type. Figure 3 demonstrates that the number of co-
authors for all three types of papers is mainly concentrated at 5 and below, and that quite
a limited number of articles have 8 authors or more. We also notice that Industry has
the lowest number of co-authors at 15, followed by Education at 24, and that the highest
number of co-authors is Academia-Industry Collaboration at 36.

Fig. 3. Distribution of the number of co-authors for each type of publications

As seen in Fig. 3, when the number of co-authors is greater than 3, the percentage
of articles written by both Academia authors and Academia-Industry Collaboration co-
authors is greater than the percentage of articles written by Industry co-authors, which
indicates that when studies involve researchers from the academic community, there is a
tendency towards larger-group collaborations. Also, the results indicate that the number
of solo-authored publications in Industry is much higher than in that of Academia. This
might be interpreted by the fact that IR studies in academia are often conducted by lab-
based teams under funded projects and may involve broad collaborations among faculty
members, senior researchers, and graduate students. In particular, for user-centered IR
evaluation research, teams may involve researchers with diverse backgrounds (e.g., sys-
tem developers, user experience designers and researchers, statisticians, and machine
learning scientists), resulting in higher number of co-authors on publications.

3.3 Impact

We use the number of citations received by papers to estimate the impact of scientific
publications asmany previous bibliometric analyses did (e.g., [12]). Figure 4 presents the
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distribution of the number of citations. To make the changes more intuitive and obvious,
the number of papers (y-axis in the graph) is logarithmized and the curves are smoothed.
We observe that the number of papers of all three types of papers decreases with the
increase of citations, and the decreasing trend of Industry is the most obvious, while
the decreasing trend of Academia-Industry Collaboration is more moderate. When the
number of citations is fewer than 2, the number of papers of Industry is the largest; after
that, the proportion of Academia-Industry Collaboration papers is always greater than
that of Academia and Industry. It can be surmised that in IR, academic and industrial
collaboration in publishing papers, which usually combine both the research insights
and advanced techniques from both sides, tend to have a greater impact than publishing
papers within the two communities alone.

Fig. 4. Citation distribution of the three types of papers

3.4 Academia-Industry Collaborative Publications: Topic Analysis

To further explore the preference ofAcademia-IndustryCollaboration on research topics,
this paper extracts the top five most important topics of Academic-Industry collabora-
tive papers from the textual information using the titles and abstracts of collaboration
papers and the LDA topic model. Following previous studies [13], our work chooses to
generate 5 topics using LDA, and 5 topic words are selected as representatives for each
topic. The results are shown in Table 2. Overall, the topic words jointly present a set of
system-oriented topics and application-focused sub-domains that attract a majority of
Academia-Industry Collaboration, such as Web search, image and video retrieval, and
recommender systems. Besides, we have also observed the emergence of user and social
factors in Academia-Industry Collaboration. This finding echoes the growing trend of
user-oriented interactive IR research during recent years.
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Table 2. Research topics for Academia-Industry collaborative papers

Topic 1 data system application information network

Topic 2 user recommendation system social recommender

Topic 3 question data query system based

Topic 4 search web query user information

Topic 5 retrieval image based video learning

The data extracted from papers published during 2016–2021 are selected to construct
a co-authorship network (see Fig. 5). In the network visualization, dots represent authors,
and their size indicates the total number of publications by that author in 2016–2021.
Edges represent co-authorship relations, and their width is proportional to the number of
co-authored publications by both authors in 2016–2021. We annotate researchers from
academia as redwhile those from industry as green. In general, we find that in Academia-
Industry collaborative research, a majority of authors and most of the core productive
authors (presented at the center) are from academia, suggesting that researchers from
academia still serve as the leading force in promoting and facilitating academia-industry
collaborations, despite the increasing exposure of industry research in top-tier IR venues
(e.g., SIGIR, WSDM). Although we observe less industrial researchers in collaborative
publications, the green dots are fairly spread out in the co-authorship network and are
connected to multiple sub-communities, rather than gathered in a particular area. This

Fig. 5. Visualization of the co-authorship network. Red dots represent researchers from academia
while green ones indicate those from industry. (Color figure online)
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result indicates that academia-industry collaborations connect to and cover a relatively
wide range of subareas. Also, the small emerging collaborations and topics (e.g., conver-
sational IR, fairness and explainability, ML-based recommender systems4) on the edge
of the network may lead new research trends and inspire further scientific collaborations
between academia and industry.

4 Conclusions

This paper explores several characteristics (i.e., productivity, authorship, impact, and
topic distribution) of information retrieval research by analyzing and comparing research
publications from academia, industry, and academia-industry collaboration. In terms of
preferred venues and productivity, all three types of papers were published mostly at
SIGIR and CIKM. Regarding other venues, while WWW is more industry-centered,
JCDL and CHIIR tends to be more academia-oriented. Publications from academia-only
teams tend to involve larger co-author groups. Citation impact paints a different picture—
we find that research publications from academia-industry collaboration are likely to
have a greater impact than those published within the two communities separately.

When we focus on academic-industry collaborative papers, empirical results show
that representative words by LDA jointly present a set of system-oriented topics and
application-focused subdomains. We also observe that core and productive researchers
in academia-industry collaborative research are mainly from the academic community,
indicating that “academic researchers” still serve as the leading force in promoting and
facilitating collaboration between academia and industry.

With respect to the limitations of our study, although the GRID data are used for
matching between institutions and types of researchers, and the accuracy of some data
is sampled by manual checking, there are still cases of inaccurate matching. Moreover,
in this paper, we only obtained some descriptive metadata of the paper instead of the
full-text data. This limitation calls for future research to implement topical analyses with
more state-of-art NLP techniques.

Knowledge from our study offers a new perspective for analyzing the advance and
emerging trends in IR research and helps clarify the cross-community collaborations and
scientific contributions of academia and industry. Future research can further examine
the divergence in impacts on different subareas of IR research and application across
varying communities.
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Abstract. The type and quality of education that a student receives can
have a profound impact on their career. In contrast to education that is
not intentionally organized to help students achieve specific career objec-
tives, career-based education seeks to provide students with the skills
that are required to achieve specific career goals. In this work, we pro-
pose a course recommendation framework that is designed to recommend
courses based directly on their ability to teach skills relevant to a user-
specified career goal. Within our framework, course recommendations
are generated in a transparent manner, using skills to bridge between
jobs and courses in a knowledge-based inference procedure. Due to the
procedure’s transparency, our system is able to provide faithful template-
based explanations detailing why each recommended course was chosen
for recommendation. Our framework contrasts with other course recom-
mendation systems in the literature that lack the ability to explain their
choices and therefore may lack trustworthiness from the perspective of a
user. The proposed framework has several applications, including assist-
ing students with course planning, as well as aiding with curriculum
evaluation and development by providing insight into the usefulness of
specific courses to specific careers. We conduct a preliminary evaluation
of our system, and its performance is competitive against two baselines.
We provide all the resources needed to reproduce our results. (http://
github.com/striebel/cbecr)

Keywords: Career-based education · Course recommendation ·
Explainable recommendation · Knowledge graph · Information retrieval

1 Introduction

An important function of education is to mitigate mismatches between workers’
skills and labor markets’ needs [3]. However, as the pace of economic transfor-
mation around the world continues to accelerate, researchers have observed that
many educational institutions are struggling to align their programs with the
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needs of the contemporary economy [12]. Furthermore, even when programs do
offer highly relevant courses, students are not always well equipped to judge
the relative usefulness of offered courses to their career goals. The present work
addresses these problems by proposing a framework for course recommendation
(illustrated in Fig. 1), which recommends courses based directly on their ability
to teach skills most important to achieving a specific career goal. The proposed
framework relies on constructing a heterogeneous knowledge graph (KG) by
integrating job, course, and skill data, followed by performing knowledge-based
inference directly over the KG, which we hypothesize will enable improved rec-
ommendation explainability over alternative approaches. The main contribution
of this work is its investigation of the following two research questions:

1. Does the integration of job, course, and skill data into a KG followed by per-
forming knowledge-based inference directly over the KG represent a viable
avenue for improving the explainability of career-based course recommenda-
tion, as opposed to alternative approaches that do not directly link jobs and
courses via skills?

2. If a KG-based approach does improve explainability, does this improvement
come with a cost to performance on the core course recommendation task,
and, if it does, do any strategies suggest themselves for minimizing this cost?

Fig. 1. Proposed framework for career-based explainable course recommendation

1.1 Knowledge Graphs and Explainable Recommendation

Currently, the most common way to approach a problem like recommendation
using a knowledge graph is to follow an unsupervised node-vectorization proce-
dure [9] and then recommend target nodes (e.g., courses) based on their proxim-
ity to source nodes of interest (e.g., jobs) in the vector space [7]. There has been
much recent work on trying to learn better vector representations for nodes in a
knowledge graph, such as by using meta-paths which encode graph topological
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information including node and edge type [6,13,15,19]. However, while contin-
uous feature representations of nodes in a knowledge graph can be extremely
useful in improving performance of a task like recommendation, attempts to
make them explainable have tended to be post hoc; that is, the way explana-
tions are generated using them has usually been independent of the recommen-
dation procedure so that generated explanations do not necessarily describe the
underlying recommendation process [1]. Therefore, one solution that has been
suggested for exploiting the benefits of a knowledge graph data representation
while also allowing for faithful explanation is to conduct inference directly over
the graph itself [20,23]. This is the direction taken in the present work.

1.2 Course Recommendation

It is currently more common for uninterpretable collaborative filtering techniques
to be used in course recommendation than graph-based approaches [8]. Graph-
based approaches have though received some recent attention [4,11]. Relatively
sophisticated course recommendation systems have been previously constructed
that take into account several types of constraints, such as pre- and corequisite
constraints and scheduling constraints [10,14]. However, existing efforts have
not yet meaningfully addressed course recommendation explainability, which is
a main focus in the present work.

2 Methods

This section describes our proposed framework for career-based explainable
course recommendation, including construction of the KG (Sect. 2.1) and our
knowledge-based inference procedure that operates over the KG (Sect. 2.2).

2.1 Knowledge Graph Schema

The basis of our KG is the job, course, and skill data sets described in Table 1.
The schema which we use to integrate these three data sets into a KG is based
on similar schemata that have recently been used successfully in the career–
education domain [11,22,23]. Specifically we define our KG as

G = (V, E, τ, σ), (1)

with each component defined in Table 2. Each vertex in the KG corresponds to
a job, course, or skill; that is, V is equal to the union of J , C, and S. The graph
edges are directed; e.g., v → u ∈ E denotes an edge from v ∈ V to u ∈ V . In
addition to each edge having a source and target vertex, each edge also has a
type: the edge type function is defined as τ : E �→ T, where T is the set of edge
types, so that τ(v → u) = t means that t ∈ T is the type of edge v → u ∈ E,
which we denote as v

t−→ u ∈ E. Furthermore, each edge is assigned a weight
which quantifies its salience. Specifically, the edge salience function σ : E �→ Q

+

is defined so that σ(v → u) = w denotes that w ∈ Q
+ is the weight of edge

v → u ∈ E (Fig. 2).
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Table 1. Summary of the basic data sets
used to construct the knowledge graph

Name Description

J A collection of job
advertisements

C A collection of course
syllabi

S A collection of interrelated
skill terms

Table 2. Summary of the knowledge
graph schema components

Name Description

V The set of knowledge
graph vertices

E The set of knowledge
graph edges

τ The edge type function

σ The edge salience function

Fig. 2. Visualization of the KG
constructed according to the
schema presented in Subsect. 2.1,
using the data sets described in
Subsect. 3.1.

Table 3. Summary of edge types

Edge type Visualization Notation Description

req • → • j
req−−→ s Job j requires skill s

sub • → • s
sub−−→ r Skill s is a subclass of

skill r

sup • → • s
sup−−→ r Skill s is a superclass of

skill r

tby • → • s
tby−−→ c Skill s is taught by

course c

cse • → • c
cse−−→ c Course self-edge

(bookkeeping)

Edge Types. The set of edge types is defined as

T = {req, sub, sup, tby, cse}, (2)

with each of the five types defined in Table 3. As an example, if we have two
vertices v, u ∈ V that are connected by an edge v → u ∈ E and it is also the
case that τ(v → u) = req, it follows that v denotes a job in J , u denotes a skill
in S, and, moreover, in order to perform the job v, the skill u is required. This
situation is compactly denoted v

req−−→ u ∈ E.

Edge Salience. The edge salience function σ is piecewise and is made up
of five subfunctions, each of which corresponds to one of the five edge types,
and the subfunctions are defined in Table 4. The edge salience function is used
subsequently to define a transition probability matrix over the KG, which is a
critical component of our recommendation algorithm.

2.2 Algorithm

The algorithm proceeds by calculating the probability that a random walk over
the KG of T timesteps will terminate at any course in C, where the start state
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Table 4. Definition of the salience subfunction for each edge type

Edge type Salience subfunction

req σ(j
req−−→ s) = freq. of s in j /

∑
j′∈J freq. of s in j′

sub σ(s
sub−−→ r) = mean outgoing edge weight from s

sup σ(s
sup−−→ r) = mean outgoing edge weight from s

tby σ(s
tby−−→ c) = freq. of s in c /

∑
c′∈C freq. of s in c′

cse σ(c
cse−−→ c) = unit weight

in the random walk is based on an initial probability distribution over J gener-
ated from a user-provided job query string. The courses in C are then ordered
for recommendation by their probabilities of being the terminal step in the ran-
dom walk. Random walk over KG is an approach to recommendation that is
both unsupervised and lends itself well to explanation [18,21]. Table 5 provides
a summary of the objects used in the subsequent description of the algorithm.

Table 5. Summary of objects used in the algorithm

Name Description

T The final timestep in the random walk; 0 < T

t The current timestep; 0 < t ≤ T

Vi The i-th vertex in an ordering of all vertices in the KG

E The transition probability matrix; dimensions |V | × |V |
E·i The probability of transitioning from any vertex in V to Vj ;

a column vector of length |V |
Eij The probability of transitioning from Vi to Vj ; a scalar

p The state probability matrix; dimensions |V | × (T + 1)

p0 The initial probability distribution over all vertices in V ;

a row vector of length |V |
p0i Probability of random walker starting at Vi; a scalar

pt Probability of being at any vertex after timestep t; a row

vector of length |V |
pti Probability of being at vertex Vi after timestep t; a scalar

q Array of probability-contributions-to-state matrices;

dimensions |V | × |V | × T

qi Probability-contributions-to-Vi matrix; dimensions |V | × T

qi
·t Probability-contributions-to-Vi-during-timestep-t vector;

a column vector of length |V |
qi
jt Given that a random walker is in state i (i.e., at vertex Vi)

after timestep t, this is the probability that the walker

arrived in state i from state j

Transition Probability. The definition of our transition probability matrix
is given in equation (3), which specifies the probability of traversing any edge
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v → u ∈ E as the salience of the edge normalized by the sum of the saliences of
all edges that have v as their source.

Eij =
{

σ(Vi → Vj)/
∑

u′∈{u:v→u∈E} σ(Vi → u′) if Vi → Vj ∈ E

0 else
(3)

Course Recommendation. The initial probability distribution p0 over V is
defined in the following manner: if Vi ∈ S or Vi ∈ C, then p0i equals 0; otherwise
Vi ∈ J and p0i equals the normalized BM25 score of the job posting Vi calculated
using a user-provided job name as a query string. The probability of a random
walker being at any vertex Vi after timestep t, where 0 < t ≤ T , is then given by

pt = pt−1E . (4)

Once pT has been calculated, the best course recommendation is given by Vı̂,
where

ı̂ = argmax
{i:Vi∈C}

pTi . (5)

In addition to the algorithm recommending a single most relevant course, the
ordering of the probabilities in pT also define an ordering of all courses in C
according to their relevance to the specified job of interest.

Explanation Procedure. Once a recommended course Vı̂ is identified, the
skills that most strongly link the course to the job of interest can also be found.
This is done by calculating the probability of a random walker being in state Vj

after step T −1 and transitioning to state Vı̂ during the final step of the random
walk T ; that is,

qı̂
·T = pT−1

T ◦ E·̂ı . (6)

Once qı̂
·T is obtained, the skill that most strongly links the originally selected

job to the recommended course Vı̂ is equal to Vĵ, where

ĵ = argmax
{j:Vj∈S}

qı̂
jT . (7)

In addition to Vĵ being the skill that most strongly links Vı̂ to the user-provided
job of interest, the probabilities given in qı̂

·T also allow all skills in S to be ranked
by how strongly they contributed to Vı̂’s recommendation.

Explanation Template. Once a course has been recommended and its most
salient skill terms have been identified, we present this information to the user
through an explanation template, which has been shown to be a successful tech-
nique for delivering explanations to a user [16,17,20].

The explanation template developed for this project contains four slots which
are filled using the user-specified career of interest, the recommended course,
and the two skills taught in the course which are most relevant to the career of
interest. An example of the filled template is:
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In “Introduction to Embedded Systems Design” you will learn “Microcon-
trollers” and “Programmable Devices” which are important for the job
“Embedded Systems Engineer.”

3 Evaluation

This section presents a preliminary evaluation of our framework for career-based
explainable course recommendation, including a description of the three data sets
that were used in our experiments (Sect. 3.1), a description of the two baseline
models that we evaluated our framework against (Sect. 3.2), and a description
of the evaluation procedure we followed (Sect. 3.3).

3.1 Data Sets

In this preliminary work, we concentrated on course recommendation for careers
within a single industry. We chose the microelectronics industry because it is
critical to the economy and to society, yet it represents an area of the labor
market that continues to evolve rapidly and therefore may be difficult to align
coursework with [2].

For the project, three data sets were newly collected which contain job posts,
course syllabi, and skill terms. The data sets are summarized in Table 6. The jobs
data set J contains 1,277 job posts obtained from the Indeed employment web-
site (indeed.com). These advertisements are for a variety of positions within
the US microelectronics industry. The courses data set C contains 1,269 syllabi
obtained from three providers of massive open online courses (MOOCs): Cours-
era (coursera.org), edX (edx.org), and Udemy (udemy.com). 27% of the collected
courses are on microelectronics topics, 21% are on science and technology topics
not directly related to microelectronics, and the remaining 52% cover areas out-
side of science and technology. The skills data set S contains 12,133 terms which
are the names of all Wikipedia articles and categories that are within four steps
of the Electrical Engineering category in Wikipedia’s article–category graph.

Table 6. Summary of the data sets

Data set Contents

J 1,277 microelectronics-industry job posts

C 1,269 MOOC syllabi

S 12,133 technical-skill terms

3.2 Baseline Models

In our preliminary evaluation, two baselines are used. The first is the BM25
document ranking function, which takes a query string as input and assigns a

https://www.indeed.com
https://www.coursera.org
https://www.edx.org
https://www.udemy.com
https://en.wikipedia.org
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score to each document in a corpus based on the document’s relevance to the
query string. The query string used is the title of the user-selected job of interest
in J and the scored documents are the course syllabi in C. The second baseline
algorithm is the cosine similarity between the user-selected job in J and each of
the course syllabi in C. The features that are compared are the non-stopwords
in the selected job post and in each course syllabus. Both baselines use the most
frequently occurring non-stopwords in the syllabus of a recommended course as
that recommendation’s explanation terms used to fill the template.

3.3 Model Comparison

To conduct the preliminary evaluation, we asked a graduate student who has
reviewed literature on microelectronics education to serve as our scorer. The
scorer’s first task was to choose several job posts from the data set J that
represent a diverse mix of job types currently in demand in the microelectronics
industry. Seven job posts were chosen, and the title of each chosen job is listed
in Table 7.

Table 7. Job posts sampled for model evaluation

Job title

“Associate Field Service Representative - Portland”

“Bead Blast Technician”

“Electronic Technician”

“Summer 2021 Robotics Intern”

“Systems Engineer”

“Test Engineer”

“Tester II - Semiconductor Product Validation”

For each of the seven jobs, a ranked list of twenty course recommendations
and explanations was generated using our framework and the two baselines.
This produced 60 course recommendations and 60 corresponding explanations
for each job, totaling 420 courses and 420 explanations. After anonymizing which
system generated which recommendations and explanations, the course recom-
mendations and explanations were delivered to the scorer. Each recommended
course was scored on a four-point relevance scale with respect to the input job,
and each explanation was scored on a four-point adequacy scale with respect
to how well it explained why the recommended course would be useful to the
input job. From these scores, precision and normalized discounted cumulative
gain (NDCG) at five, ten, and twenty were calculated separately for each of the
three systems’ recommendations and explanations.
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4 Results

The results of the preliminary evaluation are reported in Figs. 3 and 4 for the rec-
ommendation and explanation tasks, respectively. For each evaluation metric on
both tasks, the proposed system outperformed the two baselines. The KG system’s
performance on the explanation task validates our hypothesis that integrating job,
course, and skill data into a KG and performing inference directly over the KG
can improve a course recommendation system’s ability to explain its recommen-
dations: this result suggests a positive answer to our first research question. The
KG system’s superior performance on the recommendation task is also notable
and encouraging because an important goal when designing an explainable recom-
mendation system is to achieve high explanation performance, without sacrificing
the performance of the system’s core recommendation functionality [20]: this sec-
ond result may suggest a negative answer to our second research question; impor-
tant follow-up work to our preliminary evaluation will be to compare our frame-
work’s performance against more sophisticated (unexplainable) baselines, which
will allow us to better analyze the competitiveness of our system on the recom-
mendation task considered independently of the explanation task.

Fig. 3. Recommendation performance. BM25 is the widely used document ranking
function, Cos Sim stands for cosine similarity, and KG stands for knowledge graph
and refers to the propsed random-walk-over-KG system. Prec abbreviates precision
and NDCG stands for normalized discounted cumulative gain. The @5, @10, and @20
suffixes indicate that a metric was calculated using the top 5, 10, or 20 course recom-
mendations generated by each system for each input job title.
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Fig. 4. Explanation performance. Abbreviations are defined in the caption of Fig. 3.

5 Discussion and Conclusion

In this work we have proposed a course recommendation framework that is
both career based and explainable, where “career based” means that courses
are recommended because they are useful for achieving a specified career goal,
and “explainable” means that alongside each course recommendation, a textual
description is provided that explains why the recommended course is useful for
achieving the specified career goal. A key benefit of our framework is its ability
to help users confidently align their coursework with their career goals.

We plan three activities for future work. The first is to expand the accepted
input to our system beyond a description of a career goal. This improvement
will allow a user to also specify their proficiency in several skills relevant to
their career goal through an interactive evaluation. Collecting a student’s skill
proficiencies will be extremely useful for further personalizing course recommen-
dations, because it will allow courses to be recommended not just because of
their intrinsic relevance to a career goal, but also because they teach skills that
the user has not yet mastered. Second, we would like to investigate the applica-
bility of more sophisticated natural language generation techniques for creating
explanations [5], in contrast to the template-based approach used in the present
work. Finally, we plan to conduct a more comprehensive evaluation of the system
via a user study, which will include comparison against additional baselines.
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Abstract. Extracting information from academic PDF documents is
crucial for numerous indexing, retrieval, and analysis use cases. Choos-
ing the best tool to extract specific content elements is difficult because
many, technically diverse tools are available, but recent performance
benchmarks are rare. Moreover, such benchmarks typically cover only
a few content elements like header metadata or bibliographic references
and use smaller datasets from specific academic disciplines. We provide
a large and diverse evaluation framework that supports more extraction
tasks than most related datasets. Our framework builds upon DocBank,
a multi-domain dataset of 1.5 M annotated content elements extracted
from 500K pages of research papers on arXiv. Using the new framework,
we benchmark ten freely available tools in extracting document meta-
data, bibliographic references, tables, and other content elements from
academic PDF documents. GROBID achieves the best metadata and ref-
erence extraction results, followed by CERMINE and Science Parse. For
table extraction, Adobe Extract outperforms other tools, even though
the performance is much lower than for other content elements. All tools
struggle to extract lists, footers, and equations. We conclude that more
research on improving and combining tools is necessary to achieve satis-
factory extraction quality for most content elements. Evaluation datasets
and frameworks like the one we present support this line of research. We
make our data and code publicly available to contribute toward this goal.

Keywords: PDF · Information extraction · Benchmark · Evaluation

1 Introduction

The Portable Document Format (PDF) is the most prevalent encoding for aca-
demic documents. Extracting information from academic PDF documents is cru-
cial for numerous indexing, retrieval, and analysis tasks. Document search, rec-
ommendation, summarization, classification, knowledge base construction, ques-
tion answering, and bibliometric analysis are just a few examples [31].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
I. Sserwanga et al. (Eds.): iConference 2023, LNCS 13972, pp. 383–405, 2023.
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However, the format’s technical design makes information extraction chal-
lenging. Adobe designed PDF as a platform-independent, fixed-layout format
by extending the PostScript [24] page description language. PDF focuses on
encoding a document’s visual layout to ensure a consistent appearance of the
document across software and hardware platforms but includes little structural
and semantic information on document elements.

Numerous tools for information extraction (IE) from PDF documents have
been presented since the format’s inception in 1993. The development of such
tools has been subject to a fast-paced technological evolution of extraction
approaches from rule-based algorithms, over statistical machine learning (ML) to
deep learning (DL) models (cf. Sect. 2). Finding the best tool to extract specific
content elements from PDF documents is currently difficult because:

1. Typically, tools only support extracting a subset of the content elements in
academic documents, e.g., title, authors, paragraphs, in-text citations, cap-
tions, tables, figures, equations, or references.

2. Many information extraction tools, e.g., 12 of 35 tools we considered for our
study, are no longer maintained or have become obsolete.

3. Prior evaluations of information extraction tools often consider only specific
content elements or use domain-specific corpora, which makes their results
difficult to compare. Moreover, the most recent comprehensive benchmarks of
information extraction tools were published in 2015 for metadata1 [54], 2017
for body text [6], and 2018 for references2 [53], respectively. These evaluations
do not reflect the latest technological advances in the field.

To alleviate this knowledge gap and facilitate finding the best tool to extract
specific elements from academic PDF documents, we comprehensively evaluate
ten state-of-the-art non-commercial tools that consider eleven content elements
based on a dataset of 500 K pages from arXiv documents covering multiple fields.

Our code, data, and resources are publicly available at
http://pdf-benchmark.gipplab.org

2 Related Work

This section presents approaches for information extraction from PDF
(Sect. 2.1), labeled datasets suitable for training and evaluating PDF information
extraction approaches, and prior evaluations of IE tools (Sect. 2.2).

2.1 Information Extraction from PDF Documents

Table 1 summarizes publications on PDF information extraction since 1999.
For each publication, the table shows the primary technological approach and
1 For example author(s), title, affiliation(s), address(es), email(s).
2 Refers to extracting the components of bibliographic references, e.g., author(s), title,

venue, editor(s), volume, issue, page range, year of publication, etc.

http://pdf-benchmark.gipplab.org
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Table 1. Publications on information extraction from PDF documents.

Publicationa Year Taskb Method Training Datasetc

Palermo [44] 1999 M, ToC Rules 100 documents

Klink [27] 2000 M Rules 979 pages

Giuffrida [18] 2000 M Rules 1,000 documents

Aiello [2] 2002 RO, Title Rules 1,000 pages

Mao [37] 2004 M OCR,
Rules

309 documents

Peng [45] 2004 M, R CRF CORA (500 refs.)

Day [14] 2007 M, R Template 160,000 citations

Hetzner [23] 2008 R HMM CORA (500 refs.)

Councill [12] 2008 R CRF CORA (200 refs.), CiteSeer
(200 refs.)

Lopez [36] 2009 B, M, R CRF, DL None

Cui [13] 2010 M HMM 400 documents

Ojokoh [42] 2010 M HMM CORA (500 refs.), ManCreat
FLUX-CiM (300 refs.),

Kern [25] 2012 M HMM E-prints, Mendeley, PubMed
(19K entries)

Bast [5] 2013 B, M, R Rules DBLP (690 docs.), PubMed
(500 docs.)

Souza [52] 2014 M CRF 100 documents

Anzaroot [3] 2014 R CRF UMASS (1,800 refs.)

Vilnis [56] 2015 R CRF UMASS (1,800 refs.)

Tkaczyk [54] 2015 B, M, R CRF,
Rules,
SVM

CiteSeer (4,000 refs.), CORA
(500 refs.),
GROTOAP, PMC (53K docs.)

Bhardwaj [7] 2017 R FCN 5,090 references

Rodrigues [48] 2018 R BiLSTM 40,000 references

Prasad [46] 2018 M, R CRF, DL FLUX-CiM (300 refs.), CiteSeer
(4,000 refs.)

Jahongir [4] 2018 M Rules 10,000 documents

Torre [15] 2018 B, M Rules 300 documents

Rizvi [47] 2020 R R-CNN 40,000 references

Hashmi [22] 2020 M Rules 45 documents

Ahmed [1] 2020 M Rules 150 documents

Nikolaos [33] 2021 B, M, R Attention,
BiLSTM

3,000 documents

a Publications in chronological order; the labels indicate the first author only.
b (B) Body text, (M) Metadata, (R) References, (RO) Reading order, (ToC) Table
of contents
c Domain-specific datasets: Computer Science: CiteSeer [43], CORA [39],
DBLP [51], FLUX-CiM [10,11], ManCreat [42]; Health Science: PubMed [40],
PMC [41]
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the training dataset. Eighteen of 27 approaches (67%) employ machine learn-
ing or deep learning (DL) techniques, and the remainder rule-based extraction
(Rules). Early tools rely on manually coded rules [44]. Second-generation tools
use statistical machine learning, e.g., based on Hidden Markov Models (HMM)
[8], Conditional Random Fields (CRF) [29], and maximum entropy [26]. The
most recent information extraction tools employ Transformer models [55].

A preference for—in theory—more flexible and adaptive machine learning
and deep learning techniques over case-specific rule-based algorithms is observ-
able in Table 1. However, many training datasets are domain-specific, e.g., they
exclusively consist of documents from Computer Science or Health Science, and
comprise fewer than 500 documents. These two factors put the generalizability
of the respective IE approaches into question. Notable exceptions like Ojokoh et
al. [42], Kern et al. [25], and Tkaczyk et al. [54] use multiple datasets covering
different domains for training and evaluation. However, these approaches address
specific tasks, i.e., header metadata extraction, reference extraction, or both.

Moreover, a literature survey by Mao et al. shows that most approaches for
text extraction from PDF do not specify the ground-truth data and performance
metrics they use, which impedes performance comparisons [38]. A positive excep-
tion is a publication by Bast et al. [5], which presents a comprehensive evaluation
framework for text extraction from PDF that includes a fine-grained specifica-
tion of the performance measures used.

2.2 Labeled Datasets and Prior Benchmarks

Table 2 summarizes datasets usable for training and evaluating PDF information
extraction approaches grouped by the type of ground-truth labels they offer.
Most datasets exclusively offer labels for document metadata, references, or both.

Table 2. Labeled datasets for information extraction from PDF documents.

Publicationa Size Ground-truth Labels

Fan [16] 147 documents Metadata

Färber [17] 90K documents References

Grennan [21] 1B references References

Saier [49,50] 1M documents. References

Ley [30,51] 6M documents Metadata, references

Mccallum [39] 935 documents Metadata, references

Kyle [34] 8.1 M documents Metadata, references

Ororbia [43] 6M documents. Metadata, references

Bast [6] 12,098 documents Body text, sections, title

Li [31] 500K pages Captions, equations, figures, footers
lists, metadata, paragraphs,
references, sections, tables

a The labels indicate the first author only.
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Only the DocBank dataset by Li et al. [31] offers annotations for 12 diverse
content elements in academic documents, including, figures, equations, tables,
and captions. Most of these content elements have not been used for bench-
mark evaluations yet. DocBank is comparably large (500 K pages from research
papers published on arXiv in a four-year period). A downside of the DocBank
dataset is its coarse-grained labels for references, which do not annotate the
fields of bibliographic entries like the author, publisher, volume, or date, as do
bibliography-specific datasets like unarXive [21] or S2ORC [34].

Table 3 shows PDF information extraction benchmarks performed since 1999.
Few such works exist and were rarely repeated or updated, which is sub-optimal
given that many tools receive updates frequently. Other tools become techno-
logically obsolete or unmaintained. For instance, pdf-extract3, lapdftext4, PDF-
SSA4MET5, and PDFMeat6 are no longer maintained actively, while ParsCit7

has been replaced by NeuralParsCit8 and SciWING9.

Table 3. Benchmark evaluations of PDF information extraction approaches.

Publicationa Dataset Metricsb Tools Labelsc

Granitzer [19] E-prints (2,452 docs.),
Mendeley (20,672 docs.)

P , R 2 M

Lipinski [32] arXiv (1,253 docs.) Acc 7 M

Bast [6] arXiv (12,098 docs.) Custom 14 NL, Pa
RO, W

Körner [28] 100 (German docs.) P , R, F1 4 Ref

Tkaczyk [53] 9,491 documents P , R, F1 10 Ref

Rizvi 8,766 references F1 4 Ref
a The labels indicate the first author only.
b (P ) Precision, (R) Recall, (F1) F1-score, (Acc) Accuracy
c (M) Metadata, (NL) New Line, (Pa) Paragraph, (Ref) Reference, (RO) Read-
ing order, (W) Words

As Table 3 shows, the most extensive dataset used for evaluating PDF infor-
mation extraction tools so far contains approx. 24,000 documents. This number
is small compared to the sizes of datasets available for this task, shown in Table 2.
Most studies focused on exclusively evaluating metadata and reference extrac-
tion (see also Table 3). An exception is a benchmark by Bast and Korzen [6],

3 https://github.com/CrossRef/pdfextract.
4 https://github.com/BMKEG/lapdftext.
5 https://github.com/eliask/pdfssa4met.
6 https://github.com/dimatura/pdfmeat.
7 https://github.com/knmnyn/ParsCit.
8 https://github.com/WING-NUS/Neural-ParsCit.
9 https://github.com/abhinavkashyap/sciwing.

https://github.com/CrossRef/pdfextract
https://github.com/BMKEG/lapdftext
https://github.com/eliask/pdfssa4met
https://github.com/dimatura/pdfmeat
https://github.com/knmnyn/ParsCit
https://github.com/WING-NUS/Neural-ParsCit
https://github.com/abhinavkashyap/sciwing
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which evaluated spurious and missing words, paragraphs, and new lines for 14
tools but used a comparably small dataset of approx. 10 K documents.

We conclude from our review of related work that (1) recent benchmarks
of information extraction tools for PDF are rare, (2) mostly analyze metadata
extraction, (3) use small, domain-specific datasets, and (4) include tools that
have become obsolete or unmaintained. (5) A variety of suitably labeled datasets
have not been used to evaluate information extraction tools for PDF documents
yet. Therefore, we see the need for benchmarking state-of-the-art PDF informa-
tion extraction tools on a large labeled dataset of academic documents covering
multiple domains and containing diverse content elements.

3 Methodology

This section presents the experimental setup of our study by describing the
tools we evaluate (Sect. 3.1), the dataset we use (Sect. 3.2), and the procedure
we follow (Sect. 3.3).

3.1 Evaluated Tools

We chose ten actively maintained non-commercial open-source tools that we
categorize by extraction tasks.

1. Metadata Extraction includes tools to extract titles, authors, abstracts,
and similar document metadata.

2. Reference Extraction comprises tools to access and parse bibliographic
reference strings into fields like author names, publication titles, and venue.

3. Table Extraction refers to tools that allow accessing both the structure and
data of tables.

4. General Extraction subsumes tools to extract, e.g., paragraphs, sections,
figures, captions, equations, lists, or footers.

For each of the tools we evaluate, Table 4 shows the version, supported extraction
task(s), primary technological approach, and output format. Hereafter, we briefly
describe each tool, focusing on its technological approach.

Adobe Extract10 is a cloud-based API that allows extracting tables and
numerous other content elements subsumed in the general extraction category. The
API employs the Adobe Sensei11 AI and machine learning platform to understand
the structure of PDF documents. To evaluate the Adobe Extract API, we used the
Adobe PDFServices Python SDK12 to access the API’s services.

Apache Tika13 allows metadata and content extraction in XML format. We
used the tika-python14 client to access the Tika REST API. Unfortunately, we
found that tika-python only supports content (paragraphs) extraction.
10 https://www.adobe.io/apis/documentcloud/dcsdk/pdf-extract.html.
11 https://www.adobe.com/de/sensei.html.
12 https://github.com/adobe/pdfservices-python-sdk-samples.
13 https://tika.apache.org/.
14 https://github.com/chrismattmann/tika-python.

https://www.adobe.io/apis/documentcloud/dcsdk/pdf-extract.html
https://www.adobe.com/de/sensei.html
https://github.com/adobe/pdfservices-python-sdk-samples
https://tika.apache.org/
https://github.com/chrismattmann/tika-python
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Table 4. Overview of evaluated information extraction tools.

Tool Version Taska Technology Output

Adobe Extract 1.0 G, T Adobe Sensei AI Framework JSON, XLSX

Apache Tika 2.0.0 G Apache PDFBox TXT

Camelot 0.10.1 T OpenCV, PDFMiner CSV, Dataframe

CERMINE 1.13 G, M, R CRF, iText, Rules, SVM JATS

GROBID 0.7.0 G, M, R, T CRF, Deep Learning, Pdfalto TEI XML

PdfAct n/a G, M, R, T pdftotext, rules JSON, TXT, XML

PyMuPDF 1.19.1 G OCR, tesseract TXT

RefExtract 0.2.5 R pdftotext, rules TXT

ScienceParse 1.0 G, M, R, CRF, pdffigures2, rules JSON

Tabula 1.2.1 T PDFBox, rules CSV, Dataframe
a (G) General, (M) Metadata, (R) References, (T) Table

Camelot15 can extract tables using either the Stream or Lattice modes. The
former uses whitespace between cells and the latter table borders for table cell
identification. For our experiments, we exclusively use the Stream mode, since
our test documents are academic papers, in which tables typically use whitespace
in favor of cell borders to delineate cells. The Stream mode internally utilizes
the PDFMiner library16 to extract characters that are subsequently grouped into
words and sentences using whitespace margins.

CERMINE [54] offers metadata, reference, and general extraction capabil-
ities. The tool employs the iText PDF toolkit17 for character extraction and the
Docstrum18 image segmentation algorithm for page segmentation of document
images. CERMINE uses an SVM classifier implemented using the LibSVM19

library and rule-based algorithms for metadata extraction. For reference extrac-
tion, the tool employs k-means clustering, and Conditional Random Fields imple-
mented using the MALLET20 toolkit for sequence labeling. CERMINE returns
a single XML file containing the annotations for an entire PDF. We employ the
Beautiful Soup21 library to filter CERMINE’s output files for the annotations
relevant to our evaluation.

GROBID22 [35] supports all four extraction tasks. The tool allows using
either feature-engineered CRF (default) or a combination of CRF and DL mod-
els realized using the DeLFT23 Deep Learning library, which is based on Ten-
sorFlow and Keras. GROBID uses a cascade of sequence labeling models for
different components. The models in the model cascade use individual label
15 https://github.com/camelot-dev/camelot.
16 https://github.com/pdfminer/pdfminer.six.
17 https://github.com/itext.
18 https://github.com/chulwoopack/docstrum.
19 https://github.com/cjlin1/libsvm.
20 http://mallet.cs.umass.edu/sequences.php.
21 https://www.crummy.com/software/BeautifulSoup/bs4/doc/.
22 https://github.com/kermitt2/grobid.
23 https://github.com/kermitt2/delft.

https://github.com/camelot-dev/camelot
https://github.com/pdfminer/pdfminer.six
https://github.com/itext
https://github.com/chulwoopack/docstrum
https://github.com/cjlin1/libsvm
http://mallet.cs.umass.edu/sequences.php
https://www.crummy.com/software/BeautifulSoup/bs4/doc/
https://github.com/kermitt2/grobid
https://github.com/kermitt2/delft
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sequencing algorithms and features; some models employ tokenizers. This app-
roach offers flexibility by allowing model tuning and improves the model’s main-
tainability. We evaluate the default CRF model with production settings (a rec-
ommended setting to improve the performance and availability of the GROBID
server, according to the tool’s documentation24).

PdfAct formerly called Icecite [5] is a rule-based tool that supports all four
extraction tasks, including the extraction of appendices, acknowledgments, and
tables of contents. The tool uses the PDFBox25 and pdftotext26 PDF manipu-
lation and content extraction libraries. We use the tool’s JAR release27.

PyMuPDF28 extends the MuPDF29 viewer library with font and image
extraction, PDF joining, and file embedding. PyMuPDF uses tesseract30 for
OCR. PyMuPDF could not process files whose names include special characters.

RefExtract31 is a reference extraction tool that uses pdftotext32 and regu-
lar expressions. RefExtract returns annotations for the entire bibliography of a
document. The ground-truth annotations in our dataset (cf. Sect. 3.2), however,
pertain to individual pages of documents and do not always cover the entire
document. If ground-truth annotations are only available for a subset of the ref-
erences in a document, we use regular expressions to filter RefExtract’s output
to those references with ground-truth labels.

Science Parse33 uses a CRF model trained on data from GROBID to
extract the title, author, and references. It also employs a rule-based algorithm
by Clark and Divvala [9] to extract sections and paragraphs in JSON format.

Tabula34 is a table extraction tool. Analogous to Camelot, Tabula offers a
Stream mode realized using PDFBox, and a Lattice mode realized using OpenCV
for table cell recognition.

3.2 Dataset

We use the DocBank35 dataset, created by Li et al. [31], for our experiments.
Figure 1 visualizes the process for compiling the dataset. First, the creators gath-
ered arXiv documents, for which both the PDF and LaTeX source code was
available. Li et al. then edited the LaTeX code to enable accurate automated
annotations of content elements in the PDF version of the documents. For this
purpose, they inserted commands that formatted content elements in specific

24 https://GROBID.readthedocs.io/en/latest/Troubleshooting/.
25 http://pdfbox.apache.org/.
26 https://github.com/jalan/pdftotext.
27 https://github.com/ad-freiburg/pdfact.
28 https://github.com/pymupdf/PyMuPDF.
29 https://mupdf.com/.
30 https://github.com/tesseract-ocr/tesseract.
31 https://github.com/inspirehep/refextract.
32 https://linux.die.net/man1/pdftotext.
33 https://github.com/allenai/science-parse.
34 https://github.com/chezou/tabula-py.
35 https://github.com/doc-analysis/DocBank.

https://GROBID.readthedocs.io/en/latest/Troubleshooting/
http://pdfbox.apache.org/
https://github.com/jalan/pdftotext
https://github.com/ad-freiburg/pdfact
https://github.com/pymupdf/PyMuPDF
https://mupdf.com/
https://github.com/tesseract-ocr/tesseract
https://github.com/inspirehep/refextract
https://linux.die.net/man1/pdftotext
https://github.com/allenai/science-parse
https://github.com/chezou/tabula-py
https://github.com/doc-analysis/DocBank
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Fig. 1. Process for generating the DocBank dataset.

colors. The center part of Fig. 3 shows the mapping of content elements to col-
ors. In the last step, the dataset creators used PDFPlumber36 and PDFMiner to
extract and annotate relevant content elements by their color. DocBank provides
the annotations as separate files for each document page in the dataset.

Table 5 shows the structure of the tab-separated ground-truth files. Each line
in the file refers to one component on the page and is structured as follows. Index
0 represents the token itself, e.g., a word. Indices 1-4 denote the bounding box
information of the token, where (x0, y0) represents the top-left and (x1, y1)
the bottom-right corner of the token in the PDF coordinate space. Indices 5-7
reflect the token’s color in RGB notation, index 8 the token’s font, and index 9
the label for the type of the content element. Each ground-truth file adheres to
the naming scheme shown in Fig. 2.

Table 5. Structure of DocBank’s plaintext ground-truth files.

Index 0 1 2 3 4 5 6 7 8 9

Content token x0 y0 x1 y1 R G B font name label

Source: https://doc-analysis.github.io/docbank-page.

Fig. 2. Naming scheme for DocBank’s ground-truth files.

36 https://github.com/jsvine/pdfplumber.

https://doc-analysis.github.io/docbank-page
https://github.com/jsvine/pdfplumber
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The DocBank dataset offers ground-truth annotations for 1.5M content ele-
ments on 500K pages. Li et al. extracted the pages from arXiv papers in Physics,
Mathematics, Computer Science, and numerous other fields published between
2014 and 2018. DocBank’s large size, recency, diversity of included documents,
number of annotated content elements, and high annotation quality due to the
weakly supervised labeling approach make it an ideal choice for our purposes.

3.3 Evaluation Procedure

Fig. 3. Overview of the procedure for comparing content elements extracted by IE
tools to the ground-truth annotations and computing evaluation metrics.

Figure 3 shows our evaluation procedure. First, we select the PDF files whose
associated ground-truth files contain relevant labels. For example, we search for
ground-truth files containing reference tokens to evaluate reference extraction
tools. We include the PDF file, the ground-truth file, the document ID and
page number obtainable from the file name (cf. Figure 2), and the file path in a
self-defined Python object (see PDF Object in Fig. 3).

Then, the evaluation process splits into two branches whose goal is to create
two pandas data frames—one holding the relevant ground-truth data, and the
other the output of an information extraction tool. For this purpose, both the
ground-truth files and the output files of IE tools are parsed and filtered for
the relevant content elements. For example, to evaluate reference extraction via
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CERMINE, we exclusively parse reference tags from CERMINE’s XML output
file into a data frame (see Extracted DF in Fig. 3).

Finally, we convert both the ground-truth data frame and the extracted data
frame into two formats for comparison and computing performance metrics. The
first is the separate tokens format, in which every token is represented as a row in
the data frame. The second is the collated tokens format, in which all tokens are
combined into a single space-delimited row in the data frame. Separate tokens
serve to compute a strict score for token-level extraction quality, whereas collated
tokens yield a more lenient score intended to reflect a tool’s average extraction
quality for a class of content elements. We will explain the idea of both scores
and their computation hereafter.

We employ the Levenshtein Ratio to quantify the similarity of extracted
tokens and the ground-truth data for both the separate tokens and collated
tokens format. Eq. (1) defines the computation of the Levenshtein distance of
the extracted tokens te and the ground-truth tokens tg.

levte,tg (i, j) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

max(i, j), if min(i, j) = 0,

min

⎧
⎪⎨

⎪⎩

levte,tg (i − 1, j) + 1
levte,tg (i, j − 1) + 1
levte,tg (i − 1, j − 1) + 1(tei �=tej)

otherwise.

(1)
Equation (2) defines the derived Levenshtein Ratio score (γ).

γ (te, tg) = 1 − levte,tg (i, j)
|te| + |tg| (2)

Equation (3) shows the derivation of the similarity matrix (Δd) for a doc-
ument (d), which contains the Levenshtein Ratio (γ) of every token in the
extracted data frame with separate tokens Es of size m and the ground-truth
data frame with separate tokens Gs of size n.

Δd
m×n = γ

[
Es

i , G
s
j

]m,n

i,j
(3)

Using the m × n similarity matrix, we compute the Precision P d and Recall
Rd scores according to Eqs. (4) and (5), respectively. As the numerator, we use
the number of extracted tokens whose Levenshtein Ratio is larger or equal to
0.7. We chose this threshold for consistency with the experiments by Granitzer
et al. [19]. We then compute the F d

1 score according to Eq. (6) as a token-level
score for a tool’s extraction quality.

P d =
#Δd

i,j ≥ 0.7
m

(4)

Rd =
#Δd

i,j ≥ 0.7
n

(5)
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F1
d =

2 × P d × Rd

P d + Rd
(6)

Moreover, we compute the Accuracy score Ad reflecting a tool’s average
extraction quality for a class of tokens. To obtain Ad, we compute the Lev-
enshtein Ratio γ of the extracted tokens Ec and ground-truth tokens Gc in the
collated tokens format, according to Eq. (7).

Ad = γ [Ec, Gc] (7)

Figures 4 and 5 show the similarity matrices for the author names ‘Yuta,’
‘Hamada,’ ‘Gary,’ and ‘Shiu’ using separate and collated tokens, respectively.
Figure 4 additionally shows an example computation of the Levenshtein Ratio
for the strings Gary and Yuta. The strings have a Levenshtein distance of six
and a cumulative string length of eight, which results in a Levenshtein Ratio of
0.25 that is entered into the similarity matrix. Figure 5 analogously exemplifies
computing the Accuracy score of the two strings using collated tokens.

Fig. 4. Left: Similarity matrix for author names using separate tokens. Right: Compu-
tation of the Levenshtein distance (6) and the optimal edit transcript (yellow highlights)
for two author names using dynamic programming.

Fig. 5. Similarity matrix for two sets of author names using collated tokens.
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4 Results

We present the evaluation results grouped by extraction task (see Figs. 6, 7,
8 and 9) and by tools (see Table 6). This two-fold breakdown of the results
facilitates identifying the best-performing tool for a specific extraction task or
content element and allows for gauging the strengths and weaknesses of tools
more easily. Note that the task-specific result visualizations (Figs. 6, 7, 8 and 9)
only include tools that support the respective extraction task. See Table 4 for an
overview of the evaluated tools and the extraction tasks they support.

Figure 6 shows the cumulative F1 scores of CERMINE, GROBID, PdfAct,
and Science Parse for the metadata extraction task, i.e., extracting title, abstract,
and authors. Consequently, the best possible cumulative F1 score equals three.
Overall, GROBID performs best, achieving a cumulative F1 score of 2.25 and
individual F1 scores of 0.91 for title, 0.82 for abstract, and 0.52 for authors.
Science Parse (2.03) and CERMINE (1.97) obtain comparable cumulative F1

scores, while PdfAct has the lowest cumulative F1 score of 1.14. However, PdfAct
performs second-best for title extraction with a F1 score of 0.85. The performance
of all tools is worse for extracting authors than for titles and abstracts. It appears
that machine-learning-based approaches like those of CERMINE, GROBID, and
Science Parse perform better for metadata extraction than rule-based algorithms
like the one implemented in PdfAct37.

Figure 7 shows the results for the reference extraction task. With a F1 score of
0.79, GROBID also performs best for this task. CERMINE achieves the second
rank with a F1 score of 0.74, while Science Parse and RefExtract share the
third rank with identical F1 scores of 0.49. As for the metadata extraction task,
PdfAct also achieves the lowest F1 score of 0.15 for reference extraction. While
both RefExtract and PdfAct employ pdftotext and regular expressions, GROBID
performs efficient segregation of cascaded sequence labeling models38 for diverse
components, which can be the reason for its superior performance [36].

Figure 8 depicts the results for the table extraction task. Adobe Extract out-
performs the other tools with a F1 score of 0.47. Camelot (F1 = 0.30), Tab-
ula (F1 = 0.28), and GROBID (F1 = 0.23) perform notably worse than Adobe
Extract. Both Camelot and Tabula incorrectly treat two-column articles as tables
and table captions as a part of the table region, which negatively affects their
performance scores. The use of comparable Stream and Lattice modes in Camelot
and Tabula (cf. Sect. 3.1) likely cause the tools’ highly similar results. PdfAct
did not produce an output for any of our test documents that contain tables,
although the tool supposedly supports table extraction. The performance of all
tools is significantly lower for table extraction than for other content elements,
which is likely caused by the need to extract additional structural information.
The difficulty of table extraction is also reflected by numerous issues that users
opened on the matter in the GROBID GitHub repository39.

37 See Table 4 for more information on the tools’ extraction approaches.
38 https://grobid.readthedocs.io/en/latest/Principles/.
39 https://github.com/kermitt2/grobid/issues/340.

https://grobid.readthedocs.io/en/latest/Principles/
https://github.com/kermitt2/grobid/issues/340
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Fig. 6. Results for metadata extraction.

Fig. 7. Results for reference extraction.
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Fig. 8. Results for table extraction.

Figure 9 visualizes the results for the general extraction task. GROBID
achieves the highest cumulative F1 score of 2.38, followed by PdfAct (cumulative
F1 = 1.66). The cumulative F1 scores of Science Parse (1.25), which only support
paragraph and section extraction, and CERMINE (1.20) are much lower than
GROBID’s score and comparable to that of PdfAct. Apache Tika, PyMuPDF,
and Adobe Extract can only extract paragraphs.

For paragraph extraction, GROBID (0.9), CERMINE (0.85), and PdfAct
(0.85) obtained high F1 scores with Science Parse (0.76) and Adobe Extract
(0.74) following closely. Apache Tika (0.52) and PyMuPDF (0.51) achieved
notably lower scores because the tools include other elements like sections, cap-
tions, lists, footers, and equations in paragraphs.

Notably, only GROBID achieves a promising F1 score of 0.74 for the extrac-
tion of sections. GROBID and PdfAct are the only tools that can partially
extract captions. None of the tools is able to extract lists. Only PdfAct supports
the extraction of footers but achieves a low F1 score of 0.20. Only GROBID
supports equation extraction but the extraction quality is comparatively low
(F1 = 0.25). To reduce the evaluation effort, we first tested the extraction of
lists, footers, and equations on a two-months sample of the data covering Jan-
uary and February 2014. If a tool consistently obtained performance scores of
0, we did not continue with its evaluation. Following this procedure, we only
evaluated GROBID and PdfAct on the full dataset.
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For the general extraction task, GROBID outperforms other tools due to
its segmentation model40, which detects the main areas of documents based on
layout features. Therefore, frequent content elements like paragraphs will not
impact the extraction of rare elements from a non-body area by keeping the
imbalanced classes in separate models. The cascading models used in GROBID
also offer the flexibility to tune each model. Using layouts and structures as a
basis for the process allows the association of simpler training data.

Fig. 9. Results for general data extraction.

The breakdown of results by tools shown in Table 6 underscores the main
takeaway point of the results’ presentation for the individual extraction tasks.
The tools’ results differ greatly for different content elements. Certainly, no tool
performs best for all elements, rather, even tools that perform well overall can
fail completely for certain extraction tasks. The large amount of content elements
whose extraction is either unsupported or only possible in poor quality indicates
a large potential for improvement in future work.

40 https://grobid.readthedocs.io/en/latest/Principles/.

https://grobid.readthedocs.io/en/latest/Principles/
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Table 6. Results grouped by extraction tool.

Toola Label # Detected # Processedb Acc F1 P R

Adobe Extract Table 1,635 736 0.52 0.47 0.45 0.49

Paragraph 3,985 3,088 0.85 0.74 0.72 0.76

Apache Tika Paragraph 339,603 258,582 0.55 0.52 0.43 0.65

Camelot Table 16,289 11,628 0.27 0.30 0.23 0.44

CERMINE Title 16,196 14,501 0.84 0.81 0.81 0.81

Author 19,788 14,797 0.43 0.44 0.44 0.46

Abstract 19,342 16,716 0.71 0.72 0.68 0.76

Reference 40,333 35,193 0.80 0.74 0.71 0.77

Paragraph 361,273 348,160 0.89 0.85 0.83 0.87

Section 163,077 139,921 0.40 0.35 0.32 0.38

GROBID Title 16,196 16,018 0.92 0.91 0.91 0.92

Author 19,788 19,563 0.54 0.52 0.52 0.53

Abstract 19,342 18,714 0.82 0.82 0.81 0.83

Reference 40,333 36,020 0.82 0.79 0.79 0.80

Paragraph 361,273 358,730 0.90 0.90 0.89 0.91

Section 163,077 163,037 0.77 0.74 0.73 0.76

Caption 90,606 62,445 0.57 0.49 0.47 0.51

Table 16,740 8,633 0.24 0.23 0.23 0.23

Equation 142,736 96,560 0.26 0.25 0.20 0.32

PdfAct Title 17,670 16,834 0.85 0.85 0.85 0.86

Author 13,110 2,187 0.14 0.13 0.12 0.18

Abstract 21,470 4,683 0.17 0.16 0.15 0.20

Reference 30,263 12,705 0.19 0.15 0.17 0.20

Paragraph 361,318 357,905 0.85 0.85 0.80 0.89

Section 129,361 87,605 0.21 0.16 0.12 0.25

Caption 83,435 53,314 0.45 0.45 0.40 0.52

Footer 32,457 26,252 0.23 0.20 0.25 0.16

PyMuPDF Paragraph 339,650 258,383 0.55 0.51 0.41 0.65

RefExtract Reference 40,333 38,405 0.55 0.49 0.44 0.55

Science Parse Title 11,696 11,687 0.79 0.70 0.70 0.70

Author 471 471 0.54 0.52 0.52 0.53

Abstract 14,150 14,149 0.83 0.81 0.73 0.90

Reference 40,333 35,200 0.55 0.49 0.49 0.50

Paragraph 361,318 355,529 0.79 0.76 0.76 0.76

Section 163,077 158,556 0.54 0.49 0.49 0.50

Tabula Table 10,361 9,456 0.29 0.28 0.20 0.46
a Boldface indicates the best value for each content element type.
b The differences in the number of detected and processed items are due to PDF
Read Exceptions or Warnings. We label an item as processed if it has a non-zero F1

score.
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5 Conclusion and Future Work

We present an open evaluation framework for information extraction from aca-
demic PDF documents. Our framework uses the DocBank dataset [31] offering
12 types and 1.5M annotated instances of content elements contained in 500K
pages of arXiv papers from multiple disciplines. The dataset is larger, more top-
ically diverse, and supports more extraction tasks than most related datasets.

We use the newly developed framework to benchmark the performance of ten
freely available tools in extracting document metadata, bibliographic references,
tables, and other content elements in academic PDF documents. GROBID, fol-
lowed by CERMINE and Science Parse achieves the best results for the metadata
and reference extraction tasks. For table extraction, Adobe Extract outperforms
other tools, even though the performance is much lower than for other content
elements. All tools struggle to extract lists, footers, and equations.

While DocBank covers more disciplines than other datasets, we see further
diversification of the collection in terms of disciplines, document types, and con-
tent elements as a valuable task for future research. Table 2 shows that more
datasets suitable for information extraction from PDF documents are available
but unused thus far. The weakly supervised annotation approach used for creat-
ing the DocBank dataset is transferable to other LaTeX document collections.

Apart from the dataset, our framework can incorporate additional tools and
allows easy replacement of tools in case of updates. We intend to update and
extend our performance benchmark in the future.

The extraction of tables, equations, footers, lists, and similar content ele-
ments poses the toughest challenge for tools in our benchmark. In recent work,
Grennan et al. [20] showed that the usage of synthetic datasets for model train-
ing can improve citation parsing. A similar approach could also be a promising
direction for improving the access to currently hard-to-extract content elements.

Combining extraction approaches could lead to a one-fits-all extraction tool,
which we consider desirable. The Sciencebeam-pipelines41 project currently
undertakes initial steps toward that goal. We hope that our evaluation framework
will help to support this line of research by facilitating performance benchmarks
of IE tools as part of a continuous development and integration process.
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10. Cortez, E., da Silva, A.S., Gonçalves, M.A., Mesquita, F., de Moura, E.S.: FLUX-
CIM: flexible unsupervised extraction of citation metadata. In: Proceedings of the
7th ACM/IEEE-CS Joint Conference on Digital Libraries. pp. 215–224. JCDL
2007, Association for Computing Machinery, New York, NY, USA (2007). https://
doi.org/10.1145/1255175.1255219
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Abstract. Cross-session search (XSS) describes situations in which
users search for information related to the same task across multiple
sessions. While there has been research on XSS, little attention has been
paid to users’ motivations for searching multiple sessions in real-life con-
texts. We conducted a diary study to investigate the reasons that lead
people to search across multiple sessions for their own tasks. We applied
Lin and Belkin’s [24] MISE theoretical model as a coding framework
to analyze users’ open-ended responses about their XSS reasons. We
open-coded reasons that the MISE model did not cover. Our findings
identified a subset of session-resuming reasons in the MISE model (i.e.,
spawning, transmuting, unanswered-incomplete, cultivated-updated, and
anticipated) as the main reasons that caused people to start a search ses-
sion in our participants’ real-world searches. We also found six additional
session resuming reasons rarely discussed in the context of XSS: explor-
ing more topic aspects, finding inspiration and examples, reviewing the
information found earlier, monitoring task progress, completing a search
following a scheduled plan, and feeling in the mood/having the energy
to search. Our results contextualize and enrich the MISE session resum-
ing reasons by examining them in real-world examples. Our results also
illustrate that users’ XSS motivations are multifaceted. These findings
have implications for developing assisting tools to support XSS and help
design different types of search sessions to study XSS behavior.

Keywords: Cross-session search · Session resumption · Session
resuming reason · Search motivation

1 Introduction

Cross-session search (XSS) describes situations in which users search for infor-
mation related to the same task across multiple sessions [5,18,24,25]. In this
context, the task refers to activities people perform in their work and life,
and information-seeking and search tasks are sub-tasks of the overarching work
task [21]. Previous research often attributed XSS to complex tasks or interrup-
tions [14,18,25,27] and focused on users’ XSS activities, search task types, and
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session features. In addition, previous work has developed models to extract
XSS tasks, predict search task continuation (e.g., [1,18,38]), and device switch-
ing patterns when XSS involves the use of multiple devices (e.g., [10,15,38]).

XSS also plays a vital role in Information Science (IS) research. Some well-
known information behavior models and theories were developed based on stud-
ies of users’ information behavior in the XSS context. For example, Kulthau’s [19]
Information Search Process (IPS) model, the series of studies conducted by
Byström and colleagues about relevance judgment, users’ information need, and
task complexity (e.g., [3,4]), and Vakkari’s research on users’ relevance crite-
ria [37]. However, few of previous efforts examined the reasons that cause XSS.

Several pioneering researchers explored the reasons that could lead people to
search for multiple sessions. Lin and Belkin [23,24] proposed a theoretical frame-
work (the Multiple Information Seeking Episodes (MISE) model) which posits
that successive searches could be caused by eight different reasons related to the
searchers’ perception of their information problem status. Spink et al. [33,34]
found that the main reason that motivated library users to engage in succes-
sive searches was to refine or enhance the search results from previous searches.
MacKay and Watters [28] found that the main reasons for people to stop a search
session during the XSS process was mainly because they found the needed infor-
mation for the session or their tasks were completed.

However, relatively little current research has investigated search session
resuming reasons from users’ perspectives for real-life tasks. Our research is an
effort to fill this gap, update our understanding of XSS behaviors, and identify
ways that search systems can aid users in XSS. Therefore, we ask:

RQ: What are the reasons that cause people to resume searching for real-life
tasks over time?

We collected data from a diary study with twenty-five participants over two
months. Based on a qualitative analysis of users’ session resuming reasons for 101
sessions, we: 1) identified MISE resuming reasons that occur in real-world tasks, 2)
found scenarios where MISE reasons needed elaboration or additional context, and
3) found additional resumption reasons not covered by the original MISE reasons.
Our findings shed light on helping improve search engine results for XSS tasks,
developing XSS assisting tools for task management, and providing insights about
designing different search sessions in XSS future experimental studies.

2 Related Work

2.1 Characteristics of Cross-session Search

Prior work has documented that XSS often happens when users’ tasks are com-
plex. For instance, early research found that people searched multiple times
over an extended period to explore a topic and for information problems that
evolve over time [30,32]. Donato [13] noted that XSS might be common in
complex tasks because they are tasks that often involve multiple aspects; they
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include subtasks that require more time and effort to complete, and sometimes
the information needs associated with a complex task cannot be fully satisfied by
one single web page or a search session. Additional studies [17,28,31] found that
information-gathering tasks were more complex and led people to search multi-
ple sessions over time. XSS occurs across a variety of topics, including academic
research projects, school work, shopping, traveling, and medical tasks [14,28,32].

Researchers have also explored the nature of XSS sessions. MacKay and Wat-
ters [28] found that, on average, students completed their XSS tasks in two to three
sessions (no more than four). However, an earlier study by Spink [32] found that
XSS could extend from two sessions up to more than a hundred for some tasks.
Device-switching, or cross-device search, is common when users search across ses-
sions. Wu [40] provided a comprehensive review on cross-device search.

2.2 Reasons that Lead to Cross-session Search

A few researchers have systematically investigated the reasons that lead to XSS.
Lin and Belkin [23,24] proposed a theoretical model – the Multiple Information
Seeking Episodes (MISE model) – which conceptualized eight different reasons
that can cause successive searches:

“(1) transmuting – the problem gets elaborated and changes from its orig-
inal form to a transmuted form; (2) spawning – the problem spawns sub-
problems; (3) transiting – the original problem transits to another, differ-
ent problem; (4) rolling back – something that was thought to have been
solved by a previous search turns out to be unresolved; (5) lost-treatment –
the information... once found, is not available in the treatment application
stage; (6) unanswered – the problem was unanswered by previous searches;
(7) cultivated – occurs when a searcher is trying to stay abreast of an area
of interest; (8) anticipated – the information problem has not occurred yet,
but is anticipated based on the current information” [24, p. 396].

Spink et al. found that the main reason people resume searching is to extend
or refine the results they found earlier. During experimental studies, people
resumed search sessions to investigate different databases, to refind previous
information, or to “secure more valuable information” [33,34]. XSS can also
be a result of interruptions [27,31]. However, studies in this area often induce
interruptions on purpose in experimental environments and focus on users’ infor-
mation activities after a task is resumed instead of investigating why they resume
search sessions (e.g., [9–11]). Cross-device search often involves XSS when people
use multiple devices to search for information for the same task. Wu [39] found
that people switch devices often because they were unsatisfied with the results
found using the previous device.

Our understanding of today’s XSS, especially the underlying reasons that
cause XSS, is still limited. There is little current research focusing on XSS reasons
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in real-life task contexts and the effects of the resumption reasons on users’ XSS
behaviors. It is unclear whether the previous research findings (from over 15 years
ago) still reflect today’s XSS behaviors. Our current study is thus motivated to
address these questions.

3 Method

We conducted a diary study to investigate how and why people engage in XSS
in the context of real-life tasks. The study was reviewed by the ethics board at
our university.

3.1 Participant Recruitment

We sent a recruiting message through our university-wide mailing lists. To ensure
that the recruited participants would conduct XSS during the study period, the
recruiting email included a screening questionnaire that outlined two require-
ments for participation: 1) the participant should have a real-world task or
project for which they had not done any searching yet, 2) the participant
expected that they would search online multiple times to complete the task.
We asked prospective participants to briefly describe their tasks in the screening
questionnaire. These criteria helped us focus our data collection on expected XSS
tasks that participants knew in advance would involve multiple search sessions.
We selected twenty-nine volunteers and invited them to participate in the diary
study. All 29 accepted and participated in the diary study.

3.2 Diary Study Process

We first scheduled an introductory meeting with each participant. During the
introductory meeting, a participant first completed a consent form. Then they
filled out a pre-task questionnaire to provide more details about the selected
task they mentioned in the screening questionnaire (e.g., task motivation, peo-
ple involved in the task, previous knowledge about the task, plans for task work
processes, etc.) Next, we set up a customized Google account for the participant
to use during the study period. Each participant had an individual account for
themselves. The Google account was configured with bookmark links to three
online questionnaires: (1) a pre-session questionnaire, (2) a post-session ques-
tionnaire, and (3) a structured daily review diary. It also included a bookmark
folder for participants to save web pages they felt were useful for their tasks. The
participant was then asked to login into this account on their own computer
and conduct a practice task. Participants were told that the Google account
would record all the search history associated with the account but that they
could review it and delete any history that was irrelevant to their tasks. All the
Google accounts were shared with the study moderator so that we could monitor
participants’ work process and remind them to fill out the questionnaires and



410 Y. Li and R. Capra

diaries during the study period. We asked participants do all their searching for
the task using the assigned Google account during the study period.

After the introductory meeting, participants worked on their tasks at their
own pace. Participants were instructed that whenever they needed to search
online for their selected task, they should log in to their assigned Google account.
Before each search session, they were asked to complete the pre-session ques-
tionnaire. Then they could search however they wanted. When they decided to
complete their session, they were asked to fill out the post-session questionnaire.
Participants were also asked to complete the daily review diary at the end of
each day when they worked on their task (e.g., searched or conducted other
task-related activities).

Participants could search for as many sessions as needed until they completed
the study. A requirement for full participation was to submit data for at least
three search sessions and two daily review diaries by the end of the study. Partic-
ipants who completed the diary study received USD $120 as compensation. Out
of the 29 diary study participants, 15 were invited to participate in a 45-minute
retrospective interview after completing the diary study. Each received an extra
USD $20 for completing the interview.

3.3 Data Collected and Analysis

We collected data from twenty-nine participants, each working on one work
task involving XSS. Our data collection covered about a two-month period from
08/2021 to 10/2021. Four participants withdrew from the study and their data
were not included. The remaining twenty-five (n = 25) participants included
9 undergraduate students, 7 graduate students, and 9 non-student staff from
our university. Participants ranged in age from 18 to 62 years and 60% were
female. Their tasks included writing a screenplay, helping friends to find an
apartment to rent, designing a baby shower, registering a small business, curating
a LEGO collection, and writing an essay about an international problem. The
25 participants submitted a total of 101 completed pairs of questionnaires (i.e.,
pre-session questionnaire and post-session questionnaire for each session). They
also submitted 91 daily review diaries.

To address our research questions, we conducted qualitative analysis on par-
ticipants’ responses to three questions: (1) an open-ended question in the pre-
session questionnaire that asked about the reason why they started this search
session, (2) an open-ended question in the post-session questionnaire about the
reason that motivated them to start the session (we asked this again to provide
two points of reference), and (3) a multiple-choice question in the post-session
questionnaire which asked participants to select one choice from the list of MISE
resuming reasons that best matched their main reason for resuming the search
in this session.

Our goals for the qualitative analysis were twofold. First, we wanted to see
if the participants’ responses aligned well with the MISE resuming reasons, or if
they included additional dimensions not in the MISE model. Second, we wanted
to gain insights into how the resuming reasons manifested and what impacts
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they had on the search processes. To accomplish this, we started our qualitative
analysis coding with the MISE resuming reasons. We then coded the partici-
pants’ responses, checking our coding against their responses to the single-choice
question with the MISE reasons. In many cases, our assessment matched the par-
ticipants’ choices. In other cases, we identified additions or modifications to the
MISE categories.

We analyzed the resuming reasons for all reported search sessions, including
the initial search session. This may seem unintuitive – how can you resume the
initial session? We included the initial sessions for two main reasons. First, we
wanted to gain a better understanding of the role of the first search session in
XSS. Second, our participants’ tasks were expected to involve XSS. Therefore,
their initial session could be affected by their expectation and planning for the
entire task process. By including the initial session, we gain a more holistic view
of XSS reasons.

4 Results

In this section, we present the results of our qualitative analysis of participants’
responses. We identified: (1) real-world examples of five resuming reasons present
in the existing MISE model; (2) three types of MISE reasons that occurred
in our data but were not related to a task resumption; and (3) six additional
session resuming reasons that are not covered in the original MISE model. In
the subsections below, we explain each of these in more detail.

4.1 MISE Reasons in Everyday XSS

Table 1 shows five XSS session resuming reasons we observed in our data that
are covered by the existing MISE model. These include spawning (n = 62),
transmuting (n = 19), unanswered-incomplete (n = 9), cultivated-updated (n =
9), and anticipated (n = 2). Next, we discuss how these reasons were manifested
in our data and how our analysis suggests extensions to the MISE model.

Table 1. A Summary of MISE Session resuming reasons and the related session stages
during XSS

MISE reason Initial session Middle Session (s) Last session All sessions

Spawning 10 36 16 62

Transmuting 13 5 1 19

Unanswered-incomplete 0 6 3 9

Cultivated-updated 2 3 4 9

Anticipated 0 1 1 2

Total 25 51 25 101
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Spawning. Spawning describes a search resumed because sub-topics or prob-
lems emerged from the original task and required the searcher to find more
information [24]. Spawning was the most common resuming reason for the mid-
dle sessions (n = 36), the last session (n = 16), and across all the sessions (n =
62). We also observed spawning as a reason for the initial session (n = 10). This
may seem odd but it was quite common. Often, participants had been thinking
about their task prior to searching and knew it would involve multiple parts. In
this way, spawning was part of their planning process and occurred before the
initial search session.

We observed three ways that these sub-problems spawned: 1) based on pre-
vious knowledge, 2) based on earlier search sessions, and 3) from communication
with others. In (1), the sub-problems were planned in advance based on partici-
pants’ previous knowledge about the task topic and how they wanted to complete
the task. For instance,

“I started this search session because I had been thinking about what I
wanted to search the whole day, and I had a list of things that I really
wanted to look up.” (p121 s2)

Secondly, sub-problems emerged during earlier search sessions. New top-
ics might appear either because the searcher encountered some unknown but
relevant concepts during earlier search sessions, or because they purposefully
explored different aspects of the task and discovered new sub-topics for further
investigation. Consequently, they resumed their search during a later session to
look for information about the new concept(s). For instance,

“I came across a new definition of ’shared streets’...[during the first search
session] [In this session, I want] to continue learning about the various
definitions”(p120 s2)

Thirdly, sub-tasks arose from communication with others (e.g., talking with
task collaborators, or other people they consulted while working on the tasks).
For instance,

“I had a very in-depth talk with two fellow theater artists... Hearing about
other individuals’ unique summer theatrical experiences peaked my interest
to see if there may be a space for me.” (p104 s2)

Transmuting. Transmuting refers to a situation when a person needs more
information in order to formulate their information need before they can con-
duct more focused searches [24]. Transmuting was a common reason for our
participants to start the initial search session (n = 13), but it also motivated
middle search sessions (n = 5), and in one case, even the last session during the
XSS process.

We identified two types of transmutation. In the first type, users’ under-
standing of their task transmutes to a more specified level as more knowledge
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is learned. To achieve this purpose, users often try to explore the topic areas to
find general information related to their tasks, such as background information,
general introductions, and potential information resources. With these, they can
better understand how to work on their own tasks. For instance,

“I would like to research the necessities for a short children’s book. What
authors typically consider when writing and how to make sure a child will
be able to take in and understand the topic of the book...To see how much
it would cost for me to successfully execute writing the book.” (p129 s1)

The other transmutation type is that users’ tasks are transmuted to a nar-
rower sub-scope compared to the original task. For instance, participants may
decide to concentrate on one specific subtopic and that subtopic becomes the
main problem for solving during the rest of the XSS process.

“I wanted to gain a better understanding of the different types of businesses
in order to decide which one would be most applicable to my consulting
business” (p116 s1)

Unanswered-Incomplete. In Lin and Belkin’s original MISE [24], unanswered
describes a situation when a searcher resumes a search session to continue to
look for specific “information objects” [24, p. 396] that they did not find in the
earlier search session(s). This definition implies that the previous search might
have failed or been unfinished. While analyzing our data, we found that few
participants mentioned resuming a session because the previous session failed.
On the contrary, participants often explicitly stated that their previous sessions
were unfinished and that they started the current session because they wanted to
continue exploring where they had left off. In this paper, we update the original
MISE code “unanswered” to “unanswered-incomplete” to reflect participants’
perspectives.

The unanswered-incomplete reason is associated with the middle sessions
(n = 6) and the last session (n = 3) but not for the initial sessions. This makes
sense because an unanswered session starts because the searcher did not find all
the needed information during the previous search session(s).

We observed two types of foci for these types of sessions. In the first type,
the participant had a specific search goal and wanted to exhaust one specific
information resource that they started in the previous search session. In the
second type, the participant did not have a specific search goal and wanted to
explore more new information in the current session. For instance:

“My goal is to continue reviewing the source I started reviewing during
the last session and also review another source that has already been book-
marked...I wanted to continue to take notes I started last night” (p128 s3)
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Cultivated-Updated. In the MISE, cultivated refers to the scenario when
users do not have specific information problems to solve at hand but search for
information over time to “stay abreast of an area of information of interest” [24,
p. 395]. We adjusted this to cultivated-updated to reflect users’ information search
for updated information within the context of a defined task.

Among the nine (n = 9) sessions resumed because of the cultivated-updated
reason, two were initial sessions, three were middle sessions, and four were last
sessions. Participants for all these sessions had clear search goals, and their
information needs were specific. For instance,

“I’d heard that the [booking] system had changed recently and wanted to
know the latest.”(p106 s3)

In addition, these updated sessions could be categorized into two groups: (1)
participants wanted to find the most recent information since they knew the
topic area keeps changing based on previous knowledge, such as the quotes cited
above.

Another type of updated session refers to cases when (2) participants found
the information during previous search sessions for their tasks and wanted to
check again to make sure they have the latest information before they could
make decisions. For instance,

“I was also curious to see if any of the flight information that I had looked
up before had changed” (p117 s2)

Anticipated. In MISE, anticipated describes when a searcher encounters some
interesting information and thinks they would resume the search again when
they need the information for a different future task. Based on our analysis, we
adjust this definition to include situations when participants start a session and
expect to search for information that they may use for the current work task at
a later time, as the task proceeds.

We identified two sessions (n=2) that were mainly resumed for the antici-
pated reason. For instance,

“I simply wanted to find inspiration and other artwork to put toward later
use” (p114 s3)

4.2 Other MISE Resuming Reasons in Everyday XSS

Besides the above five session resuming reasons, we did not find sessions that
were resumed mainly for the other MISE reasons (e.g. transiting, rolling-back,
or answer-lost). But we did find examples when participants described similar
situations involving these MISE reasons at other points during their XSS process.

Transiting. Transiting describes when a participant is inspired by their searches
for the current task and comes up with ideas for a new task that requires more
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searches in the future. In other words, transiting could be the resuming reason for
a later search session of a different task if it happens. For instance, the following
example described that the participant found some relevant information for the
current task but may need more search and effort that should be separated from
the current search. However, the person did not continue that new search.

“After that I did a quick search to see if I could find some quick statistics on
the benefits of taking space away from cars more generally, but determined
that was another large task and stopped that search. ” (p120 s4)

Rolling-Back. Rolling-back describes when a session is started because the
information found from the previous session(s) did not solve the task problem.
We found an example when the participant stopped an earlier session because
what they found did not work. However, when restarting the search later, the
participant did not continue to look for substitutes. Instead, he switched to
looking for other task aspects. Therefore, this is not exactly a rolling-back case.
As the following quotes show:

“I found an app ...but [it] did not work on my laptop so I decided to end
my session out of frustration” (p114 s5)

and in the next search session, the participant described:

“once I cooled down from my incident with a poorly constructed and expen-
sive application I needed to ’restart’ my initial search for artistic tutorials
and artistic inspiration” (p114 s6)

Lost-treatment. Lost-treatment refers to the situation when participants can-
not access the information they found previously and need to search again. This
might include re-finding the same information or looking for alternatives since
the previous information or sources are no longer available.

Although we did not identify any sessions that were resumed mainly because
of the lost-treatment reason, re-finding is a common strategy people use to find
the information they already knew.

“I was also mainly looking for inspiration from things I knew of, but
wanted to look up thoroughly and explore more as to how they may or may
not relate to my piece and what I want to present.” (p108 s1)

4.3 Session Resuming Reasons Not in MISE

Besides the resuming reasons from the MISE model, we also identified six addi-
tional session resuming reasons that are not covered by the MISE model or prior
work on XSS.
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Exploring More Topic Aspects. Some participants mentioned that they
started new sessions to explore more task aspects they may not be aware of.
There are no criteria about when to stop exploring, which differs from the explor-
ing activities of the unanswered-incomplete mode. Although participants were
clear about their task goal, their exploration is less goal-oriented. Exploring
might result in spawning if the searcher identified new aspects or subtasks and
decided to follow the new directions. For instance,

“ I didn’t have any specific topics that I wanted to learn about within
[topic] because I am too new to the topic to have any idea what I would be
searching for other than the general topic itself.” (p128 s3)

Finding Inspirations/Examples. Participants also mentioned resuming
search sessions to look for examples that are similar to their projects or to
find inspirations and ideas about how to work on their own tasks. This is differ-
ent from looking for examples in the anticipated reason when people looked for
inspiration for future use. Instead, the search results would affect their decisions
about how to work on their tasks. For instance,

“[I was] mainly looking for inspiration from the information (songs, lyrics,
poetry & literature)... to find a possible starting point for my piece.
(p108 s1)

Reviewing the Information Found Earlier. Participants also mentioned
resuming search sessions to review the information found previously. The pur-
poses of reviewing may include reacquainting themselves, confirming what they
knew is correct/up to date, or examining the information closer to extract more
details as their task formulated in the latter sessions. For instance,

“I was specifically searching for information that I had saved in order to
make sure I cited it properly” (p125 s3)

Monitoring Task Progress. Different from gaining information, participants
mentioned they wanted to conduct a search session to get a feeling about the
workload and the task progress so that they could appropriately arrange their
tasks and time. For example,

“I was curious to see if only doing one [subtask] at a time would suit me
better.” (p102 s2)

Completing Search Following a Scheduled Plan. For tasks that partic-
ipants already have a work plan, participants start a new session in order to
follow the work plan. The plan might be applied to the entire task or just parts
of the task. For example,

“I’m now deciding to do one complex a day through the end of the list, so
this was just my daily session!”(p102 s4)
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Feeling in the Mood/Having the Energy to Search. Sometimes, partici-
pants wanted to conduct a search session just because they felt good and wanted
to work on the task to make the most of their time and energy. For instance,

“I had a lot of energy compared to my usual amount of energy, and I
surprisingly felt no brain fog after working today; in fact, I felt clearer and
more energized...I felt in the research mood” (p101 s1)

5 Discussion and Implication

In this section, we summarize the main trends observed in our results, relate
them to prior research, and discuss the implications of our work.

Overall, we found that spawning, transmuting, unanswered-incomplete, cult-
ivated-updated, and anticipated were the main reasons that led participants to
begin new search sessions during XSS. The three ways how subtasks spawned
from the overarching task we identified Further, we identified three ways that
subtasks spawned (based on previous knowledge, earlier search sessions, and
communication with others). These extend the original definition of spawning
in [24] and provide evidence to support prior work indicating that complex tasks
with multiple subtasks are often associated with XSS (e.g., [13,17,25]).

Transmuting was also a common reason in our data, especially for initial
sessions. This might be because many (76%) of our participants’ tasks were self-
generate and thus may have been less structured compared to assigned tasks.
This is in line with Agichtien et al.’s [1] finding (based on search log data)
that undirected tasks were more likely to be continued over multiple sessions.
Prior research found that users often look for problem definition and background
information to help structure less-determined tasks [3,6]. Our findings show that
in the XSS context, the information sought during transmuting sessions can lead
to a change in the scope of the original problem since participants might narrow
down the scope of the task or redefine their problems. Consequently, their work
processes and the final outcomes could be different depending on the information
users found and used for structuring the tasks.

Unanswered-incomplete was another important resuming reason, especially
for sessions later during the XSS process. Our results suggest it may be more
common for participants to continue a search that was unfinished instead of con-
tinuing a previous search that failed. This could have been because, during XSS
sessions, participants often aimed to find multiple pieces of information. There-
fore, there were more times when they did not finish finding all the information
they sought rather than not finding any useful information at all. Another reason
might be that for complex XSS tasks, there were often alternative solutions, so
participants were likely to find at least some useful information during a session.
We also note that Wu [39] found that unanswered or unsatisfied search results
may cause people to switch their search to a different device. Future work should
explore how XSS search resuming reasons may be influenced by search devices.

Our results also show that in the sessions resumed because of cultivated-
updated and anticipated, participants focused on looking for specific information.
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This differs from the MISE model’s [24] view that the purpose of these two
reasons is to familiarize oneself with information that could be potentially useful
for future tasks. Our findings suggest that it would be helpful to change this
definition to include information that the user thinks might be helpful at some
point in the future for the current work task.

Another contribution of our study is that we identified six additional session-
resuming reasons that were not discussed by the MISE model and have been
less explored in the context of XSS. Among these, exploring more topic aspects,
finding inspirations/examples, and reviewing the information found earlier are
related to existing MISE reasons, but reflect nuances of users’ information needs.
For instance, similar to spawning, exploring can lead to discovery of new infor-
mation that may become subtopics for further investigation. However, in our
classification, an exploring session is often less directed whereas spawning ses-
sions often have specific focuses and goals. The new resuming reason finding
inspirations/examples relates to the MISE reason of transmuting when people
search for background information or similar experiences on how to complete
their tasks. A difference is that when finding inspiration, users’ task goals were
often more structured and they focused more on the examples of the process
and final outcome. In the original MISE transmuting, the focus is often to look
for information to help structure or narrow down task scope. Our new resum-
ing reason, “reviewing the previously found information” relates to multiple
original MISE reasons. For instance, reviewing could happen in unanswered-
incomplete sessions resumed when people want to reexamine what they had
found to continue their previous search. It also might happen in cultivated-
updated sessions when people revisit previous information resources to check for
updated information. It might occur when people want to re-access information
in the lost-treatment cases. However, a reviewing session aims to confirm what
had been found previously. The information from the previous sources has been
fully understood rather than looking for new information as in the cultivated,
incompleted sessions.

Meanwhile, monitoring task progress, completing a search following a sched-
uled plan, and feeling in a mood/having the energy to search are non-information-
need-related reasons. These reasons reflect users’ metacognitive activities through
the XSS process. Researchers have found that leveraging tools to support metacog-
nitive activities can significantly improve users’ interaction with the systems and
affect their task outcomes during experimental tasks [2,20,35]. Our findings show
that users have the need for and often perform metacognitive activities in their
real-world XSS tasks.

Implications. Our results have several important implications. First, our results
have implications for how search systems prioritize, rank, and present search
results for XSS. Our findings suggest that the initial search sessions during the
XSS process often start because users’ tasks contain subtasks or subconcepts or
because they need to explore different aspects of the topic areas to help clarify
the scope of the task. Thus, when new information tasks are detected, search
systems could provide diverse search results that include different aspects of
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the topic. For instance, using knowledge graphs and analysis of previous similar
searches on the same topic, search engines could present a knowledge map that
contains important concepts, subconcepts, and their relationships to help the
current searcher identify, discover, and explore important areas.

Second, our results have implications for predicting users’ information needs
based on their activities during previous sessions. Our findings suggest that
users’ information needs at the session level could differ from their needs at
the task level or at the search query level. For example, during a successive
session resumed because of unfinished-incomplete, the user may use the same
or similar search queries as they used in previous sessions to explore new task
aspects rather than to review the same results they had seen earlier. Similarly,
in sessions started for the cultivated-updated reason, users are likely to want the
most recent or previously unseen information, in which case providing previously
viewed information might be inappropriate. Given the differences among some of
these reasons are subtle and hard to detect, future system design may consider
ways for users to provide explicit information about what type of goals they have
for a resumed session. For example, the search system could include controls such
as “See your previous results” or “Explore new/unseen results”.

Third, our results illustrate that users need support for metacognitive activ-
ities during XSS, such as planning, monitoring task progress, and keeping moti-
vated over time. Researchers from the Search as Learning community have found
that with the assistance of scaffolding tools, users performed more information
search activities and metacognitive activities through the search process (ver-
sus users without the scaffolding tools [7,35]). Further investigation is needed
to evaluate and extend these types of assistive tools for more complex search
processes such as XSS.

Finally, our research has methodological implications for designing XSS tasks
in experimental studies. We have shown that different task resumption rea-
sons imply different goals and search behaviors. In studies investigating task
resumption, these differences should be considered. For instance, researchers
could design search sessions with specific resuming purposes, such as designing
tasks with vague task requirements or the need for searchers to narrow down the
task scope. Sessions could also be interrupted before users complete the findings
for the session, and in another session, the searcher could be asked to continue
the search. Multiple reasons can be contrasted to study their impacts.

6 Conclusion

We conducted a diary study to investigate cross-session starting and resuming
reasons for users’ real-world tasks. Using Lin and Belkin’s [24] MISE model as
the theoretical framework, we identified five main MISE session resuming rea-
sons (i.e., spawning, transmuting, unanswered-incomplete, cultivated-updated,
anticipated) that led participants to start a search session during their XSS.
Our findings contextualized each MISE reason with the real-world examples we
collected and extended the original MISE definitions with rich details. We distin-
guished three MISE reasons that were not found as the primary session resuming
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reasons but exist in XSS. We also found six additional reasons that can cause
XSS. These reasons include information-need-related reasons such as exploring
more topic aspects, finding inspirations and examples, and reviewing previously
found information. The other three are non-information-need-related reasons,
including monitoring task progress, completing a search following a scheduled
plan, and feeling in the mood or having the energy to search. Our findings have
implications for developing search assistance tools to support XSS activities,
improving search engines to customize search results at different stages of XSS,
and helping identify and predict XSS activities.
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Abstract. Referencing scholarly documents as information sources on
Wikipedia is important because they complement and improve the qual-
ity of Wikipedia content. However, little is known about them, such as
how rapidly they are added and how fresh they are. To answer these ques-
tions, we conduct a time-series analysis of adding scholarly references to
the English Wikipedia as of October 2021. Consequently, we detect no
tendencies in Wikipedia articles created recently to refer to more fresh
references because the time lag between publishing the scholarly articles
and adding references of the corresponding paper to Wikipedia articles
has remained generally constant over the years. In contrast, tendencies
to decrease over time in the time lag between creating Wikipedia articles
and adding the first scholarly references are observed. The percentage of
cases where scholarly references were added simultaneously as Wikipedia
articles are created is found to have increased over the years, particu-
larly since 2007–2008. This trend can be seen as a response to the policy
changes of the Wikipedia community at that time that was adopted by
various editors, rather than depending on massive activities by a small
number of editors.

Keywords: Scholarly communication · Wikipedia · Time-series
analysis · Time lag analysis

1 Introduction

With the digitization of scholarly communication, numerous scholarly documents
have been referenced and used online. A significant change arising from the
development and dissemination of scholarly information infrastructure on the
Web is the utilization of scholarly documents by various kinds of communities
and people, including non-traditional readers, such as researchers and special-
ists. Wikipedia offers numerous references and access to scholarly documents.
According to Crossref, which massively assigns Digital Object Identifiers (DOIs)
to scholarly documents, Wikipedia is one of the largest referrers of Crossref DOIs
as of 2015 [6].
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Wikipedia is a free online encyclopedia that anyone can edit, and it is one
of the most visited websites in the world. However, owing to its collaborative
nature, significant criticism and discussion have emerged since its start regarding
the accuracy and reliability of its contents. Three core content policies [3] exist
in Wikipedia: “verifiability,” “neutral point of view,” and “no original research.”
Referencing scholarly documents as information sources on Wikipedia comple-
ments these policies and improves the content quality. Therefore, Wikipedia
articles should be added as scholarly references as soon as possible. Moreover,
the quantity and freshness of scholarly references are crucial to cover the latest
academic knowledge. However, little is known about Wikipedia’s scholarly ref-
erences, that is, how rapidly they are added to Wikipedia articles and how fresh
they are.

Therefore, we conduct a time lag analysis regarding the editors and edits
for adding scholarly references to Wikipedia to answer the following research
questions (hereinafter, referred to as RQs).

– RQ1: How does the number of Wikipedia articles with scholarly references
grow over time?

– RQ2: How long is the time lag between the publishing date of each scholarly
article and the addition of the corresponding scholarly reference to Wikipedia
articles?

– RQ3: How long is the time lag between the creation date of each Wikipedia
article and the date of the first scholarly reference added to that article?

In addition, if the time lag mentioned in RQ2 and RQ3 decreased over time,
the factors causing this were investigated.

The contributions of this study are twofold. (1) We clarified the long-term
changes in the use of scholarly articles in the online encyclopedia community.
(2) We attempted to identify the factors behind these changes in the online
encyclopedia community.

2 Related Work

2.1 Analysis of Scholarly References on Wikipedia

Scholarly bibliographic references on Wikipedia have been analyzed considering
various perspectives: (1) whether the scholarly articles published in high-impact
factor journals tend to be more referenced on Wikipedia [21,25]; (2) whether the
scholarly articles published in open access journals tend to be more referenced
on Wikipedia [19,23,25]; (3) whether the references on Wikipedia are usable as
a data source for research evaluations [17]; (4) investigations regarding the char-
acteristics of Wikipedia articles with scholarly references [23]; (5) investigations
regarding the references focused on specific identifiers (e.g., DOI, arXiv, ISSN,
and ISBN) [9,11,13] or research fields [23,26]; and (6) the editors and edits for
adding scholarly references to Wikipedia [12,15]. Except for (6), these studies
focused on the scholarly document itself.
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The methodologies used in previous studies to identify scholarly references on
Wikipedia can be classified as follows: (A) extracting them from either Wikipedia
article texts (Wikitexts) or Wikipedia external links [9,11,13,21,25], (B) detect-
ing Wikipedia articles containing them using web search engines [17,23,26], and
(C) analyzing usage log data [19]. However, these methods are unable to identify
the first appearance of each reference on the Wikipedia article, that is, when it
was added and by whom.

Considering these limitations, Kikkawa et al. [12,16] proposed methods to
identify the first appearances of scholarly references on Wikipedia using paper
titles and their identifiers. Subsequently, they built a dataset of the first appear-
ances of scholarly references on English Wikipedia articles. Next, they evalu-
ated the precision for detecting the first appearance, which was overall 93.3%
and exceeded 90% in 20 out of 22 research fields [12,16]. Thus, their proposed
method identifies the first appearance of scholarly references with high precision
regardless of the research field. They conducted a time-series analysis using this
dataset and revealed the trends and characteristics of adding scholarly references
to Wikipedia; they reported a seasonal growth trend in the number of editors
adding references in April and November every year since 2011 [15]. In addition,
they published an updated version of the dataset of the first appearances of
scholarly references on English Wikipedia articles as of 1 October 2021 [14,16].

As described above, most previous studies have focused on the scholarly
document itself, and little is known about the editors and their contributions
to adding scholarly references to Wikipedia. In this study, we conduct a time
lag analysis regarding added scholarly references to Wikipedia using the first
appearances of scholarly references on English Wikipedia articles as of October
1, 2021, provided by Kikkawa et al. [14,16].

2.2 The Shift from Quantity to Quality in the Wikipedia
Community

As Wikipedia is an encyclopedia compiled collaboratively by numerous anony-
mous editors, untrustworthy content is often created. In 2005, an article was
written stating that a certain journalist was involved in the assassination of
John F. Kennedy and Robert Kennedy, which became a social problem [2,5]. In
response to the criticism of the Wikipedia monitoring system after this incident,
Jimmy Wales—the co-founder of Wikipedia—declared in 2006 that the commu-
nity has traded in quantity for the quality of its contents [1]. Thereafter, some
bots and tools for anti-vandalism started patrolling the English Wikipedia to
revert problematic edits. In addition, the creation of new Wikipedia articles by
non-login editors, namely IP editors, was disabled.

Halfaker et al. [10] analyzed the damage done to Wikipedia editors when their
edits were reverted by other editors. The analysis revealed that when edits are
reverted by others, the motivation for editing is significantly reduced; nonethe-
less, the editors are encouraged to make good edits. However, they reported that
having one’s own edits reverted by an experienced editor is damaging to new
participants, which damages the editor retention rate.
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The Wikimedia Foundation conducted an editor trends study in 2010 [28]
and reached the following conclusions: (1) The percentage of editors with less
than one year of editing experience has declined sharply since 2006, indicating
that the Wikipedia community has been aging. (2) The retention rate of new
participants has been low since a significant drop from mid-2005 to early 2007.
Finally, (3) the retention rate of those who have been editing for more than three
years remained stable.

As stated above, the Wikipedia community shifted its focus from quantity
to quality to improve the information quality of its contents. Accordingly, some
bots and tools were adapted to patrol and revert problematic edits. Previous
studies reported that the results derived from this shift, that is, the number of
Wikipedia editors and their edits on the English Wikipedia, have been declining
since 2006–2007 and the Wikipedia community is aging owing to the difficulty
in retaining new participants. However, little is known about how the activities
of adding scholarly references contribute to this shift in focus in the Wikipedia
community. In this study, we aim to clarify how Wikipedia editors respond to
this shift in Wikipedia communities by focusing on the addition of scholarly
references.

2.3 Analysis of the Freshness of the References in Scholarly Articles

Several studies in bibliometrics have investigated the freshness of references in
scholarly articles based on the citation age, which is calculated as the difference
between the publication year of the scholarly articles and the publication year of
the references listed in it [7,18,24,27,32]. In particular, Zhang and Glänzel [32]
investigated the citation age of scholarly articles in 1992 and 2014 indexed by the
Web of Science, and they revealed that the median citation age increased over
time in most research fields except for fields related to chemistry. In contrast,
Varga [27] pointed out that relatively new articles published after the 1990s s
tend to cite more fresh articles published within 2 years by analyzing scholarly
articles indexed by the Web of Science. They suggested that these citation trends
were caused by advances in information technology, such as electronic publishing.

As described above, several studies have been conducted on the freshness of
references in scholarly articles. However, little is known about the freshness of
scholarly references on Wikipedia; thus, in this study, we analyze them according
to the time lag between the publication year of the scholarly articles and the
addition date of the corresponding references to Wikipedia articles.

3 Materials and Methods

3.1 Dataset

Herein, we define the term “scholarly reference” as the reference added to
Wikipedia articles by which a certain paper and its research field are uniquely
identifiable. We did not consider roles, such as references, being used as evidence
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for a certain part of the content of the Wikipedia article, those just mentioning a
paper, or those listed in further readings. Subsequently, we define the term “first
appearance of the scholarly reference” as the oldest scholarly reference added to
each Wikipedia article. If multiple references corresponding to the same paper in
the same article were found, the oldest one was treated as the first appearance.

Considering the above definition, we used the dataset published by Kikkawa
et al. [14,16], in which the first appearances of scholarly references and their
research fields were identified using Crossref DOIs and Essential Science Indica-
tor categories. This dataset contains 1,474,347 scholarly references appearing in
313,240 English Wikipedia articles in the main namespace as of October 2021.
The authors added a data field regarding the creation date of each Wikipedia
article to the dataset.

Table 1. Data fields of the dataset

Field Example Description

page title Spyware Title of the Wikipedia article

page created timestamp 2001-11-22 16:37:56 UTC Timestamp of the Wikipedia article
created

doi 10.1016/j.cose.2015.04.009 DOI corresponding to the paper

paper published year 2015 Published year of the paper

editor name Doctorg Wikipedia editor who added the paper
as a scholarly bibliographic reference
to the article

editor type User Type of the Wikipedia editor

revision timestamp 2016-08-06 16:05:57 UTC Revision timestamp of the edit

Table 1 lists the data fields included in this dataset. In this example, the schol-
arly reference whose DOI is “10.1016/j.cose.2015.04.009” was added to the English
Wikipedia article “Spyware” at “2016-08-06 16:05:57 UTC” by the editor “Doc-
torg.” The editor type of this editor was “User.” Regarding “editor type,” each
editor was classified as “User,” “Bot,” and “IP,” which denote the human editors
among the registered editors, non-human editors among the registered editors, and
non-registered editors, respectively. As for “page created timestamp,” the authors
extracted this information from the Wikipedia dump file [29] and added it to the
dataset. The key “paper published year” indicates the publishing date of the cor-
responding scholarly article derived from the value of “issued” on Crossref meta-
data, which corresponds to the earliest publishing date for the article [8].

Among the 1,474,347 scholarly references added, User editors, Bot editors,
and IP editors added 1,242,839 (84.30%), 114,122 (7.74%), and 117,386 (7.96%)
references, respectively. These references were added to 313,240 Wikipedia arti-
cles by 136,379 unique User editors, 81 unique Bot editors, and 58,283 unique
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IP editors. The unique IP addresses of the editors are shown for the number
of unique IP editors. The minimum, maximum, median, and standard deviation
values of the number of scholarly references added to each Wikipedia article were
1, 513, 2, and 9.63, respectively.

3.2 Analysis Methods

We performed the following three analyses. Each analysis corresponds to an RQ.

(1) Basic Statistics of Wikipedia Articles With Scholarly References:
We investigated the number of created Wikipedia articles containing scholarly
references by editor types and their time-series transitions.

(2) Time Lag between Publishing Each Scholarly Article and Adding
the Corresponding Reference to the Wikipedia Article: We calculated
the time lag between publishing of each scholarly article and adding the corre-
sponding reference to the Wikipedia articles. For instance, the time lag was one
year (= 2016 − 2015) for the case presented in Table 1. We removed cases when
the published year was empty or the time lag was less than zero as an error. We
analyzed the characteristics and transitions of the time lag by comparing groups
of created years of Wikipedia articles.

(3) Time Lag between the Creation Date of Each Wikipedia Article
and the Date of Adding the First Scholarly Reference to the Corre-
sponding Article: We first set the target as the first scholarly reference on
each Wikipedia article. The reason for filtering only the oldest references was
to clarify the time period without references for each article and its transitions
over time. Next, we calculated the time lags between the creation date of each
Wikipedia article and the date of adding the first reference to the article, that is,
the time lag between the “page created timestamp” and “revision timestamp”
in Table 1. We converted the time lag in days from in seconds, e.g., 5370.98 days
(464,052,481 s � 14.7 years) for the case reported in Table 1. Subsequently, we
classified them into the following groups:

A. 0 days and at the same time: when the time lag was 0 s.
B. 0 days but not the same time: when the time lag was more than 0 s and less

than 1 day.
C. Less than 1 month: when the time lag was 1–29 days.
D. Equal to or more than 1 month but less than 6 months: when the time lag

was 30–179 days.
E. Equal to or more than 6 months but less than 1 year: when the time lag was

180–364 days.
F. Equal to or more than 1 year but less than 3 years: when the time lag was

365–1,094 days.
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G. Equal to or more than 3 years but less than 5 years: when the time lag was
1,095–1,824 days.

H. Equal to or more than 5 years: when the time lag was 1,825 days or more.

We analyzed the characteristics and transitions of the time lag by comparing
the groups for the creation years of Wikipedia articles.

4 Results and Discussion

4.1 Basic Statistics of Wikipedia Articles With Scholarly References

– RQ1: How does the number of Wikipedia articles with scholarly references
grow over time?

Table 2. Number of created Wikipedia articles containing scholarly references by editor
types for every 2 years (n = 313,240)

Years Total User editors Bot editors IP editors

2001–2002 14,951 12,280 82.13% 0 0.00% 2,671 17.87%

2003–2004 34,633 25,913 74.82% 111 0.32% 8,609 24.86%

2005–2006 53,211 46,054 86.55% 174 0.33% 6,983 13.12%

2007–2008 52,395 39,592 75.56% 12,782 24.40% 21 0.04%

2009–2010 30,439 28,241 92.78% 2,103 6.91% 95 0.31%

2011–2012 23,954 23,635 98.67% 167 0.70% 152 0.63%

2013–2014 22,920 22,491 98.13% 261 1.14% 168 0.73%

2015–2016 21,677 21,298 98.25% 214 0.99% 165 0.76%

2017–2018 28,222 23,283 82.50% 4,810 17.04% 129 0.46%

2019–2020 22,151 21,926 98.98% 6 0.03% 219 0.99%

2021 8,687 8,632 99.37% 0 0.00% 55 0.63%

Overall 313,240 273,345 87.26% 20,628 6.59% 19,267 6.15%

Table 2 presents the number of Wikipedia articles created containing schol-
arly references by editor type. Regarding RQ1, the total number of articles cre-
ated peaked at 53,211 in 2005–2006, and approximately 20,000–30,000 articles
were consistently created every 2 years.

Most articles were created by User editors, accounting for 87.26% of the
total. The percentage for the Bot editors was low, at 6.59%. Of the 20,628
articles created by the Bot editors, most were created by specific editors, such as
ProteinBoxBot [4,30] who creates articles related to human genes, accounting for
42.42% (8,750 articles), and Qbugbot [31] who creates articles about arthropods,
accounting for 21.30% (4,394 articles). Because of a policy change that prohibits
non-registered editors from creating new articles on the English Wikipedia, IP
editors have rarely created new articles since 2006.
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4.2 Time Lag between Publishing Each Scholarly Article and
Adding the Corresponding Reference to the Wikipedia Article

– RQ2: How long is the time lag between the publishing date of each scholarly
article and the addition of the corresponding scholarly reference to Wikipedia
articles?

Table 3. Results regarding the time lag between publishing scholarly articles and
adding the corresponding references to Wikipedia articles every 2 years (n = 1,458,546)

# of the references

added to Wikipedia The time lag in years

Years Articles Max Median Mode Mean SD

2001–2002 607 131 18.0 0 25.97 27.09

2003–2004 3,818 164 11.0 0 21.52 26.32

2005–2006 35,416 174 6.0 0 13.79 19.06

2007–2008 211,750 206 6.0 5 10.31 14.13

2009–2010 135,900 207 7.0 1 12.14 17.25

2011–2012 147,498 209 7.0 0 12.51 17.50

2013–2014 157,427 196 7.0 0 12.72 17.38

2015–2016 185,958 207 6.0 0 11.97 16.72

2017–2018 221,565 201 7.0 0 12.33 16.90

2019–2020 258,928 205 7.0 0 13.07 17.51

2021 99,679 204 7.0 0 12.92 17.53

Table 3 presents the time lag between publishing scholarly articles and adding
references to the corresponding papers on Wikipedia articles. A total of 15,801
references were removed if the publishing year was empty or if the time lag was
less than zero. The “years” referred to when scholarly references were added
to Wikipedia articles. For instance, 211,750 references were added to Wikipedia
articles during 2007–2008. For these references, the maximum, median, mode,
mean, and standard deviation values of the time lag are 206.0, 6.0, 5, 10.31,
and 14.13, respectively. The maximum values were consistently near 200 since
2007–2008. The median, mean, and standard deviation values were stable near
6.0–7.0, 10–13, and 14–17, respectively, after 2005–2006. The mode values were
either 0 or 1, except for 2007–2008. For RQ2, according to these values, the time
lag was generally constant over the years.

The median values in the time lag in Table 3 were stable near 6.0–7.0 over
the years, whereas the trend of the citation age of scholarly articles increased or
decreased over the years in the previous studies described in Sect. 2.3. This result
suggests that the character of the time lag between publishing scholarly articles



Time Lag Analysis of Adding Scholarly References to English Wikipedia 433

and adding references for the corresponding papers on Wikipedia articles was
different from that of the citation age of the scholarly articles. However, what
caused this difference is unclear because they are different data sources and
targets and are not directly comparable.

The reason why the mode value was 5 in 2007–2008 is that the references
of the papers entitled “Generation and initial analysis of more than 15,000 full-
length human and mouse cDNA sequences [20]” and “Complete sequencing and
characterization of 21,243 full-length human cDNAs [22]” were added to 1,722
and 1,212 Wikipedia articles, respectively, during this period. These two papers
were published in 2002–2003, and the corresponding references for these papers
were added by the Bot editor ProteinBoxBot described in Sect. 4.1.

4.3 Time Lag between the Creation Date of Each Wikipedia Article
and the Date of Adding the First Scholarly Reference to the
Corresponding Article

– RQ3: How long is the time lag between the creation date of each Wikipedia
article and the date of the first scholarly reference added to that article?

Fig. 1. Distribution of the time lag between creating the Wikipedia articles and adding
the first scholarly references for every 2 years.

Figure 1 presents the distribution of the time lag between the creation
Wikipedia articles and adding the first scholarly references for every 2 years.
The time lag was classified into eight groups, as stated in point (3) of Sect. 3.2.
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Regarding the group of “‘0 days and at the same time,” the percentage
increased significantly from 2005–2006 to 2007–2008 (from 9.05% to 36.00%). As
described in Sect. 2.2, around 2007, the co-founder of Wikipedia declared that the
Wikipedia community should shift its focus from quantity to quality; thus, this
increase in adding scholarly references could be seen as a response to this move-
ment. Subsequently, it gradually increased over the years, except for 2009–2010,
at 30.50%. In particular, it exceeded 50% and 60% in 2013–2014 and 2017–2018,
respectively. These observations in the growth rate indicate that the cases where
scholarly references were added as information sources when creating Wikipedia
articles have been increasing rapidly since 2007, particularly, more than half after
2013. Furthermore, in groups A and B, the number of cases with added schol-
arly references within 24 h of creating Wikipedia articles has exceeded 50% since
2011–2012 and reached nearly 80% in 2019–2020. In contrast, in the early years,
namely from 2001 to 2006, most of the time lag was more than or equal to 5 years.
This result indicates that scholarly references were added relatively infrequently
in Wikipedia articles created before 2005–2006; they were added to these articles
retrospectively after five or more years. As for RQ3, according to these results, the
percentage of no time lag was small in the early years, which increased significantly
from 2005–2006 to 2007–2008 and has been over 50% since 2013–2014.

Table 4. Number of scholarly references added at the time of creating Wikipedia
articles and their editors. Target editors are filtered to the User and Bot.

# of references added to at the # of unique

same time of creating articles

Years User editors Bot editors User editors Bot editors

2001–2002 483 83.71% 0 0.00% 226 0

2003–2004 1,309 78.48% 3 0.18% 654 2

2005–2006 4,443 92.29% 5 0.10% 2,291 1

2007–2008 11,258 59.68% 7,602 40.30% 3,464 4

2009–2010 9,229 99.41% 7 0.08% 3,411 4

2011–2012 10,719 98.44% 93 0.85% 3,745 2

2013–2014 12,312 97.60% 213 1.69% 3,619 3

2015–2016 11,450 97.94% 149 1.27% 3,507 2

2017–2018 14,099 81.10% 3,217 18.50% 3,754 4

2019–2020 14,003 99.06% 3 0.02% 4,543 1

2021 6,185 99.33% 0 0.00% 1,815 0

Overall 95,490 88.29% 11,292 10.44% 25,526 9

Table 4 presents the number of scholarly references added at the time of cre-
ating Wikipedia articles and their editors. IP editors were excluded here because
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of the small number of their contributions, as stated in Sect. 4.1. Consequently,
most of the references were added by the User editors, accounting for 88.29%
of the total. For every 2 years, this trend was the same, except for 2007–2008,
when the Bot editor ProteinBoxBot created numerous Wikipedia articles and
added references, as described previously. These references have been added by
thousands of User editors. Of the unique 25,526 User editors, 19,900 (77.96%)
editors added scholarly references at the time of creating articles only once. This
result indicates that adding scholarly articles at the time of creating articles was
adopted by various editors, rather than depending on massive activities adopted
by a small number of editors.

Table 5. Top 2 editors who added the most scholarly references at the time of creating
Wikipedia articles every 2 years

Years 1st editor 2nd editor

2001–2002 Conversion script 35 6.07% AxelBoldt 22 3.81%

2003–2004 Jfdwolff 59 3.54% Curps 36 2.16%

2005–2006 V8rik 192 3.99% Arcadian 148 3.07%

2007–2008 ProteinBoxBot 7,585 40.21% WillowW 2,286 12.12%

2009–2010 Arcadian 441 4.75% Meodipt 274 2.95%

2011–2012 Ruigeroeland 690 6.34% Wilhelmina Will 406 3.73%

2013–2014 Dcirovic 1,291 10.23% Ruigeroeland 1,259 9.98%

2015–2016 Daniel-Brown 1,551 13.27% FoCuSandLeArN 503 4.30%

2017–2018 Qbugbot 2,826 16.26% Daniel-Brown 2,283 13.13%

2019–2020 Daniel-Brown 637 4.51% Jesswade88 576 4.07%

2021 Daniel-Brown 464 7.45% Esculenta 225 3.61%

Overall ProteinBoxBot 8,421 7.79% Daniel-Brown 5,473 5.06%

Table 5 presents the top two editors who added the most scholarly references
at the time of creating Wikipedia articles every 2 years. Of the 17 editors, Pro-
teinBoxBot and Qbugbot were Bot editors, and the other 15 editors were User
editors. Regarding the Bot editors, ProteinBoxBot added the most references.
In particular, 40.21% of the references in 2007–2008 were added by this bot,
which is the reason for the rapid increase in the group “0 days and at the same
time” observed over 2007–2008, as shown in Fig. 1. Except for 2007–2008 and
2017–2018, the bot editors did not account for a high percentage. This result
complements that adding scholarly articles at the time of creating articles was
adopted by various editors.

5 Conclusion

We conducted a time lag analysis of adding scholarly references to the English
Wikipedia as of October 2021. Consequently, we detected no tendencies for
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Wikipedia articles created recently referring to more fresh references because
the time lag between publishing scholarly articles and adding references for
the corresponding paper to Wikipedia articles was generally constant over the
years. Next, tendencies to decrease over time in the time lag between creating
Wikipedia articles and adding the first scholarly references were observed. The
percentage of cases where scholarly references were added at the same time as
Wikipedia articles were created increased over the years, particularly since the
period 2007–2008. This trend was regarded as a response to the policy changes in
the Wikipedia community and adopted by various editors, rather than depend-
ing on massive activities conducted by a small number of editors. These results
indicate that adding scholarly references to English Wikipedia can be conducted
more rapidly, while maintaining the diversity of editors.

The limitations of this study are outlined below. First, we presented the over-
all picture of the decreasing time lag between creating Wikipedia articles and
adding the first scholarly references; however, we were unable to identify the com-
prehensive factors behind this trend. For instance, not only the factors related to
the policies of the Wikipedia community, but also the changes/advances, such as
electronic journals and open access journals, in the scholarly publishing environ-
ment would influence the freshness of scholarly references on Wikipedia. More-
over, we were unable to cover all scholarly references added to English Wikipedia
articles because the dataset used in this study depends on Crossref DOIs and
Essential Science Indicators. However, the findings of this study are valuable for
illustrating/understanding long-term changes in the usage of scholarly articles
in the online encyclopedia community as information sources to improve content
quality.

The directions for future research are as follows. First, we will conduct a time
lag analysis focusing on the research field of scholarly references to understand
the differences among the research fields. Second, we will consider how to facili-
tate adding/updating scholarly references to English Wikipedia for editors, such
as recommendations of papers for a given article. These tasks are beyond the
scope of this study; however, they are important for improving and expanding
the process of adding scholarly references to Wikipedia in the future.
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Abstract. The benefits that open government data (OGD) may hold for society
are plentiful, including increased government transparency and economic growth.
To realize these benefits, users must access and transform OGD to create value.
Yet, the increasingly widespread provision of OGD has not necessarily spurred
abundant uses nor has it attracted a multitude of users. To support the expansion of
uses and users, research about OGD has turned to examination of data provision
and users’ intentions to engage with OGD. A complementary approach to char-
acterize actual demand for OGD has received little attention. In our exploratory
study, we take a snapshot of the most viewed items on the OGD portals of the
fifty most populous US cities to investigate naturalistically the topics and types of
items apparently attracting user interest. We draw implications for OGD research
and practice from our preliminary analysis of highly viewed items.

Keywords: Open government data ·Municipal OGD portals

1 Approaches to the Problem of Limited OGD Use and Variable
Interest in Items

OGD initiatives have flourished throughout the world, with potential to benefit individ-
uals, organizations, and society. The motivations associated with the provision of open
data range from lofty and abstract, for example, “creating transparency, participation,
innovation and economic value” [1, p. 7] to more mundane and managerial, such as
increasing the efficiency of government services [2]. Though governments have made
many items available to the public (the U.S. Government’s data.gov site boasts more
than 300,000 datasets, for example), researchers have pointed to a problem of limited
use [1, 3–8]. Scholarship recognizes that not everyone will be able to make use of OGD
directly, particularly due to individuals’ skills and knowledge for working with data [9],
but the situation remains concerning for OGD advocates.

Research about OGD suggests at least two approaches to understanding and recti-
fying limited use. A first approach investigates factors related to data provision. Within
this approach, researchers have evaluated content, features, and usability of open data
portals [10–15], as well as data quality [16, 17]. A related stream of research about
visualization in OGD aims to make data more usable and useful for a broader population
[3, 18, 19]. Taken together, studies in the first approach offer directions to mitigate the
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obstacles that users may face when approaching OGD. A second approach examines
factors related to users, such as their motivations and perceptions of OGD. Studies have
modeled individuals’ intentions to use OGD [7, 20] and their activities when using data
and participating in OGD events [21–24]. Research adopting the second approach offers
lessons for attracting new users and improving the likelihood of data use that leads to
beneficial impacts.

These approaches can be complemented by examining demand for OGD, so that its
provision might better correspond with the needs and priorities of actual (and potential)
users. The literature presents little empirical understanding of the kinds of data are most
interesting or useful for actual users or those that would attract new users to OGD. This
may be because studying actual users, particularly those outside of the OGD advocacy
community, presents multiple challenges for research design. While research has begun
to better characterize the heterogeneity of OGD users [23] and potential users’ themes
of interest [8], representative studies of demand are scarce.

Empirical studies of OGD use primarily reflect the perspectives of easily identifiable
users, such as government employees and hackathon attendees [22, 25, 26] or even
simulated users, such as students assigned a class project using OGD [27]. Sampling
of users in the private sector and among the general population is difficult [28], in part
because identifying them for study through actual OGD use (for example, by asking
them to register for a user account tied to a real name and verified identity) conflicts to
some extent with the principle of openness. In practice, OGD portals typically permit
(relatively) anonymous use. While commonly used OGD software platforms have some
internal analytics capability or compatibility with external analytics tools, they do not
provide detailed insight into users’ identities or intentions when visiting OGD portals.
Underscoring this point, [26] found that municipal government employees had little idea
about who was using their OGD portals and for what purpose.

A small number of studies have examined digital traces of user activitywithOGDand
users’ outputs, with useful directions for characterizing demand and potentially locating
the purposes of use. [5] and [16] turned to publicly available data about views and
downloads of OGD to study use, while [29] investigated use through dataset citation in
scientific publications.An intuitive yet important implication of these studies is that some
datasets aremore interesting and valuable to users than others. For example, [5] identified
that about 80% of datasets on data.uk.gov had never been downloaded. [29] proposed
that popular datasets may be the best or only source of data regarding a phenomenon
and/or that they may be of great interest locally. For example, they found that a popular
demographic dataset from Kenya was highly cited “to describe the study setting for
research on poverty in developing countries” [25, p. 9]. We suggest that understanding
the kinds of OGD that attract the most interest from users can be instructive 1) for the
problem of limited OGD use and 2) for advancing theory about processes of creating
value with OGD.

To the first aim, understanding demand will yield insight into the relative interest
that users have in interacting with some datasets and ignoring others. It may additionally
suggest more nuanced ways of quantifying use, for example, by measuring engagement
with a subset of items relevant to a particular user group, rather than global measurement
of engagement with all items on OGD portals. To the second aim, advancing theory
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about value creation with OGD, knowing more about the items that users most often
engage with allows for more detailed specification of causal mechanisms leading to
specific impacts of OGD [9]. Our premise that some data are of greater interest to users
and therefore more likely to be utilized in a process of value creation leads us to an
exploratory research question.

RQ: What kinds of items on OGD portals are associated with high levels of interest
from users?

2 Methods

To pursue our research question, we examined the items labeled as the most viewed on
the OGD portals of the 50 most populous US cities1, operationalizing high levels of
interest through the technical measure of views. The quantity of portals we sampled is
similar to other comparative evaluations of municipal OGD [13, 14] and the selection
of populous cities is intended to capture those likely to have an OGD portal, under the
assumption that governments of these jurisdictions are likely have greater open data
capabilities and resources than those of less populous jurisdictions (as such, our findings
are characteristic of urban rather than rural areas).

We constructed a dataset from the sampled OGD portals to allow characterization
of topic and type of highly viewed items. For each portal, we recorded the titles of the
five most viewed items (and made notes about the nature of items where titles were
not sufficiently descriptive), their types (e.g., dataset, map, dashboard) as listed on the
portal, and their numbers of views as of mid-August 2022. The selection of five items
per portal allowed us to closely examine the content and structure of each item in the
dataset for this exploratory research.

Table 1 describes the portals for the 50 most populous US cities and their underlying
software platforms, which dictated how we found item view counts. Item view counts
were available directly on portals for Socrata, by accessing ArcGIS Online, and by
querying theCKANAPI following themethoddescribedby [30]. Information aboutmost
viewed items and view counts was unavailable for four portals using alternative software,
listed as “other” in Table 1. Additionally, three CKAN portals were not configured for
querying view counts and three cities had no portal. Thus, our data collection represents
the most viewed items on the OGD portals of 40 cities.2

After developing our dataset, we coded items by topic, beginning from the list of 24
content areas in [13].An iterative coding process led us to refine some topics and combine
others, resulting in a final topic list comprised of 22 codes (see Fig. 1 for topic areas).
We then prepared visualizations to observe patterns and unique phenomena, informed
by prior research that sensitizes us to the potential significance of highly viewed outlier
items in OGD.

1 List drawn from the US Census Bureau City and Town Population Totals: 2020–2021 https://
www.census.gov/data/tables/time-series/demo/popest/2020s-total-cities-and-towns.html.

2 We find the relative comparison of item topics and types more meaningful than absolute com-
parison of view counts. Portals using Socrata and ArcGIS software generally had higher view
counts for most viewed items than those using CKAN; however, this likely reflects differing
user actions that the software counts as a view.

https://www.census.gov/data/tables/time-series/demo/popest/2020s-total-cities-and-towns.html
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Table 1. OGD portals for 50 most populous US cities and their software platforms

N %

With portal 47 94

ArcGIS 20

Socrata 15

CKAN 8

Other 4

No portal 3 6

Total 50

We use the digital trace data of item views as a pragmatic starting point to explore
our research question. Examining technical measures such as view counts of an item
does not wholly represent users’ interest in or the use of OGD [31], as viewing an item
on an OGD portal is not indicative of a user’s actions or intentions beyond viewing,
which may itself be unintentional or even represent a machine’s automated action. The
digital trace does, though, provide some degree of naturalistic, unobtrusive insight into
the kinds of items accessed with the greatest frequency on OGD portals.

3 Findings

3.1 Item Topics

The 200 items of high interest represent a wide range of domains. Figure 1 displays the
counts by topic for the items.

The topic with the greatest number of items from our analysis is geographic (n= 32),
those items that describe the spatial attributes of places but do not necessarily capture
additional attributes of those places. The predominance of items that are geographic is
due to the high number of OGD portals in our sample based on the ArcGIS platform (a
geographic information system). The items categorized as geographic have broad utility
for displaying other items from OGD portals that are geospatial in nature (e.g., public
safety incidents at specific addresses). Their high view counts are most likely related to
an array of other OGD items that reference them. If we exclude ArcGIS-based portals,
the count for the geographic topic drops to just one item. Other topics with relatively
high item counts include transportation (n= 24), public safety (n= 22), crime (n= 15),
and building permits (n = 13).

Of interest within the transportation topic are datasets describing phenomena that
fluctuate frequently over time and for which real-time data may be highly useful (e.g.,
active traffic accidents, open parking spaces at airports), as well as those with potentially
weaker relations among update frequency and utility for users (e.g., a list of vehicles that
have an active limousine license, the routes served by municipal snowplows). Drawing
these distinctions among items suggests that user interest in OGD items may vary tem-
porally in relation to the social and natural world (i.e., in relation to a season, time of day,
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Fig. 1. Highly viewed items by topic

or event) and in relation to the temporal attributes of the data (i.e., in update frequency
and recency).

The prevalence of public safety items (pertaining to fire, emergency services, and
police activity excluding crime data) and crime items indicates interest around the phe-
nomena of emergencies andmunicipal responses to them. Combined, the topics of public
safety and crime constitute 18.5% of all highly viewed items. The Chicago crime data
that [29] found frequently cited in scientific publications usingOGD also appeared in our
study, represented by three highly viewed items, specifically, a dataset with 7.61 million
records of crimes and two visualization products. We note that the highly viewed items
in the public safety and crime topics include data associated with known commercial
opportunities, such as soliciting people who have experienced an emergency.

Two kinds of notable outliers in our examination of highly viewed items we encoun-
tered were those that together point to local applications and to items demonstrating
anomalous interest in relation to their content. An example of the first type of outlier,
indicative of a topic of local interest, are those related to the phenomena of homelessness
in Portland,OR (evidenced in items about public reporting of urban campsites,municipal
response to public reports, and locations with public restrooms and hygiene resources).
What we identify as anomalous use, a second type of outlier, is a highly viewed item
lacking an obvious current application related to its content or update history. Los Ange-
les’ OGD portal offers two examples: a highly viewed dataset of properties foreclosed
on in 2014 and a calendar of immigration workshops with a record of events ending in
September 2020. To understand why these items are highly viewed, whether for a unique
quality, high interest during a time period that has elapsed, general disuse of a portal, or
an alternate explanation is beyond the scope of our study; however, items demonstrating
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anomalous use should interest researchers and practitioners alike who wish to identify
users naturalistically and follow up on their purposes of use that can scarcely be guessed
from analytics data.

3.2 Item Types

Figures 2 and 3 show the relative quantities of highly viewed items by type, in which
Fig. 2 represents all 200 items and Fig. 3 excludes items from ArcGIS-based OGD
portals.

When we consider the full set of items from the 40 portals as visualized in Fig. 2,
maps and map layers make up nearly half of all highly viewed items (n= 99), followed
by datasets and filtered datasets (n = 64). Items that are tabular data, whether viewable
through a file download (e.g., a CSV) or embedded in a web page (e.g., those termed
datasets and filtered datasets), constitute less than half of all highly viewed items (n
= 88). Thus, items that are themselves visualizations, such as maps and dashboards,
and/or support visualizing OGD, such as map layers, outnumber tabular data among
highly viewed items.

Fig. 2. Highly viewed items by type

If we omit ArcGIS-based portals (recognizing their difference from portal software
that is not GIS-based) and their highly viewed items from our dataset, the majority of the
remaining 100 highly viewed items are datasets and filtered datasets (n = 61). Tabular
data (including CSV and other structured data files) constitutes 75% of highly viewed
items on OGD portals that are not GIS-based. In other words, the most viewed items on
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non-GIS-based OGD portals tend to be structured tabular data, rather than products of
data visualization.

Fig. 3. Highly viewed items by type, excluding items from ArcGIS-based OGD portals

More unusual item types in the dataset include what we term curated data portals
(n = 4, called “hub site application” in ArcGIS parlance), unique to ArcGIS-based
portals and presenting selected datasets and visualizations related to a specific theme.
For example, one curated data portal contains items relating to a ballot measure funding
infrastructure projects and services in Long Beach, CA. In general, data visualizations
not in map form, such as dashboards displaying multiple charts of related phenomena,
were few among the highly viewed items.

4 Discussion and Conclusion

Our analysis of highly viewed items provides some indication of where users’ interests
may lie when visiting OGD portals, in addition to insight about how the software plat-
forms underlying OGD portals relate to such items. We find broad variety in topics of
interest, led by geographic, transportation, public safety, and crime items, and with GIS-
based OGD portals reflecting high viewership of geographic items critical for mapping
other data. For non-GIS-based portals, our findings are in line with another observa-
tion [16] of high viewership of transportation and public safety data. We infer from our
examination of items within the transportation, public safety, and crime topics that an
item’s usefulness to users has a temporal dimension and that OGD items have variable
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apparent utility for commercial exploitation. Additionally, we observe that visualiza-
tions dominate highly viewed items across portals in general, but that this too is driven
by GIS-based OGD portals; structured tabular data otherwise outnumber visualizations
in our dataset. This finding merits further study, particularly in relation to claims that
visualizations of OGD are more useful for a broad audience than datasets [18, 19]. This
observation may relate to broader than expected interest in structured tabular data, the
presence of a narrower and more technically-skilled audience, or other phenomena of
viewership and usership that would be of interest to the OGD research and practitioner
community.

Though our study design limits the conclusions we can draw about demand, our
findings do lead us to a proposition for OGD research. In enumerating myths about
OGD, [9, p. 266] declare that “open data has no value in itself,” as value is created
through use.Wepropose that open data do not have identical potential for value creation.
This proposition emerges from observing the diversity of highly viewed items. While
some items, like datasets describing geographic attributes that are apparently useful for
visualizing other data geospatially, other items, such as datasets that go un-updated, even
as the phenomena they describe undergo change, may not have any use case that would
contribute to societal benefit. Potential for value creation appears highly contextual,
certainly in relation to users [23], but also to data themselves. Even among datasets
with identical interpretability supporting their reuse, the phenomena they represent play
some role in determining their potential value for users and use. Treating OGD items as
monolithic in research, such as in study of users’ intentions to use OGD writ large or
evaluation of data quality without consideration of what the data tell us about the world,
obscures distinctions that are important for characterizing use and optimizing provision.

Our exploration into the demand-side of OGD suggests that researchers may find it
generative to adopt a data-specific approach to OGD use, namely, one in which inves-
tigation begins from selecting a subset of items of interest. A subset might be a single
item, those with similar characteristics such as real-time utility for residents or identified
potential for commercial exploitation, or those related to a particular thematic area, like
financial transparency or homelessness. Working with a subset may allow researchers to
overcome challenges mentioned earlier regarding research design to locate likely users
and to produce studies of use that articulate specific causal mechanisms between use and
impact, supported by empirical data. From a practitioner standpoint, pursuing insights
about why certain items engage OGD portal users and others do not can contribute to a
range of organizational objectives, such as prioritizing resources, improving utilization,
and identifying local trends signaled on portals. In closing, our work suggests that addi-
tional research about what people currently do (and want to do) with specific OGD will
benefit research and practice.
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Abstract. The internet has provided users with informational access and
resources. Users, even those living in underdeveloped regions in the Global South
countries, have benefited from everyday information available online. However,
much of online information is increasingly delivered to users via recommendation
systems, which are based on user’s online activities (such as previous browsing
preferences) or user profiles (such as gender, age, or location). The prevalence of
recommendation systems used in mobile APPs such as news aggregators, online
shopping platforms, or online video-sharing platforms has led to a heated discus-
sion on the new role of recommendation systems as algorithmic “gatekeepers”
that control users’ information flow. Yet, few empirical studies have explored how
users adopt and adapt to such technologies in everyday life contexts.As recommen-
dation systems increasingly shape the online content consumed by rural internet
users, how marginalised users living in rural areas in China perceive and interact
with recommendation systems remain unknown to researchers and policymakers.
This paper aims to explore how Chinese rural users adapt to recommendation
systems in everyday lives, using mixed methods approaches such as face-to-face
surveys and in-depth interviews. Findings from this research will inform tech-
nology designs of mobile apps that use recommendation systems and will also
highlight potential digital divides in how different social groups adapt to digital
technologies such as recommendation systems.

Keywords: Recommendation systems · Digital divides · Rural China · Everyday
life

1 Introduction and Background

Social media users around the world were shocked when internal documents revealed
that one of the biggest socialmedia platformsworldwide, Facebook, designed algorithms
to get users hooked on information flows on the social media platform, sometimes even
at the cost of spreading harmful or misleading information. As discovered in the leak,
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automated ranking algorithms used by Facebook played a key role in prolonging the
time users spent on the social media platform [20]. Researchers are concerned about the
untransparent algorithms and the forming of a “black-box society”: recommendation
algorithms used in content platforms such as search engines (i.e., Google or Baidu in
China), video platforms (i.e., YouTube or Douyin in China), or social media platforms
(i.e., Twitter or SinaWeibo in China) continue to determine the varied visibility of search
results, prioritise some types of information over the others, or define what is “trending”
among all public posts.

Internet users nowadays are increasingly used to receiving automatically generated
news feed at their fingertips, delivered by super-sticky multi-functional apps such as
TikTok, YouTube, Facebook, WeChat, or news Apps. Recommendation systems, such
as the ones used by short-video platforms or news apps, are often key features for popular
mobile Apps, for example, TikTok (or Douyin in mainland China), Toutiao (a popular
news App in China), or Flipboard. Thus, developing countries such as China and India
might experience a stronger impact fromalgorithm-driven recommendation systems than
developed countries, as Internet users in the Global South are predominantly dependent
on mobile devices for Internet access [18].

Yet investigations that showed how recommendation systems have controlled or even
distorted users’ information flows warned the public of the potential risks of algorithms
gatekeeping everyday information channels. Meanwhile, the algorithmically shaped
information flow is generated based on user practice data, for example, users’ daily logs
of engaging with the platform and content of users’ social media posts. It is thus crucial
for sociological studies on algorithms to also explore the “multidimensional ‘entangle-
ment’ between algorithms put into practices and the social tactics of users who take them
up” [11]. Internet users, policymakers, and technology companies are reflecting on the
question of who should get control over one’s information diet. Should all aspects of
everyday information, whether it is about social networks, entertainment, e-commerce,
or education, be analysed, ranked, and recommended by personalisation algorithms? To
what extent do the users need to maintain their agencies in monitoring and gatekeeping
their online information flows? Answers to these questions are not only important for
understanding the better designs of recommendation systems but also essential for creat-
ing a user-friendly information ecology and building a “smart” information system that
utilises automation to learn from users’ preferences. Nevertheless, an important step to
address these questions is to first understand user experiences, attitudes, and practices
in an information system shaped and driven by algorithms such as recommendation
systems.

Researchers have empirically studied users’ perceptions of artificial intelligence in
using voice assistants [13], facial recognition technology [17], and self-driving cars [23].
However, very few studies focused on content recommendation algorithms that shape
what content is visible on people’s news feed, social media interfaces, or short-video
streaming list. In this study, we took a mixed-methods approach that combined an offline
survey with in-depth interviews, which were conducted in rural China, Gansu Province,
to explore digital divides in relation to algorithms such as recommendation systems.

Toour knowledge, this is one of thefirst empirical research on the public perception of
artificial intelligence-driven recommendation systems.More importantly, our research is
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conducted in developing regions and among marginalised social groups in China, which
is often neglected by researchers who studied the social impact of algorithms. By linking
the literature of digital divides with studies focusing on user experiences in algorithm-
rich information systems, the research aims to examine 1) Are there digital divides in
the use of artificial intelligence? 2) What are the social and informational barriers to
using recommendation systems in rural China? 3) How can internet users be categorised
into different groups according to their usage of and attitudes toward recommendation
systems?

The Urban-Rural Digital Divides in China
Recent years have witnessed the rapid development of information and communication
technology in rural and urban China. On the one hand, top-down informatisation poli-
cies have accelerated internet development in rural China, for example, by reimbursing
broadband costs of rural internet to improve the internet proliferation rate in the most
under-developed areas in China. On the other hand, technologies such as mobile inter-
net and multi-functional social media platforms such as WeChat have lower technical
barriers for inexperienced internet users to access internet services. By September 2021,
the Internet penetration rate in China has reached over 71 per cent, among which more
than 99 per cent of Internet users have accessed the Internet via smartphones. Never-
theless, China’s internet population is disproportionally distributed in rural and urban
areas: While urban residents account for around 64 per cent of the population, more than
70 per cent of internet users reside in urban areas [5].

Compared to urban internet users, rural internet users are disadvantaged not only in
internet infrastructures, devices, and the quality of internet access but also in internet
skills and experiences. A survey of non-users of the internet in China showed that the
most important reason for not adopting the internet is the lack of information and internet
skills [5]. The prevalence of mobile internet in developing countries such as China and
India has also raised concerns over whether mobile Internet users are disadvantaged than
PC Internet users in their familiarity with algorithms or lacking experience in utilising
the internet for capital-enhancing purposes [18].

ABlack-box Society? Public Scrutiny and Government Regulations of AI and Rec-
ommendation Systems in China
While the existing rural-urban divides in internet adoption and use has not been miti-
gated, new divide has started to emerge in an information ecologywhere algorithms such
as personalisation and recommendation systems shape what people consume every day.
As Pasquale warned in his book The Black Box Society: “Our own lives are increasingly
open books. Everything we do online is recorded; the only question left is to whom the
data will be available, and for how long” [21, p3]. An empirical research has suggested
that users’ skills in interacting with algorithmically driven information systems differ
across various user groups [34], the black-box society might yield further information
barriers and challenges to the information have-less and information-poor population.
The consequences of information flow curated by biased recommendation algorithms
are under intense scrutiny from the media and the public.
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2 Literature Review

Existing literature on the intersection of technology and society focused extensively on
the topic of digital divides, which highlights the group variations in how Internet users,
access, adopt and use information and communication technologies in their everyday
lives. In this paper, wewill start by first reviewing scholarlyworks, including theories and
empirical research, on digital divides, particularly the shift from the first- and second-
level divides to the third-level divides. As we will discuss in the following review, there
has been an increase in digital divides in how users satisfy or fail to satisfy their informa-
tion and communication needs in everyday lives. Users’ ability to understand, interact,
and engage with the algorithmic system is influenced by whether they can benefit from
using algorithmic-driven information environments.Meanwhile, the emerging technolo-
gies used on social media platforms on the news or short-video platforms, namely rec-
ommendation systems, are increasingly shaping how various groups of Internet users
consume digital content. The second part of the review will summarise findings from
existing empirical studies that focused on social variances in recommendation system
use.

2.1 Digital Divides: From Access, Use, to Information and Algorithmic Divides

The proliferation of digital technologies leads to profound social changes and yields a
significant impact on individuals’ everyday lives. Nevertheless, access, adoption, and
use of digital technologies such as the Internet and mobile phones are not equally shared
across all social groups. Social science scholars have begun to examine and theorise the
issue of digital divides since the early stage of the digital era, when researchers focused
on “whether significant differences in Internet usage exist across socioeconomic group-
ings, such as sex, age, household income, education, and race and ethnicity” [15, p41]. In
addition to individual-level socioeconomic and demographic factors, country-level dif-
ferences, for example, ICT development stages between the Global South and the Global
North countries, as well as region-level differences, for instance, rural-urban differences
in ICT infrastructures, are also associated with gaps in access to digital technologies
[25, 26]. Schroeder [29] used the Weberian approach to understand digital divides and
defined digital divides as differences between elites and the people in how they use
information technologies in everyday lives. Nevertheless, AWeberian approach to digi-
tal divides does not attribute the information inequalities simply to the “economic logic
of capitalism” (p. 2822) but widens the scope of research to the realm of everyday life
and examines the social and political context of the media system in different countries
[29].

The development of the infrastructure of digital technologies increased the avail-
ability of the Internet in both developed and developing countries [8]. User groups of
digital technologies also include technology savvy users and more general populations
in the society. Empirical research on digital divides also gradually shifted from study-
ing variances in access to digital technologies to also examining the uses of ICTs [7].
Pearce and Rice identified four dimensions of digital divides in their comparative study
of mobile and PC Internet users: access to Internet, use of different devices, extent of
usage, and engagement in different Internet activities. They pointed out that although
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mobile Internet is available for users who are at the lower end of digital divides, mobile
internet users are disadvantageous in participating in so-called “capital enhancing” inter-
net activities [22]. Meanwhile, scholars have shown that diversity in information devices
is also important for having a more diverse internet activity and better internet use out-
comes [30]. Napoli and Obar’s [18] literature review on the so-called “mobile-only”
internet users, who solely depend on mobile internet as their internet access, suggested
that being over-dependent on mobile internet as the only internet device might lead to
widened digital gaps between the information haves and have-nots. One of the reasons
accounting for the mobile disadvantage is the limited level of user engagement in mobile
platforms.

Multi-functional mobile social media Apps such as Facebook or WeChat (in China)
have created new information channels that are embedded in social networking platforms
and blurred the boundary between information seeking and other online activities such
as entertainment and social networking. New digital divides emerge in online informa-
tion practices [32] or in different stages of internet domestication [28]. Another group
of researchers who also examined on internet use and internet activity divides focused
on users’ information practices on the internet. The concept of information divides or
information inequality focuses on social disparities in the access, use, and possession of
information resources. For example, Elfreda Chatman’s research focused on information
poverty in marginalised social groups such as female prisoners [2–4]. Chatman’s work
showed the importance of understanding information divides and information poverty
within users’ life world and everyday contexts. In a similar vein, Savolainen [27] stud-
ied two groups of information users (workers and teachers) in his empirical study on
everyday information-seeking practices and found that workers relied more heavily and
easily accessible information than teachers, and yet availability and accessibility did not
necessarily yield high-quality information for the problem-solving information task.

In addition to information haves and have-nots, researchers also studied internet
users who are not yet information-rich but rely on low-end information technologies.
Qiu [24] studied the everyday life of “information have-less” groups in China, for exam-
ple, migrant and laid-off workers or elderly internet users in urban China (See also
34]) empirical study on the information poor in rural and urban China). Compared to
digital divides scholars from communication science disciplines who studied digital
inequalities and social-economic as well as technology use factors, information scholars
incorporated factors beyond social, economic, and technological variables in explaining
social disparities in information practices on the Internet. For example, Liangzhi Yu [33]
proposed a model to explain the causes of information divides, which includes macro-
level (societal factors), middle-level (community factors), and micro-level (individual
factors).

Literature review of digital divides and information divides literature has suggested
a shift from technology access (first-level) to the use of the internet (second-level)
or outcome of using the internet (third-level) [31], as well as the increasing impor-
tance of understanding digital inequalities in everyday contexts and within users’ life
worlds. While artificial intelligence (AI) and recommendation system driven technolo-
gies become deeply embedded in everyday life, compared to the literature on digital
divides in access, adoption, and use of the Internet, very few empirical research has
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focused on digital divides in how users of seek information, interact with algorithms,
and engaged in tailoring information flow on recommendation systems. The global crisis
of the COVID pandemic has led to an overwhelming amount of public health data for
governments worldwide; however, researchers pointed out a data gap between developed
and developing countries in their capacities to collect, organise, and analyse big data
[19].

2.2 User Awareness, Knowledge, and Adaptability of Algorithms

Existing research has explored whether people are aware of the role of algorithmics in
gatekeeping their information flow online andwhat social, demographic, and technology
use variables are associated with users’ awareness of algorithms. Hargittai and Micheli
included “awareness and understanding” of algorithms as one of the ten essential dimen-
sions of internet skills [14, p144]. Carter et al. [1] reviewed literature centring around
digital divides and AI and they highlighted both socio-demographic variables, such as
age, and variables related to users’ perception of and trust in AI.

Scholars also empirically examined misconceptions about algorithms and social-
demographic or information use factors that account for these misconceptions. A large-
scale survey concluded on Dutch Internet users showed that demographic variables
such as age, gender, and education levels are associated with algorithm misconceptions.
Meanwhile, people who do not have information sources to educate themselves about
algorithms and people who rely on their families and friends as information sources
on algorithms are both disadvantageous in terms of having more misconceptions about
algorithms [36]. In addition to the access, affordability, and availability of algorithms,
which are included in the theoretical framework of digital divide research, Yu [35]
also suggested that adaptability, users’ capabilities to tame algorithms to their own
information needs, should be an important dimension of algorithmic divides.

Search engines and recommendation systems are two AI-driven platforms that are
perhaps most commonly used by Internet users in everyday life contexts. Cotter and
Reisdorf [6] studied algorithmic knowledge in search engines among American Inter-
net users and found that in addition to socio-demographic variables such as age and
education, experiences with search engines, measured by the frequency of using search
engines and the diversity of using search engines for various information tasks, is posi-
tively associated with users’ algorithmic knowledge. Gran et al. [12] studied Norwegian
Internet users’ attitudes against three algorithms, all related to recommendation systems,
algorithm-driven recommendations, such as Spotify, algorithm-driven advertisement,
and algorithm-driven content, such as personalised news feed. The study identified edu-
cation as a key demographic variable in accounting for algorithm awareness.Meanwhile,
higher awareness of algorithms is also related to more critical reflections on the role of
algorithms in gatekeeping everyday information.

Another group of scholars who have examined public attitudes toward algorithms are
researchers from the field of public understanding of science. Chinese public seems to
hold a more favourable view against artificial intelligence than people in other countries:
A comparative study that compared public perceptions of FacialRecognitionTechnology
in China, Germany, the UK, and the US showed that the acceptance of facial recognition
technology is the highest in China. Unlike other countries where the public is concerned
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about the state or private companies using facial recognition technology for control
and surveillance, Chinese respondents see such technologies as beneficial for providing
convenience and security [17]. The same study also found that among Chinese survey
respondents, younger, more educated and people with higher income are more likely to
have higher acceptance of facial recognition technology, suggesting group variances in
public trust in emerging technologies.

Nevertheless, very little research has examined how users adapt to and engage with
information flow generated automatically by recommendation algorithms, which are
based on user’s previous preferences, location information, or demographics. One excep-
tion is the in-depth qualitative interviews conducted by Klawitter and Hargittai, in which
the researchers investigated algorithmic skills, practices, and strategies in using social
media and news feed among entrepreneurs in the US [16]. Such skills are important,
as “they help users recognize that actions they take can increase the chances of posted
content showing up on relevant people’s feeds” (p. 3493). In other words, different levels
of algorithmic skills will lead to differentiated levels of content visibility that appear on
users’ content platforms.Klawitter andHargittai’s study showedvaried levels of algorith-
mic knowledge and, accordingly, algorithmic strategies among the interviewees, which
often leads to different information-seeking and Internet use outcomes. Eslami and her
colleagues explored user awareness of content curation algorithms and users’ strategies
to modify the algorithmically curated social media news feed. Their work shows that the
opaqueness of content curation algorithms, which are commonly used by social media
platforms, has led to unawareness and confusion of algorithms among internet users
[10]. Despite various theories developed by users to explain why some content is priori-
tised while others are undermined by the content curation algorithms, users fail to take
back the power from algorithms to rearrange content shown on their own news feeds [9].
The findings suggest that when developing algorithms for recommendation systems, the
agencies of users as content consumers is largely missing from the technology design.
Hence, understanding if and how users interact with recommendation systems is crucial
for developing user-centric information systems.

However, current empirical research on algorithm knowledge and user practices in
algorithm-driven platforms has not studied Internet users who are at the lower end of
digital divides. However, knowing how algorithms have influenced the everyday lives
of information have-not and have-less users is important for the understanding of social
disparities in the digital era. Our research will fill the gap in the literature by focusing
on an internet population that has been overlooked in empirical research on algorithm
use. We focus on the information-poor users in rural China, whose everyday lives have
already been profoundly influenced by AI, but their user interactions with algorithms
such as recommendation systems are often under-studied by social science researchers.

3 Methods

3.1 Data Collection

Data in this paper was collected between July 15 to 23,2021, from Gansu province,
WesternChina, by a teamconsisting of ten undergraduate, twograduate student assistants
and three researchers. We chose Gansu province as the field site not only because of



456 P. Yan et al.

our familiarity with the local area (two researchers are based in the province) but also
because Gansu represents the most under-developed region in China. Gansu ranked as
the poorest province in China measured by GDP per capita in 2021.

There are mainly two types of data collected from each participant: a 40-min survey
collected via face-to-face interviews, accompanied by interviews with the participants
about their everyday internet experience and online information seeking practices. We
applied a purposeful sampling approach to recruit survey and interview respondents: The
final sample includes a sample that is almost representative of the population living in
the region, with the majority of the population based on agriculture as the main income
source. While collecting the survey sample, our team also strived to include a diverse
range of social groups.

The survey consists of four types of questions: 1) Dependent variables on how users
perceive the role of recommendation systems in shaping what they consume on news
Apps and how users interact with recommendation systems by providing feedback to
the systems. All dependent variables are measured using six Likert-scale items, with 1
representing strongly disagree and 5 strongly agree with the statements. 2) The second
group of variables focused on the information skills of users, for example, whether they
rely on information brokers for seeking online information, and their self-evaluated skills
in using basic or advanced search functions on search engines. Also included in this type
of variable is ameasurement of the level of critical thinking involvedwhen seeking online
information. The higher the score, the more critical views users hold against online
information; 3) The third group of variables focus on time spent on different online
activities, including but not limited to social media platforms, online video platforms,
news aggregators, websites, or gaming. 4) Finally, the fourth type of variables surveyed
socio-economic and demographic factors such as age, gender, education, occupation,
and income level.

Each survey questionnaire is coded and analysed in STATA, and qualitative inter-
views are transcribed and analysed inNVivo.Thequantitativemethod is triangulatedwith
the qualitative method via a procedural approach: we started with the survey analysis by
testing research hypotheses outlined based on the literature review of empirical studies
on how users engage with recommendation systems. After identifying the associations
between recommendation systemuse and attitudes, information skills, and internet users,
we then used qualitative data to explore the group variances and nuances of using rec-
ommendation systems, particularly differentiated attitudes and uses of recommendation
systems across users of various levels of information skills and types of internet usages.
The triangulation of quantitative data with qualitative interpretation will together con-
tribute to a comprehensive understanding of how rural Chinese users understand, utilise,
and interact with recommendation systems.

3.2 Descriptive Data Analysis

Table 1 provides descriptive data on key socio-economic and demographic variables. The
surveyed sample consists of more female correspondents than males, with the majority
of respondents being middle-aged and having less than high school education levels.
Most of the survey respondents are farmers, but our sample also includes local gov-
ernment officials or professionals such as doctors or teachers. Our respondents spent
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approximately 2.5 h per day using mobile phones. Although over half of the respon-
dents have used basic functions of search engines, such as Baidu or Sogou in China,
a considerable proportion of rural internet users (80.1%) need help from information
brokers (for example, family members or neighbours) to seek information online.

3.3 Regression and Clustering Analysis

We apply multiple regressions on three dimensions of the use and perception of rec-
ommendation systems, using information skills, information trust, internet use, and
socio-economic variables in the model (Table 2).

Table 2. Names and wordings of dependent variables

Variable name Wording Levels Valid cases

Recom_diverse_topic Recommendation systems
often feed me with diverse
topics

Strongly disagree
Somewhat disagree
Neither disagree nor
agree
Somewhat agree
Strongly agree

264 (73.74%)

Recom_diverse_view Recommendation systems
often enable me to see
diverse perspectives of the
same event

260 (72.63%)

Recom_same_topic Recommendation systems
often feed me with the
same topics

257 (71.79%)

Recom_same_view Recommendation systems
often provide me articles
that share my own view

259 (72.35%)

Recom_reject_irrelavant I don’t click on content
provided in
recommendation systems
that I’m not interested in

263 (73.46%)

Recom_feedback I will click the “dislike”
button in recommendation
systems to provide
feedback to the algorithm

260 (72.63%)

3.4 Dimensions of Recommendation System Usage

Before running regression analysis on the use and perception of recommendation sys-
tems, we first categorise six survey items on the recommendation systems on different
online activities in the PCAanalysis. Three componentswere detected using PCA,which
account for 68.9% of total variances. Table 3 shows factor loadings of each survey item
on different factors. The PCA result suggests that six survey items on recommendation
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systems can be divided into three dimensions: diversity of recommendation systems
in topics and views; relevance of content suggested by recommendation systems; and
user engagement with recommendation systems. In the regression analysis to explain
what information use and socio-economic factors are associated with the perception of
recommendation systems, we will use these three dimensions as dependent variables on
recommendation systems.

Table 3. Factor loadings of survey items on recommendation systems

Survey items on recommendation systems Factor loading

1 2 3

Factor 1: Diversity of recommendation systems

Recom_diverse_topic −0.0311 0.8837 −0.0096

Recom_diverse_view 0.2212 0.8179 0.1158

Factor 2: Relevance of recommendation systems

Recom_same_topic 0.7590 0.0810 −0.1444

Recom_same_view 0.7770 0.1107 0.0775

Recom_reject_irrelavant 0.5877 0.0516 0.3940

Factor 3: Engagement with recommendation systems

Recom_feedback 0.0032 0.0513 0.9412

3.5 Regression and Cluster Analysis

We ran regression analyses on three dimensions of the use and perception of recommen-
dation systems, using variables on information skills, information trust, and internet use.
Having explored the information and internet use factors behind the use and perception
of recommendation systems, we conducted cluster analysis on all survey respondents
based on three identified dimensions of recommendation systems and applied k-means
algorithm using the Euclidean Distance to measure the similarities between different
clusters of users based on their varied perceptions of recommendation systems. To bet-
ter understand different types of recommendation system users, the quantitative cluster
analysis was supplemented with qualitative analysis of case studies drawing from our
fieldwork, which discussed the variances in the user experiences of recommendation
systems.
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4 Result

4.1 Factors Accounting for Variances in the Use and Perception
of Recommendation Systems

To understand what information use, socio-economic or demographic factors are asso-
ciated with different dimensions of the use and perception of recommendation systems,
we run regression analysis in models with different levels of factors. Table 4, Table 5 and
Table 6 summarise regression analysis on each dimension.We find that including all four
types of factors – information skills, information trust, internet use and socio-economic
and demographic variables - increase adjusted R2 values for all three dimensions. All
three full models in the regression analysis are statistically significant.

For the diversity dimension of recommendation systems, we find that users who
seek help from other people to use the internet, and those who need internet brokers,
experience lower levels of diversity in information courses and viewpoints when using
recommendation systems (B=−1.172, p< 0.05). People who spend longer time using
mobile internet, however, are more likely to benefit from diverse information sources
and viewpoints using recommendation systems (B = 0.210, p < 0.05). Education level
positively correlates with the diversity of information sources and content users received
on recommendation systems (B = 0.162, p < 0.05).

Meanwhile, we also find that users who receive higher education levels are more
likely than thosewith lower education backgrounds to benefit from receiving the relevant
information that is tailored to their needs (B = 0.125, p < 0.05).

Very interestingly, we find that when it comes to users’ active engagement with
recommendation systems, such as providing feedback to the algorithm, the only set of
variables that are associated with user engagement is internet use. Mobile internet expe-
rience, which is measured by time spent mobile internet daily, is positively correlated
with higher engagement levels when using recommendation systems (B = 0.159, p <

0.05). Similarly, longer time spent on browsing websites is also associated with higher
engagement with recommendation systems (B= 0.630, p< 0.01). Both findings are not
surprising because many implications of recommendation systems, for example, mobile
news or mobile video social platforms such as TikTok and online content providers
such as news websites, are based on cutting-edge recommendation algorithms. Users
of mobile internet and online content websites are more familiar with recommendation
algorithms than internet users who are new to mobile internet or content websites. How-
ever, we also find that users who spent longer time using search engines are less likely
to provide user feedback to recommendation system (B = − 0.419, p < 0.05), possibly
because their information needs for complex information search tasks are already met
by using search engines.

4.2 Four Types of Recommendation System Users

Using three dimensions of using and perceiving recommendation systems,which include
diversity, relevance, and engagement of recommendation systems,we ran cluster analysis
based on the three dimensions to identify different types of users. Results suggest that
users can be divided into four clusters (see Table 7 and Fig. 1). Qualitative interviews
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with our survey respondents suggest that education level and age are indeed important
social factors behind different uses of recommendation systems.

User type 1 scored second highest on the relevance of recommendation systems but
second lowest on providing feedback to recommendation systems. We, therefore, con-
sider this user type as the lurkers, those who mainly consume relevant and personalised
information provided by recommendation systems but with lower interest in diversified
sources of information. Another type of users, user type 4, scored second highest on
the functions of recommendation systems in providing diverse information content and
diversified views; they do not, however, emphasise the importance of information rel-
evance of recommended content or actively engage with the recommendation systems.
We name this user type the explorers.We found that the lurkers and explorers, with the
former value relevance of information and the latter diversity of information provided
by recommendation systems, share similar socio-economic backgrounds, although the
explorers receive higher education levels than the larkers. An example for the explorers
and lurkers is Bo, a 62-year-old retiree, who holds a high-school education background,
spends much less time on mobile internet than Ai, is mainly interested in short-video
platforms, which is also driven by recommendation systems. Unlike Ai, he relies on
subjective decisions to “filter” out content that is not relevant to his information needs.
Instead of actively reporting to the system content that is not relevant, he only selectively
read articles or what videos that he is interested in. Bo’s daily use of search engines is
also less diverse than that of Ai; he mostly uses basic search functions on Baidu to solve
information-seeking queries.

User type 2 scores the highest on all three dimensions, emphasising diversity, rele-
vance, and engagement of recommendation systems (Table 7).We name this type of user
as the experts of recommendation systems. The experts are the youngest user groups
among all four types of users and have the highest education levels among all recom-
mendation system users. An example of expert user is Ai, who is a 21-year-old female
primary school teacher with an undergraduate degree. Ai is an experienced user of mul-
tiple mobile platforms that are backed up by state-of-the-art recommendation systems,
for example, Douyin, Kuai, and several news Apps. Ai’s information channels are not
only diverse but also highly personalised to her personal interests. For example, she
frequently engages with the recommendation systems by clicking the “not interested”
button onmobile Apps. Ai’s information skill is also higher thanmost of the respondents
surveyed in our study. For example, her choices of search engines for solving everyday
information queries are quite diverse, including Baidu, Google, and Sogou.

User type 3 are the most inexperienced users of recommendation systems, as they
did not consider themselves benefiting from the diversity or relevance of information
fed by recommendation systems. Neither did they interact or engage with the systems.
We name this type of user as the sceptics due to their lack of interest or user engage-
ment in recommendation systems. The sceptics, those who do not find recommendation
systems useful in providing relevant or diverse information and who do not engage with
recommendation systems are also the most disadvantaged internet users among all four
groups. They are often older generation users who receive lower education levels com-
pared to the other three user groups. Cui, a 62-year-old housewife who is amiddle-school
graduate, exemplifies the user experiences of recommendation systems for the sceptics.
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Compared to Ai and Bo, Cui is overwhelmed by house chores and only spends less than
30 min browsing mobile internet. Her online time is mostly spent on WeChat, the social
networking platform, and reading e-books on her mobile phone. Platforms such as rec-
ommendation algorithms driven short-video platforms or news platforms are not Cui’s
frequently used mobile Apps. Interestingly, Cui indicates that she has a low interest in
consuming text or video content on the internet and seems to hold a rather pessimistic
view that content platforms can do no benefit to the improvement of her life world.
Cui’s information channel beyond recommendation systems is also rather limited; for
example, she relied on asking her family members to search for information online for
her everyday information needs.

Table 7. Result of cluster analysis on the use and perception of recommendation systems.

User type Number of users Centre of the cluster

Diversity Relevance Engagement

User type 1: Lurkers 44 5.573 8.883 3.737

User type 2: Experts 74 8.876 9.322 3.903

User type 3: Sceptics 25 2.772 3.351 1.942

User type 4: Explorers 90 7.818 5.816 2.981

0
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Group 1 Group 2 Group 3 Group 4

Diversity Relevance Engagement

Fig. 1. Visualisation of cluster analysis result

5 Conclusions and Discussions

Content recommendation algorithms shape what people read, listen to, or consume in
everyday life. News Apps, short-video platforms, and food delivery services are all
examples of recommendation systems that filter, rank, and “push” personalised content



470 P. Yan et al.

to Internet users. Meanwhile, users of recommendation systems are noticing negative
influences of the new gatekeepers of information on their information flow. For example,
advertisements are recommended as equally important as high-quality news content.
Users’ personal information, such as age and gender are used by technology companies
to push seemingly relevant but often discriminative content. While tech-savvy users of
the internet become aware of the algorithmically shaped content, it is unclear whether
information poor or information have-less users can also adapt to the new information
environment driven by recommendation systems.

Our study focused on the social consequences of algorithmically moderated media
platforms; in particular, we are interested in the social group variances in how the
marginalised community in China adopt, use, and engage with recommendation sys-
tems. We took a mixed methods approach by combining survey and interview datasets,
which were both collected from extensive fieldwork inWestern China.We found that the
use and perception of recommendation systems can be categorised into three dimensions:
the diversity of content, the relevance of content, and user engagement level with recom-
mendation systems. Having identified different dimensions of recommendation system
usage, we then explored the factors accounting for different use of recommendation sys-
tems. Regression analysis suggested that users who rely on information proxies to find
information online or users who spend shorter time using mobile internet are more likely
to experience the lack of content diversity fed by recommendation systems. In addition
to informational factors, we also found users who receive higher education levels are
also more likely to enjoy a more diverse media diet when engaging with content recom-
mendation systems. High education level is also associated with a higher likelihood of
locating relevant information within the recommendation systems. Some users are more
active in providing feedback to the recommendation algorithms in order to improve the
quality of their information flow: We found that the level of user engagement, measured
by whether or not users provide feedback to the recommendation algorithms, is posi-
tively associated with the time users spent on browsing the internet. We then clustered
users into different types based on how they use and perceive recommendation systems.
Some user groups, such as the experts, are interested in all three dimensions of rec-
ommendation systems, and they often consist of younger users and users with higher
education levels. Different from the experts, the sceptics are often older generation users
or users with lower education levels, who also hold the most negative opinions about
their experiences on recommendation systems. Between the passionate experts and dis-
appointed sceptics, we also found users who value the diversity of content provided
by recommendation systems (the explorers), \ or users who emphasise the relevance of
content recommended by algorithms (the lurkers). Qualitative interviews with different
types of users suggest how user experiences vary across all four types of users.
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Abstract. How do PhD students discover the resources and relationships con-
ducive to satisfaction and success in their degree programs? This study proposes
a community-grounded, extensible knowledge graph to make explicit and tacit
information intuitively discoverable, by capturing and visualizing relationships
between people based on their activities and relations to information resources in
a particular domain. Students in an interdisciplinary PhD program were engaged
through three workshops to provide insights into the dynamics of interactions with
others and relevant data categories to be included in the graph data model. Based
on these insights we propose a model, serving as a testbed for exploring multiplex
graph visualizations and a potential basis of the information system to facilitate
information discovery and decision-making. We discovered that some of the tacit
knowledge can be explicitly encoded, while the rest of it must stay within the
community. The graph-based visualization of the social and knowledge networks
can serve as a pointer toward the people having the relevant information, one can
reach out to, online or in person.

Keywords: PhD students · Tacit knowledge · Knowledge graph · Data model ·
Interdisciplinary research

1 Introduction

Pursuing a PhD degree can be both rewarding and stressful. A significant percentage
of PhD students are experiencing at least two psychological symptoms and have sought
help for anxiety or depression related to their studies [1, 2]. One key factor influencing
the overall experience of PhD students during their course of study is the so-called
departmental culture, encompassing “student/faculty relationships, student involvement
in academic life, student satisfaction with programs, student-to-student interactions,
institutional financial assistance to students, and dissertation factors” [3]. The issue of
navigating departmental cultures becomes even more problematic in interdisciplinary
PhD programs, where students reported “feeling disconnected from faculty and peers,
having to span boundaries between areas, departments, and knowledge bases” [4]. In
this study, we describe the participative development of a knowledge base to support
interdisciplinary PhD students to visualize and navigate multiple departmental cultures.
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Science can be described as a “complex, self-organizing, and evolving network of
scholars, projects, papers and ideas” [5]. As Börner [6] noted, researchers and authors
can be perceived as nodes in networks of support and influence, while their selection
of research topics, collaborators, students, and publication venues influence and shape
their place in these networks. In these ‘knowledge networks,’ actors serve both as keepers
of knowledge and as agents that seek out, communicate, and create knowledge [7, 8].
However, information is often not equally available to all actors [4], and the opportunities
for “social” information sharing [9] diminished due to the pandemic.

Consequently, we chose a multilayer/multiplex network as the medium to address
the raised issues and create a knowledge graph combining information on social and
knowledge traces in a community. The aim of building this graph is to facilitate explicit
and tacit information discovery and informed decision-making related to the factors
identified as meaningful for this population: i) establishing collaboration with faculty
[3, 4, 10], ii) information and resources available about research topic of interest [3, 7,
11], and iii) interaction with peers, including community building [3, 4]; while creating
a testbed for exploring multiplex network visualization and navigation options [12].

The setting for this case study is the Interdisciplinary PhD Program in Commu-
nication and Information Sciences (CIS), at the University of Hawai‘i at Mānoa. Stu-
dents—especially those new to the program who have not been exposed to informal
information flows—are considered the main user population of this information discov-
ery system. Following the activity theoretical approach and requirements/milestones for
the program, students were engaged in every step of the knowledge graph modeling
process.

As noted by Hogan et al. [13], the definition of a knowledge graph remains con-
tentious, but in short, it can be described as “a graph of data intended to accumulate and
convey knowledge of the real world, whose nodes represent entities of interest andwhose
edges represent relations between these entities”. Before building the graph, we created
the database model to support tacit knowledge exchange-such as first-hand impressions
of other students-that have been shown to be of crucial importance for this population
[7, 9, 10].

Getting procedural advice or hearing other students’ experiences with faculty,
classes, and exams usually happens in a serendipitous way, via in-person conversations,
but these opportunities for informal information exchange were severely disrupted by
COVID-19. Therefore, we propose this data-driven discovery tool that combines topical
research representations and tacit interpersonal relations data to identify and support
impactful interdisciplinary collaborations [5] and multiple departmental cultures [7]
common to iSchools.

The main contribution of this paper is the graph database model developed and
presented alongside user-derived needs. We outline some of the data categories and
relationships between them (including refining attributes) that can be used to encode
both explicit and tacit knowledge, while the affordance of network visualization supports
the discovery of people with pertinent information that is not encoded in the knowledge
graph.
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2 Related Work

The aim of this section is to connect the present study to previous research streams
relevant to the challenges of tacit knowledge transfer, representing and supporting inter-
disciplinary collaborations, and to summarize and justify the affordances of a knowledge
graph approach.

2.1 Tacit Knowledge Exchange for PhD Students

Personal networks and peer communities present a vital information source for doctoral
students [3, 7]. So-called “insider” knowledge is something perceived as necessary for
the success of interdisciplinary PhD students but is available only to students and pro-
fessors who have been involved in the program for a certain amount of time [4, 7]. This
knowledge is often referred to as experiential or tacit knowledge, here operationalized as
the values and quality of the resource of interest, as perceived by students [14]. Resources
that help students discover appropriate faculty to collaborate with are especially critical
for this population [3, 4, 10], as well as information about research topics of interest [3,
7, 11].

Visualizing social networks of people in a shared academic setting could support “so-
cial” sharing [9] by providing a better picture of the common links, potentially democra-
tizing access to useful information currently available only to those conveniently located
in the social network.

2.2 User Needs for iSchools and Interdisciplinary PhD Programs

The need for a community portal to support students from diverse disciplines has been
identified in previous studies as a potentially useful forum for peer information exchange
[15], but it remains an elusive goal. The challenge multiplies when interdisciplinary PhD
students must select appropriate faculty advisors from a rich pool of multi-disciplinary
researchers, which has been a longstanding success factor in PhD student persistence
[3, 16].

Choi focuses on the importance of identity formationwithin iSchools, where students
can question dominant research trends, locate their own interests and develop their own
research identity [17]. Wiggins and Sawyer propose an analysis of interdisciplinary
faculty research output to outline the landscape within which iSchool students might
locate their work [18].

Each of these studies distinguishes between research and community relationships
but tends to focus on research topics as the basis for connection rather than social
relationships.We propose a lightweight, extensible visualization, driven by student focus
groups, to capture and represent community interactions and tacit information alongside
research connections, so students can view paths and interactions of those who have
come before.

2.3 Network-Based Representation and Discovery

Faculty profile pages can be a lightweight data source of potential connections between
researchers and students from diverse fields, and community stakeholders [19], and can
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provide a way to identify one’s place in the interdisciplinary community. However, in
the case of the program studied here, students reported that faculty profiles are often not
up to date, and too numerous to inspect thoroughly [10]. Also, expert finding applica-
tions in the scholarly domain are usually based on recommending acclaimed researchers
based on their publication history (i.e. [20, 21]). These attempts have traditionally been
based on the networks generated from publication data obtained from a single database
such as Computer Science Bibliography – DBLP [21–23], Web of Science, Scopus, and
PubMed [24].However, this research, based on a convenience sample, is often addressing
only a limited number of relationships, usually pertaining to co-authorship and shared
research topics. Our approach aggregates different web resources (including multiple
sources indicating researchers’ expertise) in a single knowledge graph-since research has
shown that the graph-based interface is more practical for finding specific information
and simple question-answering tasks, compared to hierarchically organized information
[25]. Furthermore, we expand the scope of relationships to represent the interdisci-
plinary domain, as three dimensions are considered as a minimum to understand the full
complexity of social structures [26].

Wemodel interdisciplinaryPhDprogram information as amultiplexnetwork, defined
as “networks where the same set of nodes is represented in every layer, although the
interaction between nodes might be different in each one. As an example, two nodes
might be connected in one layer and might not in other” [27]. Analyzing and visualizing
multiplex graphs are considered complex problems, as each additional relation makes
the choice of an appropriate layout more challenging, even incomprehensible, as soon as
it contains a few dozen nodes [28]. One previous attempt to visualize scholarly domain
multiplex networks included a dataset of 61 nodes connected over five layers (work,
leisure, coauthor, lunch, and Facebook) [28]. Unlike in this exploratory approach, we
are grounding the graph in user needs, answering the necessity to re-frame user needs
and data as multilayered networks problems, providing visualization researchers more
exposure to the application domain [12].

3 Case Introduction

TheCISPhDProgramwas established in 1986 and has approximately 30 current students
and over 100 alumni. The program is a voluntary and collaborative effort of over 40
faculty from four units housed in three colleges (as of Fall 2022):

• Communications (COM) (College of Social Sciences)
• Library and Information Science (LIS) (College of Social Sciences)
• Information and Computer Sciences (ICS) (College of Natural Sciences)
• Information Technology Management (ITM) (Shidler College of Business).

While the flexible, decentralized structure of the program provides more possible
research avenues for PhD students, it also requires students to find and navigate their own
path through program requirements [4, 10]. This is especially acute since the selection
of a dissertation chair and other faculty mentors is the crucial factor contributing to
PhD student retention and satisfaction in general [3, 31]. In addition, CIS students and
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alumni also serve as valuable information resources, sharing their firsthand experiences
and wisdom regarding potential faculty collaborators and the practical mechanics of
how to meet program requirements. However, an increasing number of students are not
physically present at the university (so-called “off-island” students) and participate in
joint activities such as the required weekly interdisciplinary seminar online via Zoom.
This part of the population does not have the same opportunity to be part of informal
interactions and information flows and gain so-called “insider” knowledge contributing
to the success of interdisciplinary PhD students [4], further justifying the need for the
remotely accessible technology presented here. These concerns are even more urgent
considering the COVID-19 pandemic when all coursework moved online, and at this
writing, the two most recent cohorts of students have yet to meet their peers or faculty
in person.

Official CIS program milestones and requirements are inscribed in a Policies and
Procedures document1, which formed the basis for developing research instruments, as
well as for creating the first iteration of the graph database model, later modified based
on CIS student input from the workshops.

The research presented in this paper is the second stage of a larger project. The results
of the first stage suggested that information resources and relevant data categories can
be formalized and encoded in a form of a knowledge graph and suggested a path to
capture/obtain tacit information.

The present study builds on the first, and explores the research question:

What tacit knowledge can be represented and discovered through a knowl-
edge graph, and what can be only indicated?

The final stage of this project will involve the same population in the participatory
design of visualizations and seamless visual analytical approach of the multiplex graph,
to examine if this artifact has utility compared to current means of information discovery,
and if it is worthwhile to develop it further into an information system.

4 Method

Following aHuman-CenteredDesign approach, upon the requirements gathering process
that consisted of interviews and a website usability study engaging program students and
alumni [10], we conducted three workshops over two years and developed the database
model shown in Fig. 1. Students helped identify relevant people, roles, resources, actions,
experiences, and relationships, and these were iteratively integrated into the database
model, shared back in successive workshops and refined based on feedback. Including
the community in the design of a technology to support their interactions helps reveal and
unravel the underlying values of both the proposed system and the PhD program itself
[29], creating a rationale and platform for further cooperation and community building.

1 CIS Program policies and procedures- https://bit.ly/cis_policy_procedures.

https://bit.ly/cis_policy_procedures
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4.1 Positionality and Limitations

Both authors are insiders to the CIS program, with different roles and perspectives, and
with access to different kinds of knowledge about the community, whichwe feel provides
a productive tension.

The first author is a CIS PhD candidate and must balance her own experience with
those of other students with whom she is engaging in this study, including informal daily
interactions. The limitation imposed by this position as a student is that graph design
decisions and interpretations may be biased by personal experience. We have attempted
to balance this threat to internal validity by includingmember checks as validation points
to incorporate multiple students’ perspectives.

The second author is a faculty member and former CIS Chair who teaches one of
the three core courses and serves on multiple dissertation, exam, and other program
committees. His perspective yields different stories about enablers, barriers, and metrics
of student experience and degree progress. This limitation is that students could be
understandably hesitant to share their unfiltered observations with someone in a position
to evaluate them, due to courtesy bias or other factors. We address this limitation by
emphasizing the anonymization component of the data analysis process and creating
faculty-free workshops and spaces for data collection.

4.2 Data Collection

This research is framed by activity theory, as this approach has been used to inform the
ways in which interactive tools should be designed to make a positive impact on human
activities [30]. In this case, the overarching goal (activity) of a student is to obtain a
PhD degree; to get there, students are motivated to fulfill written program requirements
(actions), such as taking certain courses and exams, but also unwritten requirements such
as developing and successfully navigating relationships with faculty and peers. Each step
in the research design was informed by activity theory, encompassing formal program
requirements and other practical and less tangible aspects of the interdisciplinary PhD
student experience to help guide future students.

In the threeworkshops, current CIS students shared their experiences in a forum envi-
ronment and reacted to the evolving graph design. Student participation was voluntary,
and data was collected without faculty present and analyzed with full confidentiality and
anonymity. For that reason, only the first author facilitated workshops and anonymized
the raw data, then shared it with the second author in a form that honors the privacy of
the participants. All workshops used a visual representation of a graph database model
in a then-current version, to communicate the data modeling efforts thus far, to serve
as a community member check on the “ontology” of the shared domain, and to identify
areas for improvement.

The three workshops took place from December 2019 to April 2022. The first
included both face-to-face and online participants, while the other two were fully online
via Zoom, and included 18, 15, and 10 students, respectively. The workshops were
recorded, transcribed and anonymized by the first author, while the rest of the data was
captured as text files created by the participants’ chat, and Google documents where
students were invited to leave anonymous comments on the topics discussed.
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During the first workshop, participants completed a questionnaire2 designed to val-
idate the findings from the previous study stage, while the poll results were used as a
prompt for discussion during the workshop.

The aim of the second workshop was to gather feedback on the draft data collection
form, designed with the intention to populate parts of the graph with students’ personal
information, based on data categories they perceived as relevant. The intent was to
hone the questions and structure of the form to get the most useful information when
collecting data in the future, negotiate data privacy boundaries, and get feedback and
further recommendations on what data would be most relevant for this population. This
workshop resulted in an elaborate data collection form3 created in Qualtrics that was
used to collect the data from the students to populate the graph. This form was designed
for collecting user-generated information via pre-determined categories, as well as the
free text inputs, while all the data collected corresponds with the graph model.

The third workshop invited open discussion on the students’ experiences, where
participants were distributed in breakout rooms depending on i) program progress stage
and ii) preferred methodological approach4, to discuss and exchange information about
what helped and hampered their progress.

4.3 Data Analysis

The data consist of anonymized i) transcription of workshops, ii) Google documents,
iii) researcher notes, and iv) pertinent questionnaire/form inputs. The data analysis was
conducted iteratively. After each workshop, both authors conducted the first cycle of
descriptive coding of student responses, and the categories that emerged in all threework-
shops were pertinent to ‘flow of information in the community’, ‘lack of opportunities
for in-person contact with peers’, and ‘obtaining information on program requirements’.
Upon the discussion about results from this phase, researchers created the utility-driven
set of codes, to conduct the structural data coding [31] with the previously elicited and
potential new concepts that could be represented via a graph model. Upon the second
round of coding, we discussed revisions to the data model based on the data analysis
insights as we outline in several examples below. To perform the participant’ checks,
each workshop started with an overview of the graph model in its current state, to gather
further feedback and reflect on the accuracy of data representation for their information
needs. Participatory research relies on participant engagement with the data collection
and coding processes, which helps create a sense of ownership of the data reflecting their
community, a “safe space” where subjects can interact and reflect, and an understanding
of how their actions and interactions are represented within the graph [32].

2 Questionnaire with results- https://bit.ly/cis_worskhop_1.
3 Data collection form - https://bit.ly/student_data_collection_cis.
4 Breakout room prompts for Workshop 3 https://bit.ly/cis_workshop_3.

https://bit.ly/cis_worskhop_1
https://bit.ly/student_data_collection_cis
https://bit.ly/cis_workshop_3
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5 Results: User-Driven Graph Modeling Decisions

In this section,wediscuss the themes that emerged as important for the community during
the workshops, and how they influenced the graph modeling and design decisions. In
Fig. 1, we presented the CIS domain graph database model in its current iteration and
the nodes and relationships between them. The model or its parts can be adapted and
reused in other interdisciplinary environments.

Since we use the Neo4J graph database for building this knowledge graph, we
utilize the native Cypher language syntax when referring to specific parts of the
model, i.e.: (Node)—[RELATIONSHIP]—> (Node); in this case, (Node) represents
a class/category in the model, and not pertinent instances.

Fig. 1. CIS graph database model (Color figure online)

Considering our aim to facilitate the active exchange of tacit information, (Person)
occupies the central place in the model and is connected to most of the surrounding
12 nodes/classes, presented through 4 color-coded groupings. Those nodes present the
affiliations (layers) via which the actors in this multiplex network may be connected.
The data comprising the graph was gathered from different web locations, normalized
and ingested into the Neo4J, and is available for download and reuse5, while the student-
generated data is not included in this dataset. The graph created according to this model

5 The data ‘dump’ of CIS Neo4J database-https://doi.org/10.6084/m9.figshare.21663401.v2.

https://doi.org/10.6084/m9.figshare.21663401.v2
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represents a picture of a domain, as it is captured in Spring 2022, while the publications
in the corpus represent the sample of publishing activity of faculty in the last 10 years.
We acknowledge the challenge of maintaining updated data, but we offer this model as
a useful snapshot to elicit student reaction and engagement.

Following the activity theory approach, the categories that were initially included
by default in the graph were the CIS degree requirements that every student must fulfill
to advance to ABD (all but dissertation) status. Those categories are (Course), (Exam),
(Dissertation), and (Publication).

5.1 (Person) Node and Its Attributes (Fig. 1, Central Orange Node)

The (Person) node, naturally, has the most attributes, as it is designed to capture informa-
tion primarily about other students and outline some interesting, relevant, or potentially
shared interests and experiences.

There are three subsections of attributes; Academic Record attributes representing
information such as cohort_year, indicating the strength of ties with others that share
the same value attribute since participants stated that taking classes together with cohort
peers makes them closer, as they can talk about challenges and struggles (noted as pre-
COVIDpractice). In theAffiliation Information subsection,we capture theCISaffiliation,
with aBoolean value, to distinguishCIS-affiliated people fromothers (such as co-authors
or faculty that left the university). The Personal Information section contains categories
that capture free-text information that may serve as potential connection points, such as
shared hobbies or neighborhoods. This was intended to support community-building,
since students reported feeling lonely, especially those at the dissertation research and
writing stage and due to pandemic isolation [4, 10].

Another attribute that evolved based on participant suggestions was caregiver_of .
Initially, the category was named family_status, where students could share data such
as the ages of their minor children, to potentially connect for play dates. Participants
broadened our conception of this category to include other senses of caregiving, which
also provided deeper insights into the range of students’ life situations:

For the number of ‘minor children’...some of us have adult children. Also consider
changing this to ‘are you a caregiver’ as some need to care for elderly parents,
etc.

5.2 (Dissertation), (Methodology), (Tool) Nodes (Fig. 1, Top Three Green Nodes)

As mentioned, (Dissertation) is crucial for this population, therefore separated from the
(Research) as a category and forms the basis of one of the most important networks—the
dissertation mentorship network.

In this program, there are over 40 facultymembers fromwhich students can choose i)
a dissertation chair, ii) three dissertation committee members (at least two of which must
be affiliatedwith different units (Department) to help ensure an interdisciplinary research
approach), and iii) an “external” member, which further increases the disciplinary range
of potential collaborators. Based on the inputs from participants, asking to see what fac-
ulty served as “external” members in previous committees, we modeled the relationship
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by adding the role of faculty involved in the previous dissertations. Upon applying social
network analysis and centrality metric, visualizing this network can quickly show the
most active dissertation chairs and committee members; seeing their previous collabora-
tions might help students decide who to invite to serve on their committee. In Fig. 2 we
demonstrate a perspective of the dissertation mentorship network, where faculty node
colors represent their departmental affiliations (LIS-purple, COM-orange, ITM-yellow,
ICS-blue); green nodes are dissertations; while the number of dissertation engagements
is shown in node size, and dissertation chairing via red edges.

Fig. 2. Dissertation-mentorship network showing collaboration between faculty from different
departments. (Color figure online)

Considering the importance of the relationship with the supervisor for the overall
PhD experience [3, 31], one workshop participant wrote succinctly and directly about
the information they seek from other students:

I would ask them-is your supervisor a good mentor?

This statement demonstrates that some of the most-sought information is not easily
encodable, but the graph supports the option to indicate a person that can share it with
you, directly.

The (Methodology) node reflects the program requirement of taking a researchmeth-
ods course, and the common but informal practice of including a methodology expert in
the dissertation committee. With the information encoded this way, students can get i) a
quick overview of faculty who use a certain methodological approach in their research
(Fig. 3); and ii) discover appropriate methodology classes based on the comments of
other CIS students-a requirement expressed during the first workshop.

The (Methodology) node relates to the (Tool) node, as students are interested in
finding out methodology classes that use particular tools. This information was lacking
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from the current information space and was indicated by study participants at the third
workshop as much needed. Students who populated the data collection form indicated
tools they used in classes they attended. Furthermore, the graph also contains data on
the people who used a tool to perform research, so a student can identify and directly
consult that person on the issue.

5.3 (Course), (Department), (Exam) Nodes (Fig. 1, Left Three Blue Nodes)

On the left side of the model, we formalized the departmental affiliation of people,
and the attribute named role is intended to capture data that would help distinguish/filter
actors based on their affiliation to different departments (“Student”, “Professor”, “Alum-
ni”, “TA”, etc.). This modeling decision helps students see the interdepartmental col-
laborations (interdisciplinarity indicator), and current students’ graduate assistantship
affiliations (insider knowledge indicator).

When it comes to encoding tacit knowledge, some community members were under-
standably hesitant to leave written traces of their experience with a professor, as opposed
to their experience regarding courses and exams taken. During the first workshop, more
students expressed support for the latter, both via the questionnaire and discussion. A
comment illustrating this point is:

Social rating is toxic.

As a result, we included the space for reflection as an attribute of the relationship
(Person)—[HAS_TAKEN]—>(Course/Exam), where students can note their experi-
ences if they feel they should share them with their peers, allowing for tacit knowledge
encoding and sharing. This way, students can comment on professors if they wish, albeit
indirectly. To manage the privacy settings, upon discussion with students, we allowed
three options of the public for the reflection attribute value: “public,” “CIS students”,
and “private”. For those who indicated their observations as “private”, we anonymized
the data by connecting it to an Anonymous person instance-so the comments are still
available to other CIS students, without clear implications of who might have left them.
Via graph visualization, students will be able to see others who took a course/exam of
their interest and reach out to them for a private discussion, if sufficient reflection input
is missing.

Some of the reflections left by students for courses are:

This class was meant to prepare us for [a qualifying] exam, but it did not.

Way too much reading.

I enjoyed this class, it helped me write dissertation proposal- without this class I
wouldn’t be able to write it that fast. It gives you the basic structure and what you
can expect from the journey. And I liked the professor- she’s very encouraging and
inspirational.
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5.4 (Research Topic), (Research Area), (Domain of Application) Nodes (Fig. 1,
Right Three Yellow Nodes)

Considering the case of an interdisciplinary PhD program, facilitating communication
across disciplines [33] is a core aim of this work. The three yellow nodes on the right side
of the model, namely (Research Topic), (Research Area), and (Domain of Application)
are intended to host vocabularies that will serve as boundary objects, which “inhabit
several communities of practice and satisfy the informational requirements of each of
them” [34]. With these concepts in mind, we have chosen controlled vocabularies for
pertinent nodes that would be understandable across the four constituent disciplinary
areas of CIS. This contribution helps bridge gaps in cross-disciplinary understanding
among diverse units that have been identified in prior studies (e.g. [35, 36]). As one of
the participants stated:

The program’s strength — the cross-discipline nature — is also its weakness. It
would be interesting to find the “e Pluribus Unum” that makes the “one from the
many,” some set of unifying principles to rally around.

Our approach was to involve people educated in the different disciplines encom-
passed by the program, to serve as translators or mediators, and create vocabularies to
improve cross-disciplinary communication [33].

In the first version of the modeling effort, Discipline was not included as a separate
node in the graph, since it was potentially repetitive with the (Department), and we did
not wish to reify disciplinary divisions. However, the workshops again yielded valuable
insights from community members, and we introduced a (Research Area) as a node in
response to comments in line with:

I think because there is interdisciplinarity, people tend to gravitate to others who
are doing a similar type of research.

Research Area is a loosely defined term, often used to refer to discipline-like
structures, yet targeting smaller units that often span disciplinary borders [37]. This
term is used throughout the CIS website to describe areas of focus, such as Human-
Computer Interaction, Data Science, and Health Informatics, providing a warrant from
the community to include the term and node in the model.

We operationalize Research Topic entries as uncontrolled, free-response words and
phrases that allow students and researchers to describe their research interests in their own
words. Finally, we operationalize the Domain of Application as the particular setting,
technology, and/or community with which their research engages.

For the sake of the readability of the model, links from other nodes were omitted
but are originating from (Publication), (Dissertation), (Research), (Lab), and (Course)
instances. The controlled vocabularies were used to manually index (Publication) and
(Dissertation) instances and are subsets of the Australian and New Zealand Stan-
dard Research Classification (ANZSRC). Pertinent classification systems were com-
plemented by domain-specific inputs. The same corpus was automatically indexed by
Computer Science Ontology [38].
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Students consider information about the research nuances of CIS faculty particularly
valuable, and a participant in the third workshop expressed their issue as follows:

I talked to [CIS chair] and I was like, who else studies [Topic X]? And l they were
like “Oh, well you just have to go through everyone’s CV.” And I’m like,

“I don’t have time to go through how many different CVs to find out potentially
someone who might be able to help me!” And maybe it’s just because I’m intro-
verted too. But I don’t know how to start those conversations with professors like,
“What do you study? Can you help me?”

Indexing the work of faculty and students with familiar terms would allow not only
for quick discovery of potential collaborators, but also provide potential inputs for con-
versation starters for students to approach faculty, as they reported a lack of opportunities
to communicate with them.

While the boundary object nodes may appear to be similar categories with sub-
tle distinctions, within this interdisciplinary environment researchers often have the
same Domain of Application, but different lenses for conceptualizing and studying
it. For example, “Cybersecurity” might encompass various disciplinary topics such as
algorithms, system architecture, policy, or ethics.

Potentially, these nodes could be entry points towhich graphs fromother departments
and programs could be “attached”, to help identify shared topics of interest across the
university system.

5.5 (Research), (Lab), (Publication) Nodes (Fig. 1, Bottom Three Purple Nodes)

The nodes on the bottom of the model are yet another three categories that indicate
valuable affiliation information, allowing for visualization of collaboration networks.
The current graph has a corpus of 260 publications that served as a basis for the co-
authorship network as well as input for populating the boundary object nodes.

6 Discussion

In this paper, we have proposed a graphmodel to support interdisciplinary Ph.D. students
in their academic journey by encoding both explicit and tacit/experiential knowledge to
make ‘insider’ information crucial for this population [4, 7] available to newcomers.
Upon demonstrating the current knowledge graph and querying options, the majority of
participants in the third workshop had positive attitudes toward the perspective of this
technology being implemented, emphasizing its usefulness for newly admitted students.

We therefore suggest that the approach of engaging community members to iden-
tify and help aggregate into a knowledge graph both formal and informal information
they find relevant to success in the domain is a promising avenue for other groups and
knowledge management applications. Some of the comments on the utility of having
data from multiple web locations aggregated in the knowledge graph versus the online
search were:

“Direct, in one platform” and “More easily accessible information”
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6.1 Transfer of Tacit Knowledge

As mentioned, one of the most important factors in PhD student retention is related to
their satisfaction with their research supervisor and faculty collaborations [3, 31]. Even
though some of the students expressed their hesitance to leave written traces of their
experiences with supervisors, the data (encoded in the reflection attribute) gathered via
the form captured the experience of students who took directed readings courses with
two faculty members, clearly indicating the differences in their styles of supervision:

E.g. 1 - Very helpful, because [they] give you exactly what to do, specific advice-
tools, websites, etc.

E.g., 2 - They are really hands-off, which can be a problem if you want direction.

The student-provided data support the decision-making process, and upon inspecting
reflections of students on different exams they have taken, the latest cohort student was
able to make a more informed decision when choosing a focus area exam:

Reading through what you’ve collected from students was helpful. I’m all for
data-driven decisions:).

At the same time, the graph-based technology allows for recording the collaborations
of current students with faculty, and better possibility to exchange tacit knowledge and
student reflections upon establishing relationships with peers. However, for the proposed
approach to be successfully implemented, some of themotivators (e.g. self-efficacy, self-
enjoyment, reciprocity, and rewards) [39] need to be enacted, within the system or the
program policy, to entice the continuity in knowledge sharing practices among peers.

Finally, the format ofworkshops to discuss these issueswas also proven tomake a dif-
ference as the community building effort, considering they reported lack of opportunities
to exchange information with peers [10]. Participating students labeled the experience
as “insightful” and “enlightening”.

6.2 Affordances of Graph Modeled Approach

The graph supports both specific curiosity (e.g. Fig. 3) as well as exploratory search [40]
this user population considers useful.

The current iteration of the created knowledge graph has 5,365 node instances (about
122 are CIS-affiliated people) and 6,116 relationships among them, making it a small-
scale but rich-in-context dataset, created to explore visualization and navigation options.
This dataset has double the layers and sample size of the graph created by [28] and the
model was designed by researchers immersed in the domain created with the end users’
involvement - all of which are considered necessary to tackle the complex problem of
multiplex visualizations [12] - issue that will be addressed in the future participatory
design workshops. We provided this dataset to other researchers who are interested in
examining the stated problem.

Aside from serving the PhD student population, this research aims to tackle chal-
lenges encountered by iSchools faculty involved in interdisciplinary research [36] with
a domain analytical angle to build the vocabularies and capture disciplinary norms via
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Fig. 3. Example query showing faculty from different departments conducting qualitative
research

‘boundary object’ nodes, and possibly facilitate the collaboration of researchers with
different disciplinary traditions looking at the same domain of application.

7 Conclusion

Anyone who remembers their first days in a graduate program can appreciate the inade-
quacy of relying solely on formal program documentation as a guide to the overall expe-
rience. By engaging students through iterative workshops, we propose a network-based
visualization and discovery tool that integrates topical research data, degree require-
ments, and the tacit knowledge by which a program’s culture–and its members’ lived
experiences–are communicated.

With it, students can capture their progress, plan/project future steps and collabora-
tions, and see themselves as part of the community, subcommunity, and/or an invisible
college, while providing valuable information and tacit knowledge traces for the other
students.

This approach emphasizes an active role for both information seekers and sharers,
by putting the people within the community in the center of the information retrieval
loop, to allow a direct exchange of trusted tacit information. We discovered that some
of the tacit knowledge can be explicitly encoded, while most of it must stay within the
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community. The graph-based visualization of the social and knowledge network can
serve as a pointer toward the people having the relevant information, one can reach out
to, online or in person.

Preserving and aggregating these traces via a knowledge graph and presenting them
as a contrast with the common model of a generic student progressing through generic
degree milestones, can yield a valuable visualization of the traces of departmental
culture, and provide a more useful, accurate, and compassionate roadmap through an
interdisciplinary graduate program.

Acknowledgment. We would like to wholeheartedly thank all CIS students who participated in
this research.
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Abstract. A participatory geographic information system (GIS) is a process
through which disadvantaged groups can access geospatial information technolo-
gies and techniques to enhance their capacity to generate, manage, analyze, and
communicate different spatial information. Environmental information regard-
ing climate change impacts, natural disasters, access to natural resources, and
ecological degradation are significant for nature-dependent disadvantaged groups
in developing climate-vulnerable countries, making participatory GIS relevant.
These groups can also use such information to claim environmental justice at local,
national, and global levels since their marginalization is due to unequal exploita-
tion of ecological resources by more powerful groups. The fisherfolk community
in Bangladesh is a nature-dependent disadvantaged, unorganized working group
where participatory GIS could be relevant to build an environmental information
ecosystem for them to claim environmental justice.However, since fisherfolks lack
participation in the policymaking process due to a lack of information, motivation,
organization, and digital inclusion impacted by their socio-economic status, par-
ticipatory GIS may not work without understanding the enabling socio-economic
factors. Therefore, this short research paper aims to set a research agenda for par-
ticipatory action research by exploring the potential of a participatory geographic
information system since academic literature has not adequately focused on this
issue.

Keywords: Participatory GIS · Environmental information · Environmental
justice · Fisherfolk · Bangladesh

1 Background: GIS and Participatory GIS

As a computer system, the geographic information system (GIS) has been prevalent
and useful for different disciplines beyond geography like agriculture, business, and
environmental management to understand spatial patterns and relationships for decision-
making through geographic data [1, 10, 18, 29]. GIS as a system can create and manage

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
I. Sserwanga et al. (Eds.): iConference 2023, LNCS 13972, pp. 491–499, 2023.
https://doi.org/10.1007/978-3-031-28032-0_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28032-0_37&domain=pdf
http://orcid.org/0000-0001-5040-8619
http://orcid.org/0000-0003-3979-1746
https://doi.org/10.1007/978-3-031-28032-0_37


492 Md. K. Hossain and M. Anwar

geographic data and analyze and visualize that data, making it a powerful evidence-
based tool to influence decision-makers [22]. Among the different methods, due to
the advancement of satellite technology and the precision of real-time satellite data,
remote sensing is widely used to integrate the data collected from other earth objects
through remote sensors [31]. However, supplementary data are also gathered from the
site to analyze contextual knowledge through community engagement to link the remote
sensing data to ground reality [11].

Participatory GIS fundamentally differs from expert-driven GIS, where GIS experts
remain in the driving seat and use community participation to generate supplementary
ground-truthing data. Participatory GIS promotes the idea that spatial technologies will
be available to disadvantaged communities [8]. They will be able to use those tech-
nologies in community involvement in the production and use of geographic data to
influence the decision-making process at different levels. Therefore, it is considered
a more socially aware system with legitimacy gained from the local and indigenous
spatial knowledge at the outset of any process [12]. However, participatory GIS has
challenges due to the ideas and methods. Participation of disadvantaged communities
depends on power dynamics in a particular context and the ability and enabling envi-
ronment for using any specific technology or system [16]. Participatory GIS has content
and methodological limitations and may not ensure representation, equity and access by
default [5]. Moreover, participatory GIS needs facilitation by the community geographer
which is highly challenging [24]. Therefore, understanding the socio-economic factors
is highly significant while promoting participatory GIS in a particular context [20, 32].

In this regard, a research partnership between Monash University in Australia and
Oxfam in Bangladesh has found that participatory GIS could be a valuable tool for
nature-dependent fisherfolks in Bangladesh. Fisherfolks face climate change impacts,
natural disasters, and ecological degradation and suffer from inequitable access to nat-
ural resources. Power inequality plays a significant role in Bangladesh. The fisherfolks
face intense competition with more powerful groups to access natural resources and
are affected by government conservation measures while accessing natural resources
without adequate compensatory support. They are also the victims of global climate
change impacts and local environmental degradation caused by powerful countries and
groups. Besides, they are primarily unorganized and do not work together as a group to
claim their rights as workers in the fishing supply chain and the citizens in need of social
services from the state due to their socio-economic status. However, in this context, aca-
demic research and development interventions have not explored whether participatory
GIS can play a role in building the fisherfolk’s environmental information ecosystem so
that they can claim environmental justice considering different socio-economic factors.
Consequently, this short research paper proposes a research agenda for participatory
action research with an initial research co-design for academic institutions and devel-
opment organizations to explore the potential of a participatory geographic information
system (PGIS).
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2 Environmental Information Ecosystem and Environmental
Justice

In describing the information ecosystem,Harris andKirby-Straker [14] haveused thedef-
inition provided by Internews, which works as a media development organization focus-
ing on sustainability-related challenges faced by marginalized and vulnerable commu-
nities, including environmental challenges. The Information Ecosystem for Resilience
framework designed by Internews indicates that information is the foundation of an
information ecosystem. Still, overall, it is a complex adaptive system with the inclusion
of ‘information infrastructure, tools, media, producers, consumers, curators, and shar-
ers’ being organized in complex and dynamic social relationships [14, p 342]. Although
the information is the base of an information ecosystem, how it will move and transform
inflows ultimately depend on the socio-ecological, socio-economic, and socio-political
relationships in an information ecosystem. Tools and media in an information ecosys-
tem like records, geographic information systems, or social media are within one set
of components. They do not necessarily represent the whole information ecosystem by
disregarding social relationships.

Similarly, theEnvironmental InformationEcosystemcanbe considered as a branchof
the Information Ecosystem thatmainly deals with Environmental Information by consid-
ering socio-ecological, socio-economic, and socio-political relationships in a particular
context. These relationships in a particular context may have influence on generation,
sharing and management of environmental information. Powerful countries as well as
powerful groups in a society that are engaged in inequitable natural resource extrac-
tion and hazardous waste generation by harming the less powerful countries and groups
may try to restrict the flow of environmental information. Consequently, the discussion
of facilitating a favorable Environmental Information Ecosystem for the disadvantaged
groups is highly relevant in the discussion of claiming environmental justice by the
affected countries and groups.

In this regard, Mohai et al. [21, p 407] referred to the definition of environmen-
tal justice provided by the U.S. Environmental Protection Agency (EPA) as ‘The fair
treatment and meaningful involvement of all people regardless of race, color, national
origin, or income with respect to the development, implementation, and enforcement of
environmental laws, regulations, and policies’. The definition argues that fair treatment
can be ensured when no population will have to bear a disproportionate share of the
negative human health or environmental impacts of pollution caused by the execution
of federal, state, local and tribal programs and policies that facilitate harmful industrial,
municipal, and commercial operations [21]. Since environmental injustice is the result
from a combination of historic political, social, and economic interactions rather than a
single event, claiming environmental justice is not a one-off process and may require a
long-time through a planned advocacy process [28]. Secondly, environmental injustice
is sometimes the result of actions that were once considered as justified by all the parties
and stakeholders [13]. Therefore, claiming environmental justice may not be entertained
when significant changes happened over time with changed circumstances. The groups
claiming environmental justice needs to be pragmatic while advocating for environmen-
tal justice. Finally, the advocacy for environmental justice needs to have a life cycle
perspective to understand who benefitted the most and who suffered the most over time
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and space due to hazard production and consumption [28]. Therefore, any tool (like par-
ticipatory GIS) to be used in an environmental information ecosystem aimed to claim
environmental justice has to consider the realities associated with environmental jus-
tice along with the socio-ecological, socio-economic, and socio-political relationships
discussed earlier.

3 Fisherfolk Community in Bangladesh: Research Relevance

The Intergovernmental Panel on Climate Change (IPCC) has reiterated in their sixth
Assessment Report published in 2021 that human influence has warmed the atmosphere,
ocean, and land. The scale of recent climate change is unprecedented over many cen-
turies and thousands of years [15]. According to the Climate Risk Index published by
Germanwatch yearly, Bangladesh is one of the twenty most vulnerable countries con-
sidering human fatalities and economic losses due to climate change over the years [7].
Although countries such as Bangladesh do not contribute hugely to the global emissions
causing climate change, the country is, unfortunately, highly vulnerable to devastations
caused by climate change. The nature-dependent communities such as fisherfolks are
the ones who have been suffering the most due to these [27]. Minimizing the adverse
effects through climate action and natural resource management by the community is
therefore urgent and considered a priority.

Besides, in Bangladesh, artisanal fisherfolks are one of the significant disadvantaged
groups due to lower access to and availability of natural resources resulting from climate
change impacts [27]. They also have reduced access and availability of fish because of
intense competition with powerful groups and random conservation measures (without
rolling out technology-based research) like a ban on fishing or declaration of a marine
protected area, without adequate compensatory support [3, 6] According to the definition
of environmental justice, fisherfolks are, therefore, sufferers of severe environmental
injustice. Therefore, claiming environmental justice is highly relevant for Bangladesh
as a country, and fisherfolks in Bangladesh in particular as an affected group, at local,
national and global scales by conducting research on the potential of a tool within an
environmental information ecosystem while looking at different social relationships.

In this scenario, spatial prioritization based on the targeted conserving species and
resource extraction by marginal fisherfolk communities is absent due to a lack of spatial
information about species habitat and resource accessed areas [25]. These issues impact
their potential to take climate action and adequately manage natural resources. However,
artisanal fisherfolks are primarily unorganized and do not work together as a group to
claim their rights and take any collective action [30]. Consequently, the decision-making
and policy-making processes often exclude them from participation in co-designing
policy and programs. The overall situation makes it challenging to achieve SDG 13 to
take urgent action to combat climate change and its impacts on the fisherfolks, and SDG
14 to conserve and sustainably use the oceans, seas, andmarine resources for sustainable
development by engaging fisherfolks [26]. Since there is a potential to avoid conflict
of interest between conservation decisions and natural resource rights through Earth
Observation-based inclusive natural resources management [17], the above-mentioned
challenges can be addressed by exploring the potential of the participatory geographic
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information system (GIS) with integrated Earth Observation (EO) techniques as a tool
of the environmental information ecosystem to advocate for environmental justice by
fisherfolks in Bangladesh.

4 PGIS for Fisherfolks: A Research Agenda and Design

For impactful research, after determining the applicability of the research for fisherfolks
in Bangladesh, the research agenda initially needs to consider a partner in the ground
considering the research to be led by an academic institution. The researchers need
to be engaged with the fisherfolks in Bangladesh through the project of an agency
that works to empower the fisherfolks through digital inclusion by addressing different
challenges. The main aim of the research partnership will be to conduct action research
with large research grants on participatory GIS for the fisherfolks to observe how it can
assist their empowerment through digital inclusion. For this reason, the initial socio-
economic feasibility study on participatory GIS needs to be conducted, considering the
associated challenges of participatory GIS. Therefore, the initial research through multi-
disciplinary collaboration will use the qualitative research method for collecting data
through interviewing experts and organizing focus groupdiscussionswith thefisherfolks.

After the feasibility study,with a strong awareness on social relationshipswhile using
participatory GIS as a tool of the environmental information ecosystem, the researchers
will explore the potential of participatory GIS as an environmental justice advocacy
tool for climate action and accessing natural resources by fisherfolks in Bangladesh.
GIS as a system can create and manage the geographic data and analyze and visualize
that data, making it a powerful evidence-based decision support tool to influence and
facilitate decision-makers.However, the researcherswill gather supplementary data from
the site through a participatory process for analyzing contextual knowledge through
community engagement to link the satellite based remote sensing data to ground reality
and formulate a geospatial database. The community will keep and update this data as a
record to observe and monitor climate and natural resource access changes and advocate
for supportive actions.

In terms of academic contribution, the proposed research will engage with other
studies about digital inclusion, particularly the literature from ICT for development
(like [4, 19]). The socio-economic., socio-political and socio-ecological perspectives
of participatory GIS coming out from the research will demonstrate whether or not
participatory digital technologies result in desirable outcomes when different factors
interplay (considering other academic works like [2, 23]). The research will also use
theory behind agency, participation and empowerment (like [9]) to understand positive
and unwanted outcomes of participatory GIS.

Through participatory GIS to be explored in the proposed research, fisherfolks and
local institutions will have the capacity to produce and use geographic data related to
climate change, habitats, resource abundance, natural resources access changes, and
associated actions to influence the decision-making process at different levels. In this
regard, the researchers will organize participatory mapping workshops focused on cli-
mate change impacts, climate actions, challenges in accessing natural resources, and
community-based natural resources management practices. Besides, the research would
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attempt to link the participatory inputs with earth observation data to validate the evi-
dence created from satellite-based exercise. A semi-structured focus-group technique
will be followed in these workshops with men and women from the fisherfolk commu-
nity using printed satellite images or interpreted maps at a 1:25,000 scale to discuss
and map the issues related to climate change and natural resources. The participatory
maps (for printed ones) will be scanned and georeferenced, or the inputs will be updated
directly on the geospatial platforms to document the features associated with climate
change and natural resources as a digitized geospatial database.

Using participatory GIS as an advocacy tool for climate action and accessing natural
resources is a unique application of existing information technology. Doing so will
require human-centric approaches in designing sustainable IT solutions that include
participatory processes and mechanisms to foreground fisherfolk communities’ needs.

This research needs to enhance the capacity of disadvantaged communities 1) by
increasing the ability of nature-dependent fisherfolk communities to produce and use
geographic data related to climate change and natural resources access changes which
envisage portraying their accessibility-based needs, and 2) by advocating for their well-
being and development of evidence-based findings for use in recommendations to policy
makers. The benefits will be realized by working together with beneficiaries to develop
some measurable outputs.

One of the outputs could be a practice guide on the potential of participatory GIS
as an advocacy tool for nature-dependent communities to claim environmental justice.
The guide will be based on research findings, mainly showcasing the preliminary partic-
ipatory maps created during the workshops and basic data acquired from satellite image
interpretation. A conceptual framework to design appropriate participatory GIS tools
and linking with earth observation grounded in nature-dependent communities’ values
and preferences: The framework needs to be based on the methodology followed in the
research project and the actual participation of the community in the research project.
This conceptual framework should be the base of the larger project planned to develop
and test the solution.

Another output could be a training outline for building capacity of nature-dependent
communities on participatory GIS. The outline will be based on the capacity-building
needs identified during the research project implementation. The outline will consider
the needs of nature-dependent communities, local government institutions, and local
NGOs working with the communities. With larger funding, later, training for the local
level decision-makers on how they can use the participatory geospatial data in their
decision loops needs to be organized.

The research needs to be designed to significantly enhance the impact of research
for users and beneficiaries outside the academic research community. The researchers
need to aim to improve how research is conducted and communicated through extensive
and tailored engagement with grassroots communities, local institutions, policymakers,
and the wider stakeholder community.

The researchers need to disseminate the proposed framework of applying participa-
toryGIS and cloud-based earth observation techniques (e.g., Google Earth, Google Earth
Engine) to take climate action and manage natural resources so that different agencies
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can design their related initiatives. The dissemination of the training outline will also
assist in developing a capacity-building program on participatory GIS.

The researchers need to further disseminate the practice guide to the broader com-
munity and local institutions on the potential of participatory GIS as an advocacy tool
for nature-dependent communities. The dissemination may build awareness and moti-
vate different organizations to promote advocacy and management by nature-dependent
communities around climate action and natural resources management. The path based
on capacity building, awareness, program implementation, and advocacy will gener-
ate desired outcomes around climate justice and natural resource rights by the use of
participatory GIS.

The short-term (6 months) output of the research needs to be prototypes of co-
designed digital tools for the nature-dependent disadvantaged communities. The pre-
liminary research aims to better understand the economic and social aspects of sustain-
ability that will guide research to achieve sustainable development goals (SDGs).Within
this timeframe, representative participants need to be recruited from the fisherfolk com-
munities in Bangladesh for participatory research and conduct co-design sessions with
non-digital tools to develop prototypes of digital tools.

In the longer term, the outputs need to be fully working digital tools (e.g., Spatial
Decision Support System - SDSS) through integrating earth observation and participa-
tory geographic information system (GIS) to aid advocacy for climate action and natu-
ral resource management by nature-dependent disadvantaged communities in multiple
countries. Focusing on two or more climate vulnerable and nature-dependent develop-
ing countries in the Asia-Pacific will enable researchers to develop fully working digital
tools later with more significant funding.

5 Conclusion

The primary beneficiaries and users of the research agenda highlighted in this paper
would be the disadvantaged communities themselves. These include climate-vulnerable
communities such as artisanal fisherfolks, subsistence farmers, forest-dependent people,
and so on in Bangladesh initially, who have also continuously struggled to access natu-
ral resources. The use of participatory GIS will benefit them to keep a record, monitor
changes, and advocate for equitable climate actions and natural resource management.
The use of a participatory GIS-based geospatial database will also be helpful for respec-
tive local government organizations and local NGOs of the countries of concern in
promoting and contributing to community-based climate action and natural resources
management as a part of implementing the Local Adaptation Plan of Action (LAPA).
With larger resources in the future, based on the geospatial database, the researchers can
aim to develop the Spatial Decision Support System that can help policymakers, and
managers of ecosystems/Protected Areas to take appropriate decisions based on prior-
ity needs without compromising the resource rights of the marginal community (e.g.,
fisherfolks).
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Abstract. This paper reports findings from a study on service provision for people
experiencing homelessness in the Austin/Travis County region. Drawing on 39
interviews with stakeholders in service provision and 137 open-ended surveys
with service users, we explore how ‘matters of care’ Baker & Karasti, [1] become
central when collecting and using data describing this vulnerable population. We
propose that collaborative care structures clients’ and social workers’ interactions
around data, and that attention to matters of care serves to both reduce harm and
improve data quality and coverage.

Keywords: Homelessness · Collaborative care · Social services provision

1 Introduction

Every day, we encounter decisions that implicitly ask us to balance how much personal
information we disclose to access the systems, social networks, and services that require
that information. While such disclosures are often needed to use a particular digital
platform, the stakes are raised significantly when a person experiencing homelessness
encounters this trade-off while seeking access to social services. In this paper, we con-
sider the disclosure of information with significant consequences for health, safety, and
equity through a study of service provision for people experiencing homelessness in
the Austin/Travis County region. Drawing on 39 interviews with government and non-
profit service providers and other stakeholders in homelessness services, alongside 137
open-ended surveys conducted with people experiencing homelessness, we consider the
careful balance of disclosure and protection of personal information when that infor-
mation is needed to gain access to vital social services. In this paper, we explore how
service providers and service users balance data completeness and accuracy versus the
privacy and care for sensitive personal information.

We begin by considering the ethical responsibilities that service providers have
toward care, in terms of both providing services and care to people experiencing home-
lessness, as well as in caring for their data. Then, we describe the qualitative data col-
lection and analysis methods that we use in this study, drawing upon critical incident
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technique and thematic analysis. Key themes emerging from the 39 interviews and 137
open-ended surveys include the importance of data stewardship and the critical role of
collaborative care. We explore the care tensions inherent in social service provision,
particularly in the era of big data. Finally, we discuss the implications of this research
for theory and for practice, concluding that people need to be empowered to make their
own decisions about when and how to make trade-offs between information disclosure
and information privacy.

2 Background

We define ‘care’, followingMartin et al. [13], as a “mode of attention that directs action,
affection, or concern” (p. 635). However, the definition of care, and where care is val-
ued, are significantly contested and political. Care can provoke attention to fragilities
and vulnerabilities in socio-technical systems [6], and brings to light the necessary work
of maintenance and repair, both in the technical and in the social aspects of the system.
Murphy [15] cautions against leaning too far into the positive aspects of care, and charac-
terizing it only as affection and nurturing, and calls for a focus on unsettling care, which
can direct attention to harmful and unwanted stratifications and inequities. “Adequate
care requires knowledge and curiosity regarding the needs of an ‘other’ – human or
not – and these become possible through relating, through refusing objectification” [18,
p 98]. Puig de la Bellacasa argues for a transformative ethos of care, one that considers
caring itself as a living technology to be applied differently in various spaces. Draw-
ing on this transformative ethos, Baker and Karasti [1] explore how ‘matters of care’
provide a lens towards better understanding local data practice, refining data needs, and
understanding the implications of data processes. It is through the perspective of this
transformative ethos of care that we consider how social service providers work with,
and through, both their colleagues and their clients in stewarding clients’ personally
identifiable information and data.

Data, information, and knowledge about homelessness is increasingly fundamen-
tal to how it is addressed nation-wide and beyond. Even well-coordinated care models
are limited by the availability of resources, especially in terms of affordable housing,
temporary housing, shelters, and permanent supportive housing [24]. While knowledge-
oriented solutions seek to more effectively use these limited resources, visibility of
homeless populations and an accurate understanding of the scope of homelessness both
regionally and nationally can be powerful drivers towards increasing this support. ‘Miss-
ingness’ and misclassification of homelessness through data remains a significant area
of need [3], and obtaining even accurate counts of people experiencing homelessness
in a given region is a significant data and managerial challenge. People experiencing
homelessness, however, are often not in a position, due to circumstance or capacity,
to effectively advocate for themselves or ensure their own visibility. Social workers in
various roles are commonly in a position to advocate for their clients, but themselves are
frequently in an asymmetric power relationship with their clients, serving as gatekeepers
to information about services and access to those services. Hence, the ethical and pro-
fessional commitments of social workers are vital interlocutions between the client and
social worker, requiring that the relationship between client and social worker – which
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might be compared to a fiduciary responsibility given its focus on the interests of the
client [8, 11] – be grounded in trust.

Effective stewardship of personal data is a part of the National Association for Social
Work’s Code of Ethics [16], but the specifics on how to achieve these goals are partic-
ular to the systems, data collection regimes, and technologies being used at that site.
In a new standard added in 2021, the Code of Ethics calls for Social Workers, “When
using electronic technology to facilitate evaluation or research, [to]… Ensure that par-
ticipants provide informed consent for the use of such technology… [and to] assess
whether participants are able to use the technology and, when appropriate, offer reason-
able alternatives to participate in the evaluation or research.” (Section 5.02 (f)). As such,
the delicate balancing act between privacy, capacity, and necessary information can be
informed by socio-technical analysis and a client-centered perspective.

However, social workers are not expected to be data experts, nor are their clients.
Buse et al. [4], in their heuristic reconsideration of the materialities of social care,
argue that ‘spaces of care’ are often materialized by those thought to be outside of
that space; “those who shape care at a distance, designers, architects, and planners
can orchestrate the texture of environments where care may take place with intended
and unintended consequences” (p. 253). Similarly, the specific information that social
workers are expected to collect as part of their work is often externally imposed, oriented
towards tracking of information determined by funders and government, and might not
correspond well to the immediate needs of service users. Even in the healthcare context,
there is reason to believe that the perceived information needs of users significantly
differ from what providers believe patients need to know [26] - and in social work those
needs, for both providers and users, can be more situational, more nebulous, and more
heterogeneous.

Müller and Pihl-Thingvad [14] identify three categories of how users can be involved
in social work innovation: user-centered, co-produced, and citizen-driven. Across all of
these, they address the need for awareness of the role of social workers, for a well-
organized system, and for user empowerment. In short, the thorny landscape of personal
data and care for people experiencing homelessness calls out for a socio-technical per-
spective on care. A socio-technical perspective on social work enables designers to,
“prioritize practice over process, seeking solutions that augment autonomy, retaining
the local flexibility” [25]. In managing data, Jackson and Baker [9] emphasize ‘thick
heterogeneity’ to account for those differences that should be preserved and identify
collaborative care as a key means for doing so. They argue that collaboration itself is a
key means of addressing ‘matters of care’, and that “the grounding for this ethical model
is to be found ultimately in the relations of trust and care that grow from the experience
of collaboration itself.” (p. 66).

In this paper, we apply a socio-technical perspective to social work undertaken to
aid people experiencing homelessness in the Austin/Travis County region, addressing
two primary research questions:

1. How do service providers think about matters of care in the context of social service
delivery and data?

2. Howdo social service users think about social service delivery and data in the context
of care?
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3 Methods

This study reports some initial findings from 39 interviews and 137 open-ended surveys,
conducted as part of a program evaluation of a social service provider operating in
the Austin/Travis County region. Interview participants were drawn from the evaluated
social service provider, as well as collaborating service providers and stakeholders in the
region. As the program evaluation is still underway, we refer to the service provider being
evaluated as “primary” and contracted collaborators as “secondary” service providers.
This does not reflect their importance or position in the social service ecosystem, but
rather our own attention in directing this work. Our team has previously published
findings [20–23, 27] from an earlier study involving 32 interviews with social service
providers in the Austin/Travis County area, but this is the first paper to report findings
from these two new datasets; importantly, the 39 interviews reported in this paper are
an entirely new corpus from the 32 interviews from the prior study.

Of the 39 hour-long interviews conducted, 21 were drawn from the primary service
provider, and 18 from secondary service providers. Participants were initially selected
through the interlocution of key informants, then further developed through snowball
sampling [17]. Interviews were structured according to critical incident technique [7],
and participants were asked to relate three recent cases, experiences, or projects: one
that was as yet unresolved, one that resolved in a positive or successful fashion, and
one that resolved in a frustrating or unsuccessful fashion. For each incident, participants
were asked about information needs, collaborations, and barriers to completing their
goals. All participants were asked about how they collect and use data, and about how
the success of their work is evaluated.

We drew survey participants from three distinct groups of people on the homeless-
ness continuum. We conducted twelve surveys with community leaders participating in
a local advisory council who either were currently experiencing homelessness or had
previously experienced homelessness. We conducted another 75 surveys with people
currently experiencing homelessness, who were recruited through the primary service
provider. Finally, we conducted 50 surveys with people currently in permanent support-
ive housing (PSH) who had previously experienced homelessness and were recruited
through the PSH community where they resided at the time. Each survey included twelve
open-ended questions, and participants were compensated for their time in completing
the survey. The surveys asked participants to relate their information needs and resources,
their engagements with local service providers, and how the resources available to them
aligned with their needs and values.

We coded and analyzed the surveys and interview according to thematic analysis
techniques [5]. Initial open coding by the lead author inductively identified themes,
which were presented to the full research team for refinement, before additional rounds
of coding were conducted to develop those themes, two of which are reported in this
paper.

4 Findings

Considering the vulnerability and social situation of the population being served, data
itself must be treated with the utmost care to avoid the potential harms of information
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sharing. Across these interviews, it was clear that social service providers were expected
to care for the personal data of their users across the entire ‘data lifecycle’, from ensuring
accurate collection, to the role of case managers as a key point of mediation between
clients and systems, and to observing and accounting for those data are used in analyses
and arguments for future policy and funding. As both the collector and primary user
of data about their clients, the fiduciary aspects of this relationship were brought to the
forefront, and ethical commitments to the effective care of clients underpinned interview
responses. Thematic analysis revealed two related themes related to information sharing
and data collection. The first considers how service providers understood the utility of
data, and gaps in its collection. The second theme, closely related to the first, revolves
around the notion of collaborative care, and explores how trust, collaboration, and agency
inform how data are collected from service users, and to what extent those data become
useful.

4.1 Data Stewardship

Across the interviewswe conducted, we found that service providers use a number of for-
mal and informal criteria to determine eligibility for their services, most tied to personal
characteristics or history of people being served. Through formal coordinated assess-
ment, formal instruments, and informal data collection, services access is prioritized,
individual service users are tracked as they progress through different service providers,
and necessary information for obtaining future services is recorded and tracked. A key
step in this process is coordinated assessment, a required step in homelessness service
provision for regions making use of federal funding. However, coordinated assessment
tools are imperfect, as argued by a secondary service provider:

“so in my experience, administering it, folks still tend to score pretty low… they
added a section to address racial disparities, which is great, but now that’s what the
assessment is like. You get the most points from that section. And I have patients
that are literally dying of stage four cancer on the street, and they score extremely
low, and I have patients in full psychosis, like [they] cannot manage their own
needs, they score extremely low, right, they’re never going to be picked for a
program. So I think that it’s still very fluid… And folks with severe and persistent
mental illness are not prioritized, either.”

Service users receive a single score through coordinated assessment, and access to
certain resources is gated behind certain assessment scores, making this assessment a
particularly consequential point of data collection and serving as entry into the sys-
tem. However, many service providers have additional criteria for eligibility, varying
according to their specific missions and pragmatically according to their capabilities, as
recalled by the following stakeholder in leadership of the primary service provider:

“The way [prioritization is] generally done is through the coordinated entry pro-
cess. And, you know, each agency sets their criteria for the or the eligibility for
their program and, you know, an agency can define their eligibility requirements,
however, however, is most appropriate for them.”



Caring for People, Caring for Their Data 505

Data needs tended to be related to what was necessary to gain access to specific
services, according to the criteria of specific service providers. Nonetheless, the role
of coordinated assessment as a formal intake into the services clustered under the CoC
maintained its role as both the de facto data collection instrument and prioritization
mechanism. This, however, introduced tensions related to the lived experience of ser-
vice users themselves. Coordinated assessment can take between 40 min and 1 h, and
ask questions that can be challenging, embarrassing, or otherwise very personal, such
as questions about mental health, self-harm behavior, or substance use. Due to both
the length of and sensitive information collected through the instrument, coordinated
assessment could actually serve as a barrier to gaining access to services for some users.

“either some individuals just refuse to take [it]… and that means that individual
will never be served… Some of these individuals are just so severe that they just
refuse to take that assessment. And then, you know, when the individuals do take
it, sometimes their acuity skews their responses. And so it’s challenging…”

As stated by the above participant in a leadership role in the primary service provider,
many individuals are not in a position to participate in self-assessment. This comes before
assessments conducted by service providers for their own intake criteria, which can add
hours of assessment and information collection to the process, as relayed by the following
participant working as a case manager for our primary service provider in describing a
collaborative organization.

“their intakes [are] extremely lengthy - about two to two and a half hours and
very repetitive - which has been really problematic for clients that I work with…
there’s a window of tolerance there that our clients have, and understandably so,
especially when they’re being asked to answer, you know, some pretty invasive
questions at times aswell. It can be really problematic. I’ve had a lot of clients blow
up in the middle of those intakes and leave and because, yes, they have exceeded
that window of tolerance and, and then that results in them not getting the care
that they need. So it’s sort of this vicious cycle.”

Service providers, both primary and secondary, noted similar resistance to sharing
sensitive personal information, even where the client knows that these are important
steps. As a service user, who had undergone significant trauma prior to their experience
of homelessness, wrote: “I have [a case manager] but [it is] hard to talk [to] him.” Other
service users found the repeated assessments and data collection following the initial
coordinated assessment (often a new assessment for each service provider according to
their specific criteria) to be burdensome: “There could be sharing of info automatically
with all the agencies”. However, not just service access, but also funding, is determined
by personal data collected through formal and informal assessments. Funding can be
targeted to certain demographic or other groups aswell as for general use, and accounting
for those groups provides broader access to funding sources where specialization of
efforts is possible. Similarly, accurate counts of people experiencing homelessness in
the region aids in creating a case for further funding, and accurate counts of specific
needs such as mental health or prescription drug support are vital to ensuring access to
that funding. As related by a secondary service provider:
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“With our outreach screening, assessment, and risk lobbying, the state [are] gate-
keepers of state funds. People who don’t have insurance have to have [an] assess-
ment to see if the State will pay for their treatment and suffer before they go
anywhere else.”

The need for better, more complete, and more accurate data, however, was balanced
by, and occasionally in tension with, the desire to support the agency and recovery of
clients. In some cases, this took the form of a lighter hand in conducting assessments
and collecting personal information, in others, it took the form of a more collaborative
arrangement, where a casemanager would serve as both a gauge of what is normal and as
an interlocutor to service providers and systems. As relayed by the below case manager
working for our primary service provider, the lived experience of service users can affect
the sense of what is normal, making self-assessment especially challenging.

“becausewhenyou’re in crisis, you lose perspective ofwhat is a crisis…so if you’re
in a chronic crisis, which is what we’re evaluating, with chronic homelessness,
a self-assessment tool, in my personal opinion, and my professional opinion [is]
not an effective tool, because you’re going to ask somebody, is this a crisis? And
they’re gonna say no, because they have to live in it, you know, so. So, there’s
issues with it regardless. But they did transition away from that.”

This support was seen as valuable to many service users who completed surveys, as
with the below participant:

“Having a case manager to be kind of like an advocate for me has kept me from
not giving up for the most part and also the very kind people of Austin who have
helped me get by on a daily basis with their support and charity.”

At the intersection of the need for personal information to navigate systems and
services, and the commitment to supporting agency and recovery, we observed the
development of care collaborations between service providers, users, and their data
and information systems.

4.2 Collaborative Care

The quantity and type of personal information that had to be shared by people experi-
encing homelessness before they could access services was considered problematic by
many interviewees, from both the primary provider and among the secondary provider
stakeholder groups. Coordinated assessment, even though still somewhat problematic,
was seen as a significant step forward in protecting personal information, as related
below by a participant from a secondary service provider.

“I’ve kind of almost become radicalized with how much people experiencing
homelessness are asked to decide to divulge their information…Coordinated entry
was a response to that, as opposed to havingdone an intake at every possible agency,
you’re doing one. I think that’s an improvement, because the way it used to be
pre 2014... You would have to repeat your story of being homeless three or four
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times. So is it good that it collects all that information? Probably not. But I think
ultimately, over time, it protects clients information better than how we did it pre
coordinated entry. I wish there was a way that it could be better integrated into
other programs, including RS systems.”

Service users prioritized a sense of humanity, which we broadly understood as a
combination of both how they were treated by the general public and their sense of
agency within supportive systems. As one service user responded, “[I] Need housing
andwant to be to live inmyownplace again.Be independent again, feel like I’m someone,
and [feel like] a part of the movement in the community.” The desire for independence
as expressed through these surveys can be understood as a desire for personal agency,
and living independently was a priority for many respondents, “Hopefully, I can, within
the next few months, get a reasonably priced home. No group home. I would like to live
by myself.” Service users often found themselves, despite having ongoing engagement
with case managers, not meeting their personal goals for recovery or housing, “Yes I
work with a couple of case managers, one with the City of Austin and one with the VA.
And they are bending over backwards to help me – but I have been that horse that is led
to water but has not taken a drink yet. Lol.”

When barriers to recovery exist as part of information systems, it is necessary to
negotiate and manage not only the recovery process, but also, the information practices
themselves - something we saw service providers doing regularly. Interviews revealed
numerous ‘side-channels,’ or parallel services, that can be navigated by a knowledgeable
representative to find access to services even where they might be ineligible. In cases
managed by the primary service provider, clients are assisted with a very broad range
of activities, from obtaining ID, to accessing insurance benefits, receiving mental health
treatment, and even support in grocery shopping and similar life skills.

Clients, in their surveys, regularly emphasized how basic needs structured their lives
and information practices. The vast majority listed food and shelter access, with many
adding health and mental health care access, as being information they most needed in
their daily lives.

“Yes, I have considered family, food, housing, transportation just everything that
makes life go is what a human being needs. Also just to be treated like another
human being just in a general sense not some inhuman animal or something.”

Among those who referenced having a case worker, that case worker was usually the
primary point of information access, with cell phones and word of mouth consistently
referenced as well. It is in this dynamic that we see case managers entering into a
collaborative care relationship with their clients, oriented towards finding housing but
first seeking to meet basic needs - in interviews, many case managers across the service
provision landscape mentioned supporting transportation as well: “it kind of comes back
to anything that is creating a barrier to their wellbeing, their mental health, their, you
know, their ability to be housed, we are going to try to support in any way we can”.
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Case managers had to address certain needs before others could meaningfully be
approached. Clients who had no access to a cell phone, nor a consistent address, could
often be difficult to find, and had trouble arriving on time to scheduled meetings (which
were quite often assessments in their own right), as related by the case manager below.

“It’s just difficult with communication a lot of times… part of that is just the
nature of being unsheltered. Things go missing and cell phone bills become a
low priority, and… making a meeting with your case manager is lower priority.
Sometimes when you have to decide [to] find someone to let you stay on the
couch… or you can’t get a ride or something. So I’m, like, totally empathetic, and
like I get in, it’s no, I’m not like frustrated, like, in that way about it. It just does
make things longer.”

As the above case manager for the primary service provider expressed, the nature
of being unsheltered itself served as a barrier to participating in a system that relies on
organizational time frames and its attendant information needs. Perhaps, then, it is unsur-
prising that among the case managers and others working directly with service users,
that empathy and understanding become imbricated in organizational and information
processes. Collaborative arrangements between service providers, through both infor-
mal and personal channels, and central information repositories, aid in finding missing
clients, in coordinating services, and in sharing necessary information.

In addition to asking for humanity and personal agency as overall goals, some clients
still wished for more care in how they were treated, as very clearly stated by the fol-
lowing participant. “[Secondary Service Provider’s] case management could be more
informative about their services provided. They could also express more care and under-
standing. I would like my case manager to be more available and communicate more.”
While in some facets of the system we saw the emergence of collaborations of care in
both data collection and navigation of the service provision ecosystem, client surveys
revealed that this is not an across-the-board change. There remains in this system signifi-
cant opportunity to collaborate more closely, coordinate more coherently, and otherwise
build on the positive collaborative dynamics being developed. “If I had the information
I have now sooner I wouldn’t have had to experience homeless[ness] as long.”

5 Discussion

Throughout these interviews, we saw a tension between information needs. Systemic
information needs were in tension with a sense of personal agency, and often capacity.
Information about services available as mediated through social workers was often frus-
trating or did not meet the more immediate needs of clients. It thus becomes a significant
challenge to get someone to focus on root causes if they are dealing with blisters from
not having work boots, or if they don’t have glasses in their prescription. What was
revealed here was a need to understand and address the whole person as they experience
life, an understanding that often failed to correspond well with coordinated and other
formal or informal assessments.
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While much of what we discussed here seems remote to the apparently lower-stakes
exchanges of information that characterize other types of disclosure, like through the use
of social media, we argue that many of the same values and vulnerabilities are at stake.
In this study, we focused on people whose vulnerability is more visible, and the conse-
quences of protection of personal information versus its disclosure more immediately
present, than themore diffuse and indirect forms of disclosure present in nearly all online
interactions. However, issues of agency over data, over valuing personal privacy, and the
stigmas of social shame and embarrassment, all remain present across these platforms.
While the population we studied was actively interested in addressing issues of equity
such as racial disparities in outcomes of formal assessments, those issues are less visible,
less immediate, and more pervasive in areas less directly oriented towards social service.
Algorithmic assessment of credit-worthiness, for example [10], can have significant and
lifelong consequences, and become all the more troubling for their opaque processes
and data collection practices.

What is being done in these assessments can be a model for more just collection
of personal data: service providers are aware of problematic outcomes and actively
seek to circumvent them; data collection is often done in a transparent fashion, with a
knowledgeable interlocutor assuring accuracy and consistency even in times of personal
crisis, the mental state and capacity of people who are being asked to share data are
considered throughout the collection and use of that data, and the well-being of clients
is consistently prioritized. In line with the arguments of Buse et al. [4], we found that
information requirements and systems were developed with significant influence from
‘outside’, emphasizing the vital mediating role of social workers in ensuring just and
empathetic collection of data.

Findings here echo Marathe & Toyama [12], who demonstrate the ‘situated, rela-
tional, and evolving’ ways that data can be interpreted by doctors trying to get their
patients the care they believe they need. Similarly, Slota, Fleischmann, et al. [20] describe
how case managers demonstrate a ‘feeling for the data’, negotiating information systems
and how data are collected and represented to pursue client goals. This ‘feeling for the
data’ characterized both formal and informal collaborations around data and showed
how client interest structured data collection activities of service providers.

Considering social service provisionwork in terms of its socio-technical aspects calls
attention not only to the lived experience of social service users, but also to the dynamics
of data as informing policy action and resource availability for this vulnerable population.
Accurate representation of the needs and situation of clients must be balanced against the
harms that might come from the often-uncomfortable disclosure. “Because ultimately
thinking with the notion of care does illuminate the affective aspects of knowledge
politics. The tensions of care are present in its very etymology that includes notions of
both ‘anxiety, sorrow and grief’ and of ‘serious mental attention’.” [19, p. 212]. The
affective experience of clients, mediated by social workers, preconfigures the quality,
scope, and completeness of data being collected, and reminds us that to care, in this
sense, is to collaborate to ensure client agency, even at stages of early data collection
and through secondary uses.

Findings from this study invoke Murphy’s [15] notion of unsettling care, or care that
lacks positive affect. Formal information collection generates some level of emotional
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distance, and the collaborations of care formed among service providers and their clients
call attention to histories of trauma, inequity, and inhumanity among people experiencing
homelessness. In forming these collaborations of care, the unsettling must be considered
alongside the positive as drivers of potential change, and the means by which inequity
and stratification might, if not be fully resolved, at least be considered for their social
and political consequences.

Hence, establishing collaborations of care is not solely a technological intervention,
but, in true socio-technical manner, must also consider the organizational arrangements,
policies, and personal relationships that heterogeneously contribute to the ecology of
service provision. As argued by Bennett and Rosner [2], “When designers focus on
the practical and achievable qualities of a task… they may gloss over a wider history
of disability, activism, affective understanding, and personal capacity that they could
meaningfully draw upon.” (pg. 10). Visibility only through data excludes the capacity of
a self-reporter in effectively representing themselves, often fails to account for unwill-
ingness to share information, and otherwise provides a limited, occluded, view of the
needs and dynamics of service users.

Ultimately, though this work focused on a single site, it raises the question: what
would other regimes of data collection look like if we start from a position of car-
ing and collaboration? Participants in these interviews began from a position of care
for their clients and built collaborations of care that address a wide range of informa-
tional activities, from disclosure to use, in support of that position. Findings from this
study are applicable to data collection regimes and use describing populations that are
less immediately vulnerable, where harms can be more broadly distributed. The ten-
sion between privacy and disclosure, in this work, was mediated by trust, interpersonal
relationships, and an ethical commitment to care. The delicate balance of information
disclosure and personal security of information pivots on affect. Considering data col-
lection more broadly as a collaboration of care has the potential to redirect our attention
in productive ways in creating technologies that serve social good.

5.1 Limitations and Future Directions

As this study reports initial findings from this data set, further analysis of both inter-
views and survey responses is warranted. Initial analysis of both surveys and interviews
focused on commonalities across participating stakeholders. In future work, we will
conduct a more comparative analysis, to explore how and where stakeholders differ in
addition to where they agree. More work is needed to explore the socio-technical aspects
of care, especially as they are imbricated in other disciplines. Future work will explore
how a focus on matters of care might structure policy framing, scientific communica-
tion, or the design of social media and other information systems oriented around the
collection and representation of personal data. While we sought to represent the lived
experience of social service users experiencing homelessness through surveys, more
participatory approaches can bring that experience to the design of systems and data
collection instruments, ensuring more just information regimes.
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6 Conclusion

Informed consent, algorithmic transparency, and even the right to be forgotten are impor-
tant, but can be insufficient given how much of life is barricaded behind personal infor-
mation disclosure. Sometimes, that disclosure is absolutely necessary and vital. In spaces
where personal information disclosure is necessary for engagement with a system, we
should not be solely attentive to how information can be restricted or controlled, but
instead should be engaged in producing systems that can reduce the harm of disclosure.
A key factor in this reduction of harm were back- and side- channels, where individu-
als or their representatives can advocate for themselves outside of formal mechanisms.
Contesting, seeking remediation, and similar activities require a transparent system and,
in many cases, a knowledgeable interlocutor, and building these possibilities into an
organizational structure requires a perspective founded on client care.

We argue here that collaborations of care are a vital means by which apparent values
tensions in information systems might be effectively resolved. Vulnerable users benefit
from systems that are sensitive to their capacities, lived experience, and personal situ-
ation. To better serve vulnerable users, care, and the affective experience of data, must
be centered in systems design and across the lifecycle of data. To adopt a user-centered
approach is, at least implicitly, to center matters of care in the design and implementa-
tion of information systems. If we expect data to inform our policies, our use of limited
resources, and our approaches to solving significant social problems, caring for the user
becomes not just a redirection of attention, but the center of future work.
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Abstract. Access to informational research resources is critical to successful sci-
entificwork across disciplines. This study leverages a previously conducted survey
of corresponding authors of a sample astronomy journal articles to investigate the
existence and nature of a global “scientific digital divide”. Variables from the
survey are operationalized, including GDP of respondent, whether the paper was
produced through international collaboration, whether the author collected origi-
nal observational data, and whether the author located data through accessing the
literature. For exploratory purposes, Pearson’s and Spearman’s rank correlation
coefficients were calculated to test possible relationships between variables, and
some preliminary evidence is presented in support of a scientific digital divide in
astronomy. International collaboration is more common for respondents in lower-
GDP countries; collecting observational data is more common with international
collaboration; paper citation is impacted for respondents who do not collabo-
rate internationally; and respondents from lower GDP countries do not discover
data through the scholarly literature less frequently. The study concludes that col-
laborative networks may be key to mitigating information seeking challenges in
astronomy. These dynamics should be investigated through further research.

Keywords: Digital divide · Information seeking · Information access ·
Astronomy

1 Introduction

For scholars across disciplines, having sufficient access to research-related information
such as journal articles and data is fundamental for success. Many academics around
the globe are nonetheless underprivileged with respect to access to critical information
and technology to conduct their work. Santoro Lamelas & Belli [1] identify a “sci-
entific digital divide” that contributes to a systemic “lack of scientific production and
sharing of knowledge” (p. 20) through reduced access to digital resources such as schol-
arly literature databases, data, and software. Challenges related to this academic digital
divide may be experienced acutely in fields such as astronomy that depend on observa-
tional and experimental data generated by costly instruments and facilities. On the other
hand, researchers that do depend on large-scale instrumentation including telescopes
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collaborate in unique ways, both to leverage elite institutional status [2] and to encour-
age communality within a “moral economy” of research resources [3, 4]. Information
behavior scholarship has explored the information seeking and sharing practices of aca-
demics [5–9]. However, researchers’ strategies for seeking and accessing specialized
scientific information such as literature and data in a global context represent an area
for further investigation. This paper leverages an international survey of astronomers
that was previously designed and conducted to understand astronomy data management
issues and practices [10, 11]. This new analysis of existing data provides an opportu-
nity and empirical lens for exploratory inquiry into the possible existence and nature of
a “scientific digital divide” in astronomy. While a single discipline is represented and
analyzed as a case study, broader implications for academic information seeking and
access across disciplines and nations are considered, including the role of information
professionals and institutions in mitigating global inequalities.

2 Background

Astronomy research has traditionally relied on celestial observations collected by tele-
scopes. In more recent decades, the discipline has evolved towards construction of large-
scale ground- and space-based telescopes as well as computational modeling and data
science to understand complex phenomena [12, 13]. These technological dynamics have
led to the growth of unique social and technical infrastructures tomanage data and knowl-
edge production [14]. Astronomy is a relatively intimate discipline overall - Forbes [15]
estimated approximately a decade ago that there were only around 10,000 practicing
astronomers in the world, with a majority based in the United States. International coop-
eration is common to navigate the political and fiscal challenges of instrumentation
construction, typically with rewards of competitive telescope time and data for partner
institutions and nations. Meanwhile, astronomy has a reputation for relative openness
and democratization of data and literature, with the Astrophysics Data System (ADS)
literature index and arXiv preprint server exemplifying disciplinary norms of sharing
information publicly [16, 17]. As a case study for exploring the “scientific digital divide”,
astronomy may seem to be a privileged discipline with respect to scholarly information
access. The analysis presented here examines this assumption and illuminates some
challenges and adaptive strategies of astronomers as they seek information resources to
contribute to the global intellectual community.

Astronomy and other domains have seen a shift in recent years towards more inclu-
sive and equitable research practices throughout the scholarly career pipeline. Areas
of focus include addressing gender disparities, underrepresented and vulnerable pop-
ulations, hiring, retention and promotion, and COVID-19 pandemic impacts, among
others [18]. As an example of a shifting disciplinary culture in astronomy, the Astron-
omy & Astrophysics Decadal Survey – which establishes consensual priorities for the
next decade of astronomical research in United States – included a panel on the “State
of the Profession and Societal Impacts” for the first time since the survey’s inception
sixty years ago [19]. This panel issued a variety of recommendations in alignment with
the broader astronomy community’s “inclusion revolution” [20, 21], including a call for
democratizing science through enhanced data access [22]. Nevertheless, the discipline
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itself is structurally and geographically organized around historically elite institutions
and hubs of influence. The work of Chang & Huang [2] illuminates the distribution of
astronomy research resources internationally, finding that network centrality is important
for institutions, while resource-rich institutions are especially influential in the interna-
tional collaboration network. However, the authors also find that institutional research
resources do not necessarily lead to preferential collaboration, and that institutions tend
to prefer partnering with neighboring countries. Taken together, these findings point to
a complex global ecosystem of localized affordances, cultures, and practices in which
institutional access to research resources does not inherently determine success.

This paper adopts Santoro Lamelas and Belli’s [1] definition of a global “scientific
digital divide”, attributed to marginalized access to research resources such as litera-
ture, computational tools, and publishing opportunities. Similarly, Arunachalam [23]
explains that scientists in developing countries tend to be sidelined by the high cost of
journals and databases, biases in peer review, and difficulty accessing literature includ-
ing pre-print archives due to poor Internet connectivity. Over time, these challenges
have severely impacted scientific work globally [24, 25], and despite technological and
organizational advances the same challenges may persist to some extent for practicing
scientists throughout the world. It is a key motivation of the open science movement to
address information access disparities [26, 27], and academics across disciplines now
enjoymore options for locating and sharing data and other information resources through
public online databases [28, 29]. Much exploration has been conducted into the differ-
ent ways contemporary scientists seek and utilize data [30–34] and scholarly literature
[35, 36]. However, researchers of journal publication patterns have revealed alarming
effects of national wealth on research attention and success [37–42], indicating that the
international context is an important consideration for scientific information behavior
research, data studies and inclusivity initiatives.

3 Methodology and Research Questions

An online survey of corresponding authors of astronomy journal articles was conducted
between May and June 2019, with 211 recorded responses [10, 11]. The survey focused
on understanding the characteristics and accessibility of astronomical data used and
generated throughout the research processes corresponding to a sample of individual
published journal articles. Survey responses provided insight into information processes
in relation to specific papers and authors. A high number of respondents indicated non-
U.S. nationalities (n= 86), and a total of 27 countries are represented, as shown in Fig. 1
and Table 1.

The survey has been repurposed through the present study as a preliminary inves-
tigation into potential indicators of international astronomers’ information seeking and
access needs and satisfaction of those needs. Variables captured by the survey that are
informative about these dynamics include 1) whether the respondent utilized new obser-
vational data that they collected or collaborated in collecting to produce the sampled
paper; 2) whether the respondent utilized data that they discovered through a published
journal article to produce the sampled paper; and 3) whether the respondent participated
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Fig. 1. Nationalities of non-U.S. survey respondents

Table 1. Nationalities of respondents (U.S. versus non-U.S.)

Variable Category Frequency Percent

Nationality United States citizen 117 55.7

Not a United States citizen 86 41.0

Prefer not to respond 7 3.3

N = 210

in international collaboration to author the sampled paper (measured through institu-
tional affiliation recorded inWeb of Science bibliographic records). These variables and
descriptive statistics are shown in Table 2.

The study considers the possibility that research progress may be impeded by limited
access to important informational research resources (operationalized here as observa-
tional data and literature access) for researchers from less privileged countries (measured
usingGrossDomestic Product based on purchasing power parity (GDP (PPP)) of respon-
dents’ nations). Such constraints may also lead to increased international collaboration
for the purpose of accessing astronomical data and gaining publishing advantages and
research attention. Per capita GDP (PPP) of respondents’ nations in 2017 was recorded
where it was possible to ascertain this information from survey responses (n= 200 total;
n = 76 for non-US respondents). GDP was retrieved from https://www.worldometers.
info/gdp/gdp-per-capita/.

https://www.worldometers.info/gdp/gdp-per-capita/
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Table 2. Survey variables of interest

Variable Category Frequency Percent

Collected new observational data Yes 120 56.9

No 88 41.7

Unsure 3 1.4

N = 211

Utilized data discovered through a journal article Yes 73 34.6

No 126 59.7

Unsure 12 5.7

N = 166

International collaboration Yes 123 58.3

No 88 41.7

N = 211

Analysis was structured around the following questions, focusing on whether and
how astronomers from less privileged countries mitigate barriers to their information
needs through collaboration:

• RQ1: Do astronomers from less wealthy countries engage more in international
collaboration?

• RQ2: Does international collaboration lead to increased research attention for
astronomers from less wealthy countries?

• RQ3: Do astronomers from less wealthy countries experience reduced access to
secondary data discovered via published scholarly literature?

Survey data was analyzed using R, and results are presented and discussed below.
For this exploratory analysis with repurposed questionnaire data, simple bivariate tests
were conducted including Spearman’s rho for ordinal variables and Pearson r for interval
variables [43]. Statistical significance was determined at a .05 alpha level.

4 Results

4.1 RQ1: GDP and International Collaboration

Spearman’s rank correlation coefficients were calculated to assess the relationships
between GDP (PPP) and international collaboration, and between international col-
laboration and whether original observational data were utilized for the sampled journal
article. There is a significant negative correlation between GDP (PPP) of respondent
and international collaboration (r(198) = −.30, p = .000). This result is interpreted as
a potential indicator that researchers from higher-GDP countries engage less in inter-
national collaboration. At the same time, utilizing original observational data – which
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would occur in this context through telescope usage - correlates positively with interna-
tional collaboration (r(206) = .19, p = .006). Taken together, the results provide some
support for the notion that astronomers from less privileged countries may collaborate
internationally to gain access to telescope data. On the other hand, given that many
telescopes are international facilities, the latter finding alone is not compelling.

4.2 RQ2: International Collaboration and Research Attention

Research attention was operationalized as Normalized Citation Impact (NCI), which is
calculated as the ratio of actual (c) to expected (e) citations for a particular discipline at
a particular time (t) since paper publication:

NCI = c

et

Pearson correlation coefficients were calculated to assess the linear relationship
between NCI and GDP (PPP). Among respondents who did not collaborate internation-
ally, there is a significant positive relationship between log normalized NCI and GDP
(PPP) of the respondent’s nation (r(69) = .347, p = .003); this effect does not exist
within the group of astronomers who do collaborate internationally (r(90) = .056, p
= .593). These findings may indicate that astronomers from lower-GDP countries can
be more highly cited by collaborating internationally, while those who are unable to
collaborate may be more susceptible to the financial stability of their nations in terms of
research attention. Future work should examine the collaborations in more detail to fur-
ther understand the role of GDP in international collaboration and in relation to research
attention.

4.3 RQ3: GDP and Access to Secondary Data via the Scholarly Literature

Spearman’s rank correlation coefficient was calculated to assess the relationship between
GDP (PPP) and whether the respondent utilized secondary data discovered through the
literature, and a significant relationshipwas not found (r (197)= .00, p= .981). This does
not support the notion that international astronomers may experience reduced access to
the scholarly literature, at least for the purpose of locating data. Considering astronomy’s
widespread use of preprint databases and the openly available Astrophysics Data System
(ADS) index of literature, the result is not surprising.

5 Discussion and Conclusions

This preliminary study has investigated a potential “scientific digital divide” in astron-
omy by utilizing a questionnaire that was collected for another purpose. As a result of
this repurposing of a research instrument, a robust set of variables to address the research
questions was not available. However, through exploratory analysis of survey respon-
dents’ national GDP, observational data collection behavior, engagement in international
collaboration, and literature use, this analysis points to potential information seeking and
access challenges for researchers in lower-GDP countries in the international context
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of astronomy. First, international collaboration appears to be more common for survey
respondents from lower-GDP countries. Meanwhile, collecting original telescope data
seems to be more common where international collaboration occurs. The results also
suggest that if an astronomer does not collaborate internationally, GDP could impact the
number of citations a paper receives. Finally, respondents from lower GDP countries
do not appear to use the scholarly literature as a gateway to locate data for reuse less
frequently, which suggests functional access to the literature for the purpose of finding
data.

The exploratory findings presented here suggest that international collaborative net-
works may provide key affordances for gaining access to valuable research tools, data,
and information to mitigate disparities. Individual and institutional networks in astron-
omy are complex and structured around the unique facilities that astronomers require,
as shown by Chang & Huang [2] and McCray [12]. Considering astronomy’s relative
technological wealth as a discipline and its reputation for information and data democ-
ratization and openness (as discussed in the Introduction), potential information-related
disparities are likely to be present to a greater degree in other less privileged and less
well-networked disciplines and contexts than astronomy. This topic represents an area for
further research and for development of targeted information and library services inter-
nationally, where facilitating enhanced collaboration and resource sharing opportunities
across the sciences could help to mitigate effects of reduced access.

Furthermore, the international context is an important area for further work in infor-
mation science and information behavior research. Recent academic discourse has high-
lighted relevant barriers with respect to scholarly literature access and output [44, 45]
and visibility of scholarship [46, 47]. At the same time, the information science commu-
nity has acknowledged substantial challenges associated with international studies [48].
Future qualitative and quantitative research should consider these perspectives and build
upon related efforts to further uncover academic information seeking, access and col-
laboration dynamics specifically related to the international “scientific digital divide”.
For example, while Santoro Lamelas and Belli [1] focus their work on Latin Amer-
ica, broader explorations of unmet information needs of researchers globally from an
information science perspective would be beneficial. Possible questions to guide such
work may include: a) What are the similarities and differences across disciplines and
research contexts, and are there opportunities for tools, infrastructures and other mitiga-
tion strategies that span disciplines and nations? b) What are the mechanisms through
which researchers across disciplines establish connections internationally to acquire
information needed for success? c) What are the roles of social media, conferences,
societies, and other scholarly communication channels in brokering these connections?
and d) What roles should libraries and international librarianship communities play? A
larger-scale and focused study would be ideal for these questions, and for developing
a more nuanced and informed theoretical framework to better understand this unique
information seeking context.

Acknowledgements. I gratefully acknowledge Attila Varga for methodological advice and assis-
tance with calculating Normalized Citation Impact. I am also thankful to the survey respondents
for sharing their insights, and to the reviewers for providing helpful suggestions to clarify the
manuscript.
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Abstract. Governments globally are committed to closing the gap between citi-
zenswho are digitally engaged and thosewho are not. Digital inclusion is a govern-
ment policy response aimed at addressing factors associatedwith digital inequities.
States across the globe have developed digital inclusion policies and strategies to
try to reduce inequalities within their societies but there is little research that con-
ceptualizes digital inclusion policy at an inter-country level. This study examines
how digital inclusion is represented within the government policies of five dif-
ferent jurisdictions. The five digital inclusion policies were coded and analyzed
through qualitative content analysis. Deductive and inductive coding identified
five main areas of concern across the policies: core pillars of digital inclusion;
goals of digital inclusion policies; groups targeted by digital inclusion policies;
drivers of digital inclusion policies; and responsibility for change. Within these,
the evidence suggests that government policies are concerned mainly with access
and attitudes and there is an emphasis on skills development in the workplace and
throughout the education system. Collaboration and partnerships between govern-
ments and commercial partners are positioned as fundamental to achieving change
and supporting the digital inclusion of those currently disengaged.

Keywords: Digital inclusion · Government policy · Qualitative content
analysis · Digital equity · Digital inclusion policy

1 Introduction

For many of us, the COVID-19 pandemic meant that our lives became mainly online.
Working and studying from home became the norm, our interactions with services such
as health and financial services were carried out through digital technology, and even
our leisure activities and socializing with friends and family became virtual. People
with good access to digital devices and connectivity and appropriate skills were able to
adjust to this new way of life but COVID-19 also revealed the extent of inequities in
access to digital technologies and connectivity [1]. While interventions to tackle digital
inequality had beenwidespread before the pandemic, governments around theworld took
additional actions to address shortfalls in access to devices and internet connectionswhen
the impact of COVID-19 and the preventative measures to address it became evident. In
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Aotearoa New Zealand, for example, the Ministry of Education installed copper, fiber
and satellite connections in areas where there were many unconnected homes, worked
with internet service providers to remove data caps, and distributed devices to school
students who lacked one [2]. These initiatives, and other similar activities internationally,
can be considered the continuation of a long-standing drive by governments to improve
digital capability and support digital inclusion.

Governments play a prominent role in supporting digital inclusion. As public admin-
istrations at all levels undergo digital transformation and deliver more and more infor-
mation and services to citizens via the internet [3], they have a responsibility and vested
interest in ensuring that people are able to access and use digital services.More generally,
there is a clear link between digital access and the ability of individuals to actively par-
ticipate in society and fulfil essential needs [4], so much so that digital skills and access
have been identified as basic human rights [5]. In response, governments around the
world have adopted digital inclusion policies and strategies to try to address inequalities
in engagement with digital technologies within their populations [6]. Although the phe-
nomenon of digital inclusion has become a strong focus for many governments and has
held the attention of researchers globally for around three decades [7], there is a lack of
studies that analyze the overarching themes across multiple digital inclusion approaches.
This gap indicates the lack of a solid understanding about what drives digital inclusion
policy, limiting our ability to identify what makes policies successful and inhibiting the
dissemination of effective practice from an inter-country perspective. To address this
and guided by Helsper’s [6] conceptualization of digital inclusion, this research investi-
gated the focus of government digital inclusion policies across five different jurisdictions
through qualitative content analysis, guided by the following research question:

RQ: How is digital inclusion conceptualized in government policy?

Within this broad research question, the objectives of the research were to:

• Define the core pillars of each country’s digital inclusion policy.
• Understand what drives digital inclusion policies.
• Determine the goals of digital inclusion policies.
• Identify whether any specific groups within society are targeted by digital inclusion
policies.

• Assess how governments propose to support change through strategies and initiatives
that promote digital inclusion.

The findings of the analysis will provide a better understanding of how digital inclu-
sion is understood and governed across different countries, highlighting common themes
and differences with the aim of providing insight into the key drivers, strategies and
priorities for digital inclusion internationally.

2 Literature Review

While information and communication technologies are now an integral part of many
people’s lives around the globe, there are those who do not have the resources, ability
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or motivation to go online. Originally termed the “digital divide” [8], newer terms such
as digital inclusion, digital equality and digital equity are now used to try to disrupt
deficit discourses that position non-users as a problem to be fixed [9], with researchers
focusing increasingly on what it means for societies to be digitally inclusive [10]. Digital
inclusion is perceived as more than just being able to access the internet but also covers
concepts of use and skills that facilitate successful integration into society [11]. Many
researchers have aimed to create frameworks that encapsulate the aspects considered
most impactful on digital inclusion. Although they have different titles, the meanings
behind the most influential frameworks have many similarities. For example, Bradbrook
and Fisher’s 5 C’s focus on connectivity, capability, content, confidence and continuity
[12], whereas others highlight just four main elements, e.g. van Dijk’s usage, digital
skills, physical/material access and motivation [13]. Helsper, whose framework incor-
porates use, access, skills and attitudes, developed these further to include subcategories
that segment these overarching themes, creating a richer understanding of the concepts
[6]:

• Use – or digital engagement.

– Nature of engagement: the range of ways people use technologies.
– Extent of engagement: the time people spend using different ICTs.

• Access – where and how people use ICTs.

– Location: where a person has access to the internet.
– Quality: broadband, wireless or dial-up access.
– Platforms: media richness or variety of platforms available.

• Skills – the ability to use ICTs.

– Transferable skills – general skills that allow people to participate in a digital
context.

– Self-efficacy – a person’s evaluation of their own ability to use ICTs.

• Attitudes – ideas about the usefulness and dangers of ICTs.

– General ICTs attitudes – a person’s evaluation of the impact of ICTs on themselves
or society.

– Regulation – a person’s evaluation of the opportunities and risks of digital
engagement.

– Importance of ICTs – a person’s evaluation of the importance of ICTs to their
everyday life.

Another feature of the literature in this area is a focus on howminority and disadvan-
taged groups engage with technology [4], thus combining social inclusion with digital
inclusion. Factors such as race, gender, education and age have been identified as influ-
ential determinants of digital inclusion [14] with many researchers agreeing that access
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and use are no longer the main concerns and that external socio-economic influences
better define digital inclusion [15–17]. Nevertheless, there is still a place in the literature
for considering how factors like access and use affect how citizens from underserved
groups are able or unable to engage and participate within today’s information society
[7] and to what extent they become digitally excluded as a result of prior inequities [18].
By refocusing digital inclusion to consider its linkages with social inclusion, the role of
government policy in addressing digital inequalities assumes greater importance [19].
Digital inclusion policies thus become a mechanism to address the digital divide [10].

Governments around the world have developed policies and strategies that aim to
limit inequality in digital engagement as way of addressing wider societal inequalities,
therefore. Digital inclusion initiatives have focused on improving physical access, digi-
tal skills and attitudes towards ICTs [16]. Moreover, as the consequences of low digital
engagement were highlighted and became a driver for government intervention, digital
inclusion research on government policies became abundant with a focus on outcomes,
effectiveness and possible future focus of digital policies and initiatives [18, 20, 21].
Analyses of the outcomes and impact of government digital inclusion initiatives is lim-
ited in the academic literature although there is evidence of some success of initiatives
aimed at specific groups such as SeniorNet in Aotearoa New Zealand [22] and digital
skills courses for older people in Europe [23]. Government initiatives aimed at ensuring
widespread access to overcome first level divides are also common, e.g. NBN (National
Broadband Network) in Australia [24] or infrastructure investments in Korea [25], and
are generally considered to have been successful [21, 26].

To summarize, previous research has identified that vulnerable and disadvantaged
groups aremore likely to be negatively impacted by lack of access to digital technologies,
exacerbating their social exclusion [21].Analyses have identifiedmany factors, including
age, income and education that may cause individuals to be digitally excluded [27].
Government policy and digital inclusion are closely interlinked as the primary purpose
of government policy in this area is to overcome exclusion caused by the digital divide
[28]. There is, however, a lack of research into how digital inclusion is governed through
policy and how digital inclusion is conceptualized and enacted. This research aimed
to address this gap by highlighting similarities and differences across countries’ digital
inclusion policies and exploring how key drivers of digital inclusion are prioritized and
conceptualized.

3 Methodology

The research adopted qualitative content analysis (QCA) as themost appropriate strategy
for identifying key concepts within documents [29] and for presenting a holistic and
factual description of phenomena [30]. Research that uses QCA differs from other forms
of documentary analysis because it focuses onunderstanding the languageused alongside
the contextual meaning within which it sits [31]. Hecker et al.’s study of citizen science
policies from a range of countries demonstrated the effectiveness of QCA for analyzing
policy documents as well as its use within an emerging field and it was felt that the
approach would be similarly effective in a study of digital inclusion policies [29]. In
this research, QCA enabled a comparative analysis of policies and initiatives through a
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grouping of common themes between documents [32]. It facilitated a deductive approach
while also allowing for the emergence of additional themes through inductive analysis.
Helsper’s [6] framework guided the deductive coding through the application of the
categories and sub-categories of the conceptualization of digital inclusion detailed in
Sect. 2. Additional codes emerged from the analysis inductively.

Within QCA, the choice of sampling strategy is important because it relies heavily on
the researcher’s judgement as they must be sure that their collection of documents will
provide the knowledge sought [33]. Purposive sampling is the most common strategy
used and includes considering factors such as unit of analysis [34]. While this gives
some freedom to the researcher to decide the form, nature and extent of the sample, the
decisions made about the sample must be explained to ensure trustworthiness [35]. For
this research, the selection was restricted to government policy on digital inclusion with
the following criteria:

• Countries with a government published policy or section of their digital strategy that
directly relates to and promotes digital inclusion as the focal point.

• There must be enough available information on the strategy to ensure analysis is
viable, i.e. well-saturated data sources [36].

• Strategies are available in English (limitation set by the researcher).
• Open access via the internet.

The policies that met these criteria were: Aotearoa New Zealand1; Australia2; UK3;
Scotland4; Wales5. Digital policies from other countries were considered but were
removed when it was found that they did not have sections specifically targeting digital
inclusion. Note that while there is a strategy covering the whole of the UK, Scotland and
Wales have devolved governing bodies to develop strategies targeted to their specific
needs and have developed policies that feature distinct elements representative of their
contexts.

Specifying the unit of analysis and coding processes within QCA ensures trans-
parency and reliability [37]. The unit of analysis refers to how the document will be
fragmented. This should be large enough to be considered a saturated source but small
enough to be focused closely on the research questions [32]. Government policy layout
and content differ significantly making it difficult to compare. Because of this, analysis
included only main sections within policies which had a clear and direct relationship
to digital inclusion or digital skills. Helsper’s conceptualization of digital inclusion was
used as the foundation framework for the analysis due to its focus on understanding the

1 https://www.digital.govt.nz/assets/Documents/113Digital-Inclusion-BlueprintTe-Mahere-mo-
te-Whakaurunga-Matihiko.pdf.

2 https://www.industry.gov.au/sites/default/files/2018-12/australias-tech-future.pdf.
3 https://www.gov.uk/government/publications/uk-digital-strategy/uk-digital-strategy.
4 https://www.gov.scot/binaries/content/documents/govscot/publications/strategy-plan/2021/
03/a-changing-nation-how-scotland-will-thrive-in-A-digital-world/documents/a-changing-nat
ion-pdf-version/a-changing-nation-pdf-version/govscot%3Adocument/DigiStrategy.FINAL.
APR21.pdf?forceDownload=true.

5 https://gov.wales/sites/default/files/pdf-versions/2022/3/4/1646322827/digital-strategy-wales.
pdf.

https://www.digital.govt.nz/assets/Documents/113Digital-Inclusion-BlueprintTe-Mahere-mo-te-Whakaurunga-Matihiko.pdf
https://www.industry.gov.au/sites/default/files/2018-12/australias-tech-future.pdf
https://www.gov.uk/government/publications/uk-digital-strategy/uk-digital-strategy
https://www.gov.scot/binaries/content/documents/govscot/publications/strategy-plan/2021/03/a-changing-nation-how-scotland-will-thrive-in-A-digital-world/documents/a-changing-nation-pdf-version/a-changing-nation-pdf-version/govscot%3Adocument/DigiStrategy.FINAL.APR21.pdf?forceDownload=true
https://gov.wales/sites/default/files/pdf-versions/2022/3/4/1646322827/digital-strategy-wales.pdf
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links between social disadvantage and digital exclusion and Helsper’s comments on the
implications of these links for policy [6]. It was decided that Helsper’s framework had
the closest relationship to public policy of the different frameworks considered and so
the policies were coded using the key themes of: use, access, attitudes and skills.

A coding frame was developed using concept-driven codes developed deductively,
and relating to the research objectives:

• Core pillars of digital inclusion: use, access, attitudes, and skills.
• Motivators behind digital inclusion.
• Drivers of change.
• Types of initiatives.
• Groups impacted by digital inclusion

WithinQCA themost common approach to coding is to combine deductive and inductive
practices [32] and that was the approach taken for this research. As well as the deductive
concept-driven codes listed above, inductive data-driven codes were also developed. To
establish these, any ideas that did not fit into the concept-driven codes were grouped
into similar themes during the initial reading, assigned a name and included in the code
book from where they were applied to the texts during subsequent close readings. Eight
main categories and 28 deductive sub-codes were derived deductively from previous
literature. An additional threemain categories and 37 sub-codeswere derived inductively
(see Figs. 1, 2, 3, 4 and 5).

As QCA has a high level of subjective interpretation, the reliability and validity
of the method is often questioned [36]. To minimize the impact of this, inter-coder
reliability was applied where the coding frame and relevant examples were reviewed
by a third-party. It was established that the meanings did not overlap, that the examples
were relevant to the codes, and that the codes were relevant to the body of literature and
the research question and objectives.

4 Analysis

Returning to the objectives of the study, the analysis showed that the deductive codes
related primarily to:

• Core pillars of digital inclusion.
• Groups impacted by digital inclusion.

The inductive codes facilitated a better understanding of how the following are
represented within policy:

• Drivers behind digital inclusion.
• Goals of digital inclusion policies.
• Drivers of change relating to digital inclusion.
• Responsibility for driving change.
• Types of initiatives implemented to overcome digital inclusion.
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The last three of these are considered together because, collectively, they are con-
nected with how change occurs in the digital inclusion context. The remainder of this
section will focus on selected findings of particular interest emerging from the analysis.

4.1 Core Pillars of Digital Inclusion

The Core Pillars of Digital Inclusion were framed across four main categories: use,
access, attitudes and skills, all of which were concept-driven. All showed significant
presence across the policies analyzed, with access being the most prominent. Figure 1
presents the four pillars and their sub-categories including those inductively derived
from the data.

Fig. 1. Core pillars of digital inclusion

The core pillars of use, access, attitudes and skills were foundational in the devel-
opment of the policies and were mentioned 368 times, almost double that of any other
groupings of codes. In the policy documents, use was concerned with the extent of
engagement and nature of engagement, defined in the digital inclusion discourse as the
nature, way or content of engagements between an individual and technology [6, 38]. In
this sample of documents, nature of engagement featured more prominently, discussing
why individuals use ICTs, and defining their relationship, underlying needs and purpose
of use. There was a strong focus on employment and theworkplace, emphasising the dig-
ital nature of work and job opportunities. The Australian policy, for example, recognizes
the importance of “creating a modern workforce that builds rewarding career paths”,
highlighting the increase in tech-related work and the comparatively low employment
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rates of women and older people in the sector. Similarly, the UK policy highlights the
need for the workforce to be prepared for significant changes to skills required in the
workplace, citing predictions that 90% of jobs will require elements of technical skills
in 20 years’ time. The other key focus of the nature of engagement was an individ-
ual’s ability to participate fully in society through the use of online services. The Welsh
policy emphasizes the importance of “managing household finances, shopping online,
accessing public services and keeping in touch with loved ones”.

Academic research has highlighted the need to move the focus of digital inclusion
beyond access towards skills and use [39] but this study demonstrates that access remains
at the core of government policy. Access is a foundational aspect of the first level divide
and one of the most well-researched areas in the literature [7]. Access is a multifaceted
phenomenon that encompasses factors of platform, location, quality and affordability.
Location is the aspect of access with the most challenging physical barriers to over-
come, particularly in rural areas [26, 40, 41]. The policies highlighted the disparity in
access between rural and urban populations while also considering specific areas such
as home access, work and public environments such as libraries. The importance of
access to digital technology in public libraries has been noted as crucial to providing
those without home access with the opportunity to participate in the digital space [10].
The UK policy describes how “libraries have an important role to play in making sure
everyone makes the most of the digital economy, tackling the barrier of access by pro-
viding a trusted network of accessible locations with free WiFi, computers, and other
technology”. Although affordability was the least commented on category, it was high-
lighted as a barrier across all five strategies. This code was most prominent in Aotearoa
New Zealand’s and Australia’s policies which noted that low income earners were less
likely to have access to services platforms and infrastructure. Providers and commercial
partners hold considerable power in this regard and their pricing structures impact on
the affordability of connectivity. Government intervention may be necessary to increase
adoption rates across disadvantaged and excluded communities [42].

People’s attitudes toward technology develop as a result of their interactions with
digital artifacts and environments and so the concept of attitudes extends beyond an
individual’s perceptions of digital technology to consider all aspects impacting their
experiences of and shaping their attitudes towards ICTs [6]. Levels of interaction corre-
late with how an individual sees technology impacting their life [43–45]. Reluctance or
lack of confidence with technology was reflected across the policies with the Welsh and
UK policies highlighting confidence as the most influential factor, as noted by previous
research [6, 12, 38]. The role of socio-economic factors and their impact on confidence
and anxiety was also acknowledged.

Digital skills have been widely researched in relation to digital inclusion and are
strongly related to the second level of the digital divide [6]. Basic and technical skills
were most prominently discussed in the policies. The Welsh and Scottish policies link
basic skills with confidence, indicating that supporting the development of basic skills
would enable individual to participate and fulfil their essential needs online. Technical
skills were defined as the ability to undertake work related tasks using technology,
Both the Australian and UK policies had a strong workforce focus which drove the
development of this inductive code.
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Overall, all four pillars of digital inclusion were conceptualized within the policies
but use and accessweremore prominent, no doubt due to their relationshipwith economic
value [16, 46]. Use has been heavily researched [47] and in these policies was related
closely to jobs and workplaces. Access continues to be a focal point of both academic
research and policy on digital inclusion although the evidence suggests that the focus
is shifting from locational access to quality, affordability and platforms, probably due
to the implementation of broadband initiatives and diminishing location-based barriers
[21, 26]. While research into skills and attitudes has developed [48], these pillars were
highlighted less within the policies analyzed although it is recognized that they are linked
and must be addressed to encourage excluded individuals to engage digitally.

4.2 Drivers of Digital Inclusion

Across Drivers of Digital Inclusion as presented in the documents, social inclusion and
economic value were the only concept-drive codes with the other six data-driven codes
derived inductively from the texts where they featured prominently as influencing the
need for or development of digital inclusion strategies (Fig. 2).

Fig. 2. Drivers of digital inclusion

Academic literature positions social inclusion as an influential driver behind digital
inclusion policy and strategy [4] and the findings support this with social inclusion
mentionedmore than double the times of every other concept except for economic value.
The Australian policy emphasizes the relationship, highlighting that, “exclusion from
the digital world exacerbates any other form of social inclusion.” Academic research
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also notes that a digitally inclusive society has a positive impact on economies [46]
and this is picked up in Aotearoa New Zealand’s policy that discusses the positive
relationship between digital inclusion and economic value, estimating a $1 billion boost
to the economy through support for digital inclusion. Thus, although social inclusion
is the apparent foundational driver for the policies considered, the economic benefits
of digital inclusion also feature strongly. Of the five policies, Aotearoa New Zealand’s
and Australia’s were the only ones to mention the impact that an indigenous focus
has on policy development with the former devoting a section to “Digital inclusion
through a Māori lens” and the latter referencing the importance of developing culturally
inclusive and appropriate technologies. Turning to environmental concerns, there is
little academic research on the relationship between environmental impact and digital
inclusion. Positive change can occur through developing infrastructure and platforms to
address climate change although mass supply chains often result in overconsumption
[49]. Scotland’s policywas the only one to highlight this aspect, aiming to replace, reduce
and streamline unnecessary digital infrastructure and practices, stating that digitally
inclusive landscapes must also be environmentally conscious.

4.3 Digital Inclusion Policy Goals

Each of the policies established future goals or proposed outcomes of their strategies. As
noted in the literature review, research on this topic is scarce. As a result, the main cate-
gory ofDigital InclusionPolicyGoalswasdata driven,with eight inductive subcategories
encompassing the goals laid out in the policies (Fig. 3).

Fig. 3. Digital inclusion policy goals
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The policies focused heavily on the goals they aimed to achieve through creating a
more digitally inclusive environment. Creating a transformative education system is a
goal commonly mentioned, most prominently in the UK and Australian policies. The
policies outline goals to ensure that digital skills are a key part of education systems,
taught at every level and promoting collaboration between schools and commercial
partners to support their aims. Developing frameworks that support the upskilling of the
workforce was another key goal across the policies. As noted, the UK and Australian
policies focused heavily on the economic impact of digital inclusion and it is therefore
unsurprising that they also discussed workplace initiatives to support this goal. For
example, the Australian policy advocates supporting workers through the automation of
workplaces, ensuring their skills are up to date and addressing shortages around technical
skills. The need to upskill the current workforce is recognised in the literature [50] and
acknowledged extensively in the policies analyzed.

How to assess success and the extent to which the goals outlined are achieved also
features prominently in the policies. Goals around creating measurement tools and scal-
ing up the number of initiatives and investment in digital inclusion were common across
the policies, driven by the need to ensure that citizens can see how policies and funding
are having a positive impact. This links to investment as the governments are keen to see
a return on money committed to digital inclusion. Investment is defined broadly in the
documents and includes money, time, effort and understanding, and the policies discuss
priorities for future investment in this area. In Australia, for example, the need to invest
in talent retention is discussed, recognizing that investing in digital skills training will
keep more people economically active and create more job opportunities.

4.4 Groups Impacted by Digital Exclusion

The study of Groups Impacted by Digital Exclusion is an established research area and
similarities in this regard were found across the policies analyzed. Some of the groups
had been identified through the literature search and had deductive codes applied while
others emerged from the coding process (Fig. 4). Previous literature has highlighted
rural communities [26, 40, 41], women [14], seniors [51], children [19, 52], low socio-
economic areas [10, 14, 53], and indigenous peoples [26, 54, 55] as disadvantaged groups
in relation to digital technologies. The needs of small business, students and the unem-
ployed are highlighted increasingly, though, due to widening disparities between those
digitally included and excluded due to external factors such as COVID-19. The need to
adapt and digitize quickly in response to crises such as the pandemicmeans thatmore and
different groups are being prioritized as crises like this demonstrate the importance of
digital inclusion [56]. The Australian policy highlights small businesses, specifically in
relation to developing skills surrounding technologies, focusing on the negative impact
on small businesses of a failure to develop and harness digital skills, as digitized envi-
ronments become the norm throughout employment sectors. Alongside this, both the
Australia and UK policies focus on students as an emerging group impacted by digital
exclusion. The UK policy showcases this by discussing initiatives to ensure programmes
and scholarships are put in place to give students the opportunity and accessibility to
continually develop their digital skills, thus ensuring they will be able to participate
and engage within evolving digital workplaces. Policy has also started to acknowledge
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unemployed people as disproportionally digitally excluded. In Australia, for example,
the policy discusses how individuals risk becoming unemployed or underemployed if
they lack the appropriate digital skills as technological change become inevitable.

Fig. 4. Groups impacted by digital inclusion

4.5 How Change Occurs

Finally, the research aimed to understand how the policies represented a changing digital
landscape and their representation of How Change Occurs. Four principal codes were
developed inductivelywith themajority of sub-codes also developed inductively (Fig. 5).

The most common driver of change was collaboration, mentioned over three times
more than any other code, acknowledging the need for governments to work with other
groups to support digital inclusion. The groups mentioned included communities, busi-
nesses, libraries and charities, workingwith or alongside government tomove policy into
action that delivers results. This leads into consideration of who is responsible for driving
digital inclusion. As expected, governments were mentioned most often but commercial
partners were also highlighted as key players who bear a large degree of responsibility
for employment, infrastructure, access and affordability. A range of initiativesweremen-
tioned in the policies to demonstratewhere and howchangewas occurring.Across all five
policies, the initiatives noted focused on either the communities or groups impacted or
the pillars of digital inclusion they aimed to address with access and skills being themost
prominent. Skills-focused initiatives were most common and often directed at individu-
als with the aim of improving knowledge and providing support. Access initiatives, on
the other hand, were primarily focused on improving the infrastructure for communities,



The Conceptualization of Digital Inclusion in Government Policy 539

Fig. 5. How change occurs

through 4G roll-out, for example. Previous research suggests that community-targeted
initiatives meet their intended outcomes more successfully that individual-focused ini-
tiatives [57], although now access is arguably less of an issue due to initiatives such
as the NBN [24], the emphasis may shift to improve skills at an individual level with
programs targeted at specific excluded groups.

The coding process identified the role of government as both supporter and leader
of digital inclusion approaches. Support was mentioned twice as often as leadership,
was prominent across all five policies analyzed and refers to how governments can
communicate and be a key support system within the digital inclusion context by, for
example, providing funding or other types of support to organizations promoting digital
engagement. As leaders, governments across the globe are moving services online and
must ensure that their processes, policies, content, and services are appropriate for a
digitally inclusive environment.

5 Conclusion

In response to the research question guiding this study, digital inclusion is conceptualized
within the government policies analyzed through five key facets: the core pillars; drivers
of policy; goals; groups targeted; and drivers of change. Digital inclusion is most promi-
nently characterised through its relationship to the core pillars and mainly concerned
with the impact of access and attitudes. An emphasis on the need to address technolog-
ical change in workplaces and education settings accentuates the relationship between
digital inclusion and economic value and social inclusion. Action on social inclusion and
economic value strongly underpin the development of the digital inclusion policies and
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women, young people and rural communities are those most prominently targeted. To
ensure the policies are actioned, collaboration between government bodies and commer-
cial partners to generate investment and develop initiatives is positioned as fundamental
to achieving change. Initiatives promote change through individual skill development
and a wider community focus on improving access. Government leadership promotes
benchmark practices while their support assists communities in overcoming difficulties.
Overall, government policy acts as a pathway to develop digitally inclusive environments
in which all communities can participate and thrive.

Although the findings of this study provide insight into policy conceptualization and
development in the area of digital inclusion, there are limitations to the research. While
intercoder reliability increased the trustworthiness of the QCAmethod adopted, a larger
number of individuals to cross-check the coding would have allowed for greater relia-
bility. The data sources also had some limitations. Scotland and Wales have devolved
administrations but the UK government remains influential and analyzing all three poli-
cies meant that the documents were not entirely independent of one another and the
results were skewed towards the UK. Lastly, policies that were not available in English
could not be analyzed, meaning that the results do not reflect digital inclusion policies
globally. The observations made above relate specifically to the policies analyzed and
are not necessarily reflective of the direction or content of digital inclusion policies more
generally. The government policies analyzed were all from wealthy, developed, western
nations and the priorities of governments in other regions or different profiles will no
doubt diverge from those identified here.

Despite these limitations, this research contributes to our understanding of how
digital inclusion is conceptualized in policy. Further research on how initiatives arising
from policy positively impact individuals and communities would be valuable. Analysis
of the extent to which the goals of the polices are achieved and, if so, which groups
benefit most, would be a useful addition for scholars researching this area and policy
implementation.
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23. Blažič, B.J., Blažič, A.J.: Overcoming the digital divide with a modern approach to learning
digital skills for the elderly adults. Educ. Inf. Technol. 25(1), 259–279 (2019). https://doi.org/
10.1007/s10639-019-09961-9

24. Walton, P., Kop, T., Spriggs, D., Fitzgerald, B.: A digital inclusion: empowering all
Australians. J. Telecommun. Dig. Econ. 1(1), [9–1]–[9–17] (2013)

25. Curran, N.M.: A reflection on South Korea’s broadband success. Media Cult. Soc. 41(3),
385–396 (2019)

26. Grimes, A., White, D.: Digital inclusion and wellbeing in New Zealand. Available at SSRN
3492833 (2019)

27. van Deursen, A.J., van Dijk, J.A.: Internet skills and the digital divide. NewMedia Soc. 13(6),
893–911 (2011)

https://journalhosting.ucalgary.ca/index.php/currents/article/view/15892
https://air.unimi.it/bitstream/2434/171480/2/eco_report.pdf
https://doi.org/10.1007/s10257-021-00531-6
http://eprints.lse.ac.uk/38615/1/LSEMPPBrief3.pdf
https://doi.org/10.1007/s10639-019-09961-9


542 K. Wiley and A. Goulding

28. Hache, A., Cullen, J.: ICT and youth at risk: how ICT-driven initiatives can contribute to their
socio-economic inclusion and how to measure it. Luxembourg (Luxembourg), Publications
Office of the European Union (2010). https://publications.jrc.ec.europa.eu/repository/handle/
JRC58427. Accessed 15 Sept 2022

29. Hecker, S., Wicke, N., Haklay, M., Bonn, A.: How does policy conceptualise citizen science?
A qualitative content analysis of international policy documents. Citizen Sci. Theory Practice
4(1), 32 (2019)

30. Eriksson, P., Kovalainen, A.: Qualitative Methods in Business Research, 2nd edn. SAGE
Publications, London (2016)

31. Hsieh, H.F., Shannon, S.E.: Three approaches to qualitative content analysis. Qual. Health
Res. 15(9), 1277–1288 (2005)

32. Elo, S., Kyngäs, H.: The qualitative content analysis process. J. Adv. Nurs. 62(1), 107–115
(2008)

33. Etikan, I., Musa, S.A., Alkassim, R.S.: Comparison of convenience sampling and purposive
sampling. Am. J. Theor. Appl. Stat. 5(1), 1–4 (2016)

34. Cho, J.Y., Lee, E.H.: Reducing confusion about grounded theory and qualitative content
analysis: similarities and differences. Qual. Rep. 19(32) (2014)

35. Creswell, J.W.: Research Design: Qualitative, Quantitative, andMixedMethods Approaches,
4th edn. SAGE Publications, London (2014)

36. Elo, S., Kääriäinen, M., Kanste, O., Pölkki, T., Utriainen, K., Kyngäs, H.: Qualitative content
analysis: a focus on trustworthiness. SAGE Open 4(1) (2014)

37. Mayring, P.: Qualitative content analysis: theoretical foundation, basic procedures and soft-
ware solution. Klagenfurt (2014). https://nbn-resolving.org/urn:nbn:de:0168-ssoar-395173.
Accessed 15 Sept 2022

38. van Dijk, J.A.G.M.: The evolution of the digital divide: The digital divide turns to inequality
of skills and usage. In: Bus, J., Crompton, M., Hildebrandt, M., Metakides, G. (eds.) Digital
enlightenment yearbook, 2012, pp. 57–75. IOS Press, Amsterdam (2012)

39. Hargittai, E.: Second-level digital divide: mapping differences in people’s online skills. arXiv
preprint cs/0109068 (2001)

40. Townsend, L., Sathiaseelan, A., Fairhurst, G., Wallace, C.: Enhanced broadband access as a
solution to the social and economic problems of the rural digital divide. Local Econ. 28(6),
580–595 (2013)

41. Marshall, A., Dezuanni, M., Burgess, J., Thomas, J., Wilson, C.K.: Australian farmers left
behind in the digital economy–insights from the Australian Digital Inclusion Index. J Rural
Stud 80, 195–210 (2020)

42. Glass, V., Stefanova, S.K.: An empirical study of broadband diffusion in rural America. J.
Regul. Econ. 38(1), 70–85 (2010)

43. Harris, R.W.: Attitudes towards end-user computing: a structural equation model. Behav. Inf.
Technol. 18(2), 109–125 (1999)

44. Durndell,A.,Haag, Z.: Computer self efficacy, computer anxiety, attitudes towards the internet
and reported experience with the internet, by gender, in an East European sample. Comput.
Hum. Behav. 18(5), 521–536 (2002)

45. Yang, B., Lester, D.: Liaw’s scales to measure attitudes toward computers and the internet.
Percept Motor Skill 97(2), 384–394 (2003)

46. Broadbent, R., Papadopoulos, T.: Bridging the digital divide – an Australian story. Behav.
Inf. Technol. 32(1), 4–13 (2011)

47. Cushman,M.,McLean, R.: Exclusion, inclusion and changing the face of information systems
research. Inf. Technol. People. 21(3), 213–221 (2008)

48. Díaz Andrade, A., Techatassanasoontorn, A.A.: Digital enforcement: rethinking the pursuit
of a digitally-enabled society. Inf. Syst. J. 31(1), 184–197 (2021)

https://publications.jrc.ec.europa.eu/repository/handle/JRC58427
https://nbn-resolving.org/urn:nbn:de:0168-ssoar-395173


The Conceptualization of Digital Inclusion in Government Policy 543

49. Souter, D.: ICTs, the internet and sustainability: a discussion paper. International Insti-
tute for Sustainable Development. http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.
1.362.8336&rep=rep1&type=pdf#page=57. Accessed 15 Sept 2022

50. Peinado, I., de Lera, E., Usero, J., Clark, C., Treviranus, J., Vanderheiden, G.: Digital inclusion
at the workplace post Covid19. In: Proceedings of the 13th International Joint Conference
on Computational Intelligence - SmartWork (2021). https://doi.org/10.5220/001072290000
3063. Accessed 15 Sept 2022

51. Lips, M., Eppel, E., Craig, B., Struthers, S.: Understanding, explaining, and self-
evaluating digital inclusion and exclusion among senior citizens. Victoria University of
Wellington (2020). https://www.wgtn.ac.nz/__data/assets/pdf_file/0009/1866672/2020-dig
ital-inclusion-among-senior-citizens.pdf. Accessed 15 Sept 2022

52. Hartnett, M., Fields, A.: Digital inclusion in New Zealand. J. Open Flexible Distance Learn.
23(2), 1 (2019)

53. Blank, G., Lutz, C.: Benefits and harms from internet use: a differentiated analysis of Great
Britain. New Media Soc. 20(2), 618–640 (2018)

54. Carew, M., Green, J., Kral, I., Nordlinger, R., Singer, R.: Getting in touch: language and
digital inclusion in Australian indigenous communities. Lang. Document. Conserv. 9, 307–
323 (2015)

55. McMahon, R.: From digital divides to the first mile: Indigenous peoples and the network
society in Canada. Int. J. Commun. 8, 25 (2014)

56. Reisdorf, B., Rhinesmith, C.: Digital Inclusion as a Core Component of Social Inclusion. Soc.
Incl. 8(2), 132–137 (2020)

57. Greenfield, E.A., Oberlink, M., Scharlach, A.E., Neal, M.B., Stafford, P.B.: Age-Friendly
Community Initiatives: conceptual Issues and Key Questions. Gerontologist 55(2), 191–198
(2015)

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.362.8336&amp;rep=rep1&amp;type=pdf#page=57
https://doi.org/10.5220/0010722900003063
https://www.wgtn.ac.nz/__data/assets/pdf_file/0009/1866672/2020-digital-inclusion-among-senior-citizens.pdf


Dublin Core Metadata Created by Kuwaiti
Students: Exploration of Quality in Context

Saleh Aljalahmah1 and Oksana L. Zavalina2(B)

1 Basic Education College, The Public Authority for Applied Education and Training (PAAET),
Adailiyah, Kuwait

sh.aljalahmah@paaet.edu.kw
2 College of Information, University of North Texas, Denton, TX 76203, USA

oksana.zavalina@unt.edu

Abstract. Metadata education is evolving in the Arabian Gulf region. To ensure
the effective instruction and skill-building, empirical data is needed on the out-
comes of these early metadata instruction efforts. This paper is the first one to
address this need and provide such data from one of the countries in the region. It
reports results of the examinationofmetadata records forArabic-language eBooks.
The records were created by novice metadata creators as part of the undergraduate
coursework at a Kuwaiti university in one of the classroom assignments over three
semesters. Analysis focused on two important criteria of metadata quality: accu-
racy and completeness. The results are presented in-context, after introducing the
metadata teaching practices at this undergraduate program, and the major Dublin
Core skill-building assignment. Discussion of results is followed by discussion of
future research.

Keywords: Metadata evaluation ·Metadata instruction · Dublin core · Kuwait

1 Introduction and Brief Review of Relevant Literature

In Western countries, since the emergence (in early 2000s) and rapid development of
digital library initiatives, libraries are interested in hiring employees who are not only
proficient in Machine Readable Cataloging standard (MARC) but also have a working
knowledge of non-MARCmetadata standards used in digital collections: mainly Dublin
Core. To respond to this demand, courses that focus on digital library metadata are now
taught in most of the library degree programs. These academic programs also often
include basic non-MARC metadata content in other existing relevant courses beyond
the metadata-focused ones.

In the Middle East, the situation is different. Despite strong digital library develop-
ments in the past decade, these are largely happening at the national libraries and major
academic libraries, with most other libraries not participating yet. Many libraries only
engage in traditional MARC cataloging and some still rely on card catalogs to provide
access to their collections. With much weaker employers’ demand for digital library
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metadata skills, the librarianship degree programs do not consistently offer specialized
metadata courses.

Traditional library cataloging courses have been offered to students in the Ara-
bian Gulf countries since late 1980s or 1990s. Regional universities are taking different
approaches with library cataloging courses: many of them focus on card cataloging,
while providing students with training in the machine-readable cataloging using MARC
standard is less common. Several studies looked at cataloging education in some of the
Middle East countries (e.g., [1, 2, 5, 8–11]). One of them [5] comparatively analyzed
cataloging course offerings at 11 universities in Egypt. Reported findings of existing
studies however do not allow to conclude that digital library metadata is covered in
cataloging education.

In the Arabian Gulf countries, development of digital repositories has been ongoing
since 2012, yet only one study so far analyzed the quality of metadata in a digital
repository [3]. Likewise, there is a gap in literature on metadata education in the region.
The only reports on metadata education in Arabian Gulf were published either before
the creation of the first digital libraries there ([8, 9]) or soon after [2]. Thus, the existing
reports could not capture the reflection of these then very recent developments in the
education domain.While reports focusing on Oman and Saudi Arabia ([2, 8, 9]) exist, no
studies have been published about education of metadata creators in the other 4 countries
in the region. This includes Kuwait where until recently, digital library metadata courses
were rarely offered – mostly because of the shortage of qualified instructors and lack
of Arabic-language academic materials to support such teaching. However, new faculty
of Kuwaiti library schools do have the necessary preparation and are starting to address
this gap.

Although metadata courses are taught in the librarianship degree programs in the
Western countries for the last 20 years or so, there is only one published report on
the quality of student-created metadata. That study [12] examined – with the focus
on accuracy, completeness, and consistency criteria of metadata quality – DCTERMS
Dublin Coremetadata records created by theUnited States university’s graduate students
to represent born-digital textual works. No studies so far have examined the quality of
student-created metadata that uses the most widely applied in the world simple version
of Dublin Core: Metadata Element Set 1.1.

In this paper, we provide a brief overview of the metadata instruction in the librar-
ianship undergraduate program at a Kuwaiti university (including the required core
course and a new specialized elective course), report results of the analysis of accuracy
and completeness of student-created metadata records, and discuss the implications for
improving the outcomes of this instruction in relation to the preparedness of this program
graduates to provide access to resources in digital repositories by creating high-quality
Dublin Core metadata.

2 Metadata Instruction Overview

At theBasicEducationCollege ofThePublicAuthority forAppliedEducation andTrain-
ing (PAAET), the undergraduate specialized metadata course was offered occasionally
between 2018 and 2020, whenever the institution had a qualified instructor available.
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Since the summer of 2021, when a new faculty member trained in metadata at the United
States’Masters’ and Ph.D. programs joined the PAAET faculty, the undergraduate meta-
data course developed by this professor – the first author of this paper – is offered to
students in the librarianship degree program every semester. This is an elective course
that students usually take in their third academic year. To enroll in it, students must pass
a prerequisite – a core course that introduces basic concepts of cataloging, subject head-
ings, thesauri, and other controlled vocabularies, and MARC cataloging. At the end of
that prerequisite course, students also receive a brief introduction tometadata beyond the
traditional library cataloging and are encouraged to take the metadata-focused elective.

Students in the core course usually complete exercises that include creating biblio-
graphic records for information resources, as well as finding controlled vocabulary terms
(subject headings) for the list of given work titles.

In the elective metadata course, students learn about digital library metadata in
the context of the history of cataloging. The new Arabic-language textbook written
by the course instructor and published in 2021 has been used as a required reading
since the beginning of 2021–2022 academic year. The textbook introduces students to
metadata concepts, practices, and standards. Students learn about Dublin Core standard
(both simple and qualified), MARC andMODS (Metadata Object Description Schema).
However, the bulk of this course content focuses on the simple Dublin Core (DCMES
1.1). In the required face-to-face class meetings held twice a week in long semesters
and 4 times a week in summer semesters, all students are provided with the detailed
description of each of the 15 metadata fields in the DCMES 1.1 standard over the course
of 6–8 class meetings.

Likewise, the practical assignments of the specialized metadata course focus on
the DCMES 1.1 standard. After several in-class non-graded practice exercises, and a
graded group assignment, students work individually on the written assignment (roughly
equivalent to a midterm exam) in which they are allowed to use their notes and textbook
in creating a DCMES 1.1 metadata record for an Arabic-language eBook in a PDF
document accessible online. The assigned eBook for this assessment changes every
semester and is different from the one in the team project. Students are instructed to
use controlled vocabularies – introduced in the course textbook – for two metadata
fields: Language and Type. Because of the limited availability of non-subscription-
based Arabic-language interfaces for searching controlled vocabularies for names and
subjects, students are instructed to simply invert the names in Creator and/or Contributor
fields the way this is done in major standard name authority files and to provide at least
3 free-text keywords in the Subject field. In the end-of-semester oral exam which covers
the entire range of course topics, some of the questions focus on Dublin Core.

3 Method: Evaluation of Student-Created Metadata

In this study, we chose as evaluation target the DCMES 1.1 metadata records repre-
senting eBooks. These records were created as part of the open-book written exam-like
assignment (described above) as this allows to evaluate the skill-building outcomes of
the metadata course most meaningfully. The data were collected from three semesters
of 2021–2022 academic year: Fall, Spring, and Summer. The students had the same
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experiences in class meetings, learning materials, and exercises leading to this test-like
assignment, as well as in the way the test was administered. However, in Fall 2021,
students completed some of their non-graded practice exercises online due to Covid-
19-related restrictions. Almost 90% of students who took this course so far are females.
To exclude the possibility of gender-related effect on the quality of student work, only
the submissions from female students were selected for analysis, with a total of 137
metadata records. The data was collected unobtrusively, and students were not aware
that the quality of their records is examined for purposes other than grading.

The questions we sought to answer were:

1. How accurate are the metadata records created by students in the PAAET specialized
undergraduate metadata course?

2. How complete are the metadata records by students in the PAAET specialized
undergraduate metadata course?

3. What are the patterns of application ofDCMES1.1metadata fields in student-created
records?

a. In which metadata fields do students make accuracy errors more often or less
often? What types of accuracy errors are observed?

b. In which metadata fields do students make completeness errors more often or
less often? What types of completeness errors are observed?

The study utilized a quantitative comparative content analysis method. The data
was analyzed using a version of the tool (a spreadsheet) that was developed and tested
in the DCTERMS metadata analysis [12]. For this study, it was adjusted for DCMES
1.1 simpler version of Dublin Core https://www.dublincore.org/specifications/dublin-
core/dces/ which includes 15 metadata elements: Coverage, Creator, Contributor, Date,
Description, Format, Identifier, Language, Publisher, Relation, Rights, Source, Subject,
and Type. The analysis instrument was also adjusted for the choice of metadata quality
criteria as this study focused on the two of the three major criteria of metadata quality:
accuracy and completeness defined by Bruce and Hillmann [4] and used in multiple
studies of metadata quality. Because the application of controlled vocabularies in this
undergraduate course is limited as described above, and because each student creates a
single DCMES 1.1 record, evaluation of metadata consistency – the third major criterion
of metadata quality – was outside of the scope of our research project.

4 Results and Discussion

In the 137 records analyzed, a total of 519 errors were found: 413 accuracy errors (an
average of 3.01 per record) and 106 completeness errors (an average of 0.77 per record).
The errors were found in 25%of the total instances ofmetadata fields in the dataset.Most
of them were accuracy errors (appeared in 20% of all field instances in student-created
records). Completeness errors were found in 5% of all field instances.

Out of 413 accuracy errors, 342 were the situations when the student included wrong
data value in a field (for example, used the publisher’s name in the Source field, or the

https://www.dublincore.org/specifications/dublin-core/dces/
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Creator field for translator’s name that belongs to Contributor field). In 71 cases, the data
was formatted incorrectly. The examples included creator or contributor name parts not
inverted as explained above, using the term instead of the code in the Language field,
etc.

Among the 106 completeness errors, in 32 cases students left the applicable field
empty. In 74 remaining cases, the entered data value was insufficient. Typically, a stu-
dent only provided 2 terms in Subject field when instructed to include at least 3, or
the Description field had too short of a data value that did not adequately represent
the resource. The latter included unfinished sentences (e.g., “This book is …” in the
Description field).

The distribution of metadata errors by field is shown in Fig. 1. Five DCMES 1.1
metadata fields most prone to metadata quality issues of any kind were Rights, For-
mat, Contributor, and Source, with 30% or more of student records containing mistakes
in these fields. Previous research on Dublin Core metadata quality suggests the vague
definition of Source metadata element causes a high level of errors in this field, and dis-
ambiguation between Creator and Contributor roles might be tricky for novice metadata
creators. However, the finding that the Format element was one of the most error-prone,
is unexpected.
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Analysis revealed metadata fields with lowest and highest levels of accuracy and
completeness errors. Accuracy errors were observed the most often in Rights (41.6%
of all metadata records analyzed), Source (36.5%), Contributor (34.3%) and Cover-
age (29.9%) metadata fields. On the other hand, the fields with the lowest level of
accuracy errors were Identifier, Language, Title, and Description. The following meta-
data fields contained the highest number of completeness errors: Format (18% of all
metadata records analyzed), Description (16%), Subject (10%), and Relation (8%). The
lowest level of completeness errors was detected in Language, Source, Coverage, Type,
Publisher, Creator and Title.

No published reports exist so far that examine the DCMES 1.1 student-created
records to offer direct comparisons to the findings of this study. However, since both
DCMES 1.1 and DCTERMS are versions of Dublin Core, results of this study can
and should be compared to available results of DCTERMS student-created metadata
evaluation. The prevalence of accuracy errors over completeness errors discovered in
this study of eBook DCMES 1.1 Arabic-language metadata records created by Kuwaiti
undergraduate students is similar to overall findings of the examination of metadata
quality in DCTERMS records created by the US graduate students enrolled in the intro-
ductory metadata course to represent digital text resources (conference proceedings
papers, journal articles, etc.) [12].

Similar patterns were observed in the two studies in question regarding some of
the most error-prone Dublin Core metadata fields. Rights and Format fields exhibited
errors in almost 46% and 41% of student-created records respectively in this study.
This is very similar to almost 44% and over 38% respectively observed for these two
fields in Zavalina & Burke’s study [12]. Both studies also found that Title field presents
the least difficulty to beginning metadata creators as evidenced by the fewest number
of completeness or accuracy errors in this field. However, substantial differences were
observed too. The DCMES 1.1 Creator field was one of the fields with the fewer errors
in the records created by Kuwaiti undergraduate metadata students (15% of records)
while in the previous DCTERMS student-created records analysis, Creator was one
the metadata fields that contained a high level of quality problems (45.2%). It is worth
noting here though that most of these kinds of mistakes were categorized as consistency
(mainly controlled vocabulary application) errors in the previous US-student-created
DCTERMS metadata study and this metadata quality criterion was not used in the
present study focusing on DCMES 1.1 student-created metadata quality in Kuwait.

5 Conclusions, Limitations, and Future Research

This study provides the first benchmark assessment of student-created Dublin Core
metadata using an Arabian Gulf country data. These findings allow to make informed
decisions regarding the areas that need enhancement in teaching metadata in the region.
For example, the prevalence of accuracy issues some of which seem to stem from confu-
sion of the definitions of Dublin Core metadata elements points to the need to revise the
course materials to place more emphasis on metadata accuracy, and to provide students
with examples of common Dublin Core metadata accuracy errors made by beginning
metadata creators.
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This exploratory study has some limitations that might affect generalizability of its
results to diverse types of information resources represented by metadata and to broader
population ofmetadata students in the region. This study focused on eBooksDCMES1.1
metadata created by female undergraduate students, so it is possible that the outcomes
might be somewhat different for graduate students of both genders, for resource types
other than eBooks, and/or for other metadata schemes that define metadata elements in
a more specific and straightforward way than Dublin Core.

To address these limitations, future studies are needed that will examine themetadata
for different types of information resources such as video recordings, audio recordings,
images, etc. Also, future research should include different widely used metadata stan-
dards beyond Dublin Core: MARC 21 or MODS. The studies that compare the metadata
instruction and metadata-creation-related outcomes of this instruction between two or
more universities from different countries in and outside the Arabian Gulf region would
help develop better understanding of the best practices and future directions.

Comprehensive examination of digital library metadata curriculum in Kuwait and
other Arabian Gulf countries, similar to the studies of cataloging education in Egypt by
Hady and Shaker [5] and in North America by Joudrey and McGinnis [7] and Hudon
[6], is needed. Specifically, as the use of controlled vocabularies is vital for access to
information by providing collocation and disambiguation of search results, we believe
that investigations of the use of cataloging tools (e.g., Arabic-language subject headings,
as well as regional name authority files and genre authority files) in teaching metadata
and cataloging courses in the Middle East are essential. Also, the implementation of
FAIR principles (https://www.go-fair.org/fair-principles/) that aim to optimize the reuse
of data with the help of findable, accessible, interoperable, and reusable metadata, in
Arabic databases is an important topic for future exploration.
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Abstract. Increasingly, government policies are directing federal agen-
cies to make the results of federally funded scientific research publicly
available in data repositories. Additionally, academic journal policies
are progressively recommending that researchers deposit the data upon
which they base their articles in repositories to ensure their long-term
preservation and access. Unfortunately, having the necessary technical,
legal, financial, and organizational resources for digital preservation is a
significant challenge for some repositories. Repositories that become cer-
tified as Trustworthy Digital Repositories (TDRs) demonstrate to their
stakeholders (e.g., users, funders) that an authoritative third party has
evaluated them and verified their trustworthiness. To understand the
impact of certification on repositories’ infrastructure, processes, and ser-
vices, we analyzed a sample of publicly available TDR audit reports
(n = 175) from the Data Seal of Approval (DSA) and Core Trust Seal
(CTS) certification programs. This first longitudinal study of TDR cer-
tification over a ten-year period (from 2010 to 2020) found that many
repositories either maintain a relatively high standard of trustworthiness
in terms of their compliance with guidelines in DSA or CTS standards
or improve their trustworthiness by raising their compliance levels with
these guidelines each time they get recertified. Although preparing for
audit and certification adds to repository staff’s dockets of responsibil-
ities, our study suggests that certification can be beneficial. Therefore,
we advocate for more specific policies that encourage certification and
the use of TDRs.

Keywords: Trustworthy Digital Repositories · Certification · Core
Trust Seal

1 Introduction

Increasingly, government policies are directing federal agencies to make the
results of federally funded scientific research publicly available in repositories
that provide stewardship and access to data without charge while also requiring
researchers to better account for and manage these data [11,13,19,20]. Addition-
ally, whether data result from federally funded research or not, academic journal
policies are progressively recommending that researchers deposit the data upon
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which they base their articles in repositories to ensure their long-term preser-
vation and access [3,7,25]. Unfortunately, having the necessary technical, legal,
financial, and organizational resources for digital preservation is a significant
challenge for some repositories [1]. Repositories that become certified as Trust-
worthy Digital Repositories (TDRs), “demonstrate to both their users and their
funders that an independent authority has evaluated them and endorsed their
trustworthiness” [5].

To understand the impact of certification on repositories’ infrastructure, pro-
cesses, and services, we analyzed a sample of TDR audit reports from the Data
Seal of Approval (DSA) and Core Trust Seal (CTS) TDR certification programs,
as they represent the most widely adopted certification programs worldwide, and
they make their audit reports publicly available in English. This first longitudi-
nal study of TDR certification over a ten-year period (from 2010 to 2020) found
that many repositories either maintain a relatively high standard of trustwor-
thiness in terms of their compliance with guidelines in DSA and CTS standards
or improve their trustworthiness by raising their compliance levels with these
guidelines each time they get recertified. Although preparing for audit and certi-
fication adds to repository staff’s dockets of responsibilities, our study suggests
that certification can be beneficial. Therefore, we advocate for more specific
policies that encourage certification and the use of TDRs.

Although there are currently over 2,400 scientific data repositories covering a
broad range of disciplines [22], only a few hundred are certified as TDRs. Some
suggest that presently there are not enough policies in place that require certi-
fication and use of TDRs to close this gap [16]. While some government policies
and academic journal policies require or recommend that researchers make data
publicly available [13,19,23], few of these mention TDR standards, certification,
and the use of TDRs specifically (c.f., [3]). This is important because data shar-
ing infrastructure networks such as the Common Language Resources and Tech-
nology Infrastructure (known as CLARIN), the Consortium of European Social
Science Data Archives (CESSDA), and the European Research Infrastructure
Consortium for the Arts and Humanities (known as DARIAH) all provide evi-
dence of the power of policy to drive increases in certification as becoming a TDR
is a prerequisite for inclusion in and financial support from these networks, and
consequently TDR standards such as the Core Trust Seal (CTS) have seen recent
increases in applications from repositories, archives, and data centers that wish
to join these networks [17].

Besides the benefits of membership in data sharing infrastructure networks
and complying with government and academic journal data policies, prior
research has explored the benefits that repositories seek via certification. These
include: stakeholder confidence, where repositories’ funders, the people who
deposit data in repositories, and those who use those data will be more con-
fident in repositories’ protection and management of the data because they are
certified as TDRs; improvements in processes, where conducting self-assessment
and audit stimulates repositories to improve their processes and procedures and
move to a higher level of professionalism, with an incentive to improve their oper-
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ations over time; and transparency, where certification is designed to provide an
open statement of repositories’ evidence enabling anyone to evaluate repositories’
operations and policies [8,9,17]. In contrast, studying the long-term benefits of
certification including recertification may prove useful for spurring more reposi-
tories to become certified and provoking the development of more policies that
require certification and the use of TDRs.

2 Methods

To assess the impact of certification on TDRs, we analyzed 175 audit reports
of 127 repositories, 36 of whom got recertified either once or twice. The reposi-
tories span five continents and over 26 countries. We selected these repositories
because they were certified by the Data Seal of Approval (DSA) and/or its suc-
cessor, the CTS, the two most widely adopted TDR standards. Both certification
programs require a self-audit report that is later reviewed and approved by the
standards’ representatives. Each audit report describes a repository’s level of
compliance with a set of 16 guidelines covering a repository’s background infor-
mation, organisational infrastructure (e.g., mission, licenses, continuity of access,
sustainability, confidentiality/ethics, skills and guidance), digital object manage-
ment (e.g., integrity, authenticity, appraisal, storage, preservation, quality, work-
flows, discovery, identifiers, re-use) and technology (e.g., technical infrastructure
and security). We processed all of these documents as a dataset to obtain find-
ings for the measurement of document similarity between recertifications, and to
compute term frequency-inverse document frequency (TF-IDF) weights for key-
word and topic discovery. Because our focus was on the effects of recertification,
we compared the audit reports of all repositories that got recertified, examining
the following features: changes in cumulative compliance scores; the number of
recertifications; document similarity; and vocabulary terms added and deleted
from successive documents.

2.1 Study Design

The purpose of this study was to detect and interpret the significance of
changes between chronologically subsequent documents belonging to particu-
lar data repositories and their improvement or maintenance of compliance to
TDR standards. Natural language processing and topic modeling techniques
were employed for two reasons. First, to establish whether changes in docu-
ments reflected changes in repositories’ overall level of compliance. Second, to
extract information, represented as topics (i.e., vectors of tokens), about what
changes were being implemented by these repositories.

2.2 Nature of Corpus

The corpus is the entire set of self-assessment audit documents from the DSA
and CTS certification programs as of October 2020. All the documents in the
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corpus follow the same format of a numerical score and narrative description of
a repository’s compliance with each of the 16 guidelines. Although both have 16
scored sections, the guidelines for the earlier DSA and more recent CTS certifi-
cation programs differ in the thematic arrangement of subtopics per section.

The changes in document structure over time led us to pursue methods that
would facilitate topic discovery and document similarity comparison on the basis
of a “document” being defined as each audit report. However, our acquisition
and preprocessing of the dataset allowed us to retain reference to the section-by-
section text and numerical scores of each document to facilitate the discovery of
clusters of topics that demonstrate different rates of change and stability across
the 2–4–year intervals between recertifications.

The size of the corpus was relatively small (n = 175) though each document
contained at least 1,000 words.

2.3 Data Acquisition

Audit reports were obtained from two sources. First, we acquired all DSA and
early CTS audit reports from a MySQL database archived and made accessible
in DANS EASY [6]. Second, we acquired more recent CTS audit reports from
the list of certified repositories on the CTS website [4].

We migrated and extracted the audit reports and their metadata from both
sources into a file-based SQLite database that would serve as inputs for analysis.
Our database [10] includes the section-by-section text and numerical scores of
each repository’s audit reports, along with information used to identify reposi-
tories.

To arrive at our sample, we filtered raw data based on three criteria. First,
to only include audit reports that had both a numerical score and a response
text entry for each of the guidelines. Second, we de-duplicated the audit reports
so that each repository had either zero or one audit report for each certification
period. Third, to identify the subset of repositories that recertified either once
or twice between 2010 and 2020, we ran queries on our database.

2.4 Models and Data Analysis Techniques (Feature Selection)

To process and analyze the data derived from raw text, we used multiple tech-
niques: rule-based systems for text-preprocessing; a pre-trained vector space
model for word embedding to compute document similarity comparisons; term-
frequency inverse document-frequency (TF-IDF) to refine token collections; and
latent Dirichlet allocation (LDA) to produce a topic model.

We used the Python NLP library SpaCy [14] to provide a suitable word vector
model and utilities for preprocessing. We used the large English language model
package [24] obtained from SpaCy’s pre-trained model download script. This
model package implements methods for part-of-speech parsing, named entity
recognition, and lemmatization based on a convolutional neural net trained on
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OntoNotes 5.0 dataset. Also included in this package is the Common Crawl-
trained GloVe word vector model which we used to analyze document content
quantitatively.

The baselines of average improvement and/or maintenance of compliance for
comparison against the results of our topic analysis were established by obtaining
descriptive statistics for the sum of the compliance level scores (ranging from 0
to 4) reported for each section within each TDR audit report. We also found the
slope of the least-squares linear regression for these cumulative compliance level
scores for repositories that recertified at least once.

To quantitatively compare document text and to prepare the dataset for
topic modeling, we used Python scripts to read the document string data from
the SQLite database into the SpaCy language processing pipeline. To quantify
the degree of differences between documents, we computed similarity scores,
which represent cosine similarity, obtained by finding the Euclidean distance of
the L2 vector norm applied to the dot product of each document’s tokens. We
also created lists of uniquely added and removed terms for all cases of recertifi-
cation by finding the set difference of the lemmatized form of sets composed of
each token from the earlier and later documents. These lists were combined with
contextual information identifying the repository, the report, the token’s vec-
tor norm, document similarity, cumulative score, etc. to aggregate the relevant
tabular data in a single flat file.

After constructing our comprehensive table of document changes, we created
histograms to visualize the extent to which changes in content reflect changes in
TDRs’ cumulative compliance level scores.

2.5 Topic Discovery Techniques

In addition to cumulative score and document similarity, we examined whether
these changes coincided with topics discussed in the documents. We used part-
of-speech, regular expressions, and other rule-based utilities provided by Python
and SpaCy to filter out “noisy” tokens.

We also used the Python libraries Matplotlib [15] and SciKit-Learn [21] to
visualize word distances of terms frequently added or removed from the docu-
ments. We used the Principal Component Analysis (PCA) algorithm supplied by
SciKit-Learn to decompose the representative 300-element word vector of each
term into a 2-dimensional point, along with the k-means clustering algorithm
provided by SciKit-Learn to examine how the terms group together. To select
input values for PCA, we sorted the list of words by their TF-IDF weight into
three categories: highly specific terms (high-weight); an intermediate group; and
broadly general terms (low-weight). For these TF-IDF categories, we selected the
20 most frequently occurring terms. We then used the LDA model from SciKit-
Learn to generate a representation of changes in document content derived
directly from our corpus.

The parameters required for LDA include: number of topics; number of passes
and iterations to be performed; and the alpha and beta parameters for expected
topic-document density and topic-word density [2,12]. Because we did not have
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any prior expectations about the topic-document density and topic-word density,
we used the default arguments of 1/number of topics (n = 8) for the priors.
Sentences associated with terms that changed were loaded into a sparse matrix
and transformed by the LDA model into a distribution of topics represented
in the sentence. We selected the top three proportionally most representative
topics for each sentence. For both groups–terms classified by PCA and k-means,
and terms classified by LDA–we found the mean rate of change in cumulative
compliance score by referencing the rows in our document changes table that
contained those tokens. We also used the terms changed data as an aid for finding
examples of improvements as demonstrated by text added and text deleted for a
repository whose cumulative compliance level score significantly improved after
recertification.

3 Findings

3.1 Cumulative Compliance Scores

Analysis of descriptive statistics for the TDRs’ compliance level scores shows that
repositories that recertify commonly report both increases, and to a lesser extent
decreases in their compliance, with the mode amount of change being +2.5.
Performing a least-squares linear regression on the scores of repositories that
recertify shows a slope of 0.08, bearing a slightly positive trend (see Fig. 1). We
observed a ceiling effect where most of the TDRs’ cumulative compliance scores
cluster near 64, the top of the graph and the maximum cumulative compliance
level for these TDRs (see Fig. 2). Additionally, analysis of the data along the
x-axis demonstrates that most of the repositories’ scores change minimally, that
is, no more than a gain or loss of five points between certifications.

Fig. 1. Changes in TDRs’ compliance level scores.
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Fig. 2. Changes in compliance with TDR standards. This heatmap shows changes
in repositories’ compliance with TDR standards each time they recertify. The colors
reflect how many repositories had similar compliance level score changes (n = 36).

3.2 Document Similarity Comparisons

As shown in Fig. 3, we found a correlation between the document similarity com-
parisons obtained with word vector modeling and the amount of change observed
between reported compliance scores from repositories’ subsequent recertifica-
tions. Taken together, these findings suggest that when TDRs’ numerical scores
change, the text in their audit reports also change to a similar degree. We found
the set difference of vocabulary terms per document to contain the addition of
36,328 words and the removal of 8,675 words.
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Fig. 3. Histograms comparing TDRs’ audit reports. These comparisons consider con-
secutive recertification (e.g., comparing 2010 certification to 2014 recertification or 2014
certification to 2017 recertification) and non-consecutive recertification (e.g., compar-
ing 2010 certification to 2017 recertification) for repositories that got recertified twice
between 2010 and 2020 (n = 36). The top histogram compares cumulative compliance
level scores of repositories showing that repositories’ change in score based on recerti-
fication typically ranges from −2 to +4, with a tail extending to both extremes (from
−9 to +16). The bottom histogram compares document similarity of audit reports
from consecutive and non-consecutive recertifications showing a concentration around
a small degree of difference with a tail extending towards 0, which contains both nega-
tive and positive extremes of the difference in scores between certifications (from 0.96
to 0.99).

3.3 Topic Modeling

As shown in Fig. 4, the results of transforming passages of changed text with a
topic model show that most of the changes to audit reports when repositories
recertified correspond to five of our topics: governance, organizational networks
and expertise (Topic 3); fitness-for-use of data by researcher communities (Topic
2); security and recovery planning (Topic 6); licensing and ethics (Topic 4); and
discovery and reuse of data by end-users (Topic 1). The topics less likely to be the
subject of textual changes were associated with our remaining three topics: ver-
sioning, integrity, description, and metadata harvesting (Topic 0), requirements,
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standards, and best practices for metadata, file formats, deposit, and submis-
sion (Topic 5); and infrastructure, workflows, and interfaces for data lifecycle
management (Topic 7).

Fig. 4. Topic frequency in change text.

3.4 Improvements

For repositories whose cumulative compliance scores changed the most between
certifications (i.e., scores improved by 10 or more points), we identified improve-
ments to their storage, quality control processes, codes of conduct, workflows,
cyberinfrastructure, and their adoption of other relevant repository standards.
For example, one repository reported no evidence of compliance in multiple areas
the first time they certified, and in contrast, reported full compliance for those
guidelines when they recertified.

The finding that text associated with depositor requirements was poorly rep-
resented among changes in document vocabulary may indicate greater sophistica-
tion of both computational and human systems for accessioning data of increased
variety in quality and formats for TDRs over time. Although, at the surface
level, it might seem counterintuitive to associate accessioning data, including
those that range in quality, with improvement, in reality, if a repository can
preserve data of less-than-perfect quality, it is better than the data not being
preserved at all. Furthermore, preserving data of varying levels of quality requires
a metadata strategy capable of reliable data quality representation. Standards
and requirements for deposit continue to be important for digital preservation,
but an increased focus on data description and quality assessment implies an
improvement for different classes of stakeholders, for example, with more flexi-
bility for data producers and greater assurance for data consumers.

In sum, our analysis of ten years of repositories’ DSA and CTS audit reports
suggests that these TDRs are discussing exactly the types of topics that are vital
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for data management and sharing. Our findings demonstrate that these reposito-
ries expanded their purview in response to digital preservation challenges beyond
bit-level fixity with strategies for long-term organizational sustainability to focus
on maximizing their holdings’ accessibility and usefulness for researchers. More-
over, our results show that many of these TDRs have either maintained a stan-
dard of excellence or have improved in their stewardship capabilities as a result of
recertification. Topic frequency in changed text was more distinct among words
added than words removed, suggesting that improvement is expressed by devel-
oping new services and strategies for continued access and preservation, while
less drastic revisions are evidence of maintenance of existing capacity.

4 Recommendations

We found that repositories in our sample either maintained or increased their
compliance with DSA or CTS TDR standards over time. Since attaining certifi-
cation involves third-party evaluation of a repository’s capacity and commitment
to preserving and making data publicly available [18], we offer the following rec-
ommendations based on our results. First, we recommend that policymakers
who mandate open access to the results of federally funded scientific research
revise and expand their directives to include explicit verbiage about certification
and the use of TDRs. Specifically, funders should require data repositories to
undergo audit and attain certification by CTS or some other certifying body.
And funders should require or recommend that their grantees deposit data in
TDRs. Second, we recommend that more journal policymakers update their data
policies to require authors to deposit their data in TDRs. Even though we are
starting to see these trends [3,11], more policy needs to be developed in this
area.
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Abstract. Citizen scientists make valuable contributions to science but
need to learn about the data they are working with to be able to perform
more advanced tasks. We present a set of design principles for identify-
ing the kinds of background knowledge that are important to support
learning at different stages of engagement, drawn from a study of how
free/libre open source software developers are guided to create and use
documents. Specifically, we suggest that newcomers require help under-
standing the purpose, form and content of the documents they engage
with, while more advanced developers add understanding of information
provenance and the boundaries, relevant participants and work processes.
We apply those principles in two separate but related studies. In study
1, we analyze the background knowledge presented to volunteers in the
Gravity Spy citizen-science project, mapping the resources to the frame-
work and identifying kinds of knowledge that were not initially provided.
In study 2, we use the principles proactively to develop design sugges-
tions for Gravity Spy 2.0, which will involve volunteers in analyzing more
diverse sources of data. This new project extends the application of the
principles by seeking to use them to support understanding of the rela-
tionships between documents, not just the documents individually. We
conclude by discussing future work, including a planned evaluation of
Gravity Spy 2.0 that will provide a further test of the design principles.

Keywords: Citizen science · Document genre · Boundary objects ·
Provenance

1 Introduction

The increasing use of automated data-collection instruments has led to an explo-
sion in the amount and diversity of data collected in many settings, from the
sciences and medicine to engineering and manufacturing. Making sense of this
data deluge requires human perspectives. An increasingly powerful source of
human insight at scale is the crowd. A variety of scientific projects currently
benefit from engaging volunteers in data analysis—e.g., classifying galaxy shapes
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in the Galaxy Zoo project or identifying exoplanet transits in Planet Hunters—a
form of public participation in science referred to as citizen science. Recruiting
volunteers to assist with data analysis benefits science from the application of
human abilities at a large scale. For instance, Galaxy Zoo data have supported
at least 67 publications and Planet Hunters volunteers discovered 120 candidate
exoplanets that were not identified by the science team1. Volunteers may also
benefit by learning about science, provided the opportunity.

Furthermore, we have evidence that with the right support volunteers are
capable of more advanced scientific analyses. For instance, Galaxy Zoo volun-
teers serendipitously discovered a novel kind of galaxy, nicknamed Green Peas
[6]. Research on involving volunteers in advanced scientific work suggests that
many are both motivated and capable, but need a structured task to be able to
contribute [11]. As well, scientific analysis often requires specialized understand-
ing of the nature of the data to effectively navigate and interpret them [13].
Without the proper expertise and knowledge about a dataset and its prove-
nance, volunteers and other less-expert individuals can do little even with large
datasets, often being restricted instead to basic analysis.

To address the challenge of enabling crowd members to perform useful and
interesting scientific analyses, we aim to develop our understanding of the sup-
port they need to collaboratively engage in scientific work. We propose that pro-
viding relevant background knowledge will enable even novices to contribute to
research. In this paper, we 1) describe the theoretical foundation that guides our
search for relevant background knowledge, 2) analyze a citizen-science project to
document the ways in which background knowledge is presented to volunteers
and 3) use the results of 1 and 2 to develop design ideas about how knowledge
should be presented in the follow-on version of the project. The contribution
of the paper is to show how the design principles about background knowledge
apply in a new setting and how they can be used proactively for design.

2 Theory Development

Past work on citizen science has explored how volunteers learn the task of classi-
fying data. For instance, Jackson et al. [18] found that it benefits volunteer learn-
ing and engagement to introduce types of data to be classified gradually rather
than all at once. More recent work has shown that as volunteers continue their
engagement with a project, the type of learning resource that improves their
performance changes: volunteers initially benefit from authoritative resources
provided by the science team but later from tools that support their own explo-
ration of the data and interaction with other volunteers [19]. These findings
provide a theoretical basis for the current project, but are limited in at least
two ways. First, no work has at yet theorized and tested in detail the nature of
the resources to be provided to support the volunteers. And second, much of the
work to date on learning has focused on the basic task of classifying, not the
more advanced work we seek to support in our project.
1 https://blog.planethunters.org/2018/11/26/planet-hunters-a-new-beginning/.

https://blog.planethunters.org/2018/11/26/planet-hunters-a-new-beginning/
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To develop principles about the kind of support that will be useful for non-
experts to contribute to a project, we draw on research that examines the doc-
uments created and used in the process of work [25]. For many collaborators,
documents constitute the primary (or even sole) means for knowledge sharing
and exchange and form a material instantiation of the work practices. However,
to be useful, documents need to be more or less explicit depending on the back-
ground knowledge of the intended user [15,20]. Newcomers might need detailed
documentation of the work, while an expert can make do with a few bullet points.
The latter group holds a shared and practical understanding of the work context
that the newcomer lacks. To support the newcomer, a document would have to
explicate this knowledge.

To elucidate more precisely the nature of the knowledge needed, we draw on
work by Østerlund and Crowston [23], who explored the relationship between
free/libre open source software (FLOSS) developers’ stock of knowledge and
their need for explanations of how to use different documents (e.g., source code,
system documentation, project procedures and policies). Participants in FLOSS
projects range from core developers with extensive knowledge about the software
and software development to peripheral users with limited knowledge. Østerlund
and Crowston [23] identified three bodies of theory that speak to the informa-
tion needs of collaborations that involve such heterogeneous participants: genre
theory [3,31,32], boundary objects [29,30] and provenance [14,24]. Each theory
addresses the relation between users’ stocks of knowledge and their informa-
tion needs but brings attention to different aspects of the documents that are
important.

First, genre theory focuses on the common knowledge people have about doc-
uments that they work with. Genre is defined as socially recognized regularities
of form and purpose by [32] (e.g., a conference review with a specified form that
covers specific topics to inform a publication decision). Members of a relevant
community can recognize that a document is of a particular genre, and so know
what the expected uses are, but those who do not share that knowledge will need
the use, form and expected content spelled out.

Second, the notion of a boundary object addresses how artifacts can bridge
between people with few shared points of reference by indicating coincidence
boundaries, ideal types or standardized forms [29]. We interpret coincidence
boundaries as indicating the value of commonly recognized temporal or partici-
patory boundaries that situate different uses of a document. Ideal types are docu-
ments such as diagrams, atlases, or other descriptions that provide an exemplary
instance of a document without precisely describing the details of any particular
locality, thing, or activity. Finally, standardized forms offers a uniform way to
index communicative content and form.

Third, provenance studies speak to how people preserve the history and
genealogy of information to alleviate a lack of shared reference points and knowl-
edge that would otherwise impede understanding. For instance, knowing who
wrote a document and when can be important to understand its relevance to a
current problem.
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Combining these three perspectives, Østerlund and Crowston [23] found that
documents intended for use by less-knowledgeable members of the community
were more likely to be accompanied by explicit statements about:

1. the purpose of the document.
2. the expected form and content of the document. These might even be specified

as a standardized form or an ideal type that demarcates specific elements or
organization.

3. the context of the document, including the appropriate participants, times
and places of the work and the boundaries of the work.

4. the provenance of the document, including the origins of the data and geneal-
ogy of its development and use.

In addition to elements suggested by prior theory, Østerlund and Crowston [23]
found that documents for novices also expressed a fifth element: the process
expectations about the work at hand, that is, what happens to a particular
document once it is created.

Of further significance to our project, the study found that FLOSS develop-
ers’ need for support changed over their engagement with a project. Newcomers
required more help understanding the purpose, form and content requirements
compared to more advanced participants. As developers gained understanding
of the work, they need to understand the boundaries and relevant participants
involved in the work (i.e., context), and the information provenance and the
process of the information work. This finding suggests directing volunteers to
different kinds of background knowledge at different stages rather than simply
presenting everything all at once.

Navigating and learning from large scientific datasets comes with unique chal-
lenges that differ from learning to contribute to software development processes.
FLOSS participants deal with bug reports and source code changes while work
with large scientific datasets involves understanding questions like the configu-
ration of instruments and modes of data collection. Nevertheless, generalizing
from documents to presentations of data, we believe that providing the iden-
tified elements of background knowledge about components of a dataset will
support less-expert users in being able to make sense of the data, enabling them
to contribute to more advanced analysis.

Based on the review above, we developed the following research questions to
address in this paper:

1. What kinds of background knowledge about a dataset are useful for non-
experts to be able to understand and work with the data?

2. How does the required knowledge change as volunteers gain experience?
3. What do these findings about background knowledge suggest for the design

of future citizen projects?

The first study presented in this paper addresses the first two questions. The
second study builds on those results to address the third question.
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3 Study 1: Presentation of Background Knowledge

In the first study, we address the first two research questions by carrying out
a study of the presentation of background knowledge resources in an existing
citizen-science project called Gravity Spy2 [33].

3.1 Methods

The research uses virtual ethnography [16]. Virtual ethnography adapts tra-
ditional ethnographic methods, such as participant observation and in-person
interviews, to studying online communities like Gravity Spy. To enhance our
understanding of how volunteers in Gravity Spy use background knowledge, we
(the authors and other members of the research team) first engaged in Gravity
Spy as participant-observers. As participants, we created user accounts, com-
pleted requisite training, made classifications, and contributed to project discus-
sions over the course of the first year of the activity, with a lower engagement
since then. A first task for all new members of the research team is to go through
the same process of initial engagement. We used our position as observers to
build knowledge about how volunteers engage with background knowledge on
the platform, e.g., what background knowledge resources the system currently
provides to volunteers at different stages of engagement and how participants use
background information to learn about the project throughout their interaction.
We analyzed the resources we identified to determine how they mapped to the
categories in the theoretical framework.

We also conducted fifteen interviews, three with members of the Gravity
Spy science team and the rest with Gravity Spy volunteers and moderators.
Each interview lasted approximately one hour, and was recorded and tran-
scribed. The interviews with scientists focused on how Gravity Spy scientists use
data, tools, and other materials to make inferences about relationships between
glitches and the auxiliary channels (the task we hope to facilitate in the next
version of Gravity Spy). Interviews with volunteers and moderators focused on
current background knowledge used to develop insights about the relationships
among glitches. Although the inference task is not yet supported, volunteers
have attempted to make inferences by linking external materials such as research
articles and summary descriptions of detector observation notes on Gravity Spy
discussion boards. We also asked moderators questions about how new forms of
work (i.e., making inferences) could be supported in a new Gravity Spy interface.

3.2 Setting: Gravity Spy

The Gravity Spy citizen science project [33] incorporated advances in machine
learning and new approaches to citizen science to support the Laser Interferom-
eter Gravitational-Wave Observatory (LIGO), a dramatic example of large-scale
scientific data collection. LIGO’s goal is to detect gravitational waves (GWs),
2 https://gravityspy.org/.

https://gravityspy.org/
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extremely faint distortions in the fabric of space created by astronomical events
such as merging black holes. A challenge for LIGO scientists is that the detectors
(one in Hanford, Washington and one in Livingston, Louisiana USA) need to be
extremely sensitive to be able to detect GWs, but as a result, they also record
orders of magnitude more noise events (referred to as glitches) caused by terres-
trial interference or by internal faults or interactions in the detectors. Glitches
can obscure or even masquerade as GW signals, so identifying and eliminating
their causes is a key activity to improve the detectors [8,12]. These efforts to
understand and mitigate these sources of noise, both in the instrument and the
data, are collectively referred to as “detector characterization”. Gravity Spy sup-
ports this work by recruiting volunteers to sort observed glitches into different
classes, known or thought to have a common cause. LIGO scientists use the
Gravity Spy purified collections to guide their search for the underlying cause of
a particular class of glitch, with the goal of eliminating them. We briefly describe
the current Gravity Spy project and the volunteers’ work to provide context for
the discussion of the needed background knowledge.

Classification Work. The Gravity Spy project uses data from the main GW
channel from LIGO, a 16 kHz stream of samples [2]. The data-import pipeline
extracts two seconds of data around each observed event with a high signal-to-
noise ratio, signalling a potential glitch. The data are processed for presentation
to humans as spectrograms, specifically, Omega scans [9], a visual representation
of the glitch with time on the horizontal axis, frequency on the vertical axis, and
intensity of the signal represented by the color from blue to yellow (Fig. 1).

Fig. 1. Spectrogram of a Whistle glitch in the main GW channel

The spectrograms are imported to the Gravity Spy project on the Zooni-
verse platform [26], where they are presented to volunteers for classification.
The classification interface was created using the Zooniverse project builder3,
which enables a Zooniverse project to be created with a few mouse clicks and
data uploads. Volunteers label each glitch as being of a known class (23 cur-
rently) or “None of the above”. To scaffold learning, volunteers progress through
3 https://www.zooniverse.org/lab.

https://www.zooniverse.org/lab
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a series of levels in which they have an increasing number of options for classify-
ing. Newcomers to the project start in level 1 where they given a choice of only
Whistle and Blip glitches, which are easy to recognize and distinguish, plus None
of the above. Machine learning (ML) supports this process [10]. In initial lev-
els, volunteers are shown only glitches classified by a ML system as being quite
likely to be of the classes included in the level. Volunteers also have the option
of “None of the above” in case the ML is wrong, meaning that even beginners are
doing useful work checking the ML. As volunteers classify and gain experience
with glitches, they are promoted to higher levels with more choices, increasing
eventually to all 23 classes. At level 5, their attention is focused on glitches that
the ML was unable to classify.

Novel Glitch Identification Work. Assigning glitches to the predefined set
of glitch classes represents the lion’s share of the work done in Gravity Spy.
However, some glitches do not fit any known class and so may be examples
of as-yet undescribed classes of glitches. If new classes of commonly-occurring
glitches were better understood, their causes might be addressed to improve the
detectors [28]. Experienced Gravity Spy volunteers identify new classes of glitches
by creating and describing collections of “None of the above” glitches with similar
novel appearance (collections are a feature of the Zooniverse platform). This work
is supported by tools to search for glitches similar to a given glitch and to retrieve
metadata for the glitches in a collection. Volunteers can work independently but
often collaborate with other volunteers in describing novel classes. Cooperation
among volunteers takes place using the Zooniverse platform’s Talk forum [17].
Descriptions of suggested new glitch classes are provided to LIGO scientists and
if the class is common, volunteers can create a formal proposal that the new
glitch be added to the Gravity Spy classification interface. Six new classes have
been added to date and many more candidates have been proposed.

3.3 Findings: Background Knowledge in Gravity Spy

In this section, we describe background knowledge resources needed to under-
stand glitches in the LIGO detectors in the current Gravity Spy project, based
on our own observation and use of the site. We map these resources to the iden-
tified design principles that suggest which will be useful at different stages of
engagement with the project. We draw on interviews with active developers to
identify background knowledge resources that were not provided by the project
developers but that the volunteers identified as helpful.

A Zooniverse project includes multiple venues for presenting background
knowledge: the project description and “About this project” pages, a tutorial
that is presented to volunteers when they start classifying, a mini-course whose
pages are presented interspersed with the classification work, a field guide that
can be referenced during the task, a description panel that pops up when a clas-
sification is selected, and Talk pages for discussion among volunteers and with
the science team. We expect that the About pages and tutorial address the back-
ground knowledge needs of newcomers, the mini-course, field guide and detail
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panels, more experienced volunteers (those over the immediate hurdle of learning
how to contribute), and the Talk pages, advanced volunteers. This progression
shows a transition from authoritative to collaborative resources [19].

Fig. 2. The Gravity Spy classification interface is on the lower left, with the spectogram
of the glitch to be classified on the left and the possible classes on the right. The
numbered circles indicate the background knowledge resources provided, with examples
above and to the right.

For the classification task in Gravity Spy, the documents that volunteers
need to understand are the spectograms that they classify (shown on the left
side at the lower left in Fig. 2). In the current Gravity Spy, the “About” pages
(1 in Fig. 2) present the goals of LIGO, how the detectors work, what glitches
are, the goals of the Gravity Spy project and the research team. The pages also
provide links to published papers about Gravity Spy and to other reading about
LIGO and the detector. Each level has its own tutorial (2 in Fig. 2) to introduce
features added at that level. The tutorial is automatically shown the first time
a volunteer starts a level and is available afterwards on demand. The level 1
tutorial, shown to newcomers to the project, explains what a spectogram is, how
to perform a classification using the Zooniverse interface and how volunteers are
promoted to advanced levels. The mini-course (not shown) presents information
about LIGO, as much to keep volunteers’ interest than because of its immediate
relevance to the task. The field guide (3 in Fig. 2) describes each of the 23 known
classes of glitch with examples of their appearance, as do the popups that appear
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when a class is selected for a glitch (4 in Fig. 2). Finally, the Talk pages (5 in
Fig. 2) includes boards to chat, ask for help, report bugs, comment on specific
glitches or to discuss the science behind the project. Additional boards were
created later to discuss and propose potential new glitch classes discovered by
the volunteers. Some experienced volunteers act as moderators for the Talk pages
and often answer questions from other volunteers.

The design principles developed above suggest that newcomers require help
understanding the purpose of documents and their form and content. Reflecting
this ordering, the current Gravity Spy About pages and tutorial describe the
purpose of a spectogram, i.e., to show a glitch in a human readable format, its
form and what content it contains, namely a glitch. More established users need
to understand the boundaries and relevant participants involved in the work,
that is, how the work they are doing connects with other tasks and other partic-
ipants. The Gravity Spy project initially did not provide this information. How-
ever, advanced Gravity Spy volunteers have posted a range of potentially useful
information to the Talk pages, an example of collaboratively-created background
knowledge resources [19]. These include discussions of how the spectograms are
created and links to LIGO aLogs4, which record work done on the detectors,
linking the work of the LIGO scientists to the work of the volunteers.

As noted above, the advanced work in Gravity Spy consists of collecting
examples of potential new glitch classes and describing some of these classes in
a glitch proposal document. This work introduces two new kinds of documents
that must be understood, specifically collections and glitch class proposals. Vol-
unteers often collaborate to create these documents. Gravity Spy at present
does not explicitly describe this work nor provide relevant background knowl-
edge beyond the knowledge needed to do the initial classification task. Again,
the volunteers have created Talk posts that explicate the process. The project
scientists did create a template for a glitch class proposal, consistent with Øster-
lund and Crowston [23]’s finding that such standard forms are used to regulate
communicate between groups with different levels of background knowledge, in
this case volunteers and science team members. Accepted glitch class propos-
als also constitute a kind of ideal type for creating new proposals. In summary,
the framework seems to capture the kinds of background knowledge provided
in Gravity Spy as well as identifying lacunae (RQ1), and how these resources
change as volunteers gain experience (RQ2).

4 Study 2: Theory-Driven System Design

In this section, we present the second study, which seeks to use the design prin-
ciples developed above to proactively guide the design of a system to address a
novel problem (RQ3). We describe the novel problem, how that problem is han-
dled by experts and the suggestions from the principles about how to present
necessary background knowledge to enable volunteers to take on the task.

4 https://alog.ligo-la.caltech.edu/aLOG/.

https://alog.ligo-la.caltech.edu/aLOG/
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As noted above, a finding of our study is that the current Gravity Spy sys-
tem does not provide authoritative resources to support the advanced work of
identifying new glitch classes but that volunteers have created some. Still, vol-
unteers face challenges identifying and describing new glitch classes in a useful
way. The hope is that glitches in a new class have a common cause that can
be addressed. However, at present volunteers have limited knowledge about the
underlying mechanisms within the detectors that generate glitches, nor can they
explore those mechanisms. As a result, new glitch class identification is done
phenomenologically, i.e., by grouping glitches with similar appearance (witness
the fact that volunteer-identified glitch classes are named by shape, e.g., Helix
or Crown, in contrast to most LIGO-identified classes that are named by cause,
e.g., Whistle or Scattered Light). This approach has been effective in identifying
new glitch classes. However, the essential next step of identifying causes requires
the attention of the overloaded LIGO science team. In this section, we describe
how we are using what we have learned about background knowledge to design
a new citizen-science project that will enable volunteers to take on some of this
analysis work, addressing our third research question.

4.1 Methods

To identify what resources would be useful to support this task, we carried out
interviews with experts as described above for Study 1. These interviews gave
us an understanding of the task to be supported and background knowledge
resources that might be useful. The resources identified by the experts were
sorted by the categories in the theory and to modes of delivery in the project.

4.2 Data-Centred Approaches to Glitch Analysis

We start by describing how professional LIGO scientists address the task. To
explore the cause of glitches (i.e., what is happening in the detector or the
environment that causes particular classes of glitches), LIGO scientists carry
out studies using what are called auxiliary channel (AC) data. Along with GWs,
the LIGO detectors record more than 200,000 channels of data per detector from
a diverse set of sensors that continuously measure every aspect of the detectors
and their environment (e.g., equipment functioning, activation of components,
seismic activity or weather) [21,22]. This dataset holds clues to the cause of
glitches, but the large volume of data demands ways to transform this massive
volume of data from disparate sources into useful information.

Currently LIGO uses a number of algorithms (e.g., hVeto [27], iDQ [4], Karoo
GP [8]) that identify statistically-significant correlations between a loud event
occurring in the main GW channel (a likely glitch) and an event in one of the
other channels. Since different classes of glitches are created by different mech-
anisms, they are correlated with diverse ACs. As useful as these tools are for
providing clues to the causes of glitches, statistical correlations represent an
incomplete picture and do not clearly point to causality. Some channels experi-
ence loud events frequently, so the fact that they correlate with a glitch might not
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be informative. Channels have complicated interdependencies (e.g., because of
being in the same location or actually dependent on each other through feedback
loops), so many channels can show correlation with the same glitch. As a result, a
channel may be a statistically-significant witness for a class of glitch even though
it is not actually close to the root cause. A further issue is that only some of
the mechanisms connecting parts of the detector are well understood. Mecha-
nisms can be complex and non-linear, may involve complicated interactions (e.g.,
between environmental conditions and detector functioning) and some are yet
to be discovered. Much work is needed to determine if highly-correlated events
in the ACs point to the root cause of the glitch.

Fig. 3. Spectrograms of two auxiliary channels related to the glitch in Fig. 1, (a) power
recycling cavity length (PRCL) and (cb alignment control channel (ASC).

Figure 3 illustrates the exploration process as currently performed by LIGO
scientists. Simply looking at a spectrogram of a glitch from the main GW chan-
nel (Fig. 1 above) does not show a very obvious morphology. The slight change
in frequency hints at the type of glitch, a Whistle, but information from auxil-
iary channels is needed to understand its cause. A first step in the exploration
is a closer comparison of the morphology of the glitch and correlated channels.
For our Whistle, looking at the power recycling cavity length (PRCL) chan-
nel (Fig. 3a) one finds an event that looks like a louder version of the Whistle
glitch; the same shape is present in the GW channel (Fig. 1), but at a much lower
amplitude, largely obscured by noise. Other channels may show similar patterns-
e.g., Fig. 3b, an alignment control channel (ASC)-but not as strongly as PRCL.
Understanding the layout of the detectors and the provenance of the dataset
helps to make sense of the root cause of the Whistle: the GW and the PRCL
channel (among others) witness radio frequencies; different radio frequency oscil-
lators move closer and farther apart in frequency, creating a varying beat note
that is the Whistles’ unique pattern.

Whistles provide a particularly clear example of a connection between glitches
and events in other channels. More challenging classes of glitches require explor-
ing correlations between multiple manifestations of the class and relevant ACs
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over longer periods of time to develop a full picture. Looking through spec-
trograms comparable to those in Figs. 1 and 3 (but for hundreds of ACs) over
many different glitches can provide hints to the root cause of the glitch, as the
same pattern of channels reappear in association with the same kinds of glitches.
However, interpreting these patterns requires understanding likely mechanisms
of glitch creation.

4.3 Enabling Volunteers to Engage in Glitch Analysis

At the moment, the analysis of novel glitches described above is done only by the
LIGO scientists, and their analyses are limited by the time they have available.
Based on our understanding of what is needed to enable non-experts to explore
complex datasets, developed in the study described above, we believe that we
can enable citizen scientists to carry out some of the time-consuming analysis
required for the novel classes of glitches that they are already involved in iden-
tifying. To do this, we will provide volunteers with access to auxiliary channel
data and, more importantly, support them in learning about the detector and
the data it records, e.g., by providing relevant background information about the
channels and the process by which channels influence each other. Developing and
evaluating this system will serve as a further test of the theoretical framework
articulated above.

Specifically, our plan is to develop a new citizen-science project, Gravity Spy
2.0. Volunteers will move through different tasks as they contribute to the analy-
sis and build their knowledge, as shown in Fig. 4. In the first task, knowledge will
be built while examining individual glitches and vetting their relation to activ-
ity in the various ACs. We have identified a subset of several hundred channels
that are most informative to use in the project. This task will be performed in
a Zooniverse project-builder project. As in the current Gravity Spy system, we
plan to introduce glitches and ACs gradually so volunteers have time to learn
the nature of that set of glitches or channels. This staging will be supported by

Fig. 4. Flow of data through volunteer and ML processing for Gravity Spy 2.0.
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doing an initial sort of glitches using the ML glitch classification models created
for Gravity Spy.

In the second task, volunteers will examine collections of glitches and the ACs
identified as related in the first stage to identify recurring patterns of connections
for a particular class of glitch, and ultimately (in the third task) to deduce which
ACs are the causes of those glitches. Both tasks will be supported by additional
ML processing, to search for glitches with similar appearance and pattern of
related ACs or to draw causal inferences from the connections.

4.4 Background Knowledge to Support Gravity Spy 2.0

In this section, we present our ideas for designing background knowledge for
Gravity Spy 2.0, considering primarily Task 1, our current design focus. As with
the original Gravity Spy, we expect newcomers to first need to understand the
form and content of the documents, through material presented in the About
pages and tutorial. Much of the background knowledge material developed for
Gravity Spy is still applicable. Indeed, it would likely be beneficial for volunteers
to have experience with Gravity Spy 1.0 before engaging with 2.0. However, for
Task 1, the materials will also need to explain how the spectograms present
information from different ACs and what those are.

The design principles suggest that more established volunteers need help
understanding information provenance and the process of the work. Provenance
information for LIGO AC data includes what kind of detector collected them
(e.g., a seismometer vs. a magnetometer), which is necessary for understand-
ing their implications for glitch formation. To understand provenance, a basic
understanding of the parts of the detector will be necessary. One resource is
published descriptions of the detector and its subsystems, e.g., [1,5], along with
papers describing glitches and how they are characterized, e.g., [2,12,21,22].
These papers might be linked directly or summarized. A list of acronyms5 will
also be helpful for decoding the detector descriptions and the channel names.

A key element in the system will be an ontology of the ACs that presents
the background knowledge needed to understand each channel. We are currently
building an initial ontology from existing LIGO documentation, with input from
LIGO experts. For instance, LIGO maintains a public website6 that describes the
physical and environmental monitoring sensors and a private website describing
the instrumental channels. The ontology will be refined throughout our project.
A limitation of the Zooniverse project builder is that the field guide is a simple
list, making it unusable for presenting information about hundreds of channels.
To get around this limitation, we will present the information on a Wiki. Part of
the Wiki page will be populated from structured data about each channel (see
Fig. 5 for a prototype of a channel page). The Wiki will also allow description
and exploration of clusters of related channels, e.g., those in the same subsystem
or at the same physical location in the detector (the links in the breakdown of

5 https://dcc.ligo.org/M080375/public.
6 http://pem.ligo.org/.

https://dcc.ligo.org/M080375/public
http://pem.ligo.org/
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the component name). A key benefit of presenting the information on a Wiki is
that volunteers will be able to add to it, thus supporting individual exploration
and collaborative background knowledge creation in a structured way.

Fig. 5. Prototype Wiki page for the channel shown in Fig. 3a.

4.5 Background Knowledge for Understanding Related Documents

The design principles presented above describe the kinds of background knowl-
edge need to understand single documents. A needed extension to the model
is that, in addition to understanding documents individually, we also want the
volunteers to understand possible relations between documents, i.e., how a glitch
recorded in the GW channel relates to a signal in one of the ACs. We believe that
the design principles developed above also apply to describing the background
knowledge needed to understand these relations.

Specifically, we believe that newcomers to the task will first need to under-
stand the purpose of the relations and their form and content. The purpose will
be described in the About pages, namely, to identify which channels may be part
of the processes creating glitches. Form and content in this case refers to how
the two spectograms are related. As noted above, glitches do not simply appear
in the same form in different ACs, so volunteers will need to learn the form of
the relation (i.e., what a Whistle glitch looks like in other channels). We plan
to add information about relationships to the AC ontology, e.g., information
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showing the form of a relationship between channels as it is discovered. As it
would be impractical to capture all combinations of hundreds of channels, we
will focus on describing how a signal in the AC affects the GW channel for a
particular kind of glitch. For instance, the page shown in Fig. 5 could describe
for which glitch classes it has been observed to be active; a page for a particular
glitch class, the seemingly related channels, perhaps with examples. However,
it could be that some other combinations are interesting and worth describing,
e.g., channels that seem to be frequently active in combination. An advantage
of presenting the information on a Wiki is that the volunteers will be able to
extend the channel information as they discover interesting relations.

A major complication is that we lack training material for most combinations
of glitches and ACs. To fill this lacuna, we will use the volunteers’ contributions to
identify relations. To do so, we need to develop a way of describing the relations
between spectograms in a few basic terms (e.g., “identical”, “same shape, reduced
intensity”, “truncated”, “no relation”) that volunteers can reliably identify. In
task 2, volunteers will examine collections of glitches to identify which ACs are
reliably related and in what way. This identification can then feedback to support
the volunteers working on task 1 and eventually to train ML systems.

Once volunteers are past the initial hurdle of learning how to interpret the
form and content of related channels, we expect that they will need information
about provenance and process. In this setting, provenance means understand-
ing the origin of the relation between the GW and ACs, that is, what about the
detector causes those channels to interact? The plan is to provide a description of
the detector functioning that should support volunteers in understanding these
connections. Finally, to support the most advanced users, we need to present
information about the context of the work, specifically, how identifying rela-
tionships will support further work with this dataset. Such information can be
presented in the Talk discussions or added to the Wiki.

5 Conclusion

We are currently building the system described above. The Zooniverse project
builder makes it straightforward to present spectograms to volunteers and to col-
lect their judgements about the relationships. The difficult part in building the
initial phase of the project is determining what kinds of background knowledge
volunteers need to make sense of the images being presented and to understand
whether there is or is not a relationship. By drawing design principles from the
theories presented above, we have developed a starting set of ideas about what
kinds of background knowledge are important and are now developing materials
to populate the site (e.g., the Wiki pages shown in Fig. 5). We are also investi-
gating the contribution of ML processing, e.g., to pick glitches of a particular
class to show a volunteer or to cluster channels with a similar relationship to a
glitch.

We are currently conducting focus groups with advanced volunteers to refine
the design. Participants have suggested additional resources that they have found
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helpful that we are including in the design. For instance, one volunteer pointed us
to a Ph.D. thesis [7] describing the control system for the Virgo detector, which
operates on a similar principle to LIGO. A few volunteers will be interested in
such resources, while more may benefit from excerpts or summaries on the Wiki.

In future studies, we will evaluate the usefulness of identified elements of
background knowledge by analyzing system log data which contains information
about elements that volunteers interact with. Through this analysis, we hope to
uncover which knowledge (e.g., form and content, purpose, etc.) about glitches
and ACs is important in supporting less-expert users in being able to make
sense of the data. We will also evaluate learning enhancements by correlating
use of background knowledge with volunteers’ performance and engagement.
Since we expect background knowledge will enhance learning, we can identify
whether volunteers who used certain resources produced more advanced analysis.
We can also test whether the framework applies to understanding document
relationships, as well as documents individually.

Overall, we expect our ongoing research to provide useful and novel insights
about the kinds of background knowledge that are effective in enhancing the
abilities of non-experts to conduct advanced data analysis. We expect our results
to be informative in the many settings where less expert users want to be able
to contribute to a complex on-going project. The design principles articulated in
Sect. 2 describe the kinds of background knowledge that should be supplied and
how these should be ordered. For instance, in a biodiversity project like Snapshot
Serengeti7, we expect newcomers to benefit from explanations of the purpose,
form and content of the documents they will encounter (e.g., the photographs
and descriptions of the species). Information about the context of the work or
provenance of the images might be deferred until those elements are mastered.
Our experience in building and operating Gravity Spy 2.0 will provide a needed
test and perhaps update of these principles. Armed with these results, future
project developers will be better able to scaffold the introduction of relevant
background knowledge to smooth volunteers’ entry into and progression through
their projects.
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Abstract. While music notation can be represented across modalities, it
is typically only available visually (in standard print) resulting in access
barriers for Blind and Visually Impaired (BVI) musicians. Automated
conversion tools and common formats such as MusicXML have enabled
new workflows where a print score is transcribed (copied) and made into
large print and/or braille music. However, many musicians are unable to
acquire music in a format legible to them as transcriptions require time,
expertise, and specialized software to produce. Drawing upon the expe-
riences and suggestions of 11 adult BVI musicians with varying vision
ability and musical backgrounds, we outline a path to improving access
to music notation. To this end, we describe opportunities for utilizing
automation and crowd workers, make recommendations for customiz-
ing music in print, braille, and audio, and identify open challenges and
research directions for creating, storing, and sharing music across for-
mats.

Keywords: Blindness · Vision impairment · Music notation ·
Accessibility

1 Introduction

Fig. 1. Three music excerpts shown in standard western notation (left), MusicXML
data (center), and braille music (right). Transcribers leverage automated technologies
and specialized tools to convert between mediums, but many musicians do not have
access to scores they can read.

Music notation is any system of instructions depicting what sounds to make and
how and when to make them. Conventional western notation appears as printed
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dots and symbols arranged spatially on lines indicating pitch, rhythm, and other
stylistic information (Fig. 1). Music notation is more prevalent in some traditions
like classical music, e.g. orchestral and choral composition, than others, e.g.
pop songwriting [43]. While the ability to read notation is not a prerequisite
to make music or pursue it professionally, it is telling that many notable blind
musicians across American history like Stevie Wonder did not read music and
instead learned “by ear” [37]. Blind and Visually Impaired (BVI) musicians face
significant barriers if they wish to learn notation or pursue a style of music where
notation skill remains mandatory.

There is a huge backlog of music that is only available visually. Visual music
notation, engraved on scores in standard print/PDF formats, follows typical dis-
tribution of media and can be obtained from libraries, online repositories [33],
and publishers. BVI people cannot access PDF scores with their screen readers,
assistive technologies that speak the contents of a digital screen [4]. Perpetuat-
ing this environment of visual-only music, commercial software pervasively use
graphic, “what-you-see-is-what-you-get” interfaces geared towards print scores
[3,31,32], while most publishers only sell new music in print and do not sell
source files, such as MusicXML, to create accessible formats due to copyright
concerns. As a result, small but dedicated teams across the world transcribe
(manually copy) visual music and convert it accessible formats.

The goals of this research are rooted in the social model of disability [23] in
which we believe that the problem of inaccessible notation arises out of systems
and infrastructures oriented towards producing visual-only music. We set out
to understand the experiences of BVI musicians accessing the scores they need,
and propose systemic solutions to increase access. We first give an overview
of music notation in Related Work (Sect. 2) in which we describe the braille
music and large print formats read by BVI musicians, identify organizations and
structures that make accessible notation available, and detail processes for tran-
scribing print music. We then present our Methodology (Sect. 3) to understand
how 11 BVI musicians use notation. In Findings (Sect. 4), we depict participant
experiences with transcription, customization, and music repositories. Finally,
we discuss recommendations (Sect. 5) drawn from participant suggestions and
past work to make accessible music notation more widely available.

2 Related Work

We describe accessible alternatives to standard print (braille and large print),
identify popular organizations and resources that produce or share alternative
notation, and outline the transcription processes for copying and converting print
scores into these alternative formats.

2.1 Alternative Notation: Braille and Large Print

Braille and large print notation are currently the two most common alternatives
to visual music. Many BVI musicians learn and read music using braille or large
print but their preference depends on vision ability, training, and interest.
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Braille Music. Braille music uses the same six-dot cells as in other forms of
braille [20]. Unlike print notation, where notes are arranged spatially and mark-
ings can iconically represent their sounds, braille music is linear and symbolic.
Braille scores tend to be longer than their print counterparts and the rules and
conventions governing the format of scores are well defined [40]. Physical braille
music scores are made with embossers while digital files can be accessed on
refreshable braille displays.

Many prior studies have depicted the experiences of braille music readers,
learners, and educators e.g. [2,3,17,30,35]. In a large UK study, 100 of 191 BVI
musicians surveyed said they read braille music, though the authors acknowledge
that the word “read” constitutes a wide range of skill. While blind musicians
have discussed alternatives to making music without formal notation [32] and
argued for and against its relevance, braille music expertise is perceived necessary
for some practices, especially high-level classical performance [3]. Park and Kim
argue that learning braille music is more difficult than print while braille music
readers use scores differently and leverage audio recordings frequently in prac-
tice/memorization [30]. We suggest multimodal tools and workflows for learning
and discuss alternatives to conventional braille music.

Large Print Notation. Large print scores, also referred to as Modified Stave
Notation [3], feature enlarged elements and paper, increased spacing and thick-
ness, adjusted color, and other alterations making them more legible for people
with low vision. There is little research on large print notation and fewer BVI
musicians appear to read it compared with braille. One study reported that
only 20 out of 191 BVI musicians read large print notation, yet this small group
reported varied vision abilities and score preferences [3]. Large print readers
used different layouts, some preferred print while others preferred digital copies,
and one described fatigue after extended use. As our paper discusses, a single
magnified version may not support all users given such diversity.

2.2 Software for Notating Music

Most mainstream music notation tools, e.g. Finale [22] and Sibelius [1] feature
a graphic user interface in which a digital score is manipulated via mouse and
keyboard. While they do not export music in braille, some support large print
scores. Since these systems are often inaccessible or difficult to use, many BVI
musicians combine commercial and custom tools [3,32,39]. Past research [3,32]
has shown one common alternative is Lime Aloud, developed by Dancing Dots,
a company led by a blind developer [8]. Lime Aloud supports screen readers and
braille displays, and as discussed below, comes bundled with software that aids
transcription. However, Lime Aloud is expensive and only available on Windows.

Text-based systems, in which print notation is generated from plain text,
can be more immediately accessible to BVI musicians because text is directly
interpreted by screen readers [31,41]. For example, ABC is a human-readable
syntax widely used to notate folk tunes [45] while LilyPond is an advanced
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engraving language akin to LATEX for music [13]. While many editing environ-
ments and command line tools only create print notation, the SoundCells sys-
tem, co-developed by researchers and blind musicians, converts ABC into braille
music and large print music within an accessible, web interface [31]. Additional
tools dedicated to braille include the Braille Music Editor [10] and Braille Music
Notator [38]. General-purpose braille editing software, like Duxbury [9], is viable
because braille music uses the same underlying system as other forms of braille.

2.3 Braille and Large Print Music Repositories and Distribution

BVI musicians have a few avenues for acquiring braille and large print music, but
the collections available are smaller than collections of standard PDF scores. In
the United States, the National Library Service (NLS) collection of braille music
transcriptions emphasizes piano, vocal, and choral music composed between the
18th and 20th centuries [27]. The collection also includes large print scores in one
standard layout, and other educational and audio materials. Furthermore, the
NLS maintains a list of certified, professional transcribers who produce braille
scores as a service [26]. Other national organizations across the world [12] like
ONCE in Spain, and local community organizations such as the Filomen M.
D’Agostino Greenberg School in New York [11], also hold collections and may
provide transcription services. However, their contents are not always shared
publicly and may not be available outside the local population/community.
To address the scattering of materials and expertise, the DAISY Music Braille
project, an international consortium of blind-serving organizations, schools, and
companies [42], has begun an initiative for sharing scores and transcription work
between organizations. Additionally, the Marrakesh Treaty simplifies sending
musical materials across countries who have signed the treaty through limita-
tions and exceptions to traditional copyright law [46].

BVI musicians are at a disadvantage both when purchasing new scores and
when acquiring free scores in the public domain. While we do not discuss the
legalities of copying and sharing music under copyright, laws such as the Effec-
tive Communication Clause in the Americans with Disabilities Act (ADA) [44],
protects services that provide accessible materials, like braille and large print, to
BVI people. Music publishers only sell one version of a score in standard print
or PDF format and do not usually share MusicXML files due to the ease with
which they can be copied, edited, and otherwise misused. Thus, BVI musicians
can pay twice, first for the score and second for the transcription service.

Alternatively, there is a vast collection of free music in the public domain
that can be shared in any format. The International Music Score Library Project
(IMSLP) [33], is the largest online catalogue containing more than 650,000 (inac-
cessible) PDF scores dwarfing the NLS collection of instructional music materials
and scores, about 25,000 braille, large print, and audio files [27]. Another large
online collection, MuseScore, holds hundreds of thousands scores that can be
downloaded in MusicXML and accessed within an interface that supports audio
playback and resizing [25]. MuseScore’s collection consists of original works and
transcriptions posted by users rather than professional publishers or transcribers.
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While scores can be filtered by user rating and copyright, this repository has not
been evaluated in research as a resource for acquiring music in braille/large print.

2.4 Transcription Processes

Fig. 2. Overview of braille music transcription process to convert from PDF/paper
score to braille notation depicted with corresponding software. Early steps require
vision ability while later steps require braille expertise.

Transcriptions can made by certified, sighted experts [26], or sighted/non-sighted
pairs in which the former reads from a score while the latter notates braille
[16]. In this paper, we focus on processes that distribute work across a team
with the use of software to help convert from print to braille. Conversion tools
include GOODFEEL bundled with Lime Aloud [8], Sao Mai Braille available
for free on Windows [34], music21 an open source Python library [7], and other
systems developed by researchers [14,15,21]. Typically, these programs import
MusicXML, a standard music source file supported by all music notation soft-
ware, and generate a braille file. Unfortunately, a MusicXML file is not often
available and conversion programs are imperfect [3].

When a MusicXML source file is unavailable, a collaborative transcription
process consists of multiple stages (depicted in Fig. 2 and detailed in [31]). First,
one or more sighted people transcribe (copy) a PDF or print score into notation
software. One approach is to manually copy all musical elements, – notes, mark-
ings, lyrics, etc. – a time-consuming and expensive task for a professional. An
alternative to manual copying is to use score scanning or Optical Music Recog-
nition (OMR) software, such as SharpEye bundled with Lime Aloud [8]. Then,
once a score has been manually transcribed or scanned, it can be exported to
MusicXML and then converted to braille with one of the aforementioned pro-
grams. Because this automatically generated score may contain mistakes and
inconsistencies, it is usually sent to a braille music expert to make corrections
and improvements to layout and style [18].
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Human and technological efforts to improve the quantity and quality of
transcriptions have been pursued. The OpenScore project has explored crowd-
sourcing, or distributing transcription labor across volunteers [28] with mixed
success. One effort resulted in the completion of hundreds of lieder, short songs
for voice and piano, while another effort to transcribe 100 complicated orchestral
works remains largely incomplete. Scanning systems are being pursued in Music
Information Retrieval (MIR) research, but until they are 100% accurate [6,36],
users still need to refer to the original to correct mistakes. BVI musicians have
expressed hope that scanning improvements will widen access, but current tools
were thought cumbersome, costly, and inaccessible [3]. This paper elaborates on
how BVI musicians contribute to transcription and access transcribed scores.

3 Methodology

Our goal is to make accessible music notation more widely available. To under-
stand the experiences of BVI musicians, we re-analyzed interview data we pre-
viously collected with 11 musicians who range in vision ability, notation skill,
and background [32]. Because interviews were about music making in general
and our earlier publication highlighted technology-mediated practices that do
not use notation, like music production, significant portions of the data had yet
to be considered.

3.1 Interview Protocol

We ran remote interviews via Zoom with 11 BVI adults who had at least one
prior experience making original music with technology. Participants shared an
example of their work before the interview so we could discuss it and understand
their musical practice. Further details about the interview protocol are published
in [32].

3.2 Evaluation

We conducted a thematic analysis on the interviews recorded and transcribed
verbatim [5]. We used an inductive coding approach and did not incorporate
themes from that prior analysis. The lead author read each interview and high-
lighted responses referring to specific music notation, e.g. a braille or print score,
or notation in general. Prior evaluation focused on how participants wrote and
produced original work with music technology. Here, we include participant expe-
riences, strategies, and anecdotes about acquiring, memorizing, and practicing
with notation. Following two iterations and discussions within the research team,
we finalized tags organized by the main themes, “Modality,” “Notation,” “Tran-
scription,” and “Curb Cut Effect” referring to speculation about broad impacts
of novel systems or approaches. As this report is solution-oriented, we orga-
nize Findings (Sect. 4) by challenges and address each challenge in order in the
Discussion (Sect. 5).
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3.3 Participants

Participants, listed in Table 1, possess diverse music backgrounds. Three (P6,
P9, and P11) do not actively read and/or write notation because they do not
use it in styles rooted in popular music and jazz. Four (P2, P4, P5, and P7) have
worked professionally as transcribers producing braille or large print music for
themselves and others. Additionally, three (P3, P8, P10) have worked to prepare
braille, standard, or large print scores for themselves and/or their collaborators.
Two (P1 and P8) discussed a changing relationship with notation corresponding
with a gradual decline in visual ability over many years. P1 read music expanded
on an iPad, but had not written notation in years, while P8 preferred learning
by ear and improvising though she could read braille and has prepared scores
for others. All but P1, P2, and P5 are older than 50, and only P8 identifies as
female while the others identify as male.

Table 1. Participants

ID Training Music format Computer access*

P1 Master in Composition Large print MM

P2 Master in Jazz Large print MM

P3 School for the Blind Braille SK

P4 School for the Blind Braille SK

P5 Bachelor in Composition Braille SK

P6 Lessons/Self Taught None SK

P7 BM Jazz Braille SK

P8 Lessons Braille SK

P9 Audio Production Diploma Large print MM

P10 School for the Blind Braille SK

P11 Bachelor in Audio Engineering Braille SK

*MM = Magnification/Mouse, SK = Screen Reader/Keyboard

4 Findings

We report experiences making music notation accessible through transcription,
customizing scores to improve usefulness and legibility, and finally accessing
scores found in online repositories.
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4.1 Transcription Experiences

Participants shared how they acquired music or contributed to a transcription,
and explained how humans address constraints of automation.

Possibilities and Pitfalls of Automated Transcription. Participants had
experience with two stages of an automated transcription process (Fig. 2): scan-
ning a PDF score, and conversion from a transcribed score to a braille file. While
scanning provides an alternative to manual copying, P7, who used the commer-
cial software SharpEye [8], told us that scanning is “wonderful” when it works,
but when it does not work, mistakes cannot be corrected without vision ability:
“If you’re blind, you’re kind of dead in the water with music scanning if there
are errors because in order to correct them you need two things: You need to be
able to use these applications, which by nature aren’t very accessible. But even
more basic you need to be able to refer back to the original score.”

Conversion scripts that generate braille from a source file were used widely
among participants (P2, P3, P4, P5, P7, and P10). Describing his workflow, P4
said, “I’ll write in Lime and then pass the Lime to GOODFEEL which turns
Lime’s printed notation into braille.” When a MusicXML file is already available,
automated conversion enables independent access and can negate need for profes-
sional transcription. P7 reflected, GOODFEEL is “great for piano sonatas, string
quartets, individual vocal parts. Somebody sent me recently a MusicXML file of
the first movement of Mozart’s 40th symphony, and it imports great, plays back
great, transcribes the braille.” However, some outlined how complicated music
and edge cases led to limitations and errors. P7 acknowledged that “GOOD-
FEEL is not a tool for some pretty complicated things like page directions.”
Furthermore, P5 reported that GOODFEEL supports advanced notation like
quarter tone accidentals (notes in between notes), but describing a non-western
scale, told us “I think for any custom accidental beyond that, a symbol will have
to be defined by the transcriber.”

When Humans in the Loop Are Helpful. While automation has increased
speed and accuracy, participants found human input important to improve for-
matting and legibility. P2, P3, P4, P5, and P7 all had experience notating music
for sighted people and needed sighted aid in the final stages making print scores
they could not read. For example, P2 said, “it’s actually quite difficult to pre-
pare regular sheet music because everything is scaled down to normal size and
so I had some assistance just to get everything nice and presentable,” and P3
estimated, “90% or 95% of the arrangement, I can do by myself.” P4 identified
common issues, “I’ll send the PDF and they’ll tell me, ‘It needs to be spaced
a little differently’ or ‘you forgot a double bar’ and I’ll fix it. Probably the
biggest problem is clashes of text.” Like print, automatically generated braille
scores rarely follow formatting best practices. P5 described how the formatting
of GOODFEEL can be “crude” because, “braille music rules with formatting
are harder to implement than some other ones specifically about symbols being
used in certain places.” P5 manually formats scores with Duxbury [9].
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Manual formatting was not always thought necessary. For example, P8
described her process creating parts for her chorus without sighted aid, “I dis-
covered that I could use ABC and create an ASCII text file that could then
generate actual printed music. I never got good at actually putting the words
located correctly underneath each staff. But ABC will also do a quick and dirty
version where you have several notes and then the words below. It’s a little
harder for singers, but still achievable.” Furthermore, in order to get parts to
musicians quickly, P4 requested that transcribers “not worry about GF [GOOD-
FEEL] processing and braille proofing” because P4 owns the software to make
corrections if/when they come up.

4.2 Barriers to Customizing Scores

Best summed up by P4 who told us succinctly, “We avoid PDFs,” participants
described how standard print alternatives aid learning, memorization, and per-
formance.

Experiences with Large Print Music. When only standard print was avail-
able, participants used other access strategies, but sometimes these complicated
their ability to learn. For example, P3 and P8 read print music as students but
did not have a means to acquire large print scores. P3 said, “my father used
to write it bigger. My father doesn’t know anything about music, but he just
copied it, I guess.” P8 said, “I had to literally bend over the piano keyboard, get
my nose up into the book, and see just a portion of the score.” She eventually
“rebuilt the music rack on the piano” to position the music closer to her face,
but this required P8 to practice uncomfortably with her “hands crammed in the
stomach.” The difficulty reading led her to memorize music very quickly and
make predictions, which she sometimes got wrong. P8 joked, “needless to say, it
was easier to learn Mozart than Beethoven or Scriabin.”

Digital scores increased music access for large print readers. P1 initially faced
difficulty in a musical theater class in which students were expected to sight read
print handouts. He said, “it’s possible for me to read something on a piece of
paper with no backlighting, it just takes a long time and I lose my place easily.”
He requested digital copies be provided in advance enabling him to read with
the aid of iPad settings, like zoom and color contrast, and become familiarized
with key sections before class. Of those we spoke to, P2 was most experienced
making large print scores for himself and others by fine tuning layouts within
the commercial notation software Finale [22] in which he adjusts “very specific
engraving things,” such as “lines needing to be darker or lighter, measures per
system, how many pages, where are rehearsal marks, where are dynamics...” To
initially determine vision ability for musicians, P2 uses an eye chart with music
notation instead of letters, and he maintains a spreadsheet with musicians’ pref-
erences. Other requirements, such as whether a score will be read in performance
or memorized beforehand, also determine layout.
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Braille Customization for Learning and Navigation. Braille scores tend
to be longer than print counterparts, and navigation can be tedious due to
braille notation density. P6, who decided not to pursue braille music said, “this
teacher was trying to teach me braille music and it was just too complicated.”
Others fluent in braille music discussed their approaches to learning new scores.
Instrumental musicians memorize music in advance. For example, P5 described
his process on piano, “I learn measure by measure, part by part and then I
have to build it up and commit everything to memory.” Singers, in contrast,
may read braille during rehearsal or performance because their hands are not
occupied, but they may not need or want the entire score. P7 said, “I’m much
better remembering tunes than words so I would get my own lyrics to have when
I perform. I like to read it just to keep on track.”

Some read non-standard braille notations or invented their own. P4 and P8
used the text-based notation ABC [45], while P4 and P10 explained idiosyncratic
notations: P4 wrote orchestral scores in his own reduced format, “I used my own
notation, but it’s still conventional enough... I often would do each orchestral
part as a group, almost like a piano reduction. So the winds had their own
section, the strings had their own section, the brass had their own section –
unless there was a solo and I worked out ways to do that. I even took little
shortcuts.” P10 remembered a sighted teacher who refused to transcribe music
into braille and instead “came up with his own text-based method of showing
the note and the duration. He used a spatial layout where equal signs and dashes
sort of represented where notes were placed in the measure.” More recently, P10
and a collaborator invented a notation (discussed again below) that only depicts
chord charts and is much simpler than conventional braille music: “People get
tripped up with braille music when it comes to actual music notation. The way
the code works really throws people off at first... What we’re doing is just giving
access to chord charts.”

Advantages of Audio Playback for Learning and Memorization. Many
participants described the use of synthesized audio, sound generated in software,
as part of their learning/practice routine. Four participants, who cannot read
large print and often choose not to use braille (P6, P8, P9, and P11), preferred
to learn through sound. P6, P9, and P11 do not find braille useful because
they perform popular styles without notation. For example, P6 said “you know
for rock or folk it’s not that important.” P8 finds braille uncomfortable, “after
several minutes of trying, literally my fingers don’t like to move across it anymore
- it starts to irritate.” As a result, she modified her piano performance style and
believes that “if you are a reasonably good musician, the ears are arguably faster
than braille.” That said, she admits that the audio channel is limited especially
for advanced musicians, “Braille is probably still good to really validate... What
you don’t have (from audio) is all the ancillary data, you know the staccato
mark, that other stuff. I’m not sure how you get that... Why not work with a
teacher if you’re working at that level?”
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P3, P4, P7, and P10 combined braille and audio playback to learn music.
For example, P4’s chorus consists of BVI musicians with access to braille and
large print, but P4 works with the music production software Sonar [8] to create
additional “audio learning material” including isolated parts with synthesized
voice (e.g. soprano, alto) and recordings of spoken lyrics. P10 additionally cre-
ated audio files that he felt enhanced learning guitar songs: “As a blind person
playing the guitar, I have to have both hands on my instrument... So I came up
with a super simple scheme to learn a song more quickly than stopping and refer-
ring back and stopping. Talking about low-tech, I will get a metronome going
and then I literally make a recording of me in time saying, ‘A minor seven’, ‘D
seven’... And then like faster counts... I felt I can learn the tune in a fraction of
the time.”

4.3 Limitations of Existing Notation Collections

Participants found limitations in existing resources and catalogs in regards to
genre, file type, and quality. For example, P10 said, “While I do have access, you
know in a very limited form, to some jazz and popular music, there’s really not
a lot out there.” Participants have sought out alternative collections with mixed
success. For example, P8 downloaded scores in LilyPond and ABC texts, formats
accessible via screen reader, but despite prior programming experience, she found
LilyPond extremely challenging. P10 attempted to download MusicXML files
from MuseScore [25] but found the results unsatisfactory when imported into
Lime: “MuseScore and other repositories out there have a bunch of transcrip-
tions. But right now for me, it isn’t quite worth printing that stuff out. There’s a
little too much guesswork going on until it [Lime’s MusicXML importer] makes
those corrections.” Alternatively, P10 found a more reliable collection in the
iReal Pro guitar tablature application, “I downloaded a jazz playlist, like hun-
dreds of jazz standards. I listened to some and the controls for playing and
stopping, and using the mixer, and changing the key and the tempo - that was
all accessible.” P10’s subsequent effort to convert this library to custom braille
chord notation provides, as he envisions, “access to charts that sighted users
have that blind folks never had before. The comparison would be if I gave you
access to a home library and then suddenly gave you an internet connection.”

Music source files, if accurate, enabled some to navigate music within acces-
sible software across modalities. P8 discussed the Android SM music player app
[34]: “It’ll take either a MIDI file or a MusicXML file and allow you to play it at
any tempo in any key, to play the left hand parts within the left speaker, the right
hand part through the right speaker, set your beginning and end points here and
play over and over again.” Finally, P7 discussed how importing MusicXML into
Lime Aloud supports a range of people: “A sighted user and a blind user can
use the same thing pretty much on the same level. They can get the job done
and get the information in the format that’s most helpful to them, even two or
three formats.”
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5 Discussion

Connecting our findings with related work, we share our vision to 1) increase
the quantity of transcribed music, 2) make music notation customizable across
multiple versions and 3) distribute music files in an accessible manner. When
relevant, we include participant suggestions and ideas.

5.1 Efficiently Incorporate Crowd Sourcing in Transcription

While automation will become more accurate, including humans in the loop will
usually improve a transcription. Human input can be most effective in the tran-
scription stages of initial score input and final braille score editing (Sect. 4.1).
Because score input can be completed by sighted non-specialists with a variety
of commercial and free software, we see the largest opportunity for crowd sourc-
ing, or as P7 proposed “recruit people who aren’t specialists, as far as braille,
who can actually function as transcribers and can do the vast majority of the
meat and potatoes stuff.” The OpenScore project, a prior crowd-sourced effort
to transcribe and digitize “significant works,” offers lessons for future approaches
[28]. As of this writing, only 14 of 100 tasks have been completed and posted
to the OpenScore repository [29]. OpenScore suggested that the complexity of
selected works intimidated volunteers [28] because a separate effort to transcribe
250 shorter, simpler works was completed in four months. We propose partnering
with local blind-service organizations. In our experience as transcribers, complex,
massive works beyond 100 pages are rarely needed. Usually, musicians request
excerpts or individual parts. Furthermore, scores selected to meet immediate
need may increase volunteer motivation. We also propose recruiting high school
and college students studying music who are required to learn notation soft-
ware in their coursework and are often assigned practice transcriptions. Open
questions are how accurate volunteer input will be, whether accuracy increases
with experience, and how many workers are ideal to contribute to a single score.
Researchers should test workflows that incorporate automated score scanning
and even utilize manually-corrected results to improve data sets given that cur-
rent Optical Music Recognition systems are trained via machine learning [6].

The final stage of a braille transcription process, improvements to accuracy,
formatting, and legibility, requires expertise. As this is skill uncommon and can
take years to cultivate and become certified [26], braille music editing is unlikely
to be a task easily adaptable to crowd labor. However, high quality MusicXML
files appear to yield sufficient braille scores (Sect. 4.1) rendering a professional
unnecessary at times, e.g. when one needs immediate access, does not want to
pay extra for professional work, or can proofread and format on their own. In
instances when automated braille conversion is insufficient for a particular score
or it prioritizes choices that may be open to interpretation, limitations, warn-
ings, and errors should be communicated to an end user. Platforms that provide
MusicXML files (e.g. MuseScore [25]) could direct end-users to professional ser-
vice providers, whose work remains unmatched despite software advances and
alternate workflows.
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5.2 Design for Customization in Scores in Notation Tools

There is no one-size-fits-all solution for music notation as evidenced by the range
of formats, mediums, and notations used by participants. In this section we list
specific customization requirements including page size, notation size, layout,
and density across modalities. The following characteristics are technically mod-
ifiable in music notation and braille editing software, but they require navigating
menus and knowing which settings to tweak (e.g. line spacing and thickness, note
size, font size, etc.) to achieve a desired effect.

Large Print Music. When customizing a large print score, end users should be
presented with general settings and optional details that may be tweaked. The
main features to determine are paper size (e.g. 8.5× 11, 11× 17), orientation,
and systems per page which is more relatable to print readers than magnification
percentage. The user should be made aware of page count given its relevance
to performance, e.g. two 8.5× 11 sheets can lie on a typical music stand at
a time. Other parameters that have been explored by P2 and cited in prior
research [3] include font selection, paper color, removal of repeated information
like clef/meter symbols to reduce clutter, and breaking pages across rests, which
can enable page turns during performance at the expense of longer page counts.
An open question is whether there are generic large print formats that could
be made available as PDFs, or whether each large print reader needs a unique
version.

Braille Music. Automated braille conversion tools already provide settings
both for formatting scores, e.g. paper size, cells per line, arrangement of parts or
voices, and presenting content, e.g. chord notation. Further customization would
support other use cases, e.g. isolating lyrics to support P7’s choral performance
practice (Sect. 4.2). P4 envisioned a system that can “present only the parts of
the music that you want to see. For instance, if you have a vocal score, it can
show you only the lyrics or only the music. You can have it jump to rehearsal
marks. You can have it filter out dynamics and things just so that you can
see the notes.” Given that MusicXML files are structured and labelled, and
music theory researchers already use tools like music21 [7] to filter and sort
score content, we see research opportunities to apply existing techniques to aid
braille music learning and memorization.

Synthesized Audio. Participants described using synthesized audio, making
audio recordings, and using accessible software for music playback (Sect. 4.2).
While there do not exist guidelines for generating effective audio learning mate-
rials in this context, we suggest options to alter tempo, isolate parts, and loop
specific sections. P8 described the difficulty of navigating audio files and sug-
gested drawing inspiration from NLS talking books: “You can skip forward, not
by time offset, but to the next chapter. You can then set the navigation granu-
larity and skip to the next chapter and the next subsection of the same chapter.”
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An additional approach used by P10 is reading music notation out loud. While
P10 used his own voice, solutions that use text-to-speech have been proposed
as “talking scores” [3]. While researchers have not studied text-to-speech music
learning, recently a free system called Talking Scores has been made available
online that generates a web page from MusicXML with notation described in
English that can be voiced by screen readers [24]. Research that evaluates talk-
ing score features, including content, granularity, and speed, could have broader
impacts for other audio descriptions of materials.

5.3 Storage and Distribution: Support Multiple Types of Notation

Future libraries and repositories of music notation can no longer include scores
in only one standard PDF version. Collections should include quality MusicXML
source files, but as these are not human readable or editable, they are not imme-
diately useful without other software. Instead, each score should contain a mix of
source and output files. Source files include languages like MusicXML, software-
specific files (e.g. .mus for Finale), and ABC/LilyPond for editing a score using
ASCII text. Output files should capture each modality including print/large
print, braille, and MIDI (audio). Braille files that have not been proofed may
be included, but flagged as potentially containing limitations and errors. Ide-
ally, the customization options listed above should be incorporated directly into
repositories preventing the need to download and learn additional software.

Including multiple file types supports more individuals and environments
with diverse needs and equipment. As P10 notes, with a braille score alone,
“it is presumed that the user has not only some proficiency in braille, but also
has access by way of a braille display or an embosser.” We further reflect on
custom notations created by P4 and P10 (Sect. 4.2). While non-standard nota-
tions, such as these, are unlikely to be found in libraries like the NLS, we think
they should be shared and made publicly available (with reading instructions).
Drawing inspiration from performers like Molly Joyce and Jerron Herman who
emphasize their disabilities in their work and infuse dance and music perfor-
mances with accessible media, like audio description and American Sign Lan-
guage [19], music collections should include rather than exclude readers, and
scores should transcend a single modality or notation.

6 Limitations and Future Work

We interviewed a small population of experienced, BVI musicians who were
recruited without demographic targets. Most of the notation referenced and dis-
cussed by participants can be labelled as “western classical.” As we showed,
“mainstream,” western scores are hardly made accessible, but scores from other
traditions are considered even less. It is important that accessible music collec-
tions promote diversity, and few of the approaches discussed above – automa-
tion, crowd-sourcing, standard customization options – are likely to be effective
at broadening access to non-western styles. Future research should incorporate
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the perspectives of non-western, BVI musicians. Additionally, our participants
were mostly older with established musical practices. Engaging with younger
BVI musicians, for whom access to notation could meaningfully impact relation-
ship with music performance and composition, will likely result in additional
requirements and research opportunities. Ahead, our team will continue design-
ing systems that export music across formats, pilot a initiative to pair volunteers
with a local organization that serves BVI musicians, and work with composers
and BVI musicians to make and perform using original tactile notations.

7 Conclusion

In this paper, we depicted difficulties BVI people face when accessing music
notation made in a format they can’t read. Our recommendations are intended
to address a significant backlog of visual-only music: Using crowd workers could
make music source files more quickly available, while supporting score customiza-
tion could include more diverse needs. Our collections of music in the future need
to incorporate more than standard PDFs.
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Abstract. Rural informatization in China has developed rapidly in recent years.
However, there are still significant differences in the rate of informatization of
rural and urban areas resulting from the historical resources imbalance. Existing
research is limited in studying the text of China’s rural informatization policies. To
understand the power dynamics and instruments in policies, content analysis and
frequency counts were used in this study. Research results find that the Ministry
of Agriculture and Rural Affairs is China’s leading rural informatization poli-
cymaker, but contributions are also made by other government agencies. Policy
implementation is led by government departments with the assistance of non-
governmental stakeholders. The adopted policy instruments have evolved from
supply-side and environmental considerations to form a coordinated combination
of supply-, environmental-, and demand-side instruments. These findings provide
an understanding of the underlying power dynamics of current policy and assist the
formulation of future policy. Moreover, these findings provide new perspectives
that can improve the efficiency of policy implementation and maximize policy
benefits.

Keywords: Rural informatization · Policy analysis · Policymakers · Policy
implementers · Policy instruments

1 Introduction

The development of information infrastructure can considerably improve a country’s
economy and people’s life quality [1]. However, positive changes created by information
and communication technologies (ICTs) might not always be equal between urban and
rural regions in China. Rural informatization is “the process of using modern technology
to improve agricultural production capacity, rural management level, and farmers’ qual-
ity of life in rural areas” [2]. It could narrow the urban-rural developing gap in China
caused by digital disparities [3]. Rural informatization would empower rural regions
by 1) providing relevant, reliable, and high-quality information for agriculture develop-
ment, 2) facilitating agriculture based on new technologies, 3) restructuring the economic
framework, and 4) improving the sustainability of agriculture [4–6]. Correspondingly,
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the Chinese government issued various long-term, medium-term, and industry-specific
informatization policies [6], such as the “Rural Revitalization Strategy,” “Cyber Power
Strategy,” “National Big Data Strategy,” “Internet+ Action,” and “National Informati-
zation Development Strategy.” The information infrastructure saw significant growth
in rural China with these policies. At the end of 2018, the rates of China’s rural fiber-
optical and 4Gnetwork coverage and telephone and Internet penetrationwere 96%, 95%,
99.7%, and 38.4%, respectively.Moreover, information technologies such as the Internet
of Things, big data, and spatial information have been applied for online monitoring,
precision operations, and the digital management of agricultural production [7].

Given the critical role of policies in rural informatization, researchers paid increas-
ing attention to this topic. The existing literature on rural informatization in China has
primarily focused on recommendations for policy making. For example, researchers
indicated that China’s national broadband strategy should focus on users’ demands [8],
the policy system should encourage ICTs application in agricultural and rural areas [9],
and rural informatization policies should empower farmers by improving their informa-
tion literacy [10]. The methods used by previous researchers to analyze China’s rural
informatization include the data envelopment analysis method [11], the improved fuzzy
analytic hierarchy process [12], and the catastrophe progression method [13].

Though various studies are conducted to increase the understanding of rural informa-
tization policies, the research of current policy texts seems to be inadequate. Analyz-
ing policy texts can effectively present facts and meanings contained in policies. All
policies require legalization and implementation by the corresponding individuals and
institutions. The interests and abilities of policymakers directly affect the formation of
policies. Implementers directly determine the effectiveness of policy implementation
and the achievement of policy goals. Policy instruments are specific means and methods
used to solve social problems and achieve policy goals; they can explain the intentions
of policymakers and predict policy continuity [14]. However, few studies have analyzed
the subject and context of China’s rural informatization policies. Therefore, this study
tends to fill the gap by addressing the following research questions:

1) Who issues China’s rural informatization policies, and what are their roles?
2) Who is responsible for policy implementation, and what are their roles?
3) What instruments are used in these policies?

By shedding light on the above characteristics of rural informatization policies in
China, this study aims to reveal the underlying power dynamics and instruments in
policies and provide suggestions for rural information policymaking in the future.

2 Methodology

2.1 Data Collection

We collected 41 Chinese policies related to rural informatization. The dataset spans
20 years (from 1999 to 2019). We searched for the policies from various sources,
including popular law databases in China, such as Beida Fabao, the Laws and Reg-
ulations Database of Wanfang, the China Laws & Regulations Database, the China
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Political News Bulletin and Periodical Literature Database, and the relevant govern-
ment departments’ portals, such as the Ministry of Agriculture and Rural Affairs of the
People’s Republic of China and the Ministry of Industry and Information Technology.
We searched the above channels with multiple keywords, including “nongcun xinxi hua
(rural informatization),” “nongye xinxi hua (agricultural informatization),” “nongmin
xinxi (farmer information),” “nongye xinxi (agricultural information),” “san nong xinxi
(information on agriculture, farmers, and rural areas),” “nongcun xinxi (rural informa-
tion),” “xinxi ziyuan gongxiang gongcheng (information resources sharing project),”
and “nongjia shuwu (farmer’s library).”

We refined the search results with the following criteria: (1) duplicate policies were
removed; (2) less relevant policies were removed, including those with a low frequency
of keywords and limited association with rural informatization (e.g., Notice of the
Ministry of Agriculture and Rural Affairs, the Ministry of Industry and Information
Technology, and the Ministry of Public Security on Printing and Distributing the “Key
Points on National Fight Against and Supervision Over Agricultural Supplies Counter-
feiting (2018)”); (3) given that policies in China issued by the local government tend
to be detailed and localized extensions of state policies, they duplicate the content of
those issued by the state government; therefore, local policies were eliminated from the
analysis.

2.2 Data Analysis

We analyzed the 41 rural informatization policies using content analysis and frequency
counts. The content analysis uncovers characteristics (e.g., intention, focus, and patterns)
of messages. Frequency counts are one of the most straightforward ways to discover the
number of occurrences of particular units in particular contexts. The combination would
help us balance subjectivity and objectivity and understand the common features and
trends of these policies.

We first developed the etic codes based on our research questions and the existing
literature. The top-level codes, echoing the research questions, are policymakers, policy
implementers, and policy instruments. Further, we divided policy instruments into the
supply side, the environmental side, and the demand side [15]. Supply-side instruments
refer to the resources, equipment, services, human resources, and other material and
non-material government investments to promote rural informatization. Environmental
instruments aim to create a favorable social context for rural informatization through
making changes by the government at institutional, legislative, academic, and cultural
levels.Demand-side instruments empower stakeholders by engaging them ingovernment
decision-making procedures. Commonly used demand-side instruments include pilot
projects, evaluations and assessments, and public bidding.

The authors then read through the materials and created emic codes. The issuing
departments of the policies were coded into policymakers. The policy implementers
mentioned in the text include government departments, scientific research institutions,
enterprises, and individuals. In terms of policy instruments, we first inductively identified
potential codes from policy text (Table 1). These codes then were integrated into the
coding hierarchy mentioned above (Table 2).
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Table 1. Policy excerpts and their responding codes

Policy excerpts Codes

“… to establish comprehensive information
systems related to agricultural science and
technology at different levels to provide
agricultural resource information…”

Resource Management, Facility Construction,
Technological Support

“… to coordinate the construction of
agricultural information platforms, agriculture
call centers, and information service stations
(points) to improve the utilization of
information facilities and equipment…”

Facility Construction, Service Guarantee

“… focusing on strengthening the training of
leading enterprises in agricultural
industrialization, economic farmer
cooperatives, information service personnel of
intermediary organizations, large and
specialized family agricultural businesses, and
rural brokers…”

Talent Support, Service Guarantee

“… training new farmers with
informatization…”; “… fully utilizing
educational resources of agricultural radio and
television educational institutions…
Strengthening the training on agricultural and
occupational skills of farmers and using
modern information technology to cultivate
new farmers with corresponding knowledge,
technique, and operational skills.”

Education and Training, Technological
Support

“… strengthening the integrated application
and presentation of modern information
technology, conducting pilot tests, mature
applications, and transformation of various
modern technologies to comprehensively
improve agricultural information
technology…”

Technological Support, Project Sponsorship

“… actively promote the project under the
unified leadership of the local government and
participation of other relevant departments…”
“… reinforcing the guidance of the pilot unit;
and creating favorable conditions and the
active support needed to ensure the sustainable
development of demonstration projects…”

Organization and Leadership, Service
Guarantee

(continued)



602 X. Zhang et al.

Table 1. (continued)

Policy excerpts Codes

“… the agricultural departments at all levels
should work together with relevant
departments to actively promulgate supporting
policies, simplify administrative procedures,
and decentralize powers… for providing a
sound and relaxed development environment
for agricultural and rural informatization…”

Laws and Regulations

“… pilot provinces (autonomous regions and
municipalities) and pilot counties
(municipalities and districts) are expected to
attach great importance to [the projects],
effectively reinforcing the organization and
leadership of the project and accelerating the
formulation of implementation plans and
provisions of supporting funds….”

Organization and Leadership, Financial
Support

“… all local relevant units should utilize
various media and channels to display and
report the progress and achievements of
demonstration projects… to further create a
favorable atmosphere for the development of
rural informatization…”

Promotion and Propagation

“… exchange progress and achievements of
pilot projects of new rural informatization…
focusing on the driving mechanisms and
sustainable development…”

Project Sponsorship, Theoretical Research

“…to implement the requirements of the
Central Conference on Rural Work…
Accelerate the promotion of agricultural and
rural informatization,… the ministry has
decided to initiate the accreditation of the
2015 national agricultural and rural
informatization demonstration base…”

Project Sponsorship

“…to strengthen the assessment and
management of the national agricultural and
rural informatization demonstration bases…
an evaluation and assessment of national
agricultural and rural informatization
demonstration bases accredited in 2013 will be
conducted this year…”

Evaluation and Assessment, Project
Sponsorship

(continued)
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Table 1. (continued)

Policy excerpts Codes

“…in accordance with the relevant
requirements of the Ministry of Industry and
Information Technology and the Ministry of
Finance and corresponding agreement
template, [our department] has entrusted
procurement agencies to use public bidding to
select enterprises in each pilot area for the
provision of universal telecommunication
services…”

Public Bidding

Table 2. Analysis framework for policy instruments and corresponding definitions

Policy instrument Elaboration

Supply Side Resource Management Emphasizes the increase in the supply,
sharing, and management of information
resources related to subjects such as
agriculture, modern technology,
production management, and policy and
regulations during rural informatization

Facility Construction Emphasizes the promotion of information
projects such as combining online stores,
post offices, and e-commerce services into
one system; the construction of
information service stations; and the
development of information network
systems, agricultural information systems,
and decision support systems

Service Guarantee Underscores the optimization of an
information service system and
improvement of information service
capabilities to ensure that farmers and
related social organizations can access
convenient and efficient information
services in production and life

Talent Support Based on the training of agricultural
informatization practitioners in rural
areas, such as IT personnel and
researchers of related fields, to provide
intellectual support for rural
informatization

(continued)
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Table 2. (continued)

Policy instrument Elaboration

Education and Training Calls for attention to the strengthening of
the education and training of
informatization technology (IT) personnel
and farmers and enhancing their
information awareness, literacy, and skills
to transform IT into productivity

Technological Support Focuses on the supporting role of
information technology in the
development of rural informatization,
exerting its driving role for rural and
agricultural development, and
strengthening the innovation, research,
and development of information
technology

Environmental Side Organization and Leadership Stresses that government departments
should attach importance to rural
informatization and coordinate various
parties and tasks

Laws and Regulations Government departments should improve
standards, rules, and operational systems
required for rural informatization and
provide appropriate political preferences
for corresponding projects and programs

Financial Support The government should provide financial
support for rural informatization, such as
increasing capital investment in rural
informatization and providing tax
incentives to information enterprises

Promotion and Propagation Demonstration units, demonstration
projects, advanced experiences, and the
application of technology based on the
publication, exchange, and propagation of
rural informatization policies

Theoretical Research Focuses on theoretical research on rural
informatization issues such as
development stages, models, difficulties
and challenges, and experiences of other
nations

(continued)
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Table 2. (continued)

Policy instrument Elaboration

Demand Side Project Sponsorship Encourages relevant departments,
enterprises, and institutions to apply to
pilot projects

Evaluation and Assessment Emphasizes the investigation of existing
projects and tasks through evaluation,
assessment, work summary, and
questionnaire surveys to better understand
the progress of rural informatization and
guide future implementation

Public Bidding Aims to attract enterprises and social
organizations to participate in the
construction of rural information
infrastructure and other informatization
projects through public bidding

3 Results and Discussions

3.1 Policymakers

Policymakers are expected to coordinate with stakeholders and introduce relevant poli-
cies to guide social action that alleviates social problems. Table 3 summarized the poli-
cymakers specialized in rural informatization in China. The primary policymakers were
the Ministry of Agriculture and Rural Affairs, the Ministry of Finance, the Ministry
of Industry and Information Technology, the Ministry of Science and Technology, and
the State Council. Overall, most policies were issued by a single department and other
departments formulated and issued follow-up policies correspondingly, which indicates
limited cross-departmental coordination in policy making.

The Ministry of Agriculture and Rural Affairs played a leading role in making
rural informatization policies. It issued 78.05% (32) policies. The centralization might
enhance the stability and consistency of rural informatization.

The Ministry of Industry and Information Technology also played a key role in issu-
ing rural informatization policies (17.07%). Its missions include (1) guiding and pro-
moting informatization across all sectors, (2) coordinating major issues during informa-
tization, and (3) promoting major informatization projects. These missions decided its
high engagement in rural informatization policies.

Financial support is a prerequisite of rural informatization, especially for the con-
struction of information infrastructure. Therefore, the Ministry of Finance was crucial
to rural informatization. In particular, the Ministry of Finance primarily cooperated with
the Ministry of Industry and Information Technology to formulate policies to engage
information technology (IT) companies and other social sectors in funding pilot projects
for telecommunication services in rural areas.
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Table 3. Descriptive analysis of policymakers

Total policies issued % Number of policies
issued jointly with
other department(s)

Number of policies
issued individually

Ministry of
Agriculture and
Rural Affairs

32 78.05 0 32

Ministry of Industry
and Information
Technology

7 17.07 2 5

Ministry of Finance 2 4.88 2 0

Ministry of Science
and Technology

1 2.44 0 1

State Council 1 2.44 0 1

Rural informatization also needs technological support. Therefore, the Ministry
of Science and Technology was responsible for formulating innovation-driven strate-
gies and coordinating the construction of an innovation system and the scientific and
technological system revolution.

The State Council, the highest administrative agency in China, stipulates the mis-
sions of ministries and manages rural construction. Therefore, the policies issued by the
State Council clarified that government departments’ responsibilities were developing a
rural information industry, promoting modern agriculture featured with “Internet+,” and
reinforcing the establishment of a national-level digital system for agriculture and rural
areas.

Rural informatization is closely associated with various aspects of society, such as
technology, economy, culture, and education. The process requires the joint efforts of
different departments to establish relevant regulatory and legal frameworks [16]. The
participation of multiple departments in policy formulation can effectively avoid dupli-
cated and contradictory policies, integrate the functions of different departments, and
improve policy’s effectiveness [17, 18]. The Ministry of Agriculture and Rural Affairs,
themost responsible department forworks related to agriculture, rural areas, and farmers,
can continue its leading role in rural informatization policy making. The participation
and coordination of other departments are also essential. For example, the “2019 Digital
Agricultural and Rural Development Evaluation Report at the County Level” revealed
that “the development of rural informatization is strongly and positively correlated with
regional economic development.” According to the report, the development of agri-
cultural digitalization in eastern, middle, and western China was 36%, 33%, and 30%
respectively, and counties ranking higher in digital agriculture rate showed higher eco-
nomic performance. These results indicate that the roles of the Ministry of Industry and
Information Technology, Ministry of Finance, and Ministry of Science and Technology
should not be neglected.
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3.2 Policy Implementers

The policy implementers mentioned in the 41 rural informatization policies were gov-
ernment departments, enterprises, social organizations, scientific research institutions,
IT professionals, and farmers (Table 4). Government departments were leaders and the
primary policy implementers. All investigated policies clarified different government
departments’ responsibilities. Meanwhile, enterprises, social organizations (e.g., aca-
demic associations and farmer cooperatives), and scientific research institutions were
core institutions of policy implementation andwerementioned in 31, 22, and 21 policies,
respectively. Some policies also mentioned individual-level policy implementers like IT
professionals and farmers since they were stakeholders of rural informatization.

Table 4. Descriptive analysis of policy implementers

Executor Frequency Frequency %

Government Departments 41 100.00%

Enterprises 31 75.61%

Social Organizations 22 53.66%

Scientific Research Institutions 21 51.22%

IT Professionals 15 36.59%

Farmers 12 29.27%

Local governments were responsible for formulating relevant standards, providing
finance supports, and strengthening the organization and leadership of relevant enter-
prises, institutions, and other policy implementers. Government departments are key
players in informatization. Therefore, policymakers should define their responsibilities
in the process in detail, which can be found in the existing informatization policies.

The general statements in the current policies about the roles of scientific research
institutions, IT professionals, and enterprises, three stakeholders with high power orig-
inated from their possessions of resources and expertise, might be problematic. Enter-
prises (such as IT and agricultural companies) are the objects of rural informatization
services and are engaged in the public bidding processes. The role of social organiza-
tions in rural informatization was ambiguous in the investigated documents. There were
only general descriptions in the policies such as “encouraging the participation of social
forces” and “encouraging and supporting the operations of farmer cooperatives.” Scien-
tific research institutions mainly focused on theoretical issues, such as strategic models,
evaluating the rural informatization progresses, and reflecting current rural informatiza-
tion policies. They are key to the innovation, promotion, and application of agricultural
and informatization technology.

Policymakers should clarify their connections to the informatization process and
define their power boundary in policy implementation. In addition to define every stake-
holder’s role in detail, the efficient implementation of public policies requires collab-
oration among the public sector, private sector, non-profits, and civil society [19]. The
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cooperation can effectively reduce costs, meet service demands, and improve service
efficiency [20]. Rural informatization requires the collaborative participation of various
aspects under the leadership of the local government to motivate the interests of the
market, farmers, and other stakeholders and form a “multi-level and comprehensive”
driving force.

Creating the resources and conditions for informatization policy should also involve
both institutional- and individual-level efforts. One problem facing rural informatiza-
tion in China is “the contradictions of farmers’ growing demand for information services
and the inadequate development of IT” [21]. Farmers and IT professionals are essential
in the rural informatization process. Farmers usually acquire information from per-
sonal experiences, family members, and outreach staff [4]. Therefore, IT professionals
should enhance their understanding of farmers’ information needs and actively outreach
rural areas. Moreover, the active participation of farmers is critical for achieving rural
informatization.

3.3 Policy Instruments

As shown in Table 5, supply-side and environmental instruments were more frequently
used than demand-side instruments. Among supply-side instruments, many policies
emphasized the construction of infrastructure (60.98%) since the infrastructure is a
prerequisite and basis for implementing agricultural informatization. Further, service
guarantee (58.53%) and resource management (51.22%) were frequently found in
this category, whereas policies related to technology support (46.34%), talent support

Table 5. Descriptive analysis of policy instruments

Policy instrument Frequency %

Supply side Resource Management 21 51.22

Facility Construction 25 60.98

Service Guarantee 24 58.53

Talent Support 18 43.90

Education and Training 18 43.90

Technological Support 19 46.34

Environmental side Organization and Leadership 31 75.61

Laws and Regulations 23 56.1

Financial Support 19 46.34

Promotion and Propagation 33 80.49

Theoretical Research 15 36.59

Demand side Demonstration Project 15 36.59

Evaluation and Assessment 17 41.46

Public Bidding 2 4.88
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(43.90%), and education and training (43.90%) were less mentioned. As to environ-
mental instruments, more attention was given to propagation and promotion (80.49%)
and organization and leadership (75.61%), while laws and regulations (56.10%), finan-
cial support (46.34%) and theoretical research (36.59%) were subordinated. The appli-
cation of demand-side instruments was limited. Assessment and evaluation (41.46%)
and demonstration project (36.59%) were typical demand-side instruments adopted by
policymakers; public bidding, however, was only adopted in two policies.

The development of rural informatization policies can be divided into four stages,
as shown in Fig. 1. The numbers in the figure represent the number of policy tools used
each year. For example, two policies adopted resource management in 2006.

Fig. 1. Policy instruments adopted in different stages

In the first stage (1999–2005), the policies primarily applied supply-side instruments.
The Chinese government issued the first national informatization plan, which empha-
sized national economic development and social informatization development policies
and underlined the importance of strengthening modern information infrastructure. The
plan promoted the application of information technology and accelerated electronic
product manufacturing. To answer the call of the Central Committee of the Communist
Party of China (CPC) and the State Council, the Ministry of Agriculture launched the
“Information Service Action Plan” to facilitate the construction of information systems
and services in the rural market. To fundamentally change the underdeveloped market
of information services in rural areas, measurements in this stage included (1) establish-
ing an information service network connecting villages within three to five years, (2)
strengthening the dissemination of information in rural markets, (3) establishing a team
of rural information workers, and (4) improving the information transmission networks
at the township (town) and village levels.

The second stage (2006–2010) was crucial to the construction of rural informa-
tization as rural informatization became a major task in economic and social devel-
opment. Supply-side instruments still dominated policies in this stage; however, the
number of environmental and demand-side instruments increased significantly. In addi-
tion to emphasizing the requirement of the complete implementation of key projects to
drive rural informatization, such as full radio and television coverage (“Cun Tong [Con-
necting to All Villages]”) with telephone systems (“Cun Tong Gongcheng [Connecting
Village Project]” and “Jin Nong Gongcheng [Golden Agriculture Project]”) across all
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villages, the government also emphasized attracting social funds into rural informatiza-
tion construction and diversifying financing system and a mechanism that can satisfy
the development requirements of a socialist market economy.

In 2011, rural informatization entered a new development stage. The efforts in previ-
ous years significantly improved the informatization infrastructure in rural areas, includ-
ing more diverse information resources, the wide use of ICTs, and the advanced infor-
mation system. In addition to the increased demand for modern agriculture through the
ICT application, agricultural and rural informatization shifted from a government-driven
phase to a demand-driven development stage [22]. Thus, one feature of rural informa-
tization policies at the stage was the soaring use of demand-side instruments, and the
specific strategy was to launch demonstration projects across the country.

In the last stage, informatization had become the leading force-driven modernization
in rural areas. The government has introduced a combination of instruments in relevant
policies. Echoing the requirements of agricultural structure reform on the supply side
and agricultural modernization, instruments such as organization and leadership, laws
and regulations, and assessment and evaluation were highlighted. Policies stressed the
strengthening of organization and leadership and requested agricultural departments
to make work plans, refine implementation measures, and clarify the implementation
process. Moreover, the policies emphasized the improvement of policy systems, the
enhancement of research and formulation of policy measures, and the development of
research on the legislation of agricultural information to establish a long-term legalmech-
anism to promote agricultural and rural informatization. Finally, the policies focused on
improving the evaluation system for agricultural informatization and integrating agri-
cultural and rural informatization in the evaluation indicators of economic and social
informatization development.

Using multiple types of policy instruments in policymaking is crucial in developing
rural informatization as the comprehensive use of various policy instruments can achieve
policy goals more effectively than a single policy instrument [23–25]. Firstly, supply-
side instruments can be emphasized (1) to provide resources, facilities, services, talent,
skills, and technologies required for rural informatization; (2) to synchronize agricul-
tural, agroeconomic, technological, and service resources; (3) to improve the education
and training provided to farmers and professional personnel; and (4) to reinforce the
research, development, promotion, and application of advanced technologies. Secondly,
it is crucial to create an environment that engages social forces in rural informatization
through environmental instruments. The available approaches include: (1) Government
departments should include and underline rural informatization in laws, regulations,
and system standards. (2) Government departments should provide financial supports
to related enterprises and institutions, such as reducing tax, telecommunications tariffs,
and rental of spaces and equipment. (3) Since researching rural informatization can
anticipate and incorporate initiatives for project implementation and problem-solving
in the future, more studies (e.g., basic theories, barriers in the implementation of rural
informatization, and development trends) can be done on rural informatization research.
Finally, the demand-side instruments are the attractive force exerted by the government
on the market and are manifested in demonstration projects, evaluation and assessment
mechanisms, and public bids. However, few policies have stimulated the instruments.
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Future policies can explore the use of new demand-side instruments such as international
cooperation, market shaping, and trade management.

4 Conclusions

Rural informatization in China has developed rapidly in recent years. However, signifi-
cant differences in the rate of informatization of rural and urban areas existed as a result
of the historical resources imbalance. To resolve this problem and to respond to the Chi-
nese strategies of “developing China as a Cyber Power” and “constructing new socialist
rural areas,” the government has introduced various policies to drive economic and social
development in rural areas through informatization. In this study, we employed content
analysis and frequency counts to analyze the policymakers, implementers, and instru-
ments of the corresponding policies issued by the government. The results showed that
theMinistry of Agriculture and Rural Affairs was the leading policymaker. However, the
Ministry of Industry and Information Technology, the Ministry of Finance, and the Min-
istry of Science and Technology should increase their involvement in the formulation
of the corresponding policies to promote the coordinated development of informatiza-
tion. The local government is the key player in implementing the policies, with various
related stakeholders playing active roles. This pattern was prominent throughout the
development and should remain in place in future policy implementation trends. Further
development will require the leadership and coordination of government departments
and the participation of scientific research institutions, social organizations, enterprises,
farmers, IT professionals, and other social forces. The results also show that the applica-
tion of policy instruments was consistent with the social and economic background of the
corresponding stages, which shifted from the dominant position of supply-side and envi-
ronmental instruments in policies to a coordinated use of supply-side, environmental,
and demand-side measures.

The findings of this study can be used to examine the effectiveness of the formu-
lation and implementation of existing policies. The findings related to policymakers
reveal issues related to power distribution and indicate problems regarding the ways
in which power is coordinated and distributed among different functional departments
in policy formation. Meanwhile, the findings related to policy implementers provide a
reference to improve the implementation of rural informatization policies and promote
their influence. Policy instruments can help review the implementation of existing poli-
cies and priorities for improving the organization and the feasibility of future policies.
In summary, the research results not only objectively presented the implicit rules of cur-
rent policies but also inspired the future formulation of relevant policies and provided a
textual approach to improving policy implementation efficiency and maximizing policy
benefits.

This study has certain limitations. As the focus of the research was national-level
policies, regulations issued by local governments were not included. Future research
may include local regulations in the analysis to identify the characteristics of local rural
informatization. In addition, although this study analyzed policymakers, implementers,
and the instruments of the investigated policies, the relationship among the three cate-
gories was not explored. Future studies can further investigate these relationships (e.g.,
policymakers’ preferences for certain instruments and implementers).
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