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Abstract. In general, current systems for the Digital Factory implement a
product-process-resource (PPR) data model in a monolithic rich-client/server
architecture with a single database persistence layer. Common data objects are the
product bills of material, descriptions of the production processes, or the resource
structure, e.g. bill of equipment. The main drawback of the current monolithic
architecture is the slow rate of development, which prevents fast adoption of the
software to the new production planning process (i.e., due to new technologies for
the transformation of the automotive industrywith the goal of electrification) is not
possible. Furthermore, time-consuming and error-prone export-import operations
characterize the collaboration of the engineering supply chain. Mercedes-Benz
has created a new IT system architecture for their Digital Factory. The core idea
of this architecture is a module-based approach. Each planning step has its own
module, e.g. product analysis, layout planning or cost calculation. One single
module consists of a server-based business logic, a web-based user interface and
its own database. Each module is the source of master data objects that originate
from the corresponding planning step and refers to data objects from predecessor
planning steps. The single modules communicate mostly via KAFKA. The usage
of a model based application engine allows the fast creation of different modules.
Best-of-breed third-party systems for specific planning steps can be integrated into
the system architecture.Web technologies allow suppliers to access theMercedes-
Benz systems directly for a fully integrated supplier collaboration. Roll-out has
started and has already led to significant efficiencies.
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1 Introduction

1.1 Digital Factory

The term Digital Factory characterizes systems, data models, methods and business
processes during the production planning [1]. The term is used for more than twenty
years and received new attention within the paradigm of industry 4.0 as it is the origin
of the digital twin of the production.
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1.2 Data Model PPR – Product, Process, Resource

Data models in a Digital Factory consist of three main abstract data structures (business
objects) [1, 2]: product, process and resource (PPR) objects. First, the product struc-
ture contains the outcome of the factory, e.g. described by the bill of material (BoM)
including fasteners. The author of the product structure is the research and develop-
ment department. The production planning uses the BoM in read-only mode. Second,
the process structure represents the operations that are necessary to build the product
including estimated and analyzed time attributes. For example, it contains processes to
assemble, weld or glue product parts. Third, the resource structure contains all equip-
ment inside the factory: e.g. robots, tools, carriers, building and humans. Both process
and resource structure are created by the production planning (PP), in parallel to the
product development process (simultaneous engineering). The PP also interconnects the
business objects (product, process and resource) with predefined relations according to
their usage to define which product is processed inside the factory with the help of the
corresponding resources (see Fig. 1).

Fig. 1. Sample Data Model “Product Process Resource (PPR)” including relations to represent
the Digital Factory

1.3 Scope

The scope of the current development activities of the new IT architecture focuses on
body-in-white planning in an early stage starting from the preliminary planning and
ending at the placing of the orders to the prime contractors for the automation equipment.
The idea of this new IT architecture can also be used in other planning departments such
as press shop, final assembly and intralogistics. Validation topics are out of scope in
the current stage of the system design because they require extensive 3D simulation
functionality. 3D visualization and modification functionality offered by this system is
therefore not enough.
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1.4 Main Requirements

The chance to build a new Digital Factory is also a challenge, because the corresponding
IT architecture has to be suited for the requirements and upcoming ideas of industry 4.0
[3].

Requirements Due to Supplier Collaboration. Nowadays, original equipment man-
ufacturers (OEMs) and their suppliers (Tier 1, 2, 3…) collaborate along the complete
production planning process [2] until the automation equipment is ready to produce. This
leads to the fact that supplier integration is one of the key aspects to establish efficient
planning processes. The IT architects focused therefore on four approaches (Fig. 2).

PotentialArchitectures. Thefirst option is the classicalmonolithic architecture offered
commonly by standard software: an installation with one central database in the data
center of the OEM and corresponding installations in the data centers of the suppliers
(Fig. 2a). Most OEMs still use this approach for their Digital Factory. Thereby manual
effort and complex interfaces are necessary to update and exchange product and planning
data between the OEMs and their suppliers, since the product is still in development.
Additionally, the ITdepartments of all participants have to synchronize the samedatabase
scheme, which is a challenging organizational task. Some software vendors propose a
second approach (Fig. 2b): a supplier client accesses the OEM database.

A web-based (Fig. 2c) and a cloud-based architecture (Fig. 2d) promise a more
efficient approach regarding applicability and operation.

RequirementsDue to theSpeedofChange. Anadditional and essential requirement to
the IT architecture is a fast adaption and an easy extension of the Digital Factory systems
according to changes in the planning process. The transformation of the car industry due
to digitalization and electro-mobility will cause changes in the current planning process
that no one can predict today. Adaptions and extensions of the standard Digital Factory
software that take several years on the roadmap of a software vendor will significantly
slow down the speed of adaption of the Digital Factory IT landscape and the support
of agile production planning processes. Therefore, service-orientationed and modular
organization of the Digital Factory system are also key requirements.

The implication of the new IT architecture to fulfill extensibility and modulariza-
tion is the concept of a distributed data model (Fig. 3). What is the key idea of this
requirement? The complete business process consists of single processes with a corre-
sponding result out of each process, e.g. the production planning consists of a process
“plan resources”. Its result is the recourse bill of material. The IT architecture itself must
have onemodule for each process with its ownGUI and its ownmaster data. Onemodule
is referring to the data of another module via a reference object. The architecture then
needs mechanisms to exchange data between the modules. For example, the resource
module to plan the resources contains a data model with reference objects to the product
data model of the module to analyze the product (Fig. 3). The resource module stores the
business objects that the planner has created within the process “plan resources” (master
data resource objects).
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Fig. 2. a + b. Classical and Single Database IT architecture for the supplier collaboration. c +
d.Web- and Cloud-Bases IT architecture for the supplier collaboration

Requirements Stemming from Legacy Environment. An additional challenge is the
integration of the software into the existing legacy IT landscape (e.g. product documen-
tation management (PDM) systems) or IT guidelines (e.g. identity access management
infrastructure). Production planners need up-to-date product data. Therefore, an inter-
face must provide hundreds of car configurations from the PDM system to the Digital
Factory. The Digital Factory must be capable to provide or access this data and enrich
downstream processes efficiently with production planning information.
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Fig. 3. Extensibility and modular organization of the system

1.5 State of the Art

An overview of commercial and scientific software tools for Digital Factories can be
found in [4]. The market leaders [5, 6] started implementing either web-based archi-
tectures [7] or cloud-based architectures [8–10]. Nevertheless, all of them have one
common characteristic in their architecture: the central database (Fig. 2a). In scenarios
with suppliers one can find own central databases for the suppliers (Fig. 2b).

The Aras platform [11] and the ASCon Application Engine [12] have first imple-
mented the idea of modularization of their Digital Factory solution. Both of them need
additional 3D visualization, e.g. [13–15], and authoring functionality, e.g. [13].

Additionally, current IT landscapes for the domain of PLM (product lifecycle man-
agement) are dominated by few monolithic systems [21, 22]. New approaches for an IT
architecture is necessary to implement the concept of a digital twin of the production
[23–25].

2 System Design

2.1 General Approach

Advantages. We have chosen a modularized system design approach in order to fulfill
the requirements listed above, using the ASCon Application Engine [12]. By this archi-
tecture we benefit from the potential of developing several modules in parallel and that
we can focus on the use-cases most urgently needed without the necessity to implement
all aspects which are needed in the implementation (or customization) of a monolithic
system architecture. However, the open architecture approach is a sound basis for extend-
ing the ecosystem in order to match future use-cases like the realization of a digital twin
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of the plant. Furthermore, from scratch design of the application allows a performant
implementation of the product structure data model.

Disadvantages. Nevertheless, there are also drawbacks then creating such a modular-
ized system architecture from scratch. On the one hand, the design of a shared data
model and the modeling of the interactions between different applications are crucially
important. On the other hand, this design makes it more difficult for the product owners
of the individual modules to implement the correct features.

Web-Based Approach. The majority of the applications are web-based, which has
several advantages. First, no sophisticated rich client installation on the end-user devices
is necessary. The hardware requirements of the latter are lower for web-clients than
for rich clients offering 3D modification features. In addition, less data needs to be
transferred from the application server to the client if almost no processing is done on
the client tier.

All of the above is very helpful to improve the collaboration with suppliers. OEM
ask suppliers to work on the OEM’s infrastructure (Fig. 2c, b). This shortens the overall
planning time since no exchange of large data sets, complex export and import mecha-
nisms and distribution of application software is needed. Furthermore, the suppliers do
not need to purchase specific software or licenses. These advantages outnumber in the
long run, the enlarged investment of the OEM in infrastructure due to a higher number
of users.

Table 1. Overview of implemented modules.

Application Name Description of the application

DiFaProject Central project structure; user management; rights and roles;

DiFaLibrary Life cycle and information of single equipments; definitions of
equipment modules

DiFaCost Costs of the different equipments; overhead cost

DiFaProduct Analysis of the product and fasteners; comparison of different product
configurations

DiFaPlanning Planning of the mechanical part of the resource structure incl. Layout

DiFaControls Planning of the electrical part of the resource structure

2.2 Interface Design

In general, the architecture uses two different technologies for the exchange of
information between modules.

Streaming. Firstly, KAFKA [16] is the technology to implement use cases with an
asynchronous communication based on an event-driven approach. This technology has
several benefits for our modularized architecture. Applications can release events and
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any number of applications can consume the information from the events. This makes
the scenario easily extendable for the implementation of further use-cases, since the
application providing the information does not need to be changed. Furthermore, differ-
ent applications in the downstream processes can directly use the very same information
provided by one source.

An example for a use case implemented viaKAFKA is the release of a newequipment
in the DiFaLibrary (Fig. 4b). An event containing the equipment information triggers
a new calculation task in DiFaCost to plan costs. Additionally, the central planning
application, DiFaPlanning consumes the message and provides the new equipment for
resource planning. In the latter use case, DiFaPlanning also automatically checks if
this new equipment replaces an older one, and, in this case, provides the information
to the users so that they can update their resource planning with the new version of the
equipment. Future use cases which could be implemented directly in the event of a new
released equipment could be either the trigger for the purchasing department to start
negations with the supplier or the contract department to start with the detailed design
phase of the new equipment.

Fig. 4. a) Schematic overview of the six main applications generated in the first iteration of the
implementation. Table 1 summarizes the idea behind the single applications. b) Example flow of
information shared by DiFaLibrary, which is processed by several other applications

REST APIs. On the other hand, additional use cases were implemented using Repre-
sentational State Transfer (REST) APIs [17, 18] for synchronous communication needs.
Some data is just too big or changes happen too frequently for an efficient use of the
KAFKA bus. A good example for this is the simultaneous mechanical and electrical
resource planning. Traditionally, different user groups work in these two domains, how-
ever they aremutually dependent. For this use case both planning teamswork on the same
resource structure, using also the same equipment library, but with different optimized
tools for the requirements of the individual user group.
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2.3 Example Application

One typical and rather complex application is the resource planning application
DiFaPlanning. We will highlight the most interesting parts. We created DiFaPlanning
on a web software framework provided by the company ASCon Systems [12] and the
3D rendering service Uber provided by the company Netallied [13].

This application is used to create and modify the resource structure of the production
plants and to provide a 3D layout of the production lines. Figure 5 shows a screenshot of
a typical scenario. On the left, a tree structure of the resources is visible to navigate to the
desired planning area and to list the planned resource bill of material. Themiddle section
contains a view of reference objects to the equipment library originating inDiFaLibrary.
The window on the right contains a 3D representation of the current planning scenario.
The 3D scene is rendered on the server side and the information is shared with the
user via WebSockets. Information is exchanged between the web framework and the 3D
scene using REST APIs.

Fig. 5. Screenshot of DiFaPlanning. On the left hand side (marked with red), one can see the
tree representation of the resource structure. The middle column (marked with green) shows only
equipment that can be used for planning out of DiFaLibrary. On the right (marked with blue),
3D planning of the resources is shown.

3 Outlook

The implementation of the Digital Factory of Mercedes-Benz is by no means done. With
the architecture described above, the fundamentals for the implementation of future use
cases is set.

Additional Applications. One could think in various directions for the enhancement
and expansion of the application landscape. So far, the three branches of the PPR are not
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completely linked. Even though this results in some liberties for the users, a closer link
between the branches will help to analyze necessary changes in the process or resource
structure that lead to changes of the product structure. In addition, this is necessary when
implementing an approach to create automatically the process and resource structures
from a given product structure [19].

Integrated Change Management. Another interesting aspect to follow is a fully inte-
grated change management over the whole planning and production cycle. This would
be the basis for creating a full digital twin of the production facilities. In order to realize
this, a complex branching concept of the different structures is necessary which allows,
on the one hand, to see the evaluation in time, and, on the other hand, different planning
alternatives representing different possibilities to realize the planning.

Online Validation. During the collaboration process, Mercedes-Benz requests usually
different deliverables from the engineering partners. The integration of online validation
tools in the architecture will further improve the data quality and reduce the realization
time for new production facilities.

4 Conclusion

Implementation Speed. After the successful go live of the first applications, we have
seen that the chosen approach is fruitful and sustainable. The implementation was
approximately two times faster compared to the approach of customizing a commer-
cial software solution to fit the OEM-specific requirements. We achieved this faster
development speed mainly because we could develop several modules in parallel and
we have implemented or customized only parts necessary for our processes. By setting
up the already exciting application engine ASCon Map [12] we have benefited from
the already available functionality, such as user management, monitoring, logging and
default user control features.

Performance. A great benefit of the architecture is the enormous speed of loading
and visualization of 3D data. For a fully configured product structure, both the loading
of the product structure and the visualization takes approximately 30 s, thanks to the
visualization engine Uber [13]. In comparison, loading and visualization took usually
around 30 min within the former Digital Factory system of Mercedes-Benz.

Additionally, we achieved the requirement of loading hundreds of car configurations
from the PDM system into the Digital Factory with this architecture approach.

Integration with Existing Applications. We were able to add further, earlier excised,
applications to the ecosystem and we are very positive that additional applications will
be part of the Digital Factory in the future.

Acknowledgment. The authors thank the whole project team at Mercedes-Benz AG, Mercedes-
Benz Research and Development India, ASCon Systems GmbH and NetAllied Systems GmbH
for the effort put into the realization and the fruitful collaboration.
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