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Editorial

Stuttgart Conference on Automotive Production: Towards
Software-Defined Manufacturing and Resilient Supply Chains

A growing variety of products combined with shorter production times represents a
major challenge to the flexibility of today’s machines and production systems. Numer-
ous necessary modifications to the system must be considered on the hardware side,
which can lead to expensive modifications of the hardware as well as the software.
However, this situation stands in stark contrast to the relevance of being able to produce
economically and ecologically despite highly volatile markets and under dynamic condi-
tions. Software-defined manufacturing (SDM) revolutionizes the traditional production
process at this position, as the import of new functions is possible independently of the
hardware and purely by software. SDM is a concept in which manufacturing processes
are controlled by software and which uses computer programs to control the entire man-
ufacturing infrastructure. This allows greater flexibility and efficiency in production and
allows companies to respond quickly to changes in demand and the market.

The 2nd edition of the Stuttgart Conference on Automotive Production in 2022
was organized by ARENA2036 in close collaboration with the Institute for Control
Engineering of Machine Tools and Manufacturing Units (ISW) of the University of
Stuttgart. The ISW is one of the leading research centres in the field of control engi-
neering. ARENA2036 is the innovation platform for future technologies, where science
and industry work together on the development of new and potentially disruptive future
technologies.

The aim of the conference was to address advanced technologies in robotics and
automation, logistics, and manufacturing innovations for future automotive production.
The theme of this year’s conference was: Towards Software-Defined Manufacturing and
Resilient Supply Chains.

The contributions in this book are arranged thematically in three parts, allowing the
readers to choose their fields of interest from a broad range of topics. Part A focuses
on Software-defined Manufacturing, Part B concentrates on Data-driven Technologies,
and Part C discusses Advanced Manufacturing and Sustainability. Every single contri-
bution1 was peer-reviewed and evaluated by the members of the scientific committee; an
international group of 23 experts with great expertise in their respective research areas.

The success of the SCAP2022 was based on the national and international scientists
who presented their latest research results, exchanged ideas, and promoted the exchange
of information between industry and science. Without the commitment and scientific
passion of the authors, this success could have never been achieved.

1 This book includes contributions submitted directly by the respective authors. The editors
cannot assume responsibility for any inaccuracies, comments, and opinions.



vi Editorial

In addition, the session chairs and the members of the scientific committee should
be thanked for their great support in organizing and supporting the conference. Further-
more, we would like to thank the thought leaders, who delivered a keynote during our
conference! Thank you for sharing your insights and for donating your time.

There are—as always—too many individuals to be named one by one. We want to
thank everyone who contributed to making SCAP2022 a success story.

In closing, we kindly invite you to stay in touch with ARENA2036, to stay tuned
for the next Stuttgart Conference on Automotive Production, and to enjoy the following
papers.

December 2022 Niklas Kiefl
Frederik Wulle

Clemens Ackermann
Daniel Holder
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Real-Time Capable Architecture
for Software-Defined Manufacturing

Stefan Oechsle(B), Moritz Walker, Marc Fischer, Florian Frick, Armin Lechler,
and Alexander Verl

Institute for Control Engineering of Machine Tools and Manufacturing Units,
University of Stuttgart, Seidenstr. 36, 70174 Stuttgart, Germany

stefan.oechsle@isw.uni-stuttgart.de

Abstract. Production systems are characterized by static configura-
tions and slow adaption to changing requirements. They no longer meet
current trends in mutability and dynamic adaptation. Software-defined
Manufacturing (SDM) like other software-defined approaches leverages
abstraction of hardware to achieve higher flexibility. Based on abstracted
hardware, software defines desired functionalities. Requirements from
the Operational Technology (OT), especially determinism, must be com-
bined with the flexibility and interoperability of Information Technology
(IT). This paper proposes a stack that enables the implementation of
SDM based on a requirements analysis. It covers the main phases of the
life cycle of automation applications and additional requirements from
SDM. We derive the necessary components while resorting to existing
approaches whenever possible. Means for applications engineering, con-
figuration, deployment, and orchestration, as well as execution at run
time, are developed.

Keywords: real time · software defined manufacturing · container ·
virtualization

1 Introduction

Digitalization is the most important driver of innovation across all industries and
is strategically important for providing the flexibility and adaptability needed to
succeed in times of highly volatile markets and rapidly changing requirements.
Even though increasingly flexible and adaptable systems have been under devel-
opment for a long time, production systems remain relatively rigid. The IT world,
with its high innovative power and dynamics, which is characterized by adapt-
ability, rapid innovation cycles, and a flexible response to customer requirements,
is seen as a successful counter design.

1.1 Limitations of State of the Art Manufacturing Systems

Industrial systems combine application-specific hardware and software, compute
platforms, and communication infrastructure. Since machines and systems are
c© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 3–13, 2023.
https://doi.org/10.1007/978-3-031-27933-1_1
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typically tailored to specific products, the hardware and software are tightly cou-
pled, not adaptable, and integrated as a proprietary system. Furthermore, these
systems are characterized by heterogeneous technologies, manufacturer-specific
ecosystems, and monolithic solutions. Compute platforms are typically highly
specialized controllers implemented as dedicated devices, e.g., PLCs. While real-
time performance is a key requirement, the reasons for dedicated, decentralized
devices are historic and business-model-related. Virtual PLCs are a trend; how-
ever, the used platforms are typically still dedicated and specialized devices.
Connectivity is a key enabler for industrial systems, connecting physical devices
and compute platforms. In the context of digitalization, the connectivity towards
IT has become increasingly important. Today, various field buses are used, which
are optimized but lack interoperability and connectivity. Current trends like
Time-sensitive Networking (TSN) and related technologies like 5G, DetNet, or
OPC UA on the higher layers have the potential to replace proprietary systems
with standardized and interoperable solutions.

1.2 Software-Defined Manufacturing as a New Paradigm

A significant step toward IT-like flexibility and adaptability in production envi-
ronments requires a paradigm shift: besides technologies, also methods, pro-
cesses, business models and, in particular, the mindset must evolve. This new
paradigm is referred to as Software-defined Manufacturing (SDM). The imple-
mentation of SDM requires a rethink from the system architecture to the tech-
nical implementation. Following the example of IT and the divide-and-conquer
approach prevailing there, a division of the system takes place: cooperating sub-
systems, which have clear tasks, are connected by open interfaces and are char-
acterized by interoperability. Another decisive factor is consistent abstraction
by means of a layer model, which abstracts and encapsulates complex technolo-
gies for applications. Based on a requirements analysis in Sect. 2, we propose
an architecture that enables the implementation of SDM in Sect. 3. Following
the divide-and-conquer approach, our architecture is responsible for real-time
network management and orchestration. Section 4 provides concluding remarks.

2 Requirements Analysis Based on Related Work

We identify basic requirements from the automation application development life
cycle (AADLC) and emerging ones from Software-defined Manufacturing (SDM).
Note that we focus on software, computing and networking infrastructure. We
exclude the problem of designing SDM-enabling mechanical systems.

2.1 Requirements from the Automation Application Life Cycle

The AADLC consists of four major phases. Requirements engineering and design
address the specification and validation of (non-)functional requirements, which
are then iteratively refined between customers and development teams [1].
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One major non-functional requirement for automation software systems is adapt-
ability [2]. The development phase focuses on implementing application logic
using Programmable Logic Controllers (PLCs). During commissioning, engi-
neering methods have to be used, which support a quick and error-free set-
up of automation systems based on pre-engineered modules [3]. Requirements
will evolve as automation plants have lifetimes of several years. Thus, life
cycle management and automated maintenance of existing applications must
be employed [4,5]. A significant problem in changes to automation software is
the degradation of code quality caused by uncontrolled on-site changes [6]. There
is an increasing need to extend functionalities and scale automation systems [7].
Proprietary automation software frameworks make adding functionalities hard.
E.g., PLCs do not allow simple integration of third-party real-time software, as
PLC run-times might not include required libraries. During operation, reliable
vertical and horizontal communication is required [3]. Summing up, we derive
the following requirements:

R1: Applications’ structure must be flexible, modular and extensible.
R2: Virtualization and hardware-independent deployment are needed for eas-
ier adaption of automation systems.
R3: Automation system software architectures should not be dependent on
vendor-specific frameworks and allow simple third-party software integration.
R4: Changes to applications should be conducted via well-defined and
quality-preserving processes while keeping track of which software version
is deployed on which hardware.

2.2 Requirements Based on Published Approaches to SDM

Based on published work regarding SDM, we extend the requirements. To sup-
port SDM, the application layer of manufacturing hardware should be fully
adaptable [8,9]. This exceeds the capabilities of reprogramming within planned
functions, such as replacing NC-Code. Based on a minimal platform adaption
layer (PAL), functionalities and communication interfaces, i.e., the cyber part,
can be defined within cyber-physical systems’ physical constraints. Orchestra-
tion, deployment, and configuration of services for basic functionalities can real-
ize such an approach [8]. A common control plane then abstracts these low-
level functionalities, which provides generic interfaces to upper layers [10]. ICT
(information and communications technology) infrastructure has to be reconfig-
urable as well to achieve the necessary flexibility [11]. Software-defined Control
(SDC) [12] is a concept similar to SDM. SDC consolidates information from
production and enterprise levels. A central controller conducts configuration
decisions leveraging application-level reconfiguration. Software-Defined Cloud
Manufacturing is described in [13]. At run-time, applications are dynamically
composed to match requests from upper layers. Higher-level systems define the
application layer of manufacturing resources [14]. SDCWorks [15] provides formal
methods for SDC. It allows analysis and verification of, i.a., real-time require-
ments. Summing up, we derive the following additional requirements:
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R5: Manufacturing systems must be configurable by defining the application
software layer.
R6: Defined application layers must be integrable in higher-level systems
based on generic interfaces.
R7: The ICT infrastructure must be configurable and provide QoS concerning
networking and computing.
R8: Higher-level systems must be able to define the automation application
software layer.

3 Architecture Proposal

3.1 Integration in a Conceptual SDM Framework

Figure 1 (left) shows our approach to SDM based on [9], for which we concretize
the implementation of the tree layers of SDM. The conceptual framework is
structured hierarchically. Initially, the steps needed for production are derived
from a product description. Based on the manufacturing description and knowl-
edge of available manufacturing hardware, necessary automation applications are
defined by combining generic functionalities. These are encapsulated in reusable
units of deployment, i.e., services. Now, it is known which high-level function-
alities, e.g., milling a part based on G-Code, a composed application provides.
Thus, northbound interfaces for integration in higher-level systems are defined.
Standardized job interfaces, e.g., OPC UA-based ISA 95 job control [16], are
used for this. Composed applications are then tested via virtual commissioning
and formal methods, such as SDCWorks [15], which allow the verification of
QoS and real-time requirements. Then, the composed application descriptions
are annotated with said requirements. The annotated deployment descriptions
now have to be deployed on-site on physical infrastructure. Deployment is done
using the architecture below, combining network management and orchestration
(see Fig. 1, right).

3.2 Virtualization and Orchestration

Services are encapsulated in containers or virtual machines. Linux patched with
PREEMPT RT is used as the operating system (OS), as real-time containers and
VMs are only available for this OS. We opt for reservation-based hierarchical real-
time scheduling based on the SCHED DEADLINE policy. Corresponding and
compatible scheduling mechanisms are available for containers [17] and virtual
machines [18]. A Kubernetes-based real-time orchestrator such as REACT [19]
is used to assign real-time services to compute nodes. Network and application
configuration are further steps needed to fully bring composed applications up.
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Fig. 1. Extended approach to SDM based on [9] on the left and Network management
and orchestration as integral components of SDM on the right. Here, the SDC controller
generates deployment descriptions as described above.

3.3 Network and Application Configuration

Description of the Physical Infrastructure. Knowledge of the underlying
infrastructure is essential for network configuration and application deployment.
In addition to general information about the type of connected devices, such as
bridges and (bridged) endpoints, the available resources and capabilities of the
individual devices are also particularly relevant. Examples of this are the OS,
the installed RAM, the number of processor cores and their clock frequency. The
capabilities of the devices can provide information about their real-time charac-
teristics, both in terms of program execution and communication. In addition,
the topology of the network must be known. The topology includes a description
of which devices are connected in the network, the properties of the individual
connections, such as wired or wireless, and the maximum transmission rate.
Mechanisms like the Link Layer Discovery Protocol (LLDP) enable partially
automatic network topology detection. This protocol allows information about
the connection layout, type of connected devices, and other information such as
MAC addresses to be read out. However, as things stand, additional mechanisms
or manual additions are needed to retrieve device-specific information, such as
resources. However, to enable the mutability required by SDM through dynamic
configurations and deployments, such a holistic mapping is necessary so that
deployability can be evaluated while maintaining real-time capability.
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Description of Distributed Applications and Service Modularization.
For the requirements to be met by SDM and a flexible real-time network, the
description of the physical infrastructure alone is not sufficient: A description of
the distributed real-time application is also required to perform dynamic deploy-
ments. In addition to a list of the individual real-time applications involved
and their specific (hardware) requirements, the interaction or interrelationships
between the services are also particularly important. On the one hand, data
exchange must be considered here to answer the questions of which data (quan-
tities) should be exchanged and how often between which services. On the other
hand, it must be possible to define dependencies, for example, in the form of
fixed sequences and deadlines to be met with regard to communication between
the services. This holistic description of the logical flow, i.e., service descrip-
tion, of the overall application, in combination with the available (hardware)
resources of the physical infrastructure and the current workloads, enables the
deployability of the services on the nodes to be evaluated. In addition, opti-
mizations are possible, e.g., to consistently utilize the nodes or to defragment
unused resources left behind by terminated services. To achieve the goals of SDM
and thus the interaction of different components, converged communication is
required, as well as converged services. In addition to interchangeability, a high
possible combinability of multiple services also increases flexibility and the holis-
tic feasibility of the overall applications. One way to achieve this is a uniform
service specification. The specification defines a fixed scheme or structure for the
creation and implementation of services. This structure enables a uniform defi-
nition of inputs and outputs and additional meta information. When designing
the overall application, this provides an immediate check of the combinability
of services based on the required inputs and the outputs provided. Furthermore,
additional encapsulation of complexity can be achieved by abstracting real-time
communication. Here, abstracted send and receive methods are provided to the
service, generalizing the underlying communication mechanisms (e.g., access to
the network interface and time handling) depending on the technologies and
operating systems used. The goal of modularization or abstraction of services
is to simplify the creation of the actual application logic. The implementation
does not necessarily require knowledge of the underlying technologies (e.g., TSN,
5G, WiFi 6, OPC UA, or MQTT). The abstraction also enables separation of
responsibilities: Developers define individual applications without knowledge of
the infrastructure used, and the integrator, e.g., the SDC controller from Fig. 1,
defines the interaction and data exchange of the distributed real-time applica-
tion by linking multiple, individual applications without knowing the concrete
implementation details.

Deployment and Configuration Workflow. Figure 2 shows in the upper
part the deployment and orchestration workflow described below, while the lower
part details the sequence of the individual steps.
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Fig. 2. Overview of the deployment and orchestration workflow.

The two descriptions, physical infrastructure and logical flow (service compo-
sition), are mapped in the deployment and configuration of the distributed real-
time application. On the one hand, the communication relationships between
the individual services are defined. As mentioned above, this is done by the SDC
controller in Fig. 1 by linking the inputs and outputs of the respective services to
define the logical data flow of the overall application. In the form of constraints,
it is possible to specify this logical flow further using conditions to be met (e.g.,
specification of the maximum latency between two services) and thus limit the
solution space for the subsequent configuration. The communication relation-
ships are detailed by specifying various Quality of Service (QoS) parameters.
These include the transmission interval, priority specifications, the required reli-
ability, e.g., through redundant transmission, and the earliest and latest possible
transmission times within an interval. Another component of the deployment is
assigning individual services to physical end devices. This mapping represents
an optimization problem that can be solved manually or automatically using
suitable algorithms. The solution space depends on the specified communication
relationships and the defined constraints, as well as on the provided resources
of the end devices and the required resources of the services. A concrete exam-
ple would be the compliance with the constraint of a minimum throughput of
data between two services, which has to be evaluated depending on the available
bandwidths given by the topology (e.g., speed of the cables, number of hops).
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The result is used as input for the configuration. First, the configuration of the
communication takes place. Using TSN, the standard provides three different
approaches: centralized, decentralized, and hybrid configuration [20]. Only the
central approach is considered here, with the assumption of the existence of a
Central User Controller (CUC) and a Central Network Controller (CNC). The
CNC represents a central network management instance, and the CUC can be
understood as an intermediary between the user or application and the CNC.
The CUC first collects the communication relationships previously defined in the
deployment description. In this case, a communication relationship describes a
TSN stream consisting of the talker, the listeners and specified QoS. From the
CUC, all stream requests are then forwarded to the CNC for calculation. The
CNC has an overview of streams already in the network and thus knows the
available resources. Accordingly, a schedule, i.e., the specific transmission times,
is calculated based on the streams already computed and the requested streams.
If no solution can be found, services can be redistributed to other nodes. This
process is repeated until an (optimized) solution is found. The computed configu-
rations for the requested streams are then sent back to the CUC. These contain,
among other things, the specific send offset relative to the interval start, the
calculated accumulated latency, the VLAN ID, the PCP and the source and
destination MAC. The existing information from deployment description and
mapping is then enriched with the stream configurations and serves as input to
the subsequent container orchestration step. Accordingly, the orchestrator can
deploy the containers on the nodes assigned to them, along with the computed
communication configuration. Alternatively, it is feasible to communicate this
information to the containers only after deployment using a provided interface.
In this way, subsequent changes regarding communication (e.g., additional listen-
ers) could also be taken into account. However, this also requires an additional
communication channel and effort. The deployment is followed by the initializa-
tion of the services based on the mapping and the communication configuration.
First, the initialization must set up the real-time communication channels. Based
on the configuration, the talkers and listeners are created here based on their
MAC addresses. Using OPC UA, this can be implemented, e.g., through the
publish-subscribe extension (Part 14) [21]. Likewise, the execution of the ser-
vice must be coordinated, with the actual application logic of the service being
encapsulated in a cyclically executed RT thread. The process within a cycle is
comparable to the execution logic of a PLC: at the beginning, the inputs are
read, i.e., data is received, based on which new data is subsequently calculated.
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Table 1. Comparison of the identified requirements and the proposed solutions through
the architecture

Requirement(s) Proposed solution by the architecture

R1 Service-oriented real-time architecture

R2 Hardware independence through virtualization

R3 Abstraction layer for service development

R4 Deployment and orchestration of containers and VMs based on
common resource interfaces (see Sect. 3.2)

R5, R8 Deployment descriptions as API for the SDM application layer
(see Sect. 3.1)

R6 Integration through well know high-level interfaces of
manufacturing units, e.g., job control via OPC UA and
corresponding companion specifications

R7 Establishment of a convergent network based on TSN,
automated network, and application configuration (see Sect. 3.3)

4 Conclusion and Future Work

A major goal of SDM is to increase the reconfigurability of automation systems
by making the functionalities of manufacturing hardware definable through soft-
ware. Based on a requirements analysis regarding the automation application
life-cycle and SDM, we proposed a conceptual architecture that allows higher-
level systems to define the application layer of manufacturing systems while
meeting QoS requirements concerning networking and computation. Further-
more, we describe how such software-defined functionalities can be integrated
into higher-level systems based on a job order-oriented northbound interface.
Table 1 summarizes how the requirements identified in Sect. 2 are addressed by
the proposed architecture. As part of future work, we plan to implement the
described architecture.
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Abstract. Software-defined Manufacturing (SDM) aims to enhance the
flexibility of production systems. Classical automation systems are not
a suitable technological basis for SDM. While their hierarchical, rigid
structures are increasingly being dissolved. Container-based virtualiza-
tion, and modular software architectures, gain traction in automation
systems. However, today’s PLCs are not a perfect fit for virtualization,
as the control program still is a monolithic piece of software. We analyze
cyclic and event-based real-time scheduling models for modular PLCs.
Furthermore, techniques for reconfiguration at runtime are developed
based on the selected execution models.

Keywords: Containers · Real-Time · Virtualization · Automation
Systems · Software-defined Manufacturing

1 Introduction

Today’s manufacturing systems only support manual reconfiguration at the
application level. However, the control software, e.g., the NC kernel, is fixed and
bound to hardware. Thus, adapting core functionality is impossible or requires
high manual effort. For this reason, the fixed programming of physical machines
via PLC or NC code must be replaced by an adaptable software layer to enable
Software-defined Manufacturing [1]. Software development for Programmable
Logic Controllers (PLCs) is typically done monolithically. As monolithic con-
trol applications age, they become increasingly difficult to maintain. Compo-
nents, e.g., function blocks, have low reusability and scalability [2]. Modular
software architectures, such as Service-oriented Architectures (SOAs), address
these drawbacks. Monolithic architectures are modularized into services, form-
ing cohesive applications by loosely coupled interaction. Software containers are
increasingly used to deploy modular architectures. We extend previous work [3,4]
towards a modular control platform, which implements a Microservices archi-
tecture. Specifically, we extend the container-based control system by event-
based and cyclic execution, i.e. orchestration, models that meet the requirements
of modular software architectures and the real-time requirements of control
systems.
c© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 14–24, 2023.
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2 Related Work

Cucinotta et al. [5] present an SOA in which real-time communication bypasses
the Simple Object Access Protocol (SOAP) stack and directly uses UDP/IP.
Service invocations are scheduled as sporadic tasks using Earliest Deadline First
(EDF). Dai et al. [6] present an industrial SOA based on IEC 61499, within
which function blocks offer functionalities as services. The communication takes
place via SOAP and TCP/IP. Tsai et al. [7] present RTSOA, an SOA extended by
soft real-time capabilities. A concept for a container-based, real-time automation
platform is defined in [8]. The scheduling algorithm is Fixed Priority Preemptive
Scheduling (FPS). While the other publications do not provide temporal syn-
chronization of tasks across a compute node’s boundaries, Telschig’s container-
based architecture [9] does so by introducing globally valid time slots for message
exchange and task execution. Furthermore, not all architectures support a guar-
anteed execution order of tasks and the deployment or update of components
at run-time. EDF, commonly used on single-core and multicore systems, is also
suitable for scheduling applications whose tasks have dependencies that can be
modeled as DAGs. A DAG is transformed into deadlines and activation times of
the subtasks for this purpose [10,11]. The methods known for single-processor
and multiprocessor systems are extended by Rivas et al. [12] for distributed
systems. Saifullah et al. [10] present a scheduling method for parallel real-time
execution of multiple periodic DAGs on a multicore processor. An algorithm
decomposes one or more DAGs into sequential tasks by assigning activation off-
sets and deadlines to individual tasks. Global EDF is used as the scheduling
algorithm. Jiang et al. [11] present a similar decomposition algorithm for DAG
tasks. Peng et al. [13] present methods for the FPS and EDF of DAGs, where
no decomposition is necessary.

3 Analysis of Scheduling Methods

Fig. 1. An exemplary DAG task consists of subtasks with worst-case execution times
(WCETs). Every subtask is deployed as a container.

Cyclic Scheduling of Dependent Tasks: Some use cases, such as sensor
fusion, benefit from executing tasks in a specified order because this can reduce
the end-to-end latency. Therefore, we compare two [10,11] principally applicable
methods for cyclic scheduling of task sets modeled as DAGs. Both methods rely
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Fig. 2. Comparison of Jiang’s [11] and Saifullah’s [10] decomposition algorithms.

on the decomposition of DAG tasks, i.e., the assignment of offsets and deadlines
to subtasks. Furthermore, both methods use EDF at runtime. Figure 1 depicts an
exemplary task modeled as a DAG. In the following, a DAG is called a task and
its components are called subtasks. Arrows symbolize precedence constraints.
The methods considered in this work are the algorithms of Saifullah et al. [10]
and Jiang et al. [11]. Figure 2 shows the decomposition of the DAG in Fig. 1
under Saifullah’s (Fig. 2b) and Jiang’s (Fig. 2c) methods. Vertical markers at the
end of the abscissa symbolize specified deadlines. Both methods are compared
as follows. Random task sets with varying parameters are generated, and the
numbers of schedulable task sets are compared. The task set generation follows
the following scheme based on [10,14]:

1. Determination of the parameters: The connection probability p ∈ (0, 1) spec-
ifies the probability of precedence constraints. n is the number of subtasks
per task, Uset is the desired processor utilization of the entire task set. β < 1
is a factor used to influence individual task utilization.

2. The generation of n random task is done using the G(n, p) method according
to Ernős-Rényi.

3. The WCET Ci,j of a subtask j in task i is randomly chosen from the interval
[100 µs, 1000 µs]. The length of the critical path Li, i.e., the sum over the
WCETs of subtasks on the longest path in the DAG, and the workload Wi,
i.e., the sum over the WCETs of all subtasks in the DAG, are calculated.
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Fig. 3. DAG-transformation to minimize intra-task-interference under G-FPS.

4. The period of a task Ti is chosen randomly from the interval [Li,Wi/β).
Thus, the processor utilization Ui lies in the interval [β,Wi/Li]. The deadline
is implicitly set to be identical to the period.

5. Step 2 to 4 is repeated until
∑n

i=1 Ui > Uset holds, and the period of the last
task is chosen so that exactly the desired total utilization is reached.

1000 random task sets per utilization were generated using the parameters
p ∈ [0.01; 0.2], n ∈ [20; 100], β = 0.1, and Ci,j ∈ [100 µs; 1000 µs]. Figure 2d
shows the acceptance rates for the randomly generated task sets with different
utilizations. Since Jiang’s decomposition strategy can decompose significantly
more task sets in a schedulable manner, it is applied if the application requires
cyclic scheduling considering the execution order.

Event-Based Scheduling of Dependent Tasks. For event-based scheduling
of DAG tasks, global EDF (G-EDF) [15] and global FPS (G-FPS) [14] are suit-
able algorithms. Using global FPS, the subtasks within a task are assigned pri-
orities according to their topological order. Different tasks (DAGs) are assigned
priorities according to Deadline Monotonic Scheduling (DMS) and thus, in the
case of implicit deadlines, according to Rate Monotonic Scheduling (RMS). Due
to the implementation-specific details of the SCHED DEADLINE scheduler,
schedulability cannot be tested according to Melani et al. [18]. The deadline of
a thread is relative to its activation time on Linux. For the schedulability test,
according to Melani et al., and similar tests, its deadline must be relative to the
activation time of the source subtask. Thus, G-FPS is used for the event-based
scheduling of container-based DAG tasks. Pathan’s test [14] is applied to check
the schedulability. As discussed in [3,4], the container-based control system uses
the socket API for inter-service communication. The select, poll, or epoll
syscalls can be used to wake up tasks, when a message is delivered. The ideal
implementation of the execution model would require a syscall that blocks until
a task has received messages from all of its predecessors. Such syscall is not
available on Linux, which leads to unnecessary context switches and increased
intra-task interference between the subtasks of a DAG, as illustrated on the left
in Fig. 3. Our approach to minimizing the intra-task interference is described
in the following and shown in Fig. 3. Subtasks that have more than one prede-
cessor are decomposed into sequential virtual subtasks. The number of virtual
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subtasks corresponds to the number of predecessors. For a subtask vi,j of a DAG
task Πi with predecessors predi,j = {predi,j,1, predi,j,2, ...}, the decomposition
into sequential virtual subtasks is done in four steps:

1. First, the response time analysis (RTA) is performed using the original task
set and the test of Pathan et al. [14]. Here, the worst-case response time Ri,j

is calculated for each subtask vi,j .
2. The subtask vi,j is divided according to the cardinality of the predecessors into

nvirt
i,j = |predi,j | virtual sequential subtasks vk

i,j . The first k = 1, ..., nvirt
i,j − 1

subtasks are assigned the WCET Ck
i,j = τrecv+τproc, where τproc corresponds

with the message processing time and τrecv corresponds with the delay, needed
to fetch the message from the messaging system. The last virtual subtask is
assigned the WCET C

|predi,j |
i,j = τrecv +τproc+τtask+nsub

i,j τsend. τsend denotes
the time needed to send a message.

3. The predecessors predi,j of the subtask are sorted in descending order accord-
ing to their response times Ri,j . The virtual subtasks are ordered in ascending
order for k = 2, ..., nvirt

i,j and the predecessors predi,j,k and vk−1
i,j are assigned

to the subtask. The first virtual subtask receives only predi,j,1 as predecessor.
4. Finally, we evaluate schedulability by applying Pathan’s RTA [14] to the

transformed DAG tasks.

If a DAG extends across the boundaries of a system, schedulability under global
FPS is evaluated by the RTA of Peng et al. [13]. This method considers that
subtasks not executed on the same processor cores cannot interfere with each
other.

4 Execution Models for the Container-Based PLC

4.1 Cyclic Execution Model

Scheduling: To support independent and DAG applications simultaneously and
guarantee schedulability for high processor loads, the cyclic execution model uses
the decomposition method of Jiang et al. [11] and global EDF. This execution
model is suitable for implementing cyclic DAG tasks with implicit or constrained
deadlines (Di ≤ Ti). The interaction between the communication system and
application subtasks follows the synchronous interaction pattern. Thus, the exe-
cution time of a subtask results in

τtotal = npubτrecv + τtask + nsubτsend + τaug. (1)

The task’s execution time is augmented with the latency τaug, which is the time
needed until all messages are transmitted to the successors. npub is the number
of predecessors and nsub is the number of successors. In the schedulability test,
only the actual execution time of the subtasks is considered.
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Fig. 4. Concept for reconfiguration by reassigning deadlines and offsets.

Runtime Reconfiguration: The reconfiguration, that is, adding a subtask
vi,ni+1 to a DAG task Πi with subtasks {vi,1, ..., vi,ni

} and period Ti, is done in
three steps. vsource is any source subtask of Πi, e.g. vi,1. The update strategy is
exemplified for one subtask vi,j , but is applied simultaneously to all subtasks of
the DAG. To simplify the notation, T = Ti is the period of DAG task Πi and
rksource = rki,1 is the request time of the k-th instance of the source subtask. The
relative offset o = oi,j of the subtask vi,j refers to rksource, which is increased by
T for each invocation of the DAG task: rksource = rk−1

source + T . The request time
rk of the k-th instance of subtask vi,j is rk = rksource +o. The deadline D of sub-
task vi,j is relative to its request time. For rksource and rk, the notations rsource
and r are used. First, new deadlines and offsets are assigned to subtasks by
the decomposition procedure. The old and new offsets and deadlines of subtask
vi,j , are denoted oold and onew, and Dold and Dnew. The next step is to notify
the subtasks about their new deadlines and offsets. A message is sent to each
subtask, containing the new deadlines and offsets and a global synchronization
point. The global synchronization point is derived from the request time rksource
of the source subtask: S = rksource + xT . x ∈ N can be freely chosen. While, e.g.,
Xenomai natively supports the allocation of offsets between threads, on Linux,
this can only be done using a timed sleep. If the request time of a subtask is
shifted to the left, that is (onew < oold), the corresponding subtask would have
to be executed a second time within one period. Since the deadline of the sub-
task may already be exceeded at this point, and the Constant Bandwidth Server
(CBS) may have no remaining bandwidth, the subtask might be throttled. For
this reason, the reallocation follows the strategy shown in Fig. 4. If onew < oold,
the subtasks are paused until S + T + onew, and the new deadline is assigned. If
onew > oold, the subtasks are paused until S + onew and Dnew is assigned. The
third step includes the deployment of the new subtask. A consistent state trans-
fer is necessary if a subtask is updated, i.e., replaced. First, the schedulability
test is used to check whether the new subtask can be executed parallel, i.e., with
identical offsets and deadlines, to the subtask to be replaced. If this is the case,
the subtask starts. Otherwise, the deployment follows the procedure described
above. Next, the necessary communication channels are initialized. The new sub-
task does not process incoming messages and leaves them in the message queue.
A time-stamped image of the state of the internal variables of the component
to be replaced is successively transmitted to the new subtask. Once the state
is completely transmitted, the actual state is reconstructed using the messages
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Fig. 5. Example of an update to replace a stateful subtask.

in the message queue. The new subtask starts executing its program logic and
transmitting the output messages to its successors. The successors always apply
the messages of the new subtask during the update process, as far as these are
available. Finally, the original subtask terminates. Figure 5 illustrates the prin-
ciple flow of a stateful reconfiguration. The DAG task consists of the source
subtask task 1, task 2, and task 3, which are executed in this order. The state-
ful task 2 is replaced by task 2’ at runtime. The reassignment of offsets and
deadlines has already been done, and the required communication links have
been established. (1) Task 2’ requests the transfer of task 2’s internal state and
starts receiving messages from task 1. (2) The state’s transmission begins, which
extends over two cycles. (3) State reconstruction is conducted based on the mes-
sages in the message queue and the transmitted state. In this example, only one
cycle is needed for this. Task 2’ begins with the execution of the program. (4)
Task 3 receives messages from tasks 2 and 2’. Messages from task 2 are dropped,
and messages from task 2’ are applied. Furthermore, task 2 is notified that the
deployment of task 2’ has been completed (5). (6) Task 2 terminates.

4.2 Event-Based Execution Model

Based on the results of the previous sections, the event-based execution model
of the container-based control system is presented. The assignment of priorities
and the execution at runtime is performed according to the procedures explained
in Sect. 3. The developed model ensures that only one event-based activation is
necessary for each subtask since all other precedence messages have already
been delivered and can be processed without interrupting the subtask. To check
schedulability, the RTA of Pathan et al. [14] and to check schedulability on a
distributed system, the RTA by Peng et al. [13] are used. In event-based systems,
it is unpredictable when an event may occur. For this reason, reconfiguration is
done either offline or without consistent state transmission.

5 Validation of a Sample Use-Case

The real-time performance of the execution models was evaluated based on a
sample application. A production line model is controlled by a single DAG task
with eight services and seven deployment units (see Fig. 6). The WCETs of the
PLC subtasks are shown in Table 1.
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Fig. 6. Production line model with two processing stations.

Table 1. WCETs of the subtasks of the exemplary application for validation

Task T1 T2 T3 T4 T5 T6 T7 T8

WCET [µs] 476 676 698 777 794 697 683 725

Validation of the Event-Based Execution Model: To validate the event-
based execution model, two instances of the DAG task Π1 and Π2 were executed
at a rate of T1 = 5 ms and T2 = 10 ms. The temporal behavior was recorded over
a time span of six hours on a Raspberry Pi 3 equipped with PREEMPT RT-
Patch and Linux version 5.2.21. Figure 7 depicts the measured execution of Π1

on the test system compared to the previously calculated response times of the
subtasks. Only tasks 1, 2 and 3 exceeded the calculated response times. However,
this was caused by WCET overruns and the jitter of the test system. If the
scheduling method is to be used for safety-critical applications, the WCET must
therefore be estimated sufficiently pessimistically. The second DAG task Π2 also
did not exceed the calculated response time.

Fig. 7. Comparison between the calculated response times of DAG Π1 with T1 = 5 ms
and the actual system behavior.
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Validation of the Cyclic Execution Model: The cyclic execution model
was also validated by running the application consisting of Π1 and Π2 (T1 =
T2 = 8 ms) with implicit deadlines for six hours on the test system. Figure 8
shows the resulting artificial deadlines and measured behavior of Π1 and Π2.
The precedence constraints were not violated at any time. The cyclic and event-
based dependent execution models’ evaluation shows that both can be employed
under real-time requirements.

Fig. 8. Comparison of the calculated response times of DAG Π1 with T1 = 8 ms and
the actual system behavior.

6 Conclusion and Future Work

In this work, we developed concepts for event-based and cyclic execution models.
Both execution models support applications with independent tasks and appli-
cations, where the tasks’ execution must occur in an explicitly specified order.
This order is modeled as DAG. The execution models allow the development,
deployment, and dynamic reconfiguration of distributed control applications. As
part of future work, we plan to extend the used socket-based messaging system
to support Time Sensitive Networking.
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Abstract. Increasingly volatile markets, higher numbers of product variants and
more sophisticated customer demands lead to a soaring complexity of productions
themselves and their operations. An enabling technology that allows to cope with
this increased complexity is digitization, as it enables data capturing and data
driven analysis in production. Software-defined manufacturing (SDM) empowers
to fully use the potential of digitization by decoupling physical production hard-
ware and the associated control software. This enables an increase in the versatility
of existing resources through automated generation of software for instantiations
and interventions in production control. With the aim of enlarging the abstraction
and decoupling capabilities of SDM, this paper presents a concept to use SDM
at different abstraction levels of the production over the whole life cycle. The
different abstraction levels, i.e. machine, production system and production net-
work, are decoupled based on a service-oriented approach that defines interactions
between these abstraction levels. The requirements to implement this approach
are determined for the different levels where special notice is given to changing
requirements over the life cycle of the production. With respect to the require-
ments, recommendations are given considering the integration of the concept in
existing productions. Finally, potential benefits of this concept are discussed.

Keywords: Software-defined manufacturing · brownfield · production system ·
production network · production life cycle

1 Introduction

Today, the environment in which manufacturing companies operate is characterized by
volatility, uncertainty, complexity and ambiguity (VUCAworld) [1, 2]. The requirements
which arise in this environment are decisive for the success of companies. Flexibility
and adaptability are enablers to cope with these requirements and crucial success factors
that can ensure competitiveness [3].

Progressive digitization has evolved from a trend to an enabler in the global pro-
duction network and offers companies the opportunity to deal with growing demands in
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the VUCA-world [4]. A new paradigm that offers potential to exploit the full scope of
digitization and remove the existing barriers is Software-defined Manufacturing (SDM)
[5, 6]. Inspired by software-defined networking, SDM aims to decouple hardware from
software, with the goal of increasing flexibility and changeability of both hardware and
software. Therefore, SDM empowers increasing efficiency in planning and operating
and reduces the complexity of the systems at the same time [5–7]. The full potential of
SDM can be realized when it is used across all levels of production [3]. Starting from
machines, through the production system, and up to the global production network, a
continuity can be created by implementing standards and by using the same technologies
as well as the samemindset. However, SDM should not only be applicable across all lev-
els, but also along the entire production life cycle. The production life cycle is oriented
on the product life cycle (Introduction, Growth, Maturity and Decline) [8]. During the
life cycle of a production, requirements change and adjustments must be made which
can be supported by SDM through a continuous adaption process which includes the
development, planning and operation of a production [3, 6].

Based on existing approaches and technologies, it is now necessary to establish SDM
across all levels and along the entire life cycle of a production in order to counteract
the VUCA world effects. The remainder of this paper addresses existing approaches
(Sect. 2), presents an architecture that aims to realize SDM over all layers of production
(Sect. 3) which is illustrated in an exemplary use case (Sect. 4). Finally, the presented
architecture is discussed and the paper concluded (Sect. 5).

2 State of the Art

The SDM paradigm aims at “adapting an entire production purely via software” [9].
Similar to other software-defined approaches such as software-defined networking [10],
SDM pursues its goal by utilizing abstraction layers to decouple control software from
production hardware [5]. SDM promises to increase flexibility and changeability of
production and allows to handle the complexity of modern, digitized production sites
[7]. Currently, different concepts for SDM architectures are discussed in the literature,
that can be differentiated inmodular service-oriented approaches [6, 7, 9] and centralized
control approaches [11, 12]. Since modular service-oriented approaches suit the idea of
abstraction, these approaches are presented in the following.

An essential foundation for the realization of SDM is a digitized production, where
different assets in the production are cyber physical systems (CPS). A CPS refers to a
system with integrated digital and physical capabilities that collects data and allows to
control its physical components by software [13]. There exists a multitude of commu-
nication protocols with service-oriented architectures that can interact with and control
CPS, such as OPC UA [14] or MQTT [15]. Both provide a basis for standardized com-
munication across all levels of an enterprise. In their basic form, however, they do not
consider the specific changes in a CPS over the life cycle. A promising concept that
allows to create standardized data models that comprise all data to describe a CPS and
allow for communication with the physical part of the CPS is the asset administration
shell (AAS) [16, 17]. The AAS is promoted as a basis for a digital twin (DT) [16].

Despite multiple, sometimes contradictory definitions of a DT in the literature [18],
most researchers agree that a DT is the virtual representation of a physical asset that
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synchronizes with the real system [19]. In most cases, a DT incorporates models that
allow making predictions about the real system [20]. Stark et al. [21] state that a DT
consists of data andmodels that utilize this data to mimic the behavior of the real system.
A definition relevant in regard of SDM is presented by Kritzinger et al. [18] who states
that a DT must support automatic information flow from and to the real system. Thus, a
DT needs to be able to control the physical system.

Besides SDM, there exists a plethora of approaches that aim to improve production by
using CPS or digitization in general. The concept of cyber-physical production systems,
which is proposed in [22], aims at a production with autonomous, interconnected and
cooperative CPS. The concept targets a self-organized and highly flexible production.
Similar approaches that aim for an intelligent, flexible and changeable production are
biological [23], reconfigurable [24], fractal [25] or holonic [26] manufacturing systems.
However, the above-mentioned concepts lack a conceptual software architecture that
allows to use the CPS as proposed. This paper aims to close this gap by introducing an
SDM architecture that allows for abstraction to reduce the complexity in production and
enabling service-oriented manufacturing.

3 Approach

Realizing the SDM paradigm promises to improve the efficiency in planning and oper-
ation of production systems. The main enablers that are exploited to realize a software-
defined production are virtualization and abstraction. As a result, operation and planning
can be fully adopted by virtual representations of the production and interaction with
the production is simplified by realizing abstraction with offered services.

In regard of SDM, virtualization describes the digital replication of a physical asset
in production [7]. However, different requirements need to be fulfilled to achieve vir-
tualization of the production system. The production assets, i.e. production resources
such as machines, need to be CPS with virtual counterparts, i.e. DTs [27]. By combining
these individual virtual counterparts of the assets in a model that also contains the con-
nections of the assets, a virtual representation of the production system can be created.
Similarly, virtual production systems can be combined to virtual production networks.
Besides production resources, production systems and global production networks are
also referred to as assets in the following.

In order to realize a virtually operated production, it is crucial that assets allow for
a bidirectional information flow between physical and virtual world. Thus, assets need
DTs that suit the definition of Kritzinger [18]. The two components of the DTs, i.e. data
and behavioral models, need to be separated to realize abstraction.

Abstraction refers in this context to the idea that interactions with the production are
separated from the production’s technical infrastructure. Thus, abstraction implements
the concept of separation of concerns [7]. Abstraction can be achieved by a reference
model that contains references to the data of the DT and the real production resources
in a standardized form [6].

We propose a service-oriented, modular architecture for planning and operation of
production that allows to realize the SDM paradigm with virtualization and abstraction.

The architecture of an individual asset, as depicted in Fig. 1, contains three distinct
layers: an application layer, reference layer and infrastructure layer. The application
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Fig. 1. Visualization of the proposed service-oriented architecture with the possible connections
between application, reference and infrastructure layers of two exemplary assets.

layer provides services and applications for operation and planning of the asset, such
as a service to produce a product or a simulation model of the asset as an application.
The infrastructure layer contains all data to describe the asset and functions that can
be performed by the asset. Application layer and infrastructure layer are connected
through the reference layer. A reference is thereby a connection of a standardized key
to infrastructure components that relate to this key. For example, the key processing
time of a machine allows a standardized reference to all processing time data values of
this machine. The reference model defines thereby the keys of each asset. References
can either be requests for data or requests to perform a function. Besides references to
infrastructure components, references to the application layer of other assets are also
possible. This allows the creation of an architecture where hierarchical levels of the
production can be represented, as shown in Fig. 2. The advantage of this architecture
is that the interaction of humans or machines with the production is limited to the
application layer and the technical infrastructure is not necessary to be considered.
Moreover, production layers are decoupled so that interactions on a certain production
level do not directly depend on other production levels. This approach makes it possible,
for example, to trigger successive simulations from the upper levels to the levels below,
thus extending the functionality of communication protocols such asOPCUA.Moreover,
it is possible to use different communication protocols concurrently.

Fig. 2. Visualization of the proposed service-oriented architecture in context of the three
production levels machine, production system and production network with three exemplary
requests
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Subsequently, the specific characteristics of the production levels machine, pro-
duction system and production network are described with respect to the SDM
architecture.

3.1 Machine

Due to a continuous standardization of interfaces and informationmodels, the connection
of new machines to the SDM architecture will become increasingly easy. As shown in
[28] by a survey of representative companies in the mechanical and plant engineering
sector, almost all companies work with machines and machine controls from at least
two manufacturers and 81% of the machines in operation are older than six years.
Therefore, brownfield machines with varying standards, interfaces and ages must be
considered for a consistent integration in production systems. Since these machines have
an advanced degree of wear and tear, the machine life cycle plays an important role. For
connection of these machines, programmable logic controller (PLC) data, as well as
additionally retrofitted sensors, must be considered. These sources can be accessed via
various edge devices and nodes leading to an inhomogeneous data landscape. Multiple
protocols and data formats, as mentioned in Sect. 2, must be considered. To deal with
this complexity and, thus, be able to introduce retrofitted brownfield machines to SDM,
relevant data sources should be made accessible to the reference layer with the help of
a data-grabber [29]. Furthermore, to add the data sources to an information model, their
signal types must be determined. This can be done by intelligent signal identification
algorithms [30],which canbe integrated into crawler tools for production communication
networks. Furthermore, it can be assumed that there is no axis model available for
brownfield machines, which is required to represent the machine using a DT. Based on
this, a holistic integration of brownfield machines only unfolds its full potential when the
system parameters of all machine axes are known. Therefore, reference runs with high
information content as presented in [31] canbeused to generate data for the determination
of axis components. If both new and existing machines have been enabled for integration
into the SDM architecture, they are available to host services and applications that utilize
the machine’s infrastructure layer.

3.2 Production System

Operating a production system efficiently demands a high effort in planning due to
the complexity of the systems [32]. This is caused by the necessary consideration of
technical details of the used production resources and by changing requirements to the
production system over its life cycle [3, 24]. With SDM and the presented architecture,
these limitations can be overcome.

Since the SDM architecture allows for abstraction, production resources can be
treated as black boxes with certain capabilities offered by services. Thereby, techni-
cal details of these resources can be neglected. This simplifies the management of
the resources in a production system as planners only need to consider a subset of
information.

Pairing abstractionwith virtualization simplifies the production planning task for pro-
duction systems evenmore. TheDTs of production systems,mostlymodelled asmaterial
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flow simulations [18, 20], allow for detailed forecasting, optimization and autonomous
control. The reference layer simplifies the generation of DTs as the access to required
data is improved by standardized interfaces. Moreover, data analysis services can be
combined with real time data sources, as e.g. MES systems, by the reference layer to
synchronize DT and real production system.

The implementation of this approach into existing production systems requires three
steps. At first, the requirements for virtualization of the production system and its
resources need to be satisfied. Hence, the assets need to be digitized to gather data
and to allow for virtual control. Next, the reference model can be created with refer-
ences to the data and the production resources. At last, services and applications can be
built upon the reference layer by using existing architectures such as REST. Possible
services for a production system are the production of products or the analysis of the
production system. Moreover, applications could range from simulation tools to data
dashboards presenting the performance of the production system.

3.3 Production Network

By using the SDM paradigm also across companies in the global production network,
new opportunities for interaction and collaboration in production networks as well as the
design of production networks become possible. Production networks are systems that
usually have grown over years and combine different locations and production systems
[33]. For this reason, the focus on the global production network level is on brownfield
planning.

The starting point for using SDM on the production network level is as well a
reference model that provides the necessary information and enables abstraction and
virtualization. Accordingly, the first requirement for SDM from the production network
perspective is a unique reference between the reference models at the different levels,
given by the reference layer. While the various sites, systems and machines represent
internal company information, the production network level also requires information
on suppliers, customers, service providers, etc. In the future, this data can also be pro-
vided via information models with an external interface. If suppliers do not yet provide
information models, the data must be collected from the company’s own databases in a
transitional phase. Here, ERP and MES systems can be used. This allows, for example,
to import customer and order data into the information model to perform order allo-
cation or aggregate production planning tasks. In summary, the application layer for
the production network receives information from the underlying levels (linked via the
reference layer), information models of external parties and the company’s own systems
(ERP, MES, etc.). Since production networks are complex structures with high variety,
the reference layer needs a detailed logic which can be modeled by asset administration
shells and enhanced semantically through ontologies [16].

The infrastructure layer is contrasted with the application layer. Like the production
system, the production network also focuses on a DT. However, this requires the right
level of abstraction to be able to fulfill necessary tasks, on the one hand, and to keep the
computing time and the effort required as low as possible, on the other hand. Since the
use cases can be very diverse, it is important to define as precisely as possible which
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information is required for each individual application. If there are continuous reference
models across all levels, only the corresponding one must be referenced.

4 Exemplary Use Case

In the following a specific use case for the service-oriented architecture in the context
of the three production layers is introduced. In detail, the architecture aims to realize a
changeable production environment. This goal is enabled by the architecture because it
can facilitate the planning and operation of today’s digitalized production.

The use case comprises of the introduction of a new product variant in an existing
production which is a common but still challenging scenario in production. Parallel to
the introduction, the quantity of requested products by the customers changes as well.
To react to these drivers of change, the existing production needs to be optimized and
reconfigured for the new product und quantities. The use case shows how the service-
oriented architecture is used in production planning on different levels of production.

First, a service is used on the production network level to find the optimal locations
to produce the new product variant. To do so, historic production data of the differ-
ent locations and production systems is needed. With the architecture, the data can be
quickly gathered from information models. Heterogeneous data standards at different
sites (identification, addresses, format, etc.) can be used in a unified service via the refer-
ence layer, thus supporting interoperability. The data is then analyzed and compared to
the production capabilities needed to produce the new product variant. Out of this, plan-
ning algorithms can find a suitable match of production plant capabilities and product
requirements and recommend it to the user. Allocation planning can thus be automated
by using data directly from the information models.

Thereafter, production planning on a production system level needs to be performed.
At first, material flow simulations are performed to analyze the performance of the
production system under the new circumstances. The proposed architecture allows to
create a service to retrieve a data-based description of the production system from the
information model and automatically create a simulation model based on this data. As
the structure of the obtained data is standardized by the reference layer, this service is
applicable for different production systems and allows to reduce simulation modeling
time dramatically. Similar services are also possible for other production planning tasks,
such as scheduling of orders or reconfiguration planning. If the result of the simulation
shows an acceptable performance, the architecture can be used to request the production
system to produce the new product variant in the demanded quantity. The reference layer
should link this request to the ERP system of the production to automatically trigger the
production process. Again, this request could be standardized to allow the connection
of different ERP systems to simplify the interaction of production planners with the IT
infrastructure of the production.

If the production of the new variant requires a changeover of some machines, the
architecture can also be used to support this process. A service can be imagined, that
allows to request a changeover of a machine. Depending on the capability of themachine
for automated changeover, the service either requests maintenance personal to perform
the changeover or directly communicates the needed changeover to the machine via
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suitable communication protocols. Ideally, the interface of this service is standardized
for all machines and the reference layer distinguishes the associated requests to suit the
needs of the machine.

The use case illustrates how the architecture can be used for production planning
and operation on different levels of production. The possibility to create standardized
services and requests with the architecture does not only simplify but also reduces the
required time for production planning as these services can be reused in other scenarios.
Moreover, interoperability of different tools, such as simulation or data analysis, is
enhanced since it enables a standardized representation of a consistent data base.

5 Discussion and Conclusion

The presented SDM approach promises various advantages and opportunities by extend-
ing the SDM concept with consideration of the production life cycle on different levels
of production. By decoupling the physical production and associated software with
abstraction, a clear application layer can be implemented leading to simplified supply
chain and production planning. In turn, this helps to reduce the complexity in produc-
tion planning and control and, thus, promises to increase the efficiency in production.
Consistent matching of product requirements and currently available production capa-
bilities can be achieved even before the production of initial samples. Furthermore, the
architecture promotes the use of virtualization that also reduces the required time for
production analyses and forecasts. Lastly, interoperability in planning and operation of
production is enabled by services and the use of a reference layer.

However, the presented SDMarchitecture and SDM in general still face various chal-
lenges in the implementation. For example, depending on the requested services, there
are specific minimum requirements for the required data quality. Thus, standardization
and digitization of production assets is required. In order to be able to map the entire
global production network, end-to-end networking between all layers and models must
be ensured. Furthermore, isolated use of individual models must be made possible at
every level. For this purpose, it has to be possible to abstract individual layers so that
individual models can be used. This should be possible, even if there is no reference
to one of the other layers. In summary, the management of the reference layer must
be simple to avoid additional administrative work. Moreover, existing implementations
need to be extended to allow an integration into a unifying architecture. Future research
shall implement the introduced architecture with various layers and demonstrate its
applicability to address the presented challenges.
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Abstract. The coexistence of humans and robots in manufacturing
requires safety. Typically, safety functionalities for coexistence are based
on speed and separation monitoring according to EN ISO 10218. Thereby,
a robot should reduce speed or stop completely when an obstacle is too
close to avoid collisions. Nowadays, despite this standard, speed and sep-
aration monitoring are still realized with static worst-case safety assump-
tions about the kinematics of humans and robots. Over the years, dif-
ferent static techniques have evolved in the industrial environment like
fences, light fences, or camera-based systems where critical zones can be
configured. The latter is admittedly more flexible in the configuration but
still static during the run-time of the manufacturing system. The static
worst-case assumptions result in large unnecessary distances between
humans and robots, which leads to inefficient use of space. Therefore,
factories are larger than they need to be, which leads to higher costs.
This work aims to enhance the use of space in human-robot coexistence
applications to make factory layouts more efficient. Therefore, a dynamic
minimum distance calculation based on the DIN ISO 15066 with the
kinematic information of the coexisting human and industrial robots is
provided. It is shown in a simulation that this approach of a dynamic
safety distance calculation leads to a reduction of the required space.

Keywords: Safety · Human-Robot Collaboration · Distance
Monitoring

1 Introduction

Human-robot collaboration (HRC) is an important research topic in the current
aim to use autonomous and adaptive manufacturing due to its flexible applica-
tion possibilities [16,24]. A main disadvantage of traditional industrial robotic
systems is the necessity of fences and static safety configurations with high space
consumption, which makes the integration in adaptive and flexible production
systems challenging [16]. The usage of collaborative robots is not limited to the
direct interaction of human and robots, it also includes flexible safety functions,
c© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 35–45, 2023.
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easy relocation, and less space consumption [24]. HRC requires safety to be
applicable in industrial environments. The related work presents different safety
methods for different levels of human-robot interaction. The level of interaction is
often differentiated into coexistence, cooperation, and collaboration [3,16,24]. In
a coexistence, humans and robots share the same environment but do not inter-
act directly. In a cooperation, humans and robots work in the same workspace
but on different tasks, and in a collaboration, the human and robot execute a
task together. The safety methods are differentiated in collision avoidance and
collision detection [20,23,27] or similar categories [28,30]. Collision detection is
required for collaboration when humans and robots interact directly or share
the same workspace for cooperation because of the possible contact between
a workpiece and a human. Thereby the impact of an injury through a colli-
sion must be limited. Collision avoidance is sufficient for coexistence because no
direct contact between humans and robots is required and demanded. Besides
the research, standards exist for handling safety in HRC. The EN ISO 10218 [13]
presents three safety methods for collaborative interaction: Hand-guided control,
speed and separation monitoring (SSM) as well as power and force limiting.

Collaborative robots like Bosch APAS, Universal Robot, Kuka LBR iiwa and
Franka Emika are designed for direct interactions between humans and robots.
Therefore, safety is gained by limiting the injury while colliding with lightweight
structures or sensorized skins. However, the payload is typically limited to less
than 20 kg due to the lightweight structures. Thus, these kinds of robots are
flexible in safety but limited to specific use cases with low payload requirements.
According to the number of robot installations in 2020, the market share of
collaborative robots is small with five percent [1]. Using traditional industrial
robotic systems for human-robot collaborations could enhance the market share
of collaborative robots because their limitation to specific use cases could be
revoked. Thereby, the most common applications of industrial robots are han-
dling and welding [1] which do not require direct interaction between humans
and robots. Instead, a safe coexistence between humans and robots is sufficient.
New safety functions are required to enable adaptive and flexible application of
traditional industrial robotic systems in manufacturing during the coexistence
with humans.

To the best of the authors knowledge, there are only a few products on
the market which try to make traditional robotic systems’ safety more flexible.
The SafetyEye from Pilz uses a camera-based vision system where static danger
zones can be defined. No fences are required, but the flexibility is limited to the
configuration time [18]. The system enables SIL3 solutions. Another product is
the INXPECT Radar sensor, targeting static danger zones with SIL2 or PLd.
These solutions are more flexible during configuration but still require much
space. Therefore, this paper presents a flexible safety method based on speed and
separation monitoring. In contrast to the other products and research presented
in Sect. 2, this new approach monitors the position and speed of humans and
robots to calculate the required separation. The distance is lower compared to
worst-case assumptions where no speed or position is monitored. The monitoring
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of robots and humans enables a more efficient space usage which is shown in
a simulation in 4. Furthermore, the boundary conditions for the design and
implementation of such a system is shown in 5.

2 Related Work

The problem of safety in human-robot coexistence has been addressed for many
years. In contrast to the low number of certified products on the market, dif-
ferent approaches can be found in research, which are based on different sen-
sors and safety functions. Various literature reviews give an overview of the dif-
ferent approaches. Eight reviews have been identified [3,12,20,22,23,27,28,30]
by searching with ((human AND robot) OR (human-robot)) AND (safety OR
safe) AND (review OR survey)) in Web of Science1 and Scopus2. The reviews
state different approaches for collision avoidance like estimating the intention of
a human to modify the robot movement [12,20]. Moreover, distance determina-
tion between humans and robots are used to change the trajectory of the robot,
as in [9,10]. All papers related to SSM in these reviews have been analyzed.
Within these approaches, many of them rely on the distance between the robot
and obstacle like [29,31]. Others use additional sensors for tracking the human
or obstacle like [5,7,11]. Many researches define static zones around the robot,
like [5,25]. Others take the velocities into account, like [9] who presents collision
avoidance by changing the trajectory of the robot with control barrier functions
that include the position and velocity of the human.

Four publications are similar to this work’s approach. [2] track humans with
a Kinect V2 3D-RGB camera and calculate the required safety distance based
on TS/ISO 15066. They only monitor the tool center point of the robot instead
of a more complex model. By simulation, they show fewer safety stops compared
to traditional safety systems. [15] want to enhance the productivity of collab-
orative tasks by minimizing the degraded state of the robot due to the safety
functions. They modify the standard SSM by calculating a safety threshold in
real-time, based on the position and velocity of humans and robots. However
their focus lays on cooperation and collaboration. Furthermore they present a
risk classification based on the SSM. [17] track the movement of humans and the
robot and transfer them into a physical simulation. The humans are tracked with
multiple Kinect cameras. Spheres extend the joint model. The robot’s position
and future trajectory are tracked too. The simulation software checks a colli-
sion based on the current human position and future robot trajectory. Possible
movements of humans are not considered. The main contribution of [17] is the
camera-based human motion tracking. In [26] the dynamic calculation of SSM
based on the tracking of humans and the robot is analyzed. They present a so
called trajectory-dependent safety distance, which refers to the robots trajectory.
Details on the human modeling are not given. They show less required safety dis-
tance when the robot moves away from an obstacle. All four works do not focus
1 https://www.webofscience.com/.
2 https://www.scopus.com.

https://www.webofscience.com/
https://www.scopus.com
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on the reeducation of required space. Furthermore [17] and [26] use lightweight
robots. Only in [15] with the ABB IRB1200 a industrial robot is used, but the
IRB1200 is still a lightweight robot which is limited to a low payload.

3 Accurate Speed and Separation Monitoring

The SSM increases safety for HRC by monitoring the separation of humans and
robots based on the position and speed of both, humans and robots. This section
explains the SSM according to the norm and introduces the modification of this
work’s approach where monitored values over worst-case assumptions are used.
This can lower the required safe space.

3.1 Calculation According to the Norm

The EN ISO 10218 names SSM as a possible safety function to enable HRC
but does not detail the implementation of such a safety function. How-
ever, the ISO/TS 15066:2016 [14] is a technical specification that guides the
implementation of SSM. The required separation distance according to the
ISO/TS 15066:2016 sec. 5.5.4.2.3 is (1).

S(t) = Sh(t) + Sr(t) + Ss(t) + C + Zd + Zr (1)

The functions and variables are as follows [14]:

– Sh is the contribution to the protective separation distance attributable to
the operator’s change in location

– Sr is the contribution to the protective separation distance attributable to
the robot system’s reaction time

– Ss is the contribution to the protective separation distance due to the robot
system’s stopping distance

– C is the intrusion distance, as defined in ISO 13855; this is the distance that
a part of the body can intrude into the sensing field before it is detected

– Zd is the position uncertainty of the operator in the collaborative workspace,
as measured by the presence sensing device resulting from the sensing system
measurement tolerance

– Zr is the position uncertainty of the robot system, resulting from the accuracy
of the robot position measurement system.

The separation distance S must be calculated by considering all human and
robot parts. The technical specification leaves this open to the user. Therefore
a model for humans and robots is required first.
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3.2 Human and Robot Modeling

Some approaches use two points for the hand of the human and the tool center
point of the robot, like [8], which is not accurate enough as other parts of human
and robot could be closer. Other approaches like [4] are based on geometrical
models, but the formula can not be used with them. Others use point clouds
generated from the sensor’s output like [7]. Others apply a joint link model like
[9] where humans and robots are modeled by joints and the links between the
joints. As shown in Fig. 1, this work also uses a joint model extended with
spheres around the joints. This model is a good compromise between accuracy
and calculation effort.

Fig. 1. Joint model of the human and robot

With the joint model, the separation distance as the minimum of the dis-
tances between each link of the robot jj and each link of the human ji by
S = min(Si,j) can be calculated.

3.3 Implementation Details and Monitoring Differences

The contribution of the variables to the required separation distance is based on
the possibility of monitoring the operator and robot. If no monitoring is possible,
a worst-case assumption must be made.

Sh is expressed in [14] as Sh(t) =
∫ t0+Tr+Ts

t0
vh(t)dt where vh(t) is the velocity

of the human in the direction of the robot. Tr is the reaction time of the whole
system including the time for detecting the human, processing the signals, and
activating the robot stop. A static time is assumed, due to the real-time require-
ment with deterministic behavior for safety functions. The time depends on the
used sensors, algorithms, hardware and robot and must be identified empiri-
cally. Ts is the time for stopping the robot. The stopping time of the robot
relies on the velocity, pose and payload of the robot and is identified empiri-
cally by the robot manufacturer. If the velocity of the human can be monitored
the velocity is only known for the current time to. Some approaches [12] try to
estimate the intention of the human operator which could be used to make a
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estimation of the future velocity vh. In this work a more conservative method
by assuming a maximum acceleration additional to the the current speed so
that Sh(t) =

∫ t0+Tr+Ts

t0
vh(t0) +

∫ t0+Tr+Ts

t0
ah,maxdt whereby vh is limited by

|vh(t)| < vh,max is used. If the velocity can’t be monitored the worst case of
vh = vh,max = 1.6m

s must be assumed according to ISO/TS 15066:2016.
The required separation distance attributable to the robot reaction time is

Sr =
∫ t0+Tr

t0
vr(t) according to [14]. If the robot’s velocity can be monitored,

a potential acceleration must be considered according to the technical speci-
fication. In contrast, if the trajectory is known and the position and velocity
are monitored, the future position and velocity can be determined based on the
dynamics calculation of the robot control. If the velocity can’t be monitored the
maximum vr = vr.max must be assumed.

The required separation distance attributable to the robot stop time is Ss =∫ t0+Tr+Ts

t0+Tr
vr(t) according to [14]. The stopping distance is measured by the robot

manufacturer for each axis and relies on the current velocity, payload and pose.
With these distances the robot pose for t = t0 + Tr + Ts can be determined.

The remaining variables C,Zd, and Zr depend on the chosen sensors and are
provided by the sensor manufacturer or must be determined empirically.

4 Simulation

To validate the potential of this work’s model-based SSM approach, a coexistence
scenario is simulated which lays the foundation for a comparison to existing
approaches, namely a light fence, SafetEye, and the sole monitoring of the robot.
The SSM is used for each approach and determines the required separation
distance.

4.1 Scenario

Industrial robots occur in various industrial applications. Nevertheless, they are
most often used for handling tasks [1]. This is why the benefits of this work’s
approach is shown by the example of such a robot handling task. This work con-
tributes to the safe coexistence of heavy-weight industrial robots and humans in
highly automated plants. Therefore a scenario is shown where a human walks by
an industrial robot, which performs a handling task. A KUKA KR500 R2830 is
chosen, which performs a pick and place task. A visualization3 of this simulation
scenario is shown in Fig. 2.

The simulation is carried out in a virtual commissioning tool, where the
kinematics of the robot and the human are modeled. A virtual CNC is used and
integrated into the virtual commissioning tool to generate a realistic trajectory
of the robot. The safety calculations of the different approaches are described in
the next section.

3 A video of the simulated scenario can be found at https://youtu.be/ErpZITy9dUw.

https://youtu.be/ErpZITy9dUw
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Fig. 2. Simulation scenario

4.2 Implementation Details

The parameters for the different safety approaches are identified from the man-
ufacture manuals or they are estimated. The values C and Tr are different for
each approach.

– For the simulation of a light fence a Pilz PSEN opII4H [19] with a Beckhoff
TwinSafe [6] safety PLC and an EtherCAT fieldbus is used. According to the
DIN EN 13855 the intrusion distance is calculated to C = 8(d − 14) with d
in mm whereby in our case d = 30mm so that C = 0.128. The reaction time
Tr is calculated as Tr = tsensor + tio + tbus + tlogic + tbus + tio = 0.0393s with
the values from [6,19].

– The values for the SafetyEye simulation are provided in [18] with C = 0.208
and Tr = 0.3.

– For the sole monitoring of the robot and the model-based SSM C = 0.1
and Tr = 0.3 based on values presented in [21] are assumed.

The position uncertainty of robot and human are estimated to Zd = 0.1 and
Zr = 0.001. The maximum velocity of a human is set to vh = vh,max = 1.6m

s as
suggested by [14]. The maximum velocity of the robot vr,max could be set to the
physical limits but depending on the application these values are never reached.
Therefore, the maximum velocity occurring during the application satisfy the
worst case assumption.

4.3 Evaluation

The results4 of the simulation are shown in Fig. 3. The minimum occurring
separation distance dmin = min(di,j) is the minimum euclidean distance between
4 The source code of the calculation can be found at https://github.com/

iswunistuttgart/robotsafety-dynssm.

https://github.com/iswunistuttgart/robotsafety-dynssm
https://github.com/iswunistuttgart/robotsafety-dynssm
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each link of the robot and the human. If the required separation distance is
lower than dmin the use case can be considered as safe. The required separation
distance for the light Slf and the SafetyEye Sse is constant because the worst-
case assumption is used for the human and the robot motion. Due to the higher
values of the constants C and Tr for the SafetyEye approach, a higher distance
between human and robot is required. Therefore, high sensor accuracy and low
reaction time are key elements for realizing small separation distances.

Fig. 3. Comparison of different safety methods

In contrast to the constant values, the sole monitoring of the robot Sr and
the monitoring of robot and human Srh is variable due to the monitoring of the
actual motion of the human and robot. Monitoring the robot motion halves the
required separation distance compared to the light fence. The reduction through
the monitoring of the human is smaller but still the smallest required separation
distances because the velocities of the human and robot are lower compared to
the worst-case assumptions. Thus, saving space and minimizing safety distances
requires monitoring humans and robots.

5 Requirements and Safety Discussion

The main problem with complex safety functions for HRC is the safe perception
of the human and the robot [26]. In related work, different sensors are used
and combined, but the certification of the concepts is not considered. In other
areas like autonomous driving, sensor fusion is a recommended way to perceive
complex environments. Therefore an accurate examination of possible sensors
and model extraction must be done. The authors propose a redundant but diverse
perception with different sensors and algorithms to gain reliable monitoring of
human movement. Furthermore, the robot’s motion must be determined safely.
A common approach is to use a sensor before and after the drive so that the
positional differences of the mechanic can be detected. Most robots have only one
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sensor at the drive. As shown in the simulation, the processing time is also a key
influence in the calculation. The SafetyEye requires a higher separation distance
than the light fence due to its higher processing time. Therefore, the sensors and
algorithms should have low latencies and deterministic timing behavior.

6 Conclusion and Future Prospects

In this work it was shown how human and robot modeling combined with a
dynamic safety calculation based on a SSM can help to safely overcome conser-
vative distance estimations. Based on these results, the complete approach by
combining two appropriate sensors for the perception of humans should be devel-
oped. The combination of such a human tracking and the presented model-based
SSM approach should be integrated into an industrial robotics environment to
help reduce space and make production systems more flexible.
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Abstract. In the factory of the future, the concept of fluid produc-
tion allows production processes to be adapted more frequently and effi-
ciently to fulfill rapidly-changing product requirements and to prevail in
an increasingly challenging market environment. Production resources,
machinery and humans are integrated seamlessly to achieve common pro-
duction goals. Rapid changes in system configurations are also enabled
by highly modular, self-descriptive and reusable machinery modules
called Mechatronic Objects. The high reconfigurability in fluid produc-
tion poses new challenges for the safety management of future produc-
tion systems. Every modification done to an existing system needs to
be risk assessed and approved during the commissioning to allow its
safety-compliant operation. As current industrial practices for risk assess-
ment are still labor-intensive and time-consuming, new methods are
needed to quickly integrate the aforementioned highly modular Mecha-
tronic Objects into fluid production systems. In this paper, we propose
a safety management and assessment framework to address the safety-
related challenges for fluid production. This paper proposes a new mod-
eling method to describe the different types of Mechatronic Objects and
derives different stages for the assessment and approval of fluid produc-
tion systems. This allows a more efficient and accelerated commissioning
phase, a seamlessly integrated production and the reduction of manual
efforts needed for the system commissioning. The proposed framework,
the methods and the implemented software tools are validated using a
case study for a highly reconfigurable assembly system at the research
campus ARENA2036 at the University of Stuttgart.

Keywords: fluid production · safety management · safety
assessment · cyberphysical production system

1 Introduction

Future production in the automotive industry needs to be adapted more fre-
quently and in an efficient manner to fulfill rapidly-changing product require-
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ments in order to prevail in the increasingly challenging market environment. In
this future production, production resources, machinery and humans are inte-
grated seamlessly to achieve common production goals. If production changes
are required, the system configuration can be adapted flexibly and dynamically
to address new production requirements. This highly reconfigurable nature of
the production systems is made possible thanks to the application of Plug-and-
Produce (PnP) technology and the usage of Cyber Physical System (CPS) within
the production. Relevant approaches and implementations to achieve this vision
are currently studied within the research project FluPro (Fluid Production) at
the research campus ARENA2036 of the University Stuttgart.

Safety assessment represents one of the many important aspects to guarantee
production safety and to enable the successful operation of fluid production [1].
According to the Machinery Directive [2] in the European Union, every machin-
ery or production system needs to be risk assessed and the results documented
before the CE marking can be issued, which represents the manufacturer dec-
laration for the system conformity according to related safety standards and
regulations. The procedure for risk assessment according to ISO 12100 [8] has to
be done after every system modification to ensure that possible emerging risks
are identified, eliminated or reduced to an acceptable level. Current industrial
practices depend mostly on manual efforts of highly-experienced safety engi-
neers and the created document-based assessment results are hardly reusable.
This time-consuming and labor-intensive safety-related procedures are counter-
productive, especially in consideration of the main objectives of fluid production
to allow an efficient and seamlessly integrated production.

In this paper, we propose a safety assessment framework called the Fluid Pro-
duction Safety 4A-Framework (FluPro-S4A) to provide an assisted risk assess-
ment and documentation process within fluid production. The goal of this frame-
work is to facilitate the manual efforts needed to risk assess and approve the
operational safety of production systems, which will lead to an accelerated sys-
tem commissioning. This paper proposes a new modeling method to describe
the different types of assets (i.e. production equipment and machinery) within
fluid production and derive the integrated framework FluPro-S4A alongside rel-
evant software tools to enable a semi-automated and assisted assessment during
system commissioning.

2 Related Work

Tools or assistance systems with more advanced capabilities for risk assessment
are desired among experts based on a study conducted by [7]. In the field of
Human-Robot-Collaboration (HRC), some of the methods and tooling worth
mentioning include the formal method SAFER-HRC for hazard analysis [4,15],
the rule-based system [5], the simulation-based approach [6,16] and the robot
reachability analysis [14,17]. The author in [9] focuses more on robot behaviour
analysis and proposes an automated configuration method for different robot
states. These mentioned methods deal mostly with concrete aspects within the
HRC applications to facilitate the risk assessment procedure.
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In the field of reconfigurable systems, similar approaches can also be found
as frequent system changes might lead to an increased effort for risk assess-
ment. The authors [12] provide a certification concept for modular production
lines, whereas [13] proposes a digital certificate for the CE-conformity of I4.0
production lines. Toolings and methods to facilitate risk assessment in various
domains such as manufacturing have similar motivation to assist humans during
the assessment and decision-making process. Some of the examples include the
concept AutoSafety for assisted risk assessment for adaptable production systems
[10], the decision tree analysis method [11], the framework for the assessment
of complex systems [3] or the runtime analysis of failure rates for automated
guided vehicles [18].

The contributions in this paper lie mainly on the whole integrated pro-
cess during the commissioning of fluid and reconfigurable production systems,
where high-level modeling and safety approval procedures are proposed. With the
methodical foundation provided by the aforementioned publications, we demon-
strate how such computer-aided methods can be integrated seamlessly into pro-
duction systems.

3 Modeling and Integrated Process for the System
Commissioning

Considering the context within fluid production, several terminologies are firstly
introduced to describe the hierarchy and the types of production assets:

– A System (S) is a collective term to describe the whole production layout that
is made up of one or more production cells or machinery (Base) to achieve
common production goals.

– A Base (BS) represents a standalone production unit (cell or machinery)
that is made up of modular production assets (Mechatronic Object) that offer
distinct production skills. This represents the starting point for the system
safety assessment introduced later in this paper.

– A Mechatronic Object (MOS,B) describes a production asset that is inte-
grated into the Base. Two categories of MO are introduced based on our
modelling: MO Process offers production skills, while MO Measure represents
implemented safety devices/measures for the purpose of risk mitigation.

The introduced terminologies can be further described using the presented
meta-model in Fig. 1 to illustrate the relationships between different production
assets in the fluid production. With this asset relationship, we focus specifically
in this paper on the assessment and commissioning of one Base that possesses
a combination of different Mechatronic Objects (MOs).

To derive our integrated framework for the safety management, we firstly ana-
lyze the commissioning process of fluid production systems and identify its rele-
vant connections to safety. The commissioning of a fluid system can be divided
into four phases before the production starts: (1) planning phase, (2) external
implementation, (3) internal implementation, and (4) documentation.
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Fig. 1. Meta-model to describe the asset structure for fluid production

During the planning phase, the required modular MOs that are needed are
selected. Relevant tasks that can be done in this phase include the layout plan-
ning of MOs, the analysis of production cycle times and the derivation of pro-
duction cost. In the second phase external implementation, further fine-tuning
of the selected MOs can be carried out to fulfill production requirements and
to prepare for the system modification. Here, the selected MOs must undergo
a safety pre approval process to ensure that the MOs are safe according to the
Machinery Directive [2] and risk assessed based on ISO 12100 [8]. Preapproved
MOs will bring along its safety-related digital descriptions and can be integrated.

During the third internal implementation phase, a temporary production
shutdown is required to conduct the system modification. The selected MOs are
now integrated into the production environment. A system risk assessment and
a safety approval will take place (approval of the complete Base described in
this paper). The interlinking of the integrated MOs will be risk assessed and,
if necessary, optimisation/mitigation suggestions will be made. The documen-
tation phase ensures that requirements based on the Machinery Directive [2]
are fulfilled and represents the final step before the new system configuration
is commissioned. This required documentation contains e.g. operating manuals,
conformity declarations, involved production costs and hazard/risk assessment
documents.

4 Fluid Production Safety 4A-Framework (FluPro-S4A)

Based on the modeling and the commissioning process explained in Sect. 3, a
framework called FluPro-S4A is proposed for the integrated safety manage-
ment/assisted risk assessment of fluid production systems (Fig. 2). During these
presented assessment procedures, the acquired up-to-date system model that rep-
resents the production system will be used as foundation for all the conducted
assessments. The FluPro-S4A framework constitutes four main steps described
as follows:

1. Change Acknowledgement : This step represents the starting point of the
framework and is usually triggered manually by the operator after a system
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modification or automatically by a monitoring system. The up-to-date sys-
tem model will be checked and its changes acknowledged for the subsequent
steps. (see Sect. 4.1)

2. Asset Assessment : If system changes are identified, every integrated asset
will be assessed to ensure its validity. This is to ensure that the assets fulfill
the basic requirements for operation. (see Sect. 4.2).

3. System Assessment : During this overall system assessment, the whole pro-
duction system (i.e. system model) will be assessed using our developed meth-
ods (see Sect. 4.3) to ensure that all identified risks are properly addressed
and mitigated by the available safety measures.

4. Approval Assistance: In the final step (see Sect. 4.4), relevant methods will be
applied to show how the assessment results can be post-processed to support
safety engineers during decision-making.

Fig. 2. The proposed FluPro-S4A framework for an integrated assessment

Using the FluPro-S4A framework, the operator can also improve the produc-
tion system configuration gradually based on the generated assessment results.
As can be seen in Fig. 2, if adjustments to the production system are made, a
reassessment can be triggered to reevaluate the system configuration. The sys-
tem model will be updated digitally and the aforementioned four assessment
steps will be conducted again. In the following subsections, detailed descriptions
will be provided for the four assessment steps within FluPro-S4A framework.

4.1 Step 1: Change Acknowledgement

A fluid production system is described by the modeling method explained in
Sect. 3 and represented digitally using a system model. Through this semantic
data model of the system, the structural interconnections between the assets
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and the base system can be described and visualized digitally, which enables the
change identification and acknowledgement of the fluid production by comparing
both the states before (S) and after (S

′
) a system change. This change acknowl-

edgement analysis will look through both the base and the asset level to identify
the type of system change. The three possible types of system changes are base
structural changes (changes at the level of production systems), asset structural
changes (changes within a Base) or asset configuration changes (changes of a
MO/asset itself). Each of these types will have different implications and will be
assessed differently (further details will be provided in the subsequent Sect. 4.3).

4.2 Step 2: Asset Assessment

The main focus of this assessment step is to ensure that the integrated produc-
tion assets have properly gone through the safety preappoval stage before being
integrated into the overall fluid production. The status of an asset can be issued
during the preapproval stage and is represented by its approval status. A confir-
mation of the approval status is required to guarantee its validity and to avoid
data incompleteness during the System Assessment. Operators will be guided by
the framework to properly deal with invalid assets during the asset integration.
We define four types of approval status with the following explanation:

1. Status “approved”: The asset has been checked during the preapproval stage
and its risks are eliminated inherently. The Asset can be integrated within
the fluid production without additional safety measures.

2. Status “pre-approved”: The asset has undergone the preapproval procedures
and possesses residual risks that cannot be fully eliminated by itself. Further
safety measures have to be applied and confirmed during the overall System
Assessment.

3. Status “expired”: An expired asset loses its approval validity and needs to be
reapproved before being integrated into the fluid production. Possible reasons
for an “expired” status are the necessity for an inspection after a predefined
timeframe.

4. Status “awaiting approval”: The asset has not gone through the safety preap-
proval stage and requires preapproval to ensure its data completeness during
the overall System Assessment.

4.3 Step 3: System Assessment

The overall System Assessment ensures that possible risks due to the combina-
tion of all integrated production assets within the fluid production are properly
identified and mitigated. Using the methods proposed in this paper, the process
can be conducted in a semi-automated manner to provide assistance to users dur-
ing the commissioning phase and consists of two parts with different purposes:
(1) the identification of emerging risks based on the combination of assets, (2)
the integrated process to provide safety evidences for the approval.
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Identification of Emerging Risks Due to Combination of Assets

During the consideration of emerging risks (i.e. risks resulting of the overall sys-
tem configuration), several factors need to be taken in account. Firstly, risks
might arise due to visible root causes (e.g. movement of a mechanical compo-
nents) or due to non-visible reasons (e.g. timing behaviour). Secondly, possible
relevant risks might not be completely identified or implied digitally. This means
that user role remains crucial during the hazard/risk identification process. We
propose the following methods to assist users in identifying emerging risks for
fluid production:

1. Simulation: The application of simulation-based approaches, such as mechan-
ical analysis using physics engine or non-mechanical analysis, allows a better
understanding of the system behavior after integration. Possible emergent
failures or risks can be identified using these methods.

2. Logical implication: Logical implication is useful where information is incom-
plete or provided in a rather abstract way. The identified risks from this
implication will contain uncertainty and should be confirmed manually by
users or experts. An exemplary scenario to apply this method is “if an asset
with kinematics (i.e. robot) is integrated, possible crushing points will occur
in the working space”.

3. Guided questionnaire: Guided questionnaire can be applied in situations
where simulation-based approaches and logical implication are not possible or
too complex to be modelled digitally. As an asset might have specified condi-
tions that have to be fulfilled to guarantee its safe operation, a questionnaire
to guide the operators during the identification and the analysis of emergent
risks can be helpful.

Proposal of an Integrated Process for the Fluid Production

Based on the possible types of system changes for fluid production stated in
Sect. 4.1 and the proposed methods for the identification of emerging risks, an
integrated process for the overall System Assessment can be defined (visualized
in Fig. 3) to categorize, identify and assess risks related to a concrete system
configuration (represented by System Model).

As can be seen in Fig. 3, a series of steps are defined within this System
Assessment based on our proposed methods for fluid production. Previously
identified risks from the preapproval stage that are provided by every integrated
asset will be updated to the risk list. By comparing both the previous (S) and
the current state (S

′
), the involved types of changes can be identified. Different

software modules can be activated throughout the process to guide the user in
completing the safety approval/risk assessment procedures.

4.4 Step 4: Approval Assistance

The final step within the FluPro-S4A framework focuses on methods to pro-
vide assistance and to increase the efficiency of the approval process. Current
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Fig. 3. The proposed exemplary procedures based on our addressed case study for fluid
production

legislative requirements only allow semi-automated, but not fully automatically
generated results so far. Future work will be done to clarify and to enhance the
decision making by a software.

5 Case Study

For a clearer understanding, a case study for the assembly of a small electrical
control unit, comparable to those widely used in the automotive industry, is
demonstrated (see Fig. 4). This case study shows a possible scenario in fluid
production, in which previously unused MOs can be integrated seamlessly into
production based on the required production changes. We model the system
using our presented approach to describe the Base and the MOs (see “3” in
Fig. 4). Besides, we also demonstrate the application of different software tools
for the integrated safety management within the fluid production:

– The preapproval tool can be used to assist the user during the hazard analysis
and the preapproval of individual MO. The tool is integrated into the com-
munication infrastructure and will update the digital model with the relevant
hazard/risk descriptions of the MO for further analysis in the subsequent
steps. (see “2” in Fig. 4)

– The system safety assessment/approval tool called AutoSafety based on [10]
can be used to assess the overall system configuration. Data can be extracted
from the preapproval phase and be further analyzed. Different software anal-
ysis modules and simulations can be implemented and applied based on our
approaches proposed in Sect. 4.3. (see “4” in Fig. 4)
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Fig. 4. Demonstration of the presented approach for an assembly process and the usage
of software tools for the preapproval and risk assessment/system approval phases

With the new system configuration completely risk assessed, documented and
finally approved by the responsible safety engineer under the assistance of the
aforementioned tools, the new production process can now operate with minimal
downtime and reduced manual effort.

6 Conclusion and Future Work

This paper presents an integrated approach to enable the dynamic safety man-
agement and risk assessment for fluid, reconfigurable production scenarios. By
using our presented framework called Fluid Production Safety 4A-Framework
(FluPro-S4A), modular I4.0 production assets and its data can be modelled
considering both functional and safety-related aspects. Besides, different assess-
ment/approval steps are presented to capture system changes, to support risk
assessment, and to analyze the respective safety impact in a systematic and
seamless manner. This framework contributes to a more efficient safety man-
agement, enables interoperability of vendor-independent production assets with
safety guarantees and lays the foundation for the successful execution of fluid
production systems for future factories. Future work includes further optimiza-
tion of the approval procedures and the development of methodologies to better
identify emerging risks for fluid production.
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Abstract. Increasing challenges in the automotive industry are caused by shorter
development times for products, greater diversity of variants and increasing cost
pressure. Testing plays an elementary role within the product development process
(PDP). There are already many publications that deal with the early phases of
the PDP, but relatively few that address testing. Inefficient scheduling leads to
suboptimal use of development and testing resources.

Automotive testing is characterized by high momentum and process com-
plexity. The complexity of testing is determined, among other things, by the num-
ber of test rigs in a test field, the number and diversity of test objects, the type
of testing and the preparatory setups. In addition, complex testing processes at
the component and system level require a large number of human and material
resources, whose time availability and sequencemust be coordinated with the test-
ing process. The sequence planning is subject to a high inherent dynamic because
unexpected changes and disturbances of the process can occur during the testing.
These changes require a rescheduling of the testing process. If done manually, the
rescheduling results in high costs.

Based on known production planning methods, a solution approach is derived
for improved utilization of test field resources for the automotive sector. The plan-
ning is optimized with a multitude of product - and process-related dependencies
and restrictions using mixed-integer linear programming, a standardized method
fromoperations research. The test field is simulated via a discrete event simulation.
The proposed method considers the availability of essential resources.

Keywords: testing optimization · production scheduling · automotive testing ·
mixed-integer linear programming

1 Introduction

The well-known product development processes from industry and research are at the
center of new advances in academia. Validation plays an essential role within product
development [1]. Validation activities aim to compare the requirements and goals set
for the product with the current status of the product as part of the product development
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process (PDP). To ensure operationally and functionally safe vehicles, the process steps
of simulation (virtual validation), test rig testing (test rig validation) and real road tests
(vehicle validation) are run through in the course of testing [2].

Due to shorter development times, increasing cost pressure and the higher number
of product variants, a methodical approach in product development is indispensable to
achieve reliable and reproducible development results. Research work to date in the area
of electrified powertrains has increasingly focused on early phases of PDP, which is why
rig testing must be given priority to ensure high efficiency and reliability [3].

Overall vehicle reliability and efficiency is essentially determined by the five cate-
gories of product, process, environment, method and people. Testing is a subset of the
process category and a key factor along with research, development, simulation and
design [4]. To ensure a methodical approach to testing, the V-model of system develop-
ment can be used (see Fig. 1). The approach required for planning the testing processes is
discussed. In particular, approaches to data-driven production optimization are applied
in the derivation of a relevant method for the allocation of test rig fields [5, 6].

Fig. 1. V-model of system development [7]

In development phases, unforeseen interruptions and unavailable testing resources
can negatively impact the testing processes. This has an impact on the time schedule.
The proposed approach of simulating a virtual test field with a discrete event simulation
in combination with a mathematical optimization model as a reference order generator is
intended to counteract this problem in advance of testing so that critical time schedules
can be identified. The simulation also enables an early estimation of critical testing
processes with regard to completion times, considering disturbances that may occur.

2 State of the Art

The problem of interest with most industrial processes is to find the most efficient way
to produce a set of products or services in a given time period using a limited set of
resources. Due to the large potentials in resource savings, the scheduling of processes in
industrial environments has attracted an increasing amount of attention from academia
and industry.
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The field of PDP is of interest for academia and industry because it is one of the main
ways to achieve competitive advantage for a company. The performance of a product
and its cost are defined in its development. The optimization of these two parameters is
necessary for cost management [8, 9]. For many manufacturing companies, innovation,
design and successful management of new product development often present major
challenges [10, 11]. Long development times, prohibitive development and manufactur-
ing costs, and poor quality have been common results for many of these organizations.
The primary factor contributing to such unsuccessful results is the use of traditional
sequential new product development by these organizations [12, 13]. Conversely, the lit-
erature over the past three decades clearly shows that, through their lean manufacturing
practices, world class organizations, such as Toyota, have dominated competition not
only in the area of manufacturing but also in the area of innovation, design, development
and commercialization of new technologies [13–15]. Although the scheduling potential
has been known for a long time, in recent years the substantial advances of related mod-
eling and solution techniques, as well as the rapidly growing computational power have
enabled new solutions for the existing problem [16].

Scheduling of automotive testing processes and production schedulingmethods have
many overlaps, mainly in the field of production planning. Manufacturing resources
provide values for cost, quality, time and environmental impacts, which multiply with
their usagewithin amanufacturing task for a specific part [17]. Accordingly, the planning
of testing processes also aims to reduce the necessary resources (human resources, time,
etc.) to conduct the testing task.

In most cases enterprise resource planning systems are used for production planning
in combination with integratedmanufacturing execution systems and advanced planning
and scheduling systems. In production planning, especially in the scientific field, con-
trol algorithms are also taken into account in order to consider the constantly updated
planning according to current production conditions [18, 19]. The production including
the production control system is considered as a control loop, so that the current pro-
duction status can be taken into account by data acquisition and if changes occur can be
counteracted [20].

To enable the best possible planning,mathematical optimization algorithms are used,
for instance mixed integer linear programming (MILP), which are mainly adapted to
computational efficiency and the quality of results in terms of the minimization of setup
and total flow time [21, 22]. Discrete event simulations can also be used to create a
digital twin of a production environment to test, as well as validate the production control
systems at hand with the virtual machine models [23, 24]. These simulation models are
also used for production simulation in order to check and evaluate defined processes in
production environments [25]. Similarly, the effects of alternative scenarios and different
framework conditions on the production processes can be simulated to match the real
system underlying the simulation model with the findings [26].

The scope of this paper is to transfer an approach from virtual testing of production
environments, essentially consisting of virtual machines and a reference job generator,
to a digital twin of a test field. Thus, the test field consists of virtual test rigs. The test
field is also simulated as realistically as possible via a discrete-event simulation. The
transfer will enable an estimation of temporal conditions and critical time schedules.
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3 Test Field Modelling

3.1 Physical Test Field

The investigated test field consists of four component test rigs and one system test rig
(see Fig. 2). The testing task, which is derived from a system context, is divided into sub-
tasks at the component level and then assigned to the component test rigs. This enables
simultaneous testing on several test rigs. It is also possible to substitute individual testing
tasks, e.g. if a rush job is to be included in the test plan. Through the efficient combination
of component and system test rigs, the test time can be reduced and the test rig utilization,
through the more flexible use of the test rigs, can be significantly increased.

Fig. 2. Test field: component and system test rigs

3.2 Virtual Test Field

In modern test fields, accurate knowledge of test times and, above all, identification
of critical time schedule is essential to ensure optimal testing in complex test fields.
The dynamic fluctuations, which should be considered in real time if possible, pose
further challenges. These problems can be addressed with a control system that allows
an up-to-date consideration of the status and counteracts deviations from the schedule
in combination with a virtual test field (see Fig. 3). The aim is therefore to replicate a
real test field as realistically as possible and as detailed as necessary.



Improvement of the Scheduling of Automotive Testing Processes 63

Fig. 3. Visualization of the structure of a control system to simulate virtual testing

The structure of the basic control loop is therefore transferred to a model for the
simulation of testing processes and essentially consists of a reference order generator
and virtual test rigs in a defined test field. Relevant data during the testing process can
be recorded via test rig data (TRDA) and operating data (ODA) acquisition. The level of
detail of the virtually represented test rigs corresponds to a very abstract level, because
ultimately only higher-level variables, such as the test times, are relevant for a process
planning. The reference order generator generates jobs for the virtual test rig. Based on
defined testing scenarios a mathematical model is defined. In the following use case a
MILP is used for a mathematical optimal order release. The reference order generator
is connected via different communication processes with the virtual test rig. The virtual
test rigs consist of a testing process simulation and an availability simulation, which are
both dependent on the operating calendar of the test rigs. The availability simulation
considers malfunctions, non-availability and operational reasons (e.g. personnel avail-
ability). The calendar, the testing process simulation aswell as the availability simulation
are connected via a simulation logic. The causes limit the availability and result in an
average utilization rate. This is maintained by means of stochastic modeling averaged
over a longer period of time (see Fig. 4).

4 Scheduling Results

In this section, the functionality of the developed model for simulating virtual testing
processes and identifying critical time schedules during the process is presented. The vir-
tual test field, which is affected by disturbances and unavailability, among other things,
requires several reschedules during the process. The exemplary testing scenario visual-
ized in Fig. 5 is composed of an initial state of testing orders and a variation, which in
this use case represents a rush order, that the static testing process becomes a dynamic
process with adjustments required. The initial state consists of test orders (A and B and
C) for component testing and one order for system testing (ABC). System testing can
only be started once the individual component tests have been completed. In the scenario,
a total of four component test rigs and one system test rig are considered, as described
in Sect. 3.1. The release of the test order (initial state) was on 30.05.2022 at 7.00 am.
Different shift models (e.g. single-shift or three-shift) are considered for the test rigs,
depending on the degree of automation.
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Fig. 4. Structure of the model for the simulation of virtual test procedures

Fig. 5. Exemplary testing scenario with the defined test field

Due to delays in ongoing testing processes caused by disruptions and personnel
absences, as well as the rush order, an update of the planning is essential to represent the
current situation. The control process is performed with the MILP solver. The control
strategy underlying the simulation model aims to complete all test orders as early as
possible. So, the interval between the planned completion time and the latest permitted
completion time is maximized. Several test specimens can be tested at the individual
test rigs. Each individual test specimen can be passed on separately to the next test step.
Product changes in the meantime are not permitted, so that the setup time that has to
be considered for a change is minimized as far as possible. In the model, a degree of
utilization that may have an impact on the actual test time can be considered for the test
rigs.

Figure 6 below represents the results of the simulated planning scenariowithmultiple
readjustments. In each case, the planned completion dates are shown as a function of
the rescheduling steps. The necessary regulations during the testing process and the
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resulting new schedule can be clearly seen in the individual figures. Adjustments at a
single testing step also have a significant impact, here especially on system testing.

Fig. 6. Results of the simulated testing scenario

5 Conclusion and Outlook

In the context of this publication, it is shown that a simulation model for the virtual rep-
resentation of test rigs enables an estimation and identification of critical time schedules
with regard to the completion date, considering disturbances and personnel unavailabil-
ity. Scheduling is based on MILP rule algorithms, so that an early completion of all
test jobs is targeted. The component and system test rigs of the Institute of Drive Tech-
nology Aalen provided a sufficient reference environment to demonstrate the behavior
and interaction of the individual test rigs with regard to the required replanning. The
influence on each other and the influence of disturbances and unavailability can be seen,
so that an improvement of the resulting test schedule is demonstrated when using the
simulation model and MILP algorithm compared to basic planning methods.

The shown research results also demonstrated the advantages of theMILP algorithm
with regards to the inclusion of rush orders into an existing order management scheme.
The uncertainty of an upcoming rush order did not interfere with the completion end-
date for the previously integrated orders. The implications for practice suggest high
degree of flexibility in the order management planning of testing processes, adjusting
to the rapidly changing incoming orders and substitution effects in the daily business of
testing facilities.

Acknowledgements. This work is supported by the AiF Projekt GmbH as project executing
organization of the Federal Ministry for Economic Affairs and Energy in the context of a ZIM



66 L. Stütz et al.

cooperation project under the funding code ZF4113823LF9. The exemplary simulations were
carried out, among others, with the help of the road-to-rig vehicle test rig "VAPS", which was
funded by the DFG (funding code: INST 52/19-1 FUGB). The funding of the test rig was enabled
by the building ZiMATE (funding code: BW 6710001).

References

1. Institute of Electrical and Electronics Engineers, IEEE Standard for software verification and
validation. Institute of Electrical and Electronics Engineers, New York (1998)

2. Klos, W., Schenk, M., Schwämmle, T., Müller, M., Bertsche, B.: Antriebsstrangerprobung
bei der Daimler AG.Moderne Erprobungsmethodik. Internationales Symposium für Entwick-
lungsmethodik (2011)

3. Schenk, M.: Adaptives Prüfstandsverhalten in der PKW-Antriebstrangerprobung. Disserta-
tion, Universität Stuttgart, Stuttgart (2017)

4. Karthaus, C.A.: Methode zur Rückführung von Erprobungswissen in die Produktentwick-
lung am Beispiel Fahrzeugtriebstrang. Dissertation, Institut für Konstruktionstechnik und
Technisches Design, Universität Stuttgart, Stuttgart (2020)

5. Palm, D., et al.: Datengetriebene Produktionsoptimierung in der Montage. Zeitschrift
für wirtschaftlichen Fabrikbetrieb 113(7–8), 518–521 (2018). https://doi.org/10.3139/104.
111954

6. Braun, A., et al.: Der Weg zur Industrie 4.0-Roadmap. Zeitschrift für wirtschaftlichen
Fabrikbetrieb 113(4), 254–257 (2018). https://doi.org/10.3139/104.111888

7. Ungermann, J.: Zuverlässigkeitsnachweis und Zuverlässigkeitsentwicklung in der Gesamt-
fahrzeugerprobung, Dissertation, ETH Zurich, Zurich (2009)

8. Dekker, H., Smidt, P.: A survey of the adoption and use of target costing in Dutch firms. Int.
J. Prod. Econ. 84(3), 293–305 (2003). https://doi.org/10.1016/S0925-5273(02)00450-4

9. Ibusuki, U., Kaminski, P.C.: Product development process with focus on value engineering
and target-costing: a case study in an automotive company. Int. J. Prod. Econ. 105(2), 459–474
(2007). https://doi.org/10.1016/j.ijpe.2005.08.009

10. Gerhard, D., Brem, A., Voigt, K.-I.: Product development in the automotive industry: crucial
success drivers for technological innovations. Int. J. Technol. Mark. 3(3), 203–222 (2008).
https://doi.org/10.1504/IJTMKT.2008.019922

11. Liang, J.C.: An integrated product development process in the automotive industry. Int. J.
Prod. Dev. 8(1), 80 (2009). https://doi.org/10.1504/IJPD.2009.023750

12. Liker, J.K., Morgan, J.M.: The toyota way in services: the case of lean product development.
AMP 20(2), 5–20 (2006). https://doi.org/10.5465/AMP.2006.20591002

13. Blackburn, J.D.: Time-Based Competition: The Next Battleground in American Manufactur-
ing. Business One Irwin, Homewood (1991)

14. Unger, D.W., Eppinger, S.D.: Comparing product development processes and managing risk.
IJPD 8(4), 382 (2009). https://doi.org/10.1504/IJPD.2009.025253

15. Rohde, J., Jahnke, U., Lindemann, C., Kruse, A., Koch, R.: Standardised product development
for technology integration of additive manufacturing. Virtual Phys. Prototyping 14(2), 141–
147 (2019). https://doi.org/10.1080/17452759.2018.1532801

16. Floudas, C.A., Lin, X.: Mixed integer linear programming in process scheduling: modeling,
algorithms, and applications. Ann. Oper. Res. 139(1), 131–162 (2005). https://doi.org/10.
1007/s10479-005-3446-x

https://doi.org/10.3139/104.111954
https://doi.org/10.3139/104.111888
https://doi.org/10.1016/S0925-5273(02)00450-4
https://doi.org/10.1016/j.ijpe.2005.08.009
https://doi.org/10.1504/IJTMKT.2008.019922
https://doi.org/10.1504/IJPD.2009.023750
https://doi.org/10.5465/AMP.2006.20591002
https://doi.org/10.1504/IJPD.2009.025253
https://doi.org/10.1080/17452759.2018.1532801
https://doi.org/10.1007/s10479-005-3446-x


Improvement of the Scheduling of Automotive Testing Processes 67

17. Reiff, C., et al.: A process-planning framework for sustainable manufacturing. Energies
14(18), 5811 (2021). https://doi.org/10.3390/en14185811

18. Berwing, K., Lütkehoff, B., Fischer, M., Schröter, M., Steinlein, F.: Produktionsregelung:
Perspektiven der Produktionssteuerung im Kontext der Digitalisierung (2022). https://bit.ly/
3xB2M5W

19. Pritschow, G., Brinzer, B.: Produktionsregelung für die variantenreiche Serienfertigung.
Zeitschrift für wirtschaftlichen Fabrikbetrieb 97(12), 627–632 (2002). https://doi.org/10.
3139/104.100598

20. Kletti, J., Schumacher, J.: Die perfekte Produktion. Springer, Heidelberg (2014). https://doi.
org/10.1007/978-3-662-45441-1

21. Allahverdi, A.: The third comprehensive survey on scheduling problems with setup
times/costs. Eur. J. Oper. Res. 246(2), 345–378 (2015). https://doi.org/10.1016/j.ejor.2015.
04.004

22. Steger-Jensen, K., Hvolby, H.-H., Nielsen, P., Nielsen, I.: Advanced planning and scheduling
technology. Prod. Plan. Control 22(8), 800–808 (2011). https://doi.org/10.1080/09537287.
2010.543563

23. Pfeiffer, A., Kádár, B., Monostori, L.: Evaluating and improving production control systems
by using emulation. In: Proceedings of the Twelfth IASTED International Conference on
Applied Simulation and Modelling, 3–5 September 2003, Marbella, Spain, Anaheim. Acta
Press (2003)

24. Gyulai, D., Pfeiffer, A., Kádár, B., Monostori, L.: Simulation-based production planning and
execution control for reconfigurable assembly cells. Procedia CIRP 57(7), 445–450 (2016).
https://doi.org/10.1016/j.procir.2016.11.077

25. Delgado Sobrino, D.R., Ružarovský, R., Václav, Š., Cagáňová, D., Rychtárik, V.: Developing
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Abstract. The turbulent transition in the automotive industry towards
electric vehicles is highly challenging, both in product development and
in production. Conventional, linear assembly lines struggle to meet the
flexibility requirements imposed by this market development. This
paper presents the first mixed-integer programming (MIP) model which
is tailor-made for the scheduling of modular body-in-white (BIW)
production systems. The main novelty of the presented approach lies
in using precedence graphs for modelling the joining steps of the BIW
production and allowing for different capabilities at each workstation
of the production system. Thus, the presented approach captures the
characteristics of BIW production systems in more detail than compara-
ble models available in the literature. The application of the presented
approach to an exemplary production scenario with five jobs and 22 oper-
ations underlines the strengths of the proposed model but also indicates
potential for future improvements.

Keywords: Production Scheduling · Modular Production · Dynamic
Production · MIP Modelling · Job-Shop Scheduling

1 Introduction

The transition in the automotive industry towards electric vehicles - amplified
by governmental policies - poses a great challenge, both in product develop-
ment and in production [1]. This transformation further accelerates the trend in
recent years towards a greater product diversity [2]. Linear assembly lines, which
are currently well-established in the automotive industry, cannot meet the new
requirements in a satisfactory manner [2]. Therefore, more flexible production
systems are necessary [2].

Traditionally, the manual final assembly accommodates the largest product
diversity [3, pp. 1–4]. However, the escalated demand for electric and hybrid
vehicles causes a notable increase in diversity of vehicle bodies too [4]. As a
result, not only the final assembly but also the highly automated body-in-white
(BIW) production needs to become more flexible to meet the market demands [5].
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Modular production addresses these issues [6]. In this production paradigm,
the logistics is decoupled from the actual production by breaking up the assembly
line into individual, modular production units and automated guided vehicles
(AGVs) which transport the parts between the workstations [6]. This radically
improves the flexibility of the production system [6].

The scheduling of modular production systems is intimately connected with
the job-shop scheduling problem (JSP). The JSP refers to the NP-hard prob-
lem of scheduling n jobs of different processing times on m different worksta-
tions (WS) of varying processing power, the objective being to minimize the
makespan [7]. The traditional JSP only considers the scheduling of the opera-
tions on the workstations, but in modular production, the dynamic transporta-
tion durations between the workstations have to be considered as well [8].

Mixed-Integer programming (MIP) modelling is a widely used approach for
scheduling tasks [9]. For instance, in 2014, 14 out of the 40 papers published in
the Journal of Scheduling used different MIP approaches, more than any other
technology [9]. Due to its comprehensive modelling capabilities, its potential to
find global optima and its prevalence in the literature, the authors have chosen
a MIP approach to schedule the modular BIW production. The main novelty
of this MIP formulation lies in including precedence graphs for modelling the
joining steps of the BIW production and allowing for different workstation capa-
bilities in the production system.

2 State of the Art

Consistently with the chosen approach, the literature review is limited to MIP
approaches that encompass both the scheduling of the workstations and the
AGVs. Bilge et al. [10] presented the first MIP model for the joint production
and transportation scheduling for flexible production systems. However, it could
not be solved due to its size and non-linearity. Instead, the authors developed
an iterative procedure to determine a feasible workstation schedule. Using this
schedule, a time window is calculated during which job delivery is possible. A
heuristic schedules the AGVs to deliver a job within this time schedule.

Fontes et al. [8] proposed a MIP model which takes into consideration the
dynamic transportation durations between the workstations, thus making it
interesting for flexible production systems in general. They use precedence vari-
ables to sequence both the production operations and the AGV transportation
tasks. Their modelling approach uses one set of chained decision variables for the
workstations and another for the AGVs. These sets are interconnected through
the completion time constraints both for the workstations and the AGVs. Since
all AGVs are considered identical, the model does not explicitly consider the
AGVs. This way, the use of an additional index can be avoided, thus heavily
reducing the number of decision variables and constraints.

Homayouni et al. [11] enhanced the model of Fontes et al. [8] by adding more
detail to the modelling of the workstations. Due to the NP-hard nature of the
problem, the calculation time exponentially escalates with an increasing problem



70 J. M. Gelgfren et al.

size. Therefore, they proposed a local search-based heuristic to find solutions to
the problem.

This paper extends the work of Fontes et al. [8] and Homayouni et al. [11]
by including the following features, necessary for the BIW production:

• The operations of one BIW are not serial, but are formed as a precedence
graph [12], exemplified in Fig. 1. For instance, the order of the side walls
is indifferent, but both side walls need to be added before the roof can be
assembled.

• In the BIW production, many different joining technologies are used [13,
pp. 36–39]. Since not all workstations can be assumed to be able to perform
all technologies, each workstation can have its own capabilities. For example,
one workstation can weld, another can glue, a third can weld and clinch etc.

• The parts are considered as an input. This is implemented as a stepping stone
for future work, in which logistical bottlenecks might lead to parts shortages.

Fig. 1. Examples of precedence graphs.

3 Proposed Mixed-Integer Programming Model

3.1 Notations

Table 1 summarizes all the notations used in the model in Sect. 3.2.
Additionally, a directed precedence graph of operations is considered instead of
a linear job. To this effect, a topological order � is introduced. For two nodes u
and v, this order describes the following relations:

• u precedes v if a chain of directed edges from u to v exists: u ≺ v
• u succeeds v if a chain of directed edges from v to u exists: u � v
• u is indifferent to v if no such chains exist:

– u � v =⇒ u succeeds or is indifferent to v
– u � v =⇒ u precedes or is indifferent to v

This partial order introduces the notion of predecessors and successors for
each operation. For any given operation, each predecessor creates a required part
whereas each successor requires a created part.
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Table 1. Notations used for the model formulation.

Sets, Indices and Definitions

J Set of jobs. A job is a set of operations needed to produce a BIW

f, t Dummy jobs, first and last respectively. These jobs have no meaning for
the production but are only needed in the model

Ji Set of operations for job i ∈ J ′ = J ∪ {f, t}. An operation is a node in the
precedence graph. Each job includes an “exit” operation ei, corresponding
to the travel operation toward the unloading dock U

i, k Indices for jobs, i, k ∈ J ′

j, l Indices for operations j, l ∈ Ji for i ∈ J ′

L Loading dock for the parts before they enter the modular production
system

U Unloading dock for the finished vehicle bodies

W Workstations where operations are executed. Since the “exit” operation is
attributed to the unloading dock U , U ∈ W . No operation is attributed to
the loading dock L, which is why L /∈ W

Pk(l) Required parts for the operation l of job k

Ck(l) Created parts by the operation l of job k

Predk(l) Predecessor operations of l in the graph of operations of job k

Bk Primary parts necessary for the job k. Primary parts are parts as found in
the storage – in contrast to parts which have been created during the BIW
production by joining other parts

Parameters

Pa
ij Process time for operation j of job i ∈ J, j ∈ Ji on workstation a

T b
a Travel times between the workstations a and b with a, b ∈ W ∪ {L}

ni Number of operations of job i ∈ J , ni = |Ji|
v Number of AGVs

M A large positive integer

Decision Variables

wkl,a
ij Binary variable equal to 1 if the operation l of job k directly succeeds

operation j of job i on workstation a ∈ W \ {U}
xkl,p
ij,q Binary variable equal to 1 if the part p for operation l of job k is

transported by the same AGV directly after the part q for operation j of
job i

up
ij Binary variable equal to 1 if the part p for operation j of job i is the first

to be transported by the AGV

zpij Binary variable equal to 1 if the part p for operation j of job i is the last to
be transported by the AGV

cmax Production makespan, continuous variable

cij Completion time of operation j of job i, continuous variable

vpij Arrival time of part p for operation j of job i, continuous variable

ma
ij Binary variable equal to 1 if operation j of job i is done by workstation

a ∈ W
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3.2 Model

The main novelties of this model are taking into account a graph of operations for
each job, rather than a linear succession of operations, considering that different
workstations can have different capabilities and using parts as input. We consider
that each operation can have several predecessors, but only one direct successor.

The input of the model consists of the needed parts, the workstations of the
production system and their capabilities, the number of AGVs in the production
system and the jobs that are to be produced and their precedence graphs. The
objective of the model is to minimize the total production makespan (Eq. 1),
defined as the latest completion time of every operation (Eq. 2), that is the time
at which every job has been completed and unloaded.

Each operation is carried out on one workstation and has an immediate
predecessor (Eq. 3) and an immediate successor (Eq. 4) on the workstation
in question. The topological order, as explained in Sect. 3.1, ensures that the
predecessors and successors follow the logic of the precedence graph. The dummy
jobs f and t ensure the coherence of these constraints for the first and last
operations executed on the workstations as boundary conditions.

The AGVs assure the movement of jobs between the workstations. The num-
ber of AGVs mobilized is limited by the number of AGVs available (Eq. 5). In
addition, we ensure that the same number of AGVs finish the day as start the
day (Eq. 6). Concerning the parts, primary parts for the operations are initially
stored at the factory entrance, or loading dock. These parts must be transported
(Eq. 7), either as the first operation of an AGV, or after another operation.
Other transported operations must also have a predecessor on the AGV, or be
the first transported (Eq. 8). Symmetrically, the last operation of a job must be
transported (Eq. 9) as it represents the unloading of the job, and transported
operations are either the last operations transported by their AGV, or have a
successor (Eq. 10). To ensure the fluidity of these transports, a flow constraint
(Eq. 11) is also present. In addition, not all of the operations are to be trans-
ported: an operation either follows its predecessor on the same workstation or
retrieves the part created by this predecessor via an AGV (Eq. 12).

The model then ensures that the workstations are properly attributed to each
job, in particular assigning the same workstation to two consecutive operations
(Eq. 13) and a single workstation to each operation (Eq. 14), as well as assigning
each operation to a workstation of the correct category (Eq. 15). Furthermore,
dummy jobs are assigned to a single workstation (Eq. 16), and the unloading
dock is only assigned to the dummy exit variable of each job (Eq. 17).

In order to define the schedule, one must define the completion and arrival
times for each operation. The completion of an operation depends on the arrival
time of all of the required parts and on the processing time on the assigned work-
station (Eq. 18). Since a workstation can only process one operation at a time,
the completion of the previous operation on the same workstation is a necessity.
The operation can only be declared complete after this previous operation and
its own processing on that workstation (Eq. 19). After the completion of the pre-
decessor operations, the required parts are transported towards the workstation
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of the current operation, which defines the arrival time. (Eq. 20). If an operation
contains primary parts, those parts must be fetched from the loading area and
brought to the designated workstation (Eq. 21).

In order to drop off parts for an operation, the AGV carrying them has
to have dropped off the previous load and picked up the required parts of the
current operation at the workstation at which they were created (Eq. 22). Finally,
should an operation be transported after another and require primary parts, the
designated AGV must pick up the parts at the loading area after having dropped
off the previous operation (Eq. 23).

min cmax (1)
subject to

cmax ≥ ciei , ∀i ∈ J (2)
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4 Results and Discussion

The model reliably calculates the minimal makespan for examples up to five jobs
and 22 operations in total. Figure 2 shows an example with three workstations,
two AGVs and five jobs with precedence graphs as shown in Fig. 1 (job 1 has
the precedence graph on the left, jobs 2, 3, 4 and 5 the one on the right). The
production system is a small-scale version of a real modular production system
where each workstation has different capabilities. WS1 can glue and clinch, WS2
can weld and WS3 can clinch. Each coloured block means that the workstation or
the AGV is currently active during this time interval: a workstation is processing
an operation and an AGV is bringing a part to a workstation. The colour of the
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block corresponds to the job, to which the operation or part belongs. The light
blue “empty drive” boxes mean that the AGV is on its way to pick up a part but
is currently not carrying anything. As all jobs need a gluing operating (cf. Fig. 1)
and WS1 is the only workstation which can glue, the makespan cannot be shorter
than the combined execution time of the gluing operations on WS1. Since WS1
is uninterruptedly executing the gluing operations of the jobs, it is evident that
the makespan is minimal in this example.

Fig. 2. An example producing five jobs, using three workstations and two AGVs.

This small example shows the major novelties of this model. The joining steps
of the jobs are modelled as precedence graphs. This represents the flexibility
of modular production much more adequately than serial operations. Also, the
workstations have different capabilities and the parts are considered as an input.

The model deterministically calculates the minimal makespan for small exam-
ples but due to the NP-hard nature of the problem, it struggles with larger, more
realistic use cases. The example from Fig. 2 is solved in less than a minute on a
regular laptop with an Intel i5 processor (2.8 GHz) with 8 GB RAM. However,
if the size of the problem (number of operations, jobs, AGVs and workstations)
reaches a real-life BIW production magnitude, no deterministic exact solution
is found within reasonable time. Therefore, in further work, the quality of the
solutions which can be attained in acceptable time and an adequate definition
of acceptable time will be researched. In addition, the authors will look into the
possibility of adding further constraints posed by the production which might
mitigate the calculation time increase for growing problem sizes.

Each AGV can only carry one part at a time. Since many operations require
several parts, either several AGVs are necessary or the AGVs need to do multiple
laps. This is obviously not ideal and will be looked into in future work.

Figure 3 shows the makespan and the AGV utilization rate for the example
in Fig. 2 as a function of the number of AGVs. The makespan is significantly
better with two AGVs in comparison to one single AGV. However, more than two
AGVs do not improve the makespan at all. Therefore, two AGVs are deployed.
To further shorten the makespan, a different production system is necessary.
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Fig. 3. Makespan (blue) and average AGV utilization rate (red) as a function of the
number of AGV in the example from Fig. 2.

5 Conclusion

In this paper, the authors present a MIP model for the the modular BIW
production. The model is inspired by the models by Fontes et al. [8] and
Homayouni et al. [11] but adapted to meet the requirements posed by the BIW
production. In particular, the model considers that the BIW production opera-
tions are not serial, but arranged as a precedence graph. In addition, the where-
abouts of the parts as well as the different capabilities of the workstations are
included.

The proposed approach is applied to an exemplary production scenario with
five jobs and 22 operations which highlights the strengths of the model but also
indicates its current limitations, arising from the NP-hard nature of the problem.
In future work, the authors will further analyze the performance of the model,
assess the quality of its solutions and explore possibilities to reduce the numerical
complexity of the model in order to facilitate the scheduling of larger scenarios.
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Abstract. In this paper, a genetic algorithm for the robotic assem-
bly line balancing problem (RALBP) is developed that supports multi-
modal stochastic processing times and multiple parallel-working robots
per workstation. It has the objective to minimize the amount of work-
stations at a given production rate and probability limit for violating the
cycle time (PL). The algorithm is evaluated on the BARTHOLD data
set in a range of 1 % to 50 % for PL using an experimentally determined
and a normal distribution for the task times. The increase of PL results
in a shift of tasks from rear to front stations, because more tasks can be
assigned to each station. The shift using normal distributed task times
is stronger. This demonstrates the importance of realistic stochastic dis-
tribution assumptions. For practical applicability, more constraint types
have to be included in the future.

Keywords: Assembly lines · Genetic algorithms · Robots · Stochastic
process times

1 Introduction

Robots play an important role in high-volume assembly lines, because they are
reliable and repetitively accurate [1]. One widely used joining technology for
robotic assembly lines is resistance spot welding (RSW) [2]. RSW welds car
body sheets rapidly and forms a welding nugget in between the parts. Shape
and size of the nugget affects the strength of the welded joint. To avoid excessive
destructive tests to inspect weld quality and to react to disturbances during the
welding process, feedback control systems (FCS) are used (see [3]). Since the
weld strength cannot be measured directly, correlating electrical variables such
as the dynamic resistance are commonly employed. The FCS determines the
time of current termination based on experimentally determined values of the
measurement variable, this leads to variation in the welding times.

Figure 1 shows the distribution of weld times for one weld point. The FCS
is programmed to extend the weld time up to a preset prolongation limit [4].
This leads to a major weld time mode at −0.5ms to 0.5ms deviation from the
predefined weld time of 450ms, a center mode at about 7.5ms to 8.5ms and
a closing mode at about 18.5ms to 19.5ms deviation. Similar distributions but
c© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 78–84, 2023.
https://doi.org/10.1007/978-3-031-27933-1_8
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different positions and heights of the modes can be found for other weld points.
Gaussian Kernel-Density Estimation (KDE) is used to approximate a Gaussian
Mixture Model (GMM). Its probability density function is shown in the figure.

In order to take into account the effects of processing time distributions on
the robotic assembly line in early planning phases, this work introduces a com-
putational approach to consider multimodal stochastic processing times in the
robotic assembly line balancing problem (RALBP). In this approach, the planner
specifies a probability limit for exceeding the cycle time in the stations, which
is then respected by the algorithm. The probability of exceeding the cycle time
is thus known in contrast to deterministic approaches and can be taken into
consideration in subsequent planning steps so that, for example, the utilization
of the stations can be optimized in a controlled manner. The proposed approach
is inspired by the balancing of labour-intense assembly lines with normal dis-
tributed processing times, see ref. [5,6].

Fig. 1. Weld time distribution of a weld joint with 357 samples from car body con-
struction

2 State of Research

The RALBP, first described by Rubinovitz and Bukchin [7], is an extension to
the popular assembly line balancing problem (ALBP). The goal is to assign a
collection of tasks with their corresponding processing times and precedence rela-
tionships to workstations and to find a suitable robot for each station to optimize
an objective function without violating resource and technological constraints.

As Chutima [8] shows, the RALBP is predominantly solved using meta-
heuristics followed by exact algorithms and heuristics, because they show the
highest effectiveness for practical sized problems.

Levitin et al. [9] present a genetic algorithm (GA) for the RALBP with
the objective to minimize the cycle time at a given amount of serially arranged
workstations (type II). The GA manipulates the order of the tasks, in which they
are distributed to the stations. To avoid violation of their precedence constraints,
the authors introduce a special reordering procedure to correct invalid solutions
and a fragment reordering crossover as well as mutation operator. The actual
assignment to stations and the selection of a robot is done in the decoding
procedure.
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3 Objective

The objective of this paper is to develop a method to address multimodal stochas-
tic processing times that result from RSW process control using RALBP. In the
context of car body construction, multiple robots per workstation are working
on the same part in parallel. Multimodal processing time distributions have to
be experimentally determined. The objective of the method is to minimize the
amount of workstations. In addition, the influence of the distribution assump-
tions that are chosen to represent the task time variation will be investigated.

4 Genetic Algorithm

The proposed approach is based on the GA developed by Levitin et al. [9] and
introduces a new decoding procedure. The assumptions for the RALBP made
by Rubinovitz and Bukchin [7] are modified as follows:
1. The precedence relationships for all tasks are known and cannot be changed.

They are represented by a precedence matrix P T×T , where pij = 1 means,
task i must be a predecessor of task j.

2. The duration of a task is distributed and approximated by variations of the
probability density function in Fig. 1. Tasks cannot be subdivided.

3. The only limitations for assigning tasks to stations are the probability limit
PL for violating the given cycle time and the precedence constraints in P .

4. K robots are assigned to each station. There are no limitations for assigning
a task to a robot other than the cycle time violation probability limit.

5. Loading, unloading and material handling times as well as setup and tool
changes are neglected or are included in the task times.

6. The line is balanced for a single product.
7. There are no limitations for the availability of robots.

The notation used in this paper is described in Table 1.

4.1 Solution Representation

This paper uses a partition-oriented encoding scheme following Kim et al. [10]:
– Vector v: Contains a permutation of the task elements. This vector is gener-

ated by the genetic algorithm.
– Vector s: Contains pointers to elements in v to partition it into stations.
– Matrix R: K × T binary matrix which contains the assignments of tasks to

robots (if task i is assigned to robot k, rki is 1, otherwise 0).

4.2 Steps of the GA

The steps of the algorithm can be summarized as follows, for further details the
reader is referred to [9]: i) generate a random valid initial population ii) decode
and sort the population by their fitness using the decoding procedure in Sect. 4.3
iii) create offspring of some of the best chromosomes and replace the worst with
them iv) randomly mutate some of the chromosomes v) jump back to step ii)
for G times or stop after not improving for H times.
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Table 1. Notation for the genetic algorithm

C Cycle time
T Number of tasks
ei Expectation value of the processing time of task i (i ∈ (1, . . . , T ))
Xi Random variable of the processing time of task i (i ∈ (1, . . . , T ))
P T×T Binary matrix containing all precedence constraints of the problem

statement (pij = 1 means, task ti must be a predecessor of task tj)
v Vector containing a sequence of tasks indices v = (v (1) , . . . , v (T ))

s, S Vector of station indices, number of stations
K Number of robots per station
RK×T Binary matrix to assign tasks to robots (if task ti is assigned to robot

k, rki is set to 1, otherwise 0)
G Maximum number of generations
H Limit of generations without an improvement of the best solution
PL Given limit for the probability of violating the cycle time C

m Control variable for decoding procedure (1 ≤ m ≤ |v|)
n Pointer to the first task in the current station (n ∈ {1, . . . , |v|})
cpk Free capacity of the kth robot (k ∈ (1, . . . ,K))
d Robots ordered by their free capacity (d = (d (1) , . . . , d (K)))
ti Deterministic processing time of ith task (i ∈ (1, . . . , T ))
S Free capacity in the last station

4.3 Decoding Procedure for the RALBP

The decoding procedure populates vector s and matrix R, i.e. assign the tasks
to workstations and robots. It considers a probability limit PL for violating the
cycle time in each robot. The algorithm consists of the following steps:

D1 Set variables m = 1 and n = 1.
D2 Open a new station by adding the index of the current task m to station

vector s. Set n = m.
D3 Select element v (m) if m ≤ |v|, otherwise stop the algorithm.
D4 Check, if the selected task element v (m) fits into the station:
D4.1 If n = m, set r1m = 1 and increase m to m+ 1. Jump to step D3.
D4.2 Sort the robots by their descending free capacity cp, see Eq. 1, which

leads to a permutation d = (d (1) , . . . , d (K)).

cpk = C −
m−1∑

a=n

rka · ev(a), k ∈ (1, . . . ,K) (1)

D4.3 For each robot d (l) in l ∈ (1, . . . ,K), do a monte carlo simulation to
check if the probability to violate the cycle time of the tasks in the robot
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including the random numbers Xv(m) of the currently selected task v (m)
exceeds the given limit PL. If it does not, the current task fits on the
robot. Break the loop and jump to step D4.4. If l = K and no robot has
been found to be able to complete task v (m), jump to step D2.

D4.4 Set rd(l)m = 1 and increase m to m+ 1. Jump to step D3.

5 Results

The presented algorithm is evaluated on the basis of practical problems from
car body construction. The BARTHOLD problem statement from the data sets
by Scholl [11] is chosen because it matches the F-Ratio (0.7 to 0.8) and WEST-
Ratio (15 to 25) (see Dar-El [12]), which we have found to be typical for car body
construction problems. The cycle times and processing times of the problem are
multiplied by 0.1 s, which results in cycle times of 56.4 s, 62.6 s, 70.5 s, and 80.5 s.
It consists of 149 tasks with processing times within a range of 0.3 s to 38.3 s.
For each test case, the probability limit of cycle time violations PL is gradually
increased from 1% to 50%, the decoding procedure assigns the tasks in such a
way that PL is not exceeded in the stations. A normal distribution (N ) is derived
from the expectation value (454.98ms) and standard deviation (6.67ms) of the
weld time distribution in Fig. 1 and compared to the approximated GMM. The
BARTHOLD problem contains deterministic task times ti. The random variables
Xi are linearly scaled so that their expectation values match ti.

The gradually increase of the probability limit PL allows to assign more tasks
to each station, resulting in a shift from rear to front stations and an increasing
free capacity in the last workstation. At a certain probability limit, the shift is
sufficient to save one station. The position of this limit is essentially determined
by the problem and the process time distribution of the tasks. The boxplot in
Fig. 2 shows the free capacity of the last station S for all test cases, where the
boxes contain the values of S for PL in a range from 1% to 50%.

Fig. 2. Free capacity in the last station S for cycle times 56.4 s, 62.6 s, 70.5 s and 80.5 s
(WEST-Ratios 14.8, 16.44, 18.5 and 21.14) and probability limits PL from 1% to 50%

In all scenarios except at a cycle time of 70.5 s, the range of S is wider with
the normal distribution. The interquartile range is between 12% (C = 80.5 s)
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and 56% (C = 62.6 s) larger than with GMM. Normal distributed processing
times therefore save more capacity.

6 Conclusion and Future Research

A genetic algorithm considering stochastic processing times and multiple
parallel-working robots per workstation for the RALBP was presented. The algo-
rithm was evaluated on the basis of practical test problems using an approxi-
mated GMM and a normal distribution to represent stochastic task times. The
results show that with a normal distribution more capacity in the last station
could be saved by increasing the probability limit for violating the cycle time,
which can lead to savings of workstations at lower risk. It can be concluded
from this that the choice of distribution and the underlying problem play a deci-
sive role. Quality of the input data as well as appropriate and process adequate
distribution assumptions strongly affect the results. Therefore inaccuracies may
lead to false assumptions and therefore to lasting effects on following operations.

For practical application of the proposed approach, some features are missing
and may be subject to future research: i) Support for in-station constraints,
which result from geographical positions of the tasks and depend on the actual set
of tasks being assigned to the station and ii) a procedure to preserve precedence
constraints in the stations and on the parallel-working robots.

References

1. Sule, D.R.: Manufacturing Facilities: Location, Planning and Design, 2nd edn.
PWS Publishing Company, Singapore (1998)

2. Stiebel, A., et al.: Monitoring and control of spot weld operations. SAE Techn.
Paper Ser. (1986)

3. Podržaj, P., et al.: Overview of resistance spot welding control. Sci. Technol. Weld.
Join. (2008)

4. Bosch Rexroth AG. Rexroth PSI 6xxx - UI regulation and monitoring
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Abstract. Highly-skilled engineers are needed to reprogram a welding-
robot upon a new variant or product introduction. This paper addresses
the complexity of the welding-robot programming process by proposing
and demonstrating the theoretical concept of “elementary welding oper-
ation” (EWO). The EWO is a fundamental building block for robot-
welding programs containing most of the data necessary to generate a
program automatically. The EWO is a descriptive data structure for the
welding process, comprehensible by humans and machines. A technical
proof of concept is put together and tested. The results indicate that the
programming of the welding robot can be automated as part of a one-
piece information flow based on a product model. Further development is
required to ensure the system can handle complex weldment geometries,
multi-pass welding, and proper validation of the robot program upon
deployment.

Keywords: robot programming · welding robot · elementary welding
operation · digitalisation · data structure

1 Introduction

Welding is the most significant application for industrial robotics, with over 50%
of the existing industrial manipulators being commissioned in welding tasks [1].
The usage of welding-robots comes with many advantages in terms of work-
ers’ health, increased quality assurance, shorter lead-time, and reduced produc-
tion cost. The inflexible nature of welding-robots is seen, however, as a problem
in engineering-to-order (ETO) and manufacturing-to-order (MTO) production
environments, where high variation across produced items occurs. Each prod-
uct is unique and requires the welding robot to be reprogrammed for every new
incoming order. High-skilled robotics engineers are required to reprogram the
welding-robots in order for a new product to be produced. The reprogramming
process requires human, financial, and time resources which drive ETO and MTO
companies away from the prospect of using welding-robots. [2]
c© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 85–95, 2023.
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This paper proposes the theoretical concept of elementary welding opera-
tion (EWO). The EWO is a data structure meant to be used as a fundamental
building block for the automatic programming of welding robots. The data con-
tained inside an EWO is extracted automatically from a product instance. The
data can be further processed to automatically program a welding-robot [3]. The
digital integration of engineering and pre-production operations is obtained, and
human input is reduced. The novelty of the implementation stands in having the
geometry of the weldments programmed automatically based on unique prod-
uct models. Experiments presented in this paper are limited to the validation
of the weldment’s geometry in an off-line programming (OLP) virtual environ-
ment using 6DOF welding-robots. The results show that EWO can potentially
reduce the necessary time and cost involved in programming welding robots by
automating this process.

The following meaning is attributed to the terms:

– Product Model: a parametric CAD entity that is configurable using a product
configurator tool containing associated KBE (knowledge-based-engineering)
and welding process data [3].

– Product Instance: a CAD entity obtained following the configuration of the
Product Model using a product configurator by providing values for design
parameters.

The paper is structured as follows: related work in the field of automatic robot
programming and state-of-practice are presented in Sect. 2. Section 3 presents
the overall structure of the elementary welding operation. Section 4 contains the
technical description of a proof-of-concept implementation using the EWO con-
cept. Results of experiments with the technical system are presented in Sect. 5.
The system is bench-marked against the state-of-practice method. Conclusions
and final considerations towards future development are mentioned in Sect. 6.

2 Related Work

Related work was found to be documented in the literature regarding systems
that automatically extract welding geometry from CAD models and generate
robot programs. The fundamental information used to program a welding robot
is the geometry of the item to be welded, which is generally stored in a CAD
model. The geometry of the item can be extracted from STEP (Standard for
Exchange of Product Data) format CAD files by accessing the relevant data
structures which define the item: vertices coordinates and vectors [4]. The STEP
file format is generally used for CAD applications and is documented under the
ISO10303 ISO standard.

In subtractive and additive manufacturing, parametric robot programming
is a method widely used to handle large variations in the geometry of the item
that is produced. Such methods are often found in systems like CNC machines
[5] and 3D printers [6]. However, in the case of CNC and 3D printing machines,
the orientation of the tool is often not an issue. Still, parametric programming
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allows for facile adjustment of existing robot programs, where the orientation of
the tool is relevant [7].

In order to facilitate the geometry extraction of the product from CAD mod-
els, Lobov and Tran (2020) propose an object oriented automated method for
product design. The method makes available the necessary functions to create
and extract the geometry of the intersection edges of the solid bodies where
it is possible for a weldment to be located [8,9]. Prescott et al. (2020) further
developed the method by making it possible for geometry data for the weldment
to be added on top of the CAD model at the identified intersection edges. This
data is also known as KBE data (knowledge-based-engineering) [10] and can also
contain process information about the weldment (e.g., filler-wire material). The
data extracted from the CAD-KBE models is used to generate welding-robot
trajectories based on the identified weld paths.

Alongside the geometry data of the item, the process data (e.g., torch travel
angle, welding angle, torch travel speed) is needed to perform a weldment.
Schmidt et al. propose a hierarchical data structure where process data like the
welding current and gas flow are stored [11]. Mohammed et al. use the structure
of the STEP CAD files to store process data like the orientation of the torch,
welding speed, gas flow, and others [12].

Several methods and system architectures for programming of welding-robots
based on CAD models were identified in the literature as related work, focusing
on creating an end-to-end seamless pipeline from CAD to robot program. Some
of these initiatives require human intervention to validate the final robot program
[13], and others are completely automatic [14,15]. The EWO method presented
in this paper brings as a contribution a data structure meant to facilitate the
automatic transfer of geometry data and process data from a CAD system to an
OLP (offline-programming) system.

State-of-Practice
A state of practice study was done in collaboration with a partner ETO/MTO
company where products vary order by order. The company is involved in the
metal-fabrication industry, and they use welding-robots with the GMAW weld-
ing process. The robot-programming is handled by robotics engineers who use
OLP software. The product instance is imported into the OLP software. Any
overlaying process data is lost during the import procedures, including the loca-
tions of the weldments, and only the geometric CAD model is available in the
OLP system. The robotics engineers must manually program the locations of
the weldments and the process related data, using information available on the
item’s technical drafts, or using the product instance available in the source
CAD system. For products where the geometry of the weldments is similar, and
only the scale of the product differs, parametric robot programming is used, and
older robot programs are edited to shorten the time needed to reprogram the
robot. The programming process time varies between one to five days of work
(considering a day of work has eight hours), depending on the complexity of the
product.
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3 Elementary Welding Operation

The proposed “elementary welding operation” EWO concept is designed to
establish the data conduit between a product instance and the welding-robot
program necessary for manufacturing that product. The EWO is part of a hier-
archical data structure organizing the KBE data and the process data needed to
program the welding-robot. The following assumptions are made regarding the
welding-robot program:

1. The welding process goes through a number of quasi-stationary states
2. Each state is prismatic and can be represented using an EWO (Fig. 1)
3. A welding with complex geometry can be realised by combining a number of

EWO (Fig. 2)

Fig. 1. Visual representations of a product instance (inside the SolidWorks CAD soft-
ware) and a product instance imported in the RoboDK OLP software. The product is
a fillet joint with a prismatic weldment.

The data structure containing EWO is represented in Fig. 3. The hierarchical
root is named “Weldments” and is composed of at least one “Weldment.” In the
context of the data structure, a “Weldment” results from a continuous motion
of the torch along the welding seam, together with the approach and depar-
ture motions before and after starting to weld. The approach and the departure
motions are defined using the approach pose and a departure pose as seen in
Fig. 3. A “Weldment” contains at least one Elementary Welding Operation. The
EWO is always a straight line and represents the indivisible element that com-
poses the process of performing a robotic weldment.
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Fig. 2. Visual representation of round shaped object. For each tessellation point of the
curve, a coordinate frame is used to represent an EWO.

Fig. 3. UML diagram containing the data structure of welding program composed of
EWOs. The attributes at each hierarchical level are classified using several criteria.

The attributes contained by each data class element of an EWO program can
be observed in Fig. 3. The welding system considered in this paper is composed
of a welding robot and a welding machine, each having their own controller. The
attributes are organised at the level of the data structure as follows:

– “Weldments”: attributes based on the material of the product which stay
unchanged during the whole welding process.

– “Weldment”: attributes that can vary from weldment to weldment based on
the thickness of the plate, but kept constant while welding.
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– “EWO”: attributes that are variable while the welding torch is active and
depend on the angle between the plates and the overall weldment seam geom-
etry of the product.

The attributes are further classified into three categories. “Product,” “Weld-
ing Machine,” and “Welding Robot.” The “Product” attributes are the prop-
erties of the item to be welded and are marked with blue text. These can be
extracted from the CAD model and the overlaid KBE data. The attributes of
the “Welding Machine” (black) and the “Welding Robot” (blue) are programmed
on each machine based on the product’s properties.

As observed in Fig. 3, the attributes related to the geometry of the robot
trajectory are highlighter with yellow. The geometry attributes do not influence
the quality of the weldment, only the path that is being followed by the welding
torch. The geometry attributes are determined based on the geometry of the
item that is extracted from the product instance. Process-related attributes do
influence the quality of the weldment. A weldment quality parameter considered
in this paper is the weldment diameter.

The main geometric characteristic of the EWO is a straight line. Therefore,
when a weldment is composed of only one straight line, it contains one single
EWO with a start and an end pose. When the weldment has a curved geometry,
the “weldment” data structure is composed of n EWOs, where n is the number
of tessellation points of the curve as observed in Subfigure 2b. For the interme-
diary EWOs contained in a “Weldment” data structure, only the start poses are
considered for the welding-robot program. The values for the rest of the vari-
ables are contained in look-up tables or parametric rules, which are based on the
product’s material and plate thickness.

To configure the EWO start and end pose, the example in Fig. 1 is consid-
ered. The item origin frame represents the frame in which the geometry of the
item is defined, marked with O in Subfigure 1a. The origin frame is imported
from the product instance. The approach pose (marked with A in Subfigure
1a) and the departure pose (marked with D in Subfigure 1a) represent the app-
roach/departure positions and orientations (poses) for the torch before and after
engaging in a weldment. The start pose (marked with S) and end pose (marked
with E) represent the start and end poses of the torch at the start and the end
of the EWO.

To determine the approach/departure and the start/end poses for the torch,
Horn’s absolute orientation method is used [16]. The method makes it possible
to determine the transformation matrix from one reference frame to another by
having the coordinates of three points as input defined in both frames. First,
reference frames are created along the weldment (marked with F1, F2 and F3
in Subfigure 1a). The positions of the frames are set using the coordinates of the
tessellation points that compose the weldment. The coordinates of the tessella-
tion points are expressed in relation to frame O. For a straight weldment, three
frames are considered, at the start F1, at the middle F2, and at the end F3.

The frames have the Y axis along the weldment seam and the X axis along
the horizontal surface. The linear transformation from frame O to frame F1
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is determined by considering the matrices A and B. Matrix A contains the
coordinates of frames F1, F2 and F3 represented in relation to frame O. The
matrix B contains the coordinates of the frames in relation to frame F1. The
matrices can be observed in Eq. 1. The x and z coordinates of F2 in relation
to F1 are set to be 0, while the y coordinate is the distance between the two
frames. This specifies that the y axis of the frame is along the weldment seam.
The same procedure applies for F3.

AO =

⎡
⎣

xF1 xF2 xF3

yF1 yF2 yF3

zF1 zF2 zF3

⎤
⎦ BF1 =

⎡
⎣

0 0 0
0 dist(F1, F2) dist(F1, F3)
0 0 0

⎤
⎦ (1)

In the case of a weldment along a curved edge, the Y axis is tangent with
the curved edge and makes contact with at least one tessellation point of the
weldment. As observed in Subfigure 2a, frames F2 and F3 are placed along the
curve’s tangent, F2 on the positive side and F3 on the negative side, therefore
the dist(F1, F3) term of Matrix B in Eq. 1 will have the sign changed. The
procedure is repeated for each tessellation point of the weldment’s curve, as can
be observed in Subfigure 2b.

With the input A and B matrices, the Horn’s method yields the transfor-
mation matrix “T” from the “O” frame to the “F1” frame of each tessellation
point. Therefore, the whole geometry of the weldment can be described math-
ematically in relation to “O”. In order to express the start/end poses and the
approach/departure poses the welding parameters can be used. The wire stick
out s, the welding angle α, the travel angle β, and the approach distance d are
considered. The matrix transformation from the frame “F” of the tessellation
point to the start pose is displayed in Eq. 2. The same transformation can be used
to determine the end pose and the approach/departure pose by replacing the s
term with d. The results of the transformation applied for start/end poses, and
approach/departure poses can be observed in Fig. 1 for a straight fillet weldment
and Fig. 2 for a curve-shaped weldment.

F1
S T =

⎡
⎢⎢⎣

−cos(α) −sin(α)sin(β) −sin(α)cos(β) s ∗ sin(α)cos(β)
0 cos(β) −sin(β) s ∗ sin(β)

sin(α) −cos(α) ∗ sin(β) −cos(α) ∗ cos(β) s ∗ cos(α)cos(β)
0 0 0 1

⎤
⎥⎥⎦ (2)

4 Technical Implementation

To implement the EWO theoretical concept, the XML file format was chosen to
store the data represented in Fig. 3. The SolidWorks CAD software was selected
to create product instances based on product models that store KBE data and
process data [3]. For robot programming, the RoboDK OLP tool was selected
as welding programs can be created for a variety of welding-robot vendors.
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Fig. 4. Implementation pipeline using elementary welding operations.

The EWO concept enables seamless data transfer between the two software envi-
ronments by using C#-Python application specially developed for this purpose.
The implementation is summarised in Fig. 4.

With the EWO data structure in place, the RoboDK API is used to create
TCP targets. A collision check is executed for each target in order to create
a collision-free weldment trajectory for the welding torch. The process is auto-
matic and yields the robot program that can be either executed in real-time or
transferred to the robot’s controller for execution.

5 Experiments and Results

Experiments were conducted using the presented technical implementation to
test the viability of the EWO theoretical concept. The testing criteria used to
evaluate the results are the number of engineers needed to operate the required
software and the time required to generate a welding program for a welding robot.
The implementation was compared against the state-of-practice method at the
partner company. By using the implementation pipeline from Fig. 4, weldment
geometry data is automatically extracted from the product instance (Fig. 5, Sub-
figure 5a) which is turned into TCP goal poses for the welding torch (Subfigure
5b).

The EWO method allows for the automatic import of most of the geome-
try and process data (welding angle and travel angle) needed to generate the
welding-robot program without further intervention from engineers to fine-tune
the positioning of the welding torch. Once the product instance is generated, the
design engineer only needs to initiate the Python software described in the previ-
ous section, which will automatically generate the welding-robot program based
on the EWO data. The time required to generate the program can take up to a
few minutes, depending on the complexity of the product and the performance
of the computer running the software.
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Fig. 5. EWO welding program is obtained inside the RoboDK OLP system using the
welding geometry and process data imported from the product instance.

6 Discussion and Conclusion

In this paper, a novel method for structuring geometry and process data for auto-
matic programming of welding robots was presented. The initiative is aligned
with previous efforts for creating digital tools that reduce the trade-off between
automation and flexibility in MTO, and ETO environments [19]. Experiments
show that the EWO theoretical concept can support technical implementations
that enable the reduction of time needed to program welding-robots and the
amount of skilled human resources required.

Further tests are required to determine how the complexity of the product
affects the performance of the implementation, and how advanced geometries can
be handled (e.g. multi-pass welding). The EWO shows promising potential as a
platform for welding process-data. It is, therefore relevant to investigate further
if the data structure presented is sufficient to support the parameters required
to perform other welding procedures besides the GMAW procedure considered
in the experiments conducted in this paper. Transferability to other applications
where geometric discretization is possible (e.g., 3D printing) is also relevant to
be investigated, especially where the orientation of the tool is relevant.
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Abstract. Ever new requirements for the environmental compatibility and safety
of products do not stop at the automotive industry. This results in ever shorter time
windows for the pre-series processes. For this reason, time-consuming preliminary
tests must be minimized to ensure an accelerated start-up and production that is
as trouble-free as possible. This maxim applies to all parts of the production of
an automobile, but especially to the body shop, where just-in-time production has
been the norm for years and any downtimes are particularly severe. In order to
meet these requirements, it is advantageous to understand or predict the result of
a production process as well as possible.

This paper deals with resistance spot welding of aluminum and aims to gener-
ate knowledge about the relationship between setting parameters and target value.
Since resistance spot welding has a large number of setting parameters and a
comprehensive investigation of these would go beyond the scope of this study,
the focus is on the joining force and the features to be generated from it. The
target parameter is the nugget diameter of the joining points. The data are deter-
mined experimentally and evaluated with the help of Machine Learning (ML)
approaches. The correlations are presented in graphical form. The quantification
of the influence of the joining force on the nugget diameter is expected to lead to
a reduction of tests and thus to a gain in time.

Keywords: resistance spot welding · aluminum · welding force · machine
learning methods

1 Introduction

This study deals with the influence of the change in joining force during the resistance
spot welding (RSW) process of aluminum on the nugget diameter. Since the setting
parameters can be recorded throughout the process and evaluation methods for large
amounts of data are now established and available, such an investigation is appropriate.
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The two main welding parameters in RSW are the joining force and the main current
in the process flow. Since the influence of the main current on the joining result has
already been well investigated, this paper focuses on the joining force. More precisely,
on the change of the joining force during the process.

Since pure resistance spot welding is hardly ever used in automotive body construc-
tion, the process variant of resistance spot weld bonding is used to describe a realistic
process. The required features and target data are generated in the form welding tests.
The basis for the investigation is a full-factorial test plan of two Material-Thickness-
Combinations (MTC). These consist of the same material and the same thickness in
order to exclude or minimize influences of the alloy or the sheet thickness ratio. In the
evaluation, different Machine Learning model approaches are tried out to test which
model is most suitable. Then a model is chosen and the relevant force related features
are determined. The evaluation of the most important features is performed by a second
degree regression using Machine Learning again.

2 Hypothesis and Method

The welding process is divided into 3 main components: the squeeze time, the weld time
and the forge time. During the squeeze time, the welding force is applied andmaintained.
This enables a defined surface pressure throughout the process. In the course of the weld
time, the spot weld is generated. First, the joint is prepared by means of a preheating
current, and while the main current is flowing, the base metal melts. During the forge
time, the joining force is still present and the welding lens is given its final shape. Since
the material is molten at this time, the force curve changes significantly here. This is due
to the type of control (force control active; position of the electrodes variable). However,
the alloy, the sheet thickness, the amount of joining force and many other factors have
an influence on the change of the force signal at this point in the welding process.

From this fact, it is hypothesized that features related to the force signal can predict
the nugget diameter.

3 Literature Review

The joining force is one of the most important parameters in resistance spot welding [1].
It ensures a positional fixation of the joining partners before the start of the weld current
and thus also influences the electrical contact and the current flow at the joint [2]. In
addition, this parameter also significantly determines the shape and quality of the weld
lens during cooling. For example, notches in the joining zone can be minimized or even
prevented by a clever choice of welding force [2, 3].

The Automotive Research Centre was able to prove in experiments that a joining
force of 3 kN is sufficient to produce spatter-free aluminum joints. Results that meet all
quality requirements, however, require 6 kN [4]. In the study by Schmal, an optimum
joining force of 8 kN is referred to for a two-sheet joint in order to meet the required
quality standards [5]. Al Quran et al. also quantified the influence of the joining force
on the nugget diameter and the resulting strength [6].
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Machine Learning algorithms have already been successfully applied in the field of
joining technology. For example, Kim et al. successfully used regression to optimize
parameters for laser welding, which resulted in a significant improvement of the joining
result [7]. Yang et al. also succeeded in determining the influence of various parameters
on the joining result and thus achieving more optimal results. However, his results are
related to arc welding [8].

However,MLmethods have also been used for resistance spot welding. For example,
Yu used the logistic regression of the power signal in 2015 to estimate the quality of
joining points [9]. Zhou et al. went one step further and applied 3 ML methods to
industrial data in order to predict the quality of the expected joining points [10].

The following investigations build on and extend all the findings just mentioned.
This is done by focusing on the force signal and evaluating whether it is suitable as a
predictor.

4 Setup

4.1 Material

In modern car body-in-white construction, natural ageing AlMg alloys (5000 series) and
artificial ageing AlMgSi alloys (6000 series) are primarily used. Series 5000 alloys are
characterized above all by good corrosion resistance. However, intergranular corrosion
may occur at higher service temperatures [11]. The 6000 series alloys offer a good
alternative to this and their technological properties can also be adjusted via the artificial
ageing process.

In the course of this investigation, two Material-Thickness-Combinations (MTCs)
are considered. Both use the alloy AL6-HDI-TZ-U [12] and are therefore homogeneous.
In the first one, sheets of thickness 1.5 mm are used whereas the second one consists
of samples of thickness 3.0 mm. The chemical composition is shown in Table 1. The
suffix TZ describes the coil treatment condition (Ti & Zr with a coating weight of 2.0–
8.0 mg/m2) and the suffix U refers to the intended use of the components made from it
(Unexposed). The material is in the solution heat treated and naturally aged condition
(T4) [13]. The samples were available in 88 × 500 mm format.

Table 1. Chemical composition of the alloy AL6-HDI [12]

Si [%] Fe [%] Cu [%] Mn [%] Mg [%] Cr [%] Zn [%] Ti [%] V [%]

≤0,15 ≤0,35 ≤0,25 ≤0,30 ≤0,90 ≤0,15 ≤0,25 ≤0,15 ≤0,10

Other admixtures individually ≤0.05%, total ≤0.15%
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4.2 Equipment and Execution

The following equipment was available for the welding tests (Table 2):

Table 2. Investigation equipment

Equipment Product name

Adhesive DUPONT Betamate 1640

Application robot KUKA LBR iiwa 7 800

Processing equipment for adhesive BEYER & OTTO TS-215/HN

Joining robot KUKA KR 270 R2700 ultra

Welding gun NIMAK Robot C-Welding Gun

Robot cabinet BOSCH WSC70RC-0404.25-L1-2-250-1450-11N-WT

Welding controller BOSCH PRC 7000

Caliper MAHR MarCal 16 EWRi

The production of the welding samples was done in several steps. The sequence is
as follows (Fig. 1):

Fig. 1. Sequence of joining tests and data acquisition

It should be noted that the two sheets of sample overlap by 10 mm and 30 points
have been joined on them in two rows. To prevent shunts, the points are spaced 30 mm
apart and 55 mm between the rows (see Fig. 2).
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Fig. 2. Sample geometry and joining point position (all dimensions in mm)

4.3 Meta Data and Design of Experiments

The welding program involves a fixed pre-current of 12 kA for 400 ms, followed by an
upslope to the main current (70 ms) and then the main current (90 ms). The main current
is variable and defined by the design of experiments (DOE). So is the joining force. The
Remaining Electrode Thickness (RET) is also listed as a setting parameter. It describes
the maximum distance between the front surface and the conical cavity on the rear side
of the electrode (see Fig. 3). This reduction represents an electrode that is already about
50% worn. The electrodes used conform to the ISO 5821 - A0 – 20 – 22 - 50 standard
[14]. However, the radius of all electrodes is increased to 100 mm by means of a tip
dresser. This ensures a larger contact area on the samples and therefore a more uniform
current flow in the process.

After the samples have been joined, the adhesive is cured in an oven (30 min at
180 °C) and then they undergo a roll-off test in accordance with DVS 2916-1 [15].

Fig. 3. Remaining Electrode Thickness (RET) of an electrode (here seen in a cut)

Each MTC consists of 5280 points. The DOE was structured in a randomized block
design. Since every possible combination of setting parameters occurs exactly once in
the experimental plan, this is also referred to as a completely randomized block design
[16]. The necessity for this resulted from the large number of points to be joined and the
system-specific peculiarities. Table 3 shows how the individual MTCs were subdivided.



Influence of the Joining Force 101

The columns of the table represent the setting parameters to be investigated and the rows
represent the values of these parameters.

Table 3. DOE of these investigations

Block 1 MTC (5280
spots)

Block 2 RET (2640
spots)

Block 3 F (660 spots) Randomised I (30
spots)

Top sheet & Bottom
sheet

9 mm 5 kN 26 – 47 kA

6 kN 26 – 47 kA

7 kN 26 – 47 kA

8 kN 26 – 47 kA

7 mm 5 kN 26 – 47 kA

6 kN 26 – 47 kA

7 kN 26 – 47 kA

8 kN 26 – 47 kA

5 Target Data and Feature Engineering

5.1 Target Data

The target data of this investigation is the average nugget diameter of the individual
joining points. This is calculated analogously to DVS data sheet 2916-1 as follows [15]:

da = d1+d2
2

(1)

d1: Maximum nugget diameter
d2: Minimum nugget diameter

5.2 Feature Engineering

Furthermore, the time-dependent parameters are recorded and evaluated for all joining
points. The sampling rate is 1 kHz. Figure 4 shows an example of the recorded time
series of a weld.

These time series are divided into sections and within each section defined features
are calculated and written out (feature engineered). These features are e.g. the high and
low points, the mean value and the standard deviation or the slope of the regression
degrees within the sections. Some of these features are also marked in the Fig. 4.



102 J. Pestka and S. Weihe

Fig. 4. Time series of a joining point (MTC: 2x 3.0 mm AL6-HDI; Current: 36 kA; Force: 7 kN)

However, only force related features are relevant to this study. For example the
parameters p and σ of the force signal of Sect. 4. p is the momentum [Ns] and σ the
standard deviation [N] of the force signal during the forge time (Sect. 4). σ is calculated
as follows:

σ =
√
√
√
√

1

n − 1

n
∑

k=1

(fk − X) (2)

n: Number of points measured in Sect. 4
k: Summation index
X: Mean value of all values in Sect. 4
fk: Force value

The momentum p (more precisely the momentum change�p) is calculated this way:

�p = t2∫
t1
F(t)dt (3)
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�p: Momentum (momentum change)
F(t): Force progression in Sect. 4
t1: Start time Sect. 4
t1: End time Sect. 4

These features are merged with the metadata of a joining point to produce a data set
for a welding point. The data sets are analyzed in the further process of the investigation.

6 Results

6.1 Machine Learning Approaches

As reported in part 5.2, a large number of features is generated from each spot weld.
In a first step, all these features were used train (60% of the data) and test (20% of the
data) different regression models. This is followed by a 10-fold cross-validation for each
model using the remaining 20% of the data set. Table 4 shows the R2 values for each
model. This is based on the validation data. It is easy to see that Gradient Boosting and
Random Forrest have much better coefficients of determination than the other models.
Therefore, only these models can be considered for further investigations.

Table 4. Coefficients of determination for different Machine Learning approaches

Gradient
Boosting

K-Nearest
Neighbors
(K = 5)

Lasso
Regression
(α = 0,1)

Support Vector
Regression
(ε = 1,0; C =
1,0)

Random
Forrest

Ridge
Regression
(α = 1,0)

R2 0,84 0,69 0,73 0,74 0,86 0,80

6.2 Permutation Feature Importance

After tuning the hyperparameters, the Gradient Boosting method was found to be the
best performing of the models investigated here. Thus, the investigation regarding the
relevant features is carried out on this model. To evaluate which features are relevant
and which are not, Permutation Feature Importance (PFI) is applied to the results of the
Gradient Boostingmodel. The result of this investigation (boxplots) can be seen in Fig. 5.
It should be noted that the focus was deliberately placed only on features that are related
to the force signal. It is shown that two features have a relatively large influence on
the nugget diameter: The parameters p (feature name: “force_area_section_1_4_neg”)
and σ (feature name: “force_standard_metrics_section_3_4_4”) of the force signal of
Sect. 4. The influence of these parameters will be further investigated below.
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Fig. 5. Top 25 features (all sorts of signals)

6.3 Visualization of Datasets

In order to better assess the influences of the two features p and σ, they are visualized.
These features are shown in a 3D representation in relation to the nugget diameter
(see Fig. 6). It can be seen that the two features do not have a linear effect on the
nugget diameter but run in the shape of a horn. This suggests a quadratic relationship.
Furthermore, it can be seen that the MTC, which consists of 1.5 m thick plates, expands
further in all spatial directions and also has many more joining points with a nugget
diameter of 0 mm than the comparative experiment with 3.0 mm thick plates. The
reason for this is the lower stiffness of these samples. This allows a larger deflection of
the samples during welding and therefore also larger values for p and σ.

However, it also remains to be noted that no points larger than 11mm can be obtained
with either MTC. It is also noteworthy that when using plates with 1.5 mm thickness,
the value of the standard deviation seems to have much less influence on the nugget
diameter than with 3.0 mm thick plates.

6.4 Second Degree Regression

Figure 6 shows that the momentum has a much greater influence on the nugget diameter
than the standard deviation. Therefore, only the momentum will be considered in the
following investigations.

In the second step of this investigation, it should be clarified to what extent the
momentum during the forge time is suitable as a predictor in order to be able to make a
prediction regarding the nugget diameter to be expected. The method of analysis chosen
here is regression. As already mentioned, the influence of p on the nugget diameter is
not linear. For this reason, the analysis is done using the second degree regression.
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Fig. 6. Graphical visualization of the impulse p and the standard deviation σ over the nugget
diameter (blue: samples with 1.5 mm thickness orange: samples with 3.0 mm thickness)

Fig. 7. Regression degrees and R2 value across all main current values and MTCs

As can be seen in Fig. 7, R2 values of 0.64 (3.0mm sheet thickness) and 0.73 (1.5mm
sheet thickness) are obtained.

This result is surprising in that only a single feature forms the basis for this regression.
It also shows that the larger range of p values has a positive effect on the R2 value when
using the 1.5 mm thick plates. In addition, it is believed that the lower strength of these
specimens has a positive effect on the expression of the momentum, which in turn results
in a larger R2 value across the experimental space, making a better prediction possible.
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7 Conclusion and Outlook

In the course of this investigation, it can be shown that the change in the force signal
during the forge time in spot weld bonding correlates with the nugget diameter. It is
shown that, depending on the sheet thickness used, the standard deviation of the force
signal during the forge time can have more or less influence on the nugget diameter.
Furthermore, with the help of feature engineering, the momentum during the forge time
can be determined and it is also suitable up to a certain degree as a predictor for the
nugget diameter. In the context of this investigation R2 values of 0.64–0.73 can be
proven. In order to increase this value, the experimental data obtained here can be used
and further features can be applied to the regression analysis. However, this may also
lead to overfitting.

Alternatively, the data set presented here can also be examined with the help of other
methods, various statistical approaches or additional Machine Learning models (e.g.
ANN etc.).
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Abstract. The manufacturing industry is exposed to various challenges: Increas-
ing competition from companies abroad, the growing unpredictability and volatil-
ity of markets, and rising customer demands forcing manufacturers to be highly
flexible and offer low-cost products. Using simulation tools, productions sys-
tems can be planned and analyzed before the deployment in the field, reducing
the commissioning of named systems and avoiding cost-intensive errors. How-
ever, manual generation and validation of simulation models is a tedious task
and demands expert knowledge of the planners about the simulations tools used.
Automated generation of simulation models promises to reduce further commis-
sioning time, making simulation tools more cost-effective. This paper compares
existing approaches for 3D simulation generation and/or validation and further
presents a concept for automated generation of a 3D model of a robot cell, cre-
ating a simulation and validating the processes taking place with minimum user
intersection to accelerate robot cell commissioning. This is done by combining
layout information with assembly related information extracted directly from 3D
product model.

Keywords: 3D Simulation · Robot Assembly Cell · Layout Optimization

1 Introduction

On the way to a fluid and dynamic production, conventional planning methods must
be overhauled. The planning and validation of production cells must be realized in the
shortest possible time to react to extreme events or unexpected changes in production.
Today, robotic assembly cells are often still planned as 2D layouts or inflexible CAD
models. A robot assembly cell’s layout can be tested and optimized before it is built using
simulation tools. Validation and optimization is faster than in real-time, parallelizable
and does not need to be physically tended for an environment to be reset. [1] However,
simulative validation of assembly cells still has flaws. The creation and analysis of a
simulation model involve many manual, time-consuming activities that require expert
knowledge of the simulation software from the users, which is contrary to the stated
goal of simulation studies. The aim should therefore be to automate the modelling and
the analysis of robot assembly cells in the simulation by directly obtaining existing

© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 108–117, 2023.
https://doi.org/10.1007/978-3-031-27933-1_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-27933-1_11&domain=pdf
http://orcid.org/0000-0002-7566-9716
https://doi.org/10.1007/978-3-031-27933-1_11


Towards an Automated System for Robot Assembly 109

information, e.g. from exploiting Enterprise Resource Planning (ERP) Systems or from
the product model itself. Furthermore, to use the optimized layout and robot programs
generated in the simulation environment for a faster ramp-up time of a robot cell.

This papers goal is to evaluate existing (semi-)automated approaches for 3D simu-
lation generation, validation and layout optimization of robot cells. It further presents
a concept for an automated 3D layout optimization for robot assembly cells. The rest
of the paper is structured as follows: The next chapter gives an overview of criteria to
analyze the state of the art. Section 3 reviews the state of the art for automated simulation
generation and layout optimization. The reviewed approaches are discussed in Sect. 4.
In Sect. 5, the concept of the planned approach is presented in general together with
assumptions made. Finally, Sect. 6 concludes the paper and states future prospects.

2 Aspects of Automated Layout Optimization

Four individual problems must be overcome during simulation studies after the goal has
been specified: Data collection, model implementation, validity check, experiments and
analysis. [2] To optimize a layout for a robotic cell automatically through 3D simulation
studies, firstly, necessary information must be gathered. Once this information has been
structured, it can be used to create a model in a simulation environment. Afterwards,
processes can be modelled using assembly-relevant information and assigned to the
given robot. Subsequently, the processes and robot motions are validated for the given
layout. Measured by defined key performance indicators (KPI’s), both the processes and
the arrangement of the components can be analyzed and optimized.

2.1 Definition of Criteria for 3D Simulation Generation and Optimization

To evaluate existing approaches and to identify gaps in research, a list of criteria has been
defined. They are separated in four categories, each one for one of the declared problems:
Data preparation,model generation, simulation andoptimization. Furthermore, twomore
questions are defined: Is the focus on robot assembly cells, other kind of robot cells or
models, e.g. assembly lines, or does theworkhas another focus than robot assembly cells?
The other question is whether the simulation can be used for robot offline programming
so that the results can be used beyond the simulation other than the layout.

For data preparation, the source of data and whether it is manually edited or prepared
is of interest. In addition, the approach is verified to be able to dealwith general conditions
and constraints.

With respect to model creation, existing approaches are evaluated as to whether they
actually create a 3D model of a system automatically based on the input data or whether
the model is assumed or if a different type of model is applied. Additionally, the number
of robots that can be considered in a cell or in a layout is examined.

After building the model, the simulation generation is assessed. Special attention is
paid to an actual simulation of the assembly processes. They are differentiated, whether
this is done in detail, only the movements of the robot are considered, the movements
are calculated but not simulated, or if the simulation is outside the scope of interest. For
the optimization of the system, the algorithm used is interesting and the focus of the
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optimization. The state of the art is distinguished whether only the position of the robot
is optimized, the positioning of components around the robot, whether the entire system,
if only specific kind of components are considered or no optimization takes place at all.
These criteria are listed in Table 1.

Table 1. Criteria for evaluation of existing approaches

Criterium Option 1 Option 2 Option 3 Option 4

Focus robot assembly 
cells No Other type of robot cell Yes

Robot program export None Yes

Data preparation Manual Manually edited Automatic / included

Brownfield and 
greenfield Only one Yes

3D-Model No, other model type, 
prerequisite Yes

Amount of robots None 1 robot >1 robot

Assembly task 
simulation No Calculated, simplified Extensive, collision 

analysis

Additional path planner None Simplified Yes

Applied method

Considered components No optimization, other 
type

robots/one type of 
components With Exceptions Whole layout

Model generation

Data Collection

General

Layout Optimization

Simulation

3 Approaches for 3D Modelling and Optimization

The idea of automated modelling and simulation of operations and processes is not new
and has its origins in the 1990s. [3] As one of the first approaches, Luedth presented
a method in 1992 to place components of a robot cell around a defined robot base
position. The space was divided into discrete voxels, and the voxels were assigned
to the component, which are located within the component. Subsequently, objects are
placed around a robot’s base such that they only occupy free voxels to ensure that
the arrangement of components remains collision-free. Shortest robot trajectories were
considered as optimization criterion. [4] Similar approaches were published by Tubaileh
[5] and Filipovic [6], where components are placed around a central robot base. They
used simplified geometries in 2D space. In both cases minimal joint motions of the robot
are targeted. Simulation has not been applied. In general, discretized workspaces (WS)
are used due to their ease of use and faster computation time. This simplificationwas also
applied in Hwang et al. [7], whose focus was to find an optimized robot base position
for existing working poses, which they could use for spot welding on car bodies. The
3D model however, must be given beforehand.
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A similar goal had Spensieri [8] using brute force technique to find a valid robot
position and then solving a classical travelling salesman problem to find an optimized
sequence of welding spots using IPS [9] as simulation tool. The 3Dmodel must be given
beforehand as well. Similar approaches to place robots come from the field of mobile
robot applications. Vahrenkamp for example published an article about optimal mobile
robot placement for task execution in given environments. [10] A reachability map was
generated for the specific robot to evaluate different base positions for predefined task
executions.

Focusing on robot assembly cells in his dissertation, Rossgoederer [11] took a hier-
archical approach for the cell layout optimization. In contrast to previous publicized
works, not only one type of component, such as a robot or peripheral devices around
the manipulator, were considered. Also, the optimized placement of a desk and then the
placement of work piece carriers on top of it was possible using a hierarchical genetic
algorithm. The work aimed to optimize the layout of hybrid assembly stations. For this
purpose, starting from a Bill of Materials (BOM) and a work description, a layout struc-
ture was first developed in which the hierarchy levels were defined. The CAD models
of the components had been manually enriched with additional information, for exam-
ple, defining the robot’s footprint and baseplate. From this additional information, the
restrictions for the optimization are determined. All components were first loaded into
the environment and positioned collision-free for the model. The initial arrangement
was manually created. The robot processes were designed using defined program blocks
for gripping, transporting and joining. In case of collisions during movement, a sliding
algorithm was implemented to generate collision-free trajectories. The constraints cho-
sen were the reachability of the target positions for the robot. Free degrees of freedom
not fixed by the CAD features were used to discretely position fixtures on a table. A
virtual reality system was developed for the manual assembly stations since these could
not be processed automatically.

Lietaert et al. [12] developed a system to optimize collaborative production cells with
an extensive focus on ergonomics for human workers in the cell. As output a feasible
work cell layout is givenwith its dedicated ergonomic score.As an input the systemneeds
geometric information of all components and the task allocation. For optimization a non
linear programming solver was implemented. Another work was published by Sharma
et al. [13] They use point clouds generated from CAD models of the components to
optimize a robot cells layout. Evaluating joint angles, simulated annealing was chosen
as optimization algorithm.

Leiber et al. [14] presented an approach for semi-automated layout planning for
assembly lines. Resources matching the assembly processes are selected from a database
based on user input and arranged around stations around a conveyor belt using collision
and reachability analysis. An evolutionary algorithm is used for optimization and, as a
fitness function, the position quality with respect to the product as well as the assembly
cost of the resources. The layouts are analyzed in a rigid body simulation. However,
many input information are needed from the operator, such as the type of processes, the
sequence, the region of interest at which the operations should be performed.

Bachmann et al. [15] published an robot cell optimizer for an application with two
robots using a genetic algorithm. As input, CAD-data as well as the task sequence
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and the location of the task on the associated part. For each component, restrictions
are defined for their placement. In summary, these restrictions span the solution space.
Although using 3D models, the solution space is reduced to a 2D problem with fixed
robot base positions generating solutions for the placement of workpieces on a table.
Simulation is used only for feasible, optimized layouts. For evaluation, path length as
well as manipulability are considered.

Seeber et al. [16] published another work for assembly line layout generation using
physical modelling of relationships between the components. Generated information is
defined in AML [17]. Among them are 2D coordinates, the structure and hierarchy of
individual assembly stations, their dependencies, peripheral interference contours, and
process flows.

Michniewicz [18] has developed a complete system to develop automated work
planning based on simulation models for assembly stations. Information is extracted
directly from the product’s CAD data as a data basis. In a first step, the algorithm
evaluates the individual stations’ feasibility to perform given tasks and assigns them
accordingly. Then, first local simulations are analyzed to validate sub-process specific
capabilities such as the correct gripping of components with a gripper, followed by a
global simulation for reachability analysis. Finally, the system is analyzed economically
through cycle time analysis and machine hourly rate calculation. The layout of the cells
are untouched, processes are only assigned to given stations. Therefore, 3D models are
not adapted, but only used.

Lämmle et al. proved in [19, 20] that AML can be used to build and simulate produc-
tion cells and to describe the dependencies between individual resources and processes
using a product-process-resource model (PPR) in VisualComponents [21]. In this con-
text, programmodules for handling and gripping objects as well as a placeholder process
for screwing applications were developed. However, the model was neither analyzed
nor optimized. The approach was limited to component models already existing in the
software internal library.

Preparing or creating necessary input data is essential. User enters often informa-
tion manually. To look at the problem of data acquisition, Weigert [22] developed an
automated exchange system as middleware and link between existing software tools.
The basic idea was to create a uniform data format based on AML, which can be used
utilizing parsers and importers in different software tools, for example, to develop 3D
simulations or discrete models. For the examples used, the origins of the information
were not mentioned.

4 State of the Art Discussion

To each of the named approaches the criteria defined in Sect. 2 were applied. The
discussed approaches and their corresponding classification are shown in Table 2.

The approaches can be divided into four categories, as they are sorted in Table 2 and
depicted in Fig. 1: The first ones are task-centered solutions, where robots are placed into
a given environment to fulfill their tasks. Examples are placing robots on an assembly
line or mobile robotics. The second group are robot-centered: Arranging components
around fixed robot bases. The third category are approaches, where all components are
considered for layout generation and optimization.
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Table 2. Comparison of existing approach for robot assembly cell

The last group has neither the focus on simulation generation nor optimization of
layouts, however, they are examples for how data management and integration in such
a system can be applied.

Comparing the goal with the reviewed approaches, none of them shows the specific
focus or covers all questions stated in Sect. 2. Many papers address sub-aspects that
need to be considered but represent isolated solutions to specific problems. Arrangement
planning tools that onlywant to either place the robot or place other components around a
robot are not sufficient on their own to be able to look at different types of cells. Especially
the task-centered approaches, except Leiber, focus on the task sequence and are not
suitable for assembly lines, but not for layout optimization of modular robot assembly
cells. Also disadvantageous is that many approaches need manually added information
or existing simulation models in general. An approach is needed that can place both
handling devices and peripheral components while considering given constraints.

Most interesting are the approaches of Rossgöderer, Leiber, and Bachmann et al.
Rossgoederer already focuses on robot assembly cells with an extension to hybrid cells.
However, only one robot is considered in a cell. Drawbacks of the approach are the
concentration of only one robot in a cell and long processing times. Additionally, a
simple path planning algorithm is implemented. Especially when using process time
as KPI, an extensive path planner is crucial to find a nearly optimal layout. Leiber can
evaluate the position and simulation ofmultiple robots, however the focus is on assembly
lines, not on single robot cells. Placement of separation systems for the robots are not
considered. Furthermore, collision detection only works between moving and static
objects, not between the robots. Bachmann reduced the problem into a 2D problem.
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Fig. 1. Categories of discussed state of the art papers from left to right: task-centered, robot-
centered, holistic, data management systems

This examination shows that none of the given approaches are sufficient for the
simulation-based layout evaluation of robot assembly cells for multiple robots. In the
following, a concept for the specified goal is proclaimed.

5 Concept Formulation

The overall goal of the planned system is to reduce manual effort for setting up an
optimized robot assembly cell by using 3Dprocess simulations and available information
from layout as well as from product planning and design. The concept is depictured in
Fig. 2. Robot cells with multiple manipulators shall be considered as only Bachmann
et al. include this for robot cells. The necessary input for the system is to be created
automatically with minimal manual input and is divided into layout information and
assembly-related product information. The layout information given is assumed to be
a rough layout for an assembly cell from an upstream 2D layout planning in AML as
given in [16]. This planning shows where resources are located and which processes
there are to perform. However, this information is insufficient to create the 3D model
in detail. In particular, height information is not given in 2D. Rules must be defined to
extrapolate 2D to 3D relationships. Furthermore, assembly-relevant details on process
sequences and the region of interest for the process are not mapped. This information
can be generated from the product model itself, for which preliminary work in the field
of computer-aided assembly planning (CAAP) also already exists. [23, 24] These data
serve as a starting position for the 3D layout planning. Visual Components is used
assimulation software. Lämmle et al. [19, 20] have shown that this software is suitable
for the automatic generation of cell layouts and the automated generation of simulations
and the software was used in previous work before [25]. However, not only existing
models from the software’s catalogue will be used, but a hybrid approach is followed:
Resource models from an external database shall be used models as well as predefined
component models from the software’s library, especially for kinematic chains such as
industrial robots.

A set of rules must be defined for the placement of components. An example could
be that the bounding box of a component must not overreach the bounding box of the
parent component to ensure for example that a work piece carrier is placed correctly
on a table. As robot cells are portrayed only, access points, might it be for AGV’s or
conveyors, are excluded or considered as fixed points in the constraints of the layout.

Program modules are to be defined and used for the automated generation of the
processes, as already published in [25]. These program modules portray process skills
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Fig. 2. Concept for an automated approach for robot cell layout optimization

for the handling devices to perform. In the software, similar to the approach of Spensieri
et al. [8], internal functions shall be used to develop analysis tools to check the processes
on the given layout automatically. Of special interest are tools to analyze reachability
and collision clearance. For optimization, an evolutionary algorithm will be used in a
hierarchical manner as in [11] to reduce the complexity of the optimization problem.
Although the idea of physically modelling the dependencies between components is
an attractive solution, the modelling in three-dimensional space is much more complex
compared to the two-dimensional one. The layout and processes will be analyzed for
the following KPI’s: The cycle time is to be considered to examine the arrangement for
its efficiency. It is not necessary to simplify and utilize the axis angles or path length of
the robot as the motion simulation can be performed. As a result, an optimized robot
assembly cell layout, program templates for the robot’s execution and the KPI’s as well
as a documentation of the given layout Next to it, aminimal footprint is desired. Research
question to be answered in this work are:

1. How can 2D layout data be extrapolated to 3D in a meaningful manner?
2. Can automatically generated layouts be compared or are even better than manually

generated ones?
3. How can an evolutionary algorithm be parametrized to create new layouts in a given

amount of time, so a human operator can to other tasks in the mean time?

6 Conclusion and Next Steps

Simulation is a key tool to improve and accelerate layout optimization of robot cells.
Different solutions and approaches already exist in the literature to automate layout
optimization or to generate simulation models. However, there is no approach yet for
robot assembly cells with multiple robots. A concept was proposed, which shows a
solution to the given problem. In a first step, a tool must be developed to combine and
merge the existing data from the AML of the layout planning with the information
from the CAAP. Particularly critical here is the classification of the processes and their
positions and, for the analysis, the division of the components into movable and static
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objects and the definition of boundary conditions. Logically, a conveyor belt that delivers
partially assembled semi-finished products to a station must not change position. In
addition, the database must be built, which contains the CAD model of components and
other information, such as the name. It would also be possible to add the capabilities of
the models to enable a unified database for all tools from the toolchain. An Add In for
VisualComponentsmust bewritten afterwards to build themodel. First programmodules
and collision analysis tools for the simulation analysis of the processes as well as the
automatic modelling of the products to individually manageable objects, have already
been developed by the author in [25] and can be extended. Last, the optimization of the
layout and the robot trajectories must be considered and implemented.
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Abstract. Due to ever faster changing market requirements, industrial
production equipment needs to become much more flexible. For this rea-
son, the Institute of Mechanical Handling and Logistics and the Institute
of Electrical Energy Conversion are developing versatile, automated, and
easily adaptable solutions to increase the flexibility of future intralogis-
tics systems. As part of the ANTS 4.0 research project, a modular low-
cost automated guided vehicle has been created, which breaks down the
flow of goods into its smallest units: A small load carrier. The vehicle
is prepared to be charged inductively and guided by color coded LED
strips inside the floor, controlled from a superordinated artificial intelli-
gence algorithm. In case of finding an obstacle by the object detection
integrated in the floor, the route is recalculated and adapted in real-time.

Keywords: Modular Production System · Intralogistics · AGV ·
Industry 4.0 · Intelligent Floor

1 Introduction

The economic success of a product largely determines the way it is manu-
factured. As market influences become increasingly volatile and unpredictable
across industries [1–4], factories have to reconfigure their manufacturing even
more to current market trends in the future. This form of reconfiguration is also
referred to as the adaptability of a manufacturing process. A higher degree of
adaptability is achieved, among other things, through mobile and interoperable
production equipment [5–8], which is able to be set up at any location in the
shop floor environment and interact with other production equipment, forming
a production network. All machines and systems are movable and compatible
with each other. The flow of goods from and to the lines is fully automated by
Automated Guided Vehicles (AGV). A control system is superordinated to the
production and transport equipment, which synchronizes all activities on the
production and logistics areas based on the current production orders.

Current research and development activities are therefore focusing on decen-
tralized managed AGVs that can react flexibly to new requirements [9]. Among
the systems already in operation is the KIVA system used by the U.S. company
c© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 118–132, 2023.
https://doi.org/10.1007/978-3-031-27933-1_12
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Staples, in which around 500 robotic units transport shelves from a warehouse
to picking stations [10]. Further, logistics groups such as Amazon already use
over 200,000 robots in their factories today [11].

Flexibility is achieved by dividing the transport volumes into ever smaller
quantities as the number of transport units grows. This granularization simulta-
neously requires the development of new, cost-effective AGVs. KATE, a small-
size AGV from the University of Stuttgart and the Götting company, the low-
cost AGV Locative and the Multishuttle from Dematic GmbH which bases on
the Fraunhofer IML’s project, are just some of the examples that have resulted
from this need. Autonomous vehicles that can be linked together to increase pay-
loads have also been developed, for example, in the KARIS project of Karlsruher
Institute of Technology [12]. In addition, several companies sell transport sys-
tems based on swarm intelligence, such as the companies Knapp with the Open
Shuttle or Agilox. In ARENA2036, a first functional prototype, called BoxAGV,
was developed in 2020, which can follow dynamically lighted LED tracks using a
simple camera. Based on this functional model, the AGV Scooty presented in
this paper followed, extended to decode meta-information from the LED patterns
along the way.

Fig. 1. Schematic of a 3 × 3 panel prototype v0.8 of the Intelligent Floor (IF) with
a height of 180mm, which mainly consists of the components: stand with load cell,
panel controller, crossbeams including 24V distribution and LED system as well as
basic floor panels. (Drawing: Bosch)
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For the step-by-step realization of such a future production scenario, the
Intelligent Floor (IF) contributes to the solution. The IF is a patented raised floor
system [13] designed as a universal infrastructure platform for factory buildings.
The open platform1 supports the goals of the modular production and enables
production equipment to be more mobile and compatible to each other.

The modular IF design, as shown in Fig. 1, consists of individual 0.36 m2

sized square panel elements, which can be equipped with different sensor and
actuator functionalities chosen by the user. The floor can be adjusted in height
via stands. The load capacity of the prototype v0.8 is nominally 7 kN (breaking
load 14 kN) on a test area of 100 × 100 mm. It is therefore suited for light to
medium-duty transport operations, like AGVs and light-weight fork lifters. Even
in the basic version of the IF, sensor and actuator functionality is built into the
substructure. For instance, the depicted load cell, integrated in the stand, can
nominally measure loads up to a magnitude of 5 kN. Furthermore, LED strips
are mounted as visual actuators on the crossbars of the substructure, whose
LEDs can be controlled individually and in any color.

2 Current Situation
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Fig. 2. Product life cycles of VW Golf gen-
erations I to VI based on million units sold
in the period from 1974 to 2012.

According to the research study [14],
the number of registered current vehi-
cle models increased by 349% in Ger-
many between 1990 and 2014. In addi-
tion, the number of possible equip-
ment options has also increased along
with the model variants, so that today
almost every new car allows several
million permutations of configuration
options. This increase in product vari-
ance represents the first market devel-
opment.

The second market development is the shortening of the product life cycle
according to Fig. 2. If the life cycle of a Volkswagen Golf I was nine years in 1983,
it has been shortened to only four years in 2012 [15]. These two market devel-
opments present major challenges not only to vehicle manufacturers, but also to
all their suppliers. Their products also have to be redesigned and produced at
ever shorter intervals and in ever more diverse variations, and the corresponding
production equipment has to be adapted to market developments. The driving
force behind the increase in the number of variants and the shortening of product
life cycles is the interaction between consumers and producers. The customer’s

1 The mechanical structure and parts of the operating software of the IF are freely
available on request, so that everyone has the possibility to develop and sell own
elements for the IF. Participation in the expansion of the IF ecosystem is explicitly
requested and it is not limited to hardware and software products, but also includes
services, such as assembly or planning services.
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desire for choice and product individualization is contrasted by a large number
of competing manufacturers who expect to gain sales advantages from shorter
product cycles.

With increasing digitalization, consumers and producers are becoming better
connected than before via the Internet. For the consumer, this means an increase
in choice. For producers, the result is more global competition and thus increased
pressure to develop their unique selling propositions. This pressure reinforces
the market developments outlined above, so that a reduction in the number of
variants and an extension of the life cycle time are not to be expected in the
future. The change of a product often causes profound changes in the business
processes of a company. This means that not only production processes are
affected by the change, but also, for example, logistical and commercial processes.
To maintain their competitiveness, manufacturing companies are therefore called
upon to find ways of adapting quickly to volatile markets [16].

One approach to this adaptation is to break up inflexible logistics chains.
These are found not only in the form of conveyor belt systems within produc-
tion lines, but also, for example, in warehouses with dedicated storage locations.
The ability to adapt is key to the modular production and an important research
topic that scientists, especially the production-related institutes of the Univer-
sity of Stuttgart, have been working on for more than 25 years [17–22]. One of
their central findings is that production equipment must become more modular,
mobile, and interoperable in response to the rapidly changing demands of the
global market.

3 Novel Platform for Modular Production

Fig. 3. Model factory of Bosch Rexroth AG
in Ulm, Germany for the demonstration of
products and solutions for the future mod-
ular production. (Photo: Bosch)

The IF offers various possibilities
to implement the requirements of
the modular production in the daily
manufacturing practice. As shown in
Fig. 3, the Customer and Innovation
Center of Bosch Rexroth AG at the
Ulm site, demonstrates the possibil-
ities of the IF in automation on a
small scale. For example, the LED-
based indication system can be used
to immediately adapt the space and
route markings on the shop floor to
changes in the production configura-
tion. If an assembly station is moved
to a new location within the produc-
tion facility which is equipped with an
IF, the walkways, transport routes and logistics areas associated with the assem-
bly station can be moved automatically as well. By signaling this information
immediately visible on the floor, the operating staff is supported best.
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The power supply to the assembly station is ensured by the wireless power
transfer (WPT) devices currently capable of 240 W up to 3.7 kW installed in the
floor. They enable the station to be commissioned installation-free. In addition,
the stationary load cells, which are installed in the 620 mm grid below the floor,
can be used for object detection. They confirm whether the weight of incoming
goods corresponds to the stocks in the resource planning system, as described in
[23]. Furthermore, they are used to trigger automatic incoming goods bookings
or detect obstacles on walkways and transport routes. Due to the cyclic storage
of measured values with an accuracy in the kilogram range, movement patterns
on the floor can be detected and analyzed. The results of the analysis are used,
among other things, to optimize production with respect to the walkways of
workers or transport routes of AGVs.

The combination of LED display and detection system is particularly useful
for the operation of AGVs. Thus, the hazardous area of an AGV can also be
displayed dynamically, in the form of a “traveling” light frame around the AGV
on the floor. This serves to reduce the number of unexpected and wasteful stops
the AGV has to make, to avoid collisions with an unsuspecting person violating
its safety zone. Also useful is the display of the AGV track to show humans the
planned route in advance. In stationary robot applications, the IF, in combina-
tion with the optional safety panel, can indicate where dangerous movements
occur. With this envisioned solution, an approaching worker would cause the
movements to be slowed down or safely stopped in time2. Another significant
use case of the IF for intralogistics lies in the flexible navigation of AGVs with a
physical track, which is described from a more detailed technical and economical
point of view in [23,24]. Section 5 shows in detail that the obvious contradiction
between flexible navigation and track guided AGVs is in fact not one.

4 Scalable Low-Cost AGV Construction Kit

For the numerous transportation tasks in logistics, modern AGVs are evolving
into autonomous mobile robots with a multitude of sensor equipment and intelli-
gence to perceive and safely navigate their environment. On the other hand, this
trend has a price in terms of AGV hardware cost and system complexity, where
the IF allows exploring a different distribution of responsibilities and therefore a
novel system architecture. For a granular and versatile material transport solu-
tion, the number of AGVs needs to scale cost-effectively, and the model variety
should be kept small to create a greater redundancy of interchangeable trans-
port vehicles. However, sometimes different AGVs are required depending on the
purpose, especially the dimension and weight of the cargo (Fig. 4).

These design considerations led to the development of the Scooty concept
as a scalable AGV construction kit. Toward a low-cost design, its functions are

2 The current regulatory situation regarding safety requirements does not support such
completely flexible applications. This topic needs to be addressed in future research,
not limited to the presented approach.
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Fig. 4. The AGV Scooty in operation on the IF located at the ARENA2036 in
Stuttgart, Germany. (Photo: University of Stuttgart/Uli Regenscheit)

reduced to the required minimum, shifting as much as possible into the Intel-
ligent Floor, such that the two can be seen as a collaborating overall system.
While the IF includes many features concerning sensing, signaling and power
distribution tasks, generating motion is not part of its purpose. Thus the AGV
design focuses on this aspect, while taking advantage of the IF’s functions in a
synergetic manner instead of replicating them. As for the interchangeability of
AGVs, the concept can be adapted to many different vehicle shapes because of
its modular design, and is also based on a universal control architecture which
allows common treatment for virtually any type of vehicle chassis. That accom-
modates the needed AGV variety even from third-party suppliers while keeping
a consistent interface to control them.

In its simplest form, Scooty constitutes a chassis matching the 600 ×
400 mm base size of small load carriers, four driven steered wheels and a small,
easily replaceable battery. The control electronics are kept simple, avoiding com-
plex sensor arrangements. Within this size constraint, most existing AGVs use
a very simple drive concept with only two driven wheels, or a design utilizing
Omni-Wheels (e.g. Mecanum). Regarding the control system of AGVs, these dif-
ferent chassis configurations are an important distinction, resulting in different
Degrees of Freedom (DoF). AGVs typically travel with the front centered on
some kind of (possibly virtual) track. Those with 2 DoF are restricted regarding
their orientation, always pointing “forward” along the path. Take for example
the well-known single-track kinematics model. Many vehicles can maneuver like
a car or bicycle: controlled by one steering angle and one speed of the driven
wheel, resulting in two control variables. The steering angle represents configu-
ration, affecting the direction of the velocity vector (not the pose of the vehicle,
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non-holonomic constraint). The second control variable scales the vector and
thus the speed of the motion [25].

Omnidirectional (3 DoF) vehicles provide more flexibility in moving through
production and logistics layouts, even between the IF’s fixed grid of tracks. They
are capable of reaching any destination with arbitrary orientation, and can e.g.
switch to another parallel lane without changing their heading. A prominent
example developed at the IFT is the Independent Fork System [26], designed to
transport a pallet in any possible direction. Such omnidirectional motion enables,
among other things, smaller radii, which can optimize space usage in produc-
tion. The maneuvering time of 3 DoF vehicles is also shorter, since they can
travel in any desired direction without changing their orientation beforehand.
This enables quicker evasive maneuvers and faster cycle times. As the produc-
tion layout becomes fully flexible, stock and storage areas need to be redefined
and repositioned as well, leading to ad-hoc block storage areas as an appropri-
ate solution. These can be operated most space-efficiently when the individual
carriers (still residing on the AGV) can move in any direction, allowing each one
of them to reach the block storage boundary quickly.

Another reason to prefer omnidirectional AGVs lies in the nature of the
transported goods/carriers. By definition, there is no predetermined “front”or
“back” for a pallet or small load carrier. If at all, the orientation of the cargo
defines some preferred direction how the carrier should be picked up or delivered.
But the vehicle’s orientation is a mere technical detail, irrelevant to the trans-
portation task. Thus, a vehicle which can freely move in any direction serves
the task in the most flexible manner. When the size of the transported goods
increases, several AGVs may even collaborate to act like a single vehicle, as in
the case of the Independent Fork System. But if any one (or worse, several)
of them is restricted to 2 DoF, the motion constraints can conflict with each
other, making the whole compound impossible to maneuver. Standardizing on
omnidirectional vehicles from the start avoids this problem and allows maximum
transport flexibility, even when combining them to collaborate.

The Scooty concept is such an omnidirectional AGV with 3 DoF, capable of
reaching any destination regardless of its orientation. This is achieved by using
four independent steered wheel modules, as sketched in Fig. 5. This results in
more stable and smoother motion characteristics, as well as higher load-carrying
capacity in relation to the same design size, than possible with Mecanum wheels3.
The modules can even be arranged differently to construct a vehicle form factor
with an arbitrary number and positioning of the wheels. Scooty’s universal
control structure facilitates this flexibility on the software level accordingly.

In the state of the art a model for every type of AGV needs to be set up
and an individual controller is designed. During the development of the different
types of AGVs at the IFT the vision of such a universal vehicle model emerged.
As a basis, the concept for controlling a vehicle with an arbitrary number of

3 Mecanum wheels have a discontinuous and small contact area toward the floor,
causing vibrations and poorly defined intermediate states. Irregular friction charac-
teristics lead to additional, hard to control disturbances.
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wheels is introduced in [25]. This mathematical model describes the coordinated
motion of a vehicle using three physically independent, dimensionless parame-
ters: nominal velocity vn, nominal curvature κn and slip angle β. With these
Omni-Curve-Parameters (OCP), any vehicle with arbitrary number and geo-
metrical arrangement of wheels can be controlled, respecting and utilizing its
available degrees of freedom. Two parameters describe the motion mode and
only influence the steering configuration of the vehicle wheels. The third param-
eter, the nominal velocity, changes its physical interpretation depending on the
prevailing configuration.

Fig. 5. Kinematics model of the four
steered wheels used in Scooty. This con-
figuration shows a nonzero slip angle β, so
the velocity v diverts from the vehicle main
axis, while following a curved path.

With the aid of the mathemati-
cal model set up, these parameters
can be used to provide each steered
wheel drive with its target speed ui

and target steering angle αi for any
allowed motion. It assures that the
pole rays of all wheels intersect at a
common Instant Center of Rotation
(ICR), as in Fig. 5, and avoids singu-
larities in the calculated terms. The
over-determined system of a vehicle
with arbitrary steered wheels becomes
controllable.

Furthermore, the choice of con-
trol variables scales naturally with
any vehicle’s degrees of freedom. From
track-bound 1 DoF systems, where
only the nominal velocity vn is rele-
vant, 2 DoF systems evolve gradually
by adding the nominal curvature κn,
so any given curvature-continuous path can be followed. This basis of two con-
trol variables is kept even for 3 DoF vehicles, because these types of motions
are intuitively comprehended by humans in the vicinity or acting as operators.
Accordingly, the third control variable β corresponds to the added ability of an
omnidirectional vehicle to move in any direction relative to its main axis, as
relevant from the perspective of the logistics context. A standardized, machine-
usable description of different vehicle types’ capabilities, expressed as limits in
these OCP control variables, is presented in [27].

Besides the main function of actual transport motion, Scooty still requires
components for a suitable energy supply. The developed hybrid approach uti-
lizes the IF’s wireless power transfer capability if available. In case the floor is
equipped with the optional whole-area WPT solution (still in development), local
navigation can then also be facilitated using the measured electromagnetic field
intensity [28]. As a buffer between available WPT spots, and for use-cases where
WPT is not widely available, Scooty contains a small Lithium battery. The
solution is designed with a minimal cost goal, thus it uses a standard, quickly
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pluggable power tools battery pack. Because of its high production volume and
good international availability, this can be sourced for a competitive price. Fur-
ther, the battery replacement is left as a task for the human workers, refraining
from complicated automatic charging or battery replacement procedures. For
example, when loading or unloading the cargo at manual work stations, sliding
in a new battery and putting the empty one on a charger is a small extra chore to
be done on demand. Fixed charging stations in contrast cause longer standstill
times for the AGV, reducing its availability. Collaboration with human workers
is embraced in the production concept on multiple levels and a simple, pragmatic
approach preferred over elaborate automation. Regarding the nature of Scooty
as the basis for a flexible AGV construction kit, this preference is however not
set in stone, but can be adapted as different requirements arise.

5 Communication Using Dynamic LED Tracks

As the material flow through the production becomes more granular, the number
of AGVs in operation increases. That leads to challenges regarding the commu-
nication paths between all AGVs and other, possibly centralized, coordination
entities. Especially if real-time control information is to be exchanged, reliably
low communication latency and possibly high data throughput may be required.
But these requirements in general do not correspond well with wireless technolo-
gies such as Wireless LAN (Wi-Fi) or 5G cellular where the available spectrum
always represents a shared resource among all participants.

At this point, the unique technical features of the IF enable some new
approaches to solve these challenges. First and foremost, the AGVs can use
the dynamically controlled LED strips as guidance tracks to exactly follow their
intended pathways. These can however be adapted very quickly in response to
routing changes, obstacles, or to avoid traffic jams especially at intersections,
while still sticking to the basic rectangular grid. Only in order to cut corners,
switch between lanes, or reach a WPT charging spot would an AGV temporarily
need to leave the guiding track. The tight 620 mm grid limits the possible error
in accuracy when positioning freely between the tracks in these special cases.

The second advantage is the active lighting, which allows much more robust
detection than the classical contrast-based optical tracks which are harder to dis-
tinguish from random floor markings and stains, and require separate elaborate
illumination. Especially the motion blurring effect of a moving camera affects
this aspect, which is best mitigated by a minimal shutter time, thus requiring
high light intensities in return.

The third and most substantial new solution derives from the possibility
to fully control every single LED with an individual color. This enables the
floor to signal a small amount of meta-information along with the geometrical
information of where the track lies. Rather than distinguishing only between
e.g. blue, green and yellow tracks, the exact sequence of LED colors allows to
encode a few bits of information tied to an exact location. The design goals for
the implemented approach encompass the following:
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1. Give each track an orientation, marking where it comes from and which way
to go. This is especially useful for omnidirectional AGVs, which can decide
to start in either direction without first changing their orientation.

2. Announce path changes well ahead of reaching the point where the AGV needs
to take action. In the perpendicular floor grid, slowing down and initiating
an intermediating turn before reaching an intersection point with a hard 90◦

corner makes sense for fluid and quick motion.
3. Mark exact geometrical locations such as stopping points and start of a

defined curve radius to cut corners, hitting the perpendicularly adjoining
next track segment again exactly.

4. Convey additional command and context information while an AGV is stand-
ing still, e.g. for state reconfiguration or to initiate a charging process.

The chosen basic pattern for information encoding respects the physical prop-
erties of the LEDs and cameras. Each light point on the strips contains three
individual LED components in red, green and blue color. Each pixel in com-
monly used digital image sensors actually consists of a matrix of three sensors
with filters for the same three basic colors. Thus, the atomic unit of information
is whether each of the three colors are lit or not, leading to 23 = 8 combinations.
All three off corresponds to the “black” state, which cannot be distinguished
from the surroundings. Similarly, the “white” state is reserved as the only one
with all three basic colors lit, and exempted from information encoding, which
also limits the needed electrical current. The remaining combinations of one or
two LED colors are labeled Red, Green, Blue, Yellow, Pink and Turquoise,
totaling six basic code points.

These code points are grouped into symbols of size three, with 63 = 216
possible permutations. This number is chosen deliberately, as it represents the
smallest group size where an orientation can be distinguished from any sub-
sequence within a stream of repeated symbols. For example, a sequence of
... RGRGRG ... is equivalent to its reversed version ... GRGRGR ... , thus

losing the direction. With three code points per symbol, this becomes unam-
biguous, as each symbol of three different code points has a defined reading
direction, leaving only possible 6!

(6−3)! = 120 partial permutations. These permu-
tations contain three rotated and another three matching mirrored symbols, so
in total only 120

6 = 20 unambiguous, repeatable and oriented symbols remain.
They can be used to convey varying state while following a track, such as the
chosen pattern BGR denoting a standard track to be followed with straight
alignment in the direction from blue over green toward red, as illustrated in
Fig. 6.

Other defined patterns may include announcement of upcoming corners, e.g.
a 90◦ left or right turn. The corner radius must be chosen carefully respecting
the 620 mm grid size. When seeing such a code, Scooty deliberately departs
from the track to perform a hard-coded turn with constant radius of approx.
300 mm, trying to find the new track again after a predefined turning angle
with respect to the previous track. Other information may include the AGV
orientation, since omnidirectional vehicles might also follow the track with their
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Fig. 6. Example showing a right-turn with appropriate encoding before and after the
intersection.

main axis perpendicular to the track for example. Switching to lower or higher
speeds in light of an upcoming corner or long straight run may be another
possibly conveyed information. Such signals could be encoded as a single three
LED symbol within the track, to make it clear where exactly the indicated state
applies.

Some of the remaining symbols, which lack an orientation, may be defined as
an alphabet to signal arbitrary information when the AGV is standing still.
As of yet, the only and most important symbol defined here is the all-red
RRR sequence commanding the AGV to stop, which is also easy to recog-

nize intuitively for humans. An encoding for additional commands still needs to
be defined, but a time-multiplexed serialization of symbols as used in wired serial
port links or other wireless transport protocols appears as an obvious choice. The
limited field of view of the track sensor camera can be mitigated easily in this
situation, as the approximate location of the track is clear with only a single
LED in sight, which is sufficient for the vehicle to re-align its camera to cover as
much track as possible.

An important concern is that there will be no return path from the AGV back
to the IF. This property certainly limits the possible data throughput because of
a lack of explicit synchronization or acknowledgments. The collaboration concept
however embraces this limitation, as the AGVs should have very little valuable
information to return to a central control entity. They basically follow what
the floor indicates through its lighted tracks, and only give occasional status
updates when required. For this usage pattern, the scalability problems of e.g.
Wi-Fi as a second out-of-band communication channel are much less relevant,
mitigated by first avoiding high-bandwidth real-time communication and shifting
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the remainder to the LED channel. That is one aspect where the Intelligent Floor
offers a novel approach, as most of the complexity is moved from the AGV into
the floor controllers, and the vehicles themselves are purpose-built to concentrate
on the actual motion. This allows Scooty to even eliminate most safety sensor
components, based on the assumptions that the IF will signal whether the path
is clear of obstacles, and the legally required safety precautions being much lower
for a vehicle of very limited hazard potential because of its low mass and speed.

In the envisioned production environment, showing complete tracks from
start to finish for each AGV will very quickly lead to a wild maze of different
patterns being displayed, with overlapping sections of different AGVs’ tracks pos-
sibly being ambiguous. Thus, the tracks for each AGV are meant to be shown
only in its immediate surroundings, only few segments ahead. This provides the
required predictability for humans in the vicinity to see where the AGV is head-
ing. On the technological level, the IF’s load sensing capability can be combined
with other location sources to determine the vehicle position and deduce the
area where the track should be displayed.

6 Conclusion

The realization of a modular production requires among other things the flexibi-
lization of the material flow, whereby the adaptation to newly defined production
specifications has to be carried out as quickly as possible without time-consuming
programming of individual production and logistics elements. The goal is to
break down all production equipment into location-flexible modules in order to
be able to dynamically configure and resolve machine systems as well as to end
the separation between value creation and logistics which is common today. To
enable this flexibilization, a dynamic and automated real-time adaptation of the
intralogistics flows of goods is necessary.

Classical logistics systems with their rigid material flow planning have
reached their limits. For this reason, new logistics systems must be able to trans-
port the goods directly from the storage location to the point of use automat-
ically, in the appropriate quantity and at the right time. The presented AGV
Scooty in cooperation with the Intelligent Floor fulfills the requirements for
future logistics systems. The IF also offers other interesting possibilities for man-
ufacturing automation and human/machine interaction.
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Abstract. A Swarm Production System (SPS) aims to be an agile
and resilient Reconfigurable manufacturing system (RMS) paradigm
that incorporates mobile workstations and transport robots on the fac-
tory production floor. This paper primarily focuses on SPS’s initial
but recurring planning stage termed topology planning, which dynami-
cally changes throughout the production runtime with spatially adaptive
workstations and transporters handled exclusively by a Topology Man-
ager (TM). TM is essential to multi-variant production with the optimal
positioning of the workstations and provides a topology that optimizes
the traffic flow for the product carrier robots. TM is a bridge to enable
SPS to integrate with general planning and scheduling systems like ERP
and MES and is comprised of a Topology Planner (TP) that evaluates
the ideal configuration of on factory floor for a batch of product mix and
a Reconfiguration Decision System (RDS) that decides on applying the
estimated new topology during the batch changeover. The paper pro-
poses a framework for the TM to identify its essential functionalities,
responsibilities and working principle in a swarm production system.
The paper also describes a grid-based heuristic approach applicable to
two-dimensional spatial problems to reduce the complexity of the NP-
hard problem. The paper focuses on a framework to estimate a reconfig-
urable shop floor layout with a Force-directed Graph-theory algorithm.
A stochastic statistical model evaluates the performance of the optimal
topology for throughput and makespan.

Keywords: Swarm Production System · RMS · Topology Manager ·
Force-directed · Statistical model

Nomenclature

λv Throughput for vth PI
BT Makespan for whole batch

BTcurr Makespan for deployed topology
C Cost function in Topology estimation and optimization

CT1v CycleTime for 1st product in vth PI
CT2v CycleTime for all product except the 1st in vth PI
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DTv Dispatch timestamp of last product on 1st WR for a vth PI
ETv End timestamp for a vth PI

I unit time loss due to congestion on crossings
n number of WRs in a PI

Pi Process time of a ith WR, where i ε [1,n]
Qv Quantity to be produced for a PI in production
RT Reconfiguration span for topology
Sv Speed of TR for a PV in production

STv Start timestamp for a vth PI
Tv Total travel length of PV subgraph
tv Makespan for a vth PI

TTv Expected Takt-time for a vth PI
V maximum number of PV in a batch
v PV number in a batch, where v ε [1,V]

X Stochastic variable with Uniform distribution where X ε [1,x]
x Maximum number of crossings on PV subgraph

BPM Batch Processing Module
DES Discrete Event Simulation
DLP Dynamic Plant Layout
ERP Enterprise Resource Planning
FDP Force-Directed Placement
FLP Factory location Problem
GA Genetic Algorithm

LMAS Line-less mobile assembly system
MES Manufacturing Execution System

MILP Mixed Integer Linear Programming
PI Product Instance

PV Product Variant
QAP Quadratic assignment problem
RDM Reconfiguration Decision Module
SPS Swarm Production System

TEOM Topology Estimation and Optimization Module
TM Topology Manager
TR Transfer Robot
WR Workstation Robot

1 Introduction

The concept of Swarm Production System (SPS) proposed in [1] is a more flex-
ible production flow concept compared to the known manufacturing paradigms
like Assembly line and Matrix production. In an SPS, the workstations and
product conveyances between stations are mobile entities, which can be placed
in any location suitably. The main objective is to improve responsiveness to the
market’s need for producing batches of different of product variants (PV). Each
PV has an optimal workstation layout on the shop floor, allowing cost-efficient
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volume production. The cost for producing a PV largely depends on resource
allocation of workstations and part carrying robots and the cumulative inter-
workstations travel length. The efficient SPS planning is pivoted on optimal
travel cost in a shop floor layout as resource allocation is a task for ERP and
MES enterprise systems. The scope of any production system spans Planning,
Scheduling and Control; it applies to SPS too.

The planning stage in a production system starts with identifying resources
such as machines, actuators, sensors, and workforce for the assembly opera-
tion. An assembly or process workstation is an entity that hosts most of these
resources as a unit, termed a Workstation robot [WR] in SPS. Every WR has
links to other WRs; a chain of these links forms sequences that enables a PV
production. A link indicates a direction of material flow carried by a product
carrying Transfer Robot [TR]. In the scope of an SPS, a WR can have mul-
tiple linkages depending on the number of PV in production, forming a graph
structure with x and y positions for the node WR and edges representing the
linkages between WRs. These graphs are a topological structure that enables
SPS to produce a given set of PVs in a batch with efficiency in process exe-
cution. Each batch has an optimal topology. The optimal topology mandates
time efficiency in batch production with better throughput and cycle time. The
topology also lays a foundation for subsequent scheduling and control activity
in SPS with enumeration and task allocations for TRs in sequential assembly
operation for a PV. Identifying optimal positions for every WR in the topology
is a combinatorial NP-hard problem with factorial time complexity. Therefore, a
multi-step optimisation is proposed in the topology estimation problem in SPS.
As shown in the Fig. 1, a Topology Manager (TM) handles the planning stage of
identifying, estimating, and optimising the topology in SPS. External ERP and
MES systems provide high-level planning and scheduling information essential
to the TM’s initialisation. Furthermore, the SPS contains a Swarm manager,
which executes process level tasks on WRs and TRs.

This paper presents a framework for TM to orchestrate the topology plan-
ning, initiating the production process with the transfer of batch information
from ERP and MES in the factory and ending with a local optimum topology
for production.

2 State of the Art

Operations research has extensively studied the factory layout problem (FLP)
associated with optimally localising manufacturing facilities to reduce cost. The
nature of the problem of SPS topology planning has similarities with the FLP
with the placement of WR on a shop floor.

2.1 FLP in Changeable Manufacturing

SPS is an applied case of conceptual RMS with a practical production philosophy
involving autonomous WR and TR entities on the shop floor. The most practi-
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Fig. 1. SPS system level context [1]

cal research questions in the reconfigurable scenario is around addressing adapt-
ability and scalability of transportation within production and deploying the
dynamic layout over two dimensional plane [2]. Rosenblatt [3] first addressed the
problem of dynamic plant layout (DLP). Heuristic-based solutions and dynamic
programming techniques are proposed in [3], and [4] for DLP. Kusiak and Heragu
[5] found that heuristics yield near-optimal, computational light solutions rele-
vant to non-uniform spatial vacancies in Flexible Manufacturing Systems (FMS).
A hybrid genetic algorithm has been implemented in [6] to optimise continuously
change layout requirements in RMS. The effectiveness of this algorithm prevails
over the standard genetic algorithms due to its broader search spaces capabil-
ity. Metaheuristic techniques combined with deterministic ML algorithms are
efficient in solving combinatiorial optimization problem in Changeable Manu-
facturing Systems [7]. The selection of optimal factory configuration is critical
to quantifying machines, equipment, robots, and task assignments to all these
entities. Line-less Mobile Assembly System (LMAS) [8], is a flexible production
paradigm, incorporates a statistical assessment model created in [9] for the early
planning stage; in comparison to a discrete event simulation (DES) model that
is cumbersome to build in the absence of a suitable scheduler. A cost and time-
driven dual approach [10] is proposed for task and location assignment in the
planning of LMAS. Therefore, dividing shop floor area into a grid with uniform
squares to reduce the time and computational complexities of estimating discrete
x and y parameters instead of continuous ones.

2.2 Optimization Methods in FLP

Multiple FLP design problems in [11,12] are addressed with Mixed Integer Lin-
ear Programming (MILP) optimization methods. In [13] a branch and bound
approach coupled with MILP is ineffective in solving a large-size problem, while
metaheuristic algorithms fare better in comparison. MILP-based solvers shown
to have exponential time complexity from medium to large grids impart low prac-
ticality in real-world FLP problems in [14]. Hybrid metaheuristic-based experi-
ments performed in [15] for Capacity-based FLP optimally locate factories with
the demand such that overall cost due to operation and product transportation
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is minimal. Sets of metaheuristic solutions like Simulated Annealing (SA) and
Genetic Algorithm (GA) are applied to the dynamic reconfiguration of factories
in [16,17], and [18]. Quadratic assignment problem (QAP) in [19,20] addresses
peculiar FLP where the cost is cumulative of distances between facilities and
number flows between them. Various QAPs have been used in cross-disciplinary
planning facilities for hospitals, supermarkets, and also in precision demanding
electronic circuits design are presented in [19–21].

2.3 Optimization with Graph Theory

A two-stage cost optimisation model in [22] applies graph theory for evaluating
the initial solution based on shortest path constraints followed by a selection of
more optimal configurations from the first stage. The solution to FLP discussed
in [23,24] could be modelled as an optimal location solution for vertices of a
graph on 2D space with the edge weight representing cost. The spatial layout is
optimised, transforming the supergraph into a subgraph that retains the parent’s
logical edge connections into a topological form, eventually marking it as a graph
theory problem in [19,25].

2.4 Optimal Approach in Topology Manager(TM)

Most factory layout problems are centred around static location planning, and
numerous reasonable heuristic solutions can be derived from them in SPS to
perform the assembly operation of a batch mix. The cost and time-tradeoff
are essential factors while planning SPS; therefore, a near-optimal approach in
an ideal time frame is the best possible solution for a TM. Standalone MILP
and metaheuristics are not enough to tackle the large search space needed in
identifying topologies on a two-dimensional plane as it indefinitely increases the
time and computational complexities as mentioned in [26–28].

The linear increase in topology size with WRs exponentially increases the
search space in planning the optimal topology. Most heuristic solutions are
deployed in a constrained-based scenario and a fairly static location planning
objective. SPS needs a solution capable of identifying dynamic near-optimal
topology in a viable time frame. Hence in the following, we will first propose
several concepts in a TM. An example follows this at a practical implementation
of TM, uncovering some of the abovementioned issues.

3 Topology Manager Framework

The outline of a TM framework is shown in the Fig. 2. The TM framework is
based on utilising the existing enterprise software infrastructure of ERP and
MES. The prerequisite to the TM planning process includes a PV list from
products scheduled over the next day and an enumerated sequence of WRs for
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every PV in the list. The pre-planning database hosts the prerequisite data that
Batch Processing Module (BPM) later retrieves and processes into batch data.
A batch data model is an aggregated data structure for the number of PVs in
daily production and their WRs sequences. As seen in the Fig. 2 the output of
the BPM is a logical topology comprising sets of WRs and their connections for
every PVs in the batch without spatial information. The Topology estimation
and optimization module (TEOM) in the Fig. 2 identifies a spatial topology based
on the logical topology from BPM and optimize before the start of the production
of the batch. The TEOM identifies different topologies relevant to the nature of
the batch data. Different methods based on graph theory and heuristics are
applied in TEOM to identify and optimize the search space for the near-optimal
topologies. The set of topologies is the outcome of the TEOM and is forwarded
to the Reconfiguration Decision module (RDM) for the decisive deployment of
the most optimal topology on the production floor. The last module in Fig. 2
is an RDM, an inference engine for the selection of the most optimal spatial
topologies and decision on the changeover from the currently deployed topology.
The changeover process implies a temporal loss in production due to downtime.
A reconfiguration process is triggered only if the sum of reconfiguration time
loss and the production time with the new topology is less than the production
time with the existing topology. In short, the reconfiguration process is skipped
when the existing topology fares better, considering the reconfiguration cost. The
production topology database has the final plan to be ready for SPS runtime
production.

4 Exemplification

The TM represented a generic framework for macro-level planning inside an
SPS. Practical implementation requires defined data structure, methods and
algorithms in every stage of the TM. The problem TM tries to achieve is a most
optimal topology that estimates locations for WRs and the material flow enabled
by the topology. We do not consider the processes on WRs nor their flexibility
and redundancy, assuming a single process per workstation. Thus the planning
goal becomes to optimise the material flow and thereby the distance between
WRs and the potential congestion between TRs.

4.1 Batch Processing Module

In Fig. 3 a multi phase process depicting data flow from ERP and MES to a struc-
tured, logical topology representing an SPS batch is shown. A logical topology is
an undirected graph data structure with nodes representing a set of WRs for all
PVs in a batch and the linkages between WRs as the edges. Phase 1 describes a
database cluster hosting a separate schema for daily production PVs and WRs
sequence data for each PV. Phase 2 is the interface between TM and the pre-
planning database retrieving the PVs list and WRs schema. Lists of WRs are
extracted from the phase 2 data depending on the PVs in the production list and
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Fig. 2. Topology Manager Framework

aligned in the same order as PVs in the production list, and phase 3 represents
this sorted 2D list data form, also known as batch data. The terminology PVs
is replaced with Product Instance (PI) in phase 3, indicating that the PV is a
product template before being enlisted in a batch. At the same time, PI is the
physical entity associated with the PV in production. The batch data from phase
3 is converted to a logical 2D graph topology denoted by G = {V, E} where V
represents a set of WRs nodes and edges E retaining the information from the
WRs sequences.

4.2 Topology Estimation and Optimization Module

Different graph theory-based approaches are undertaken in TEOM to generate
an optimal topology from the input logical topology. The logical topology rep-
resents a graph for a complete batch, while every PI in a batch is a subgraph of
batch topology.

Objective Function. SPS differs significantly from a conventional production
philosophy; hence, it is at the preliminary stage to understand the cost required
to produce a PV. Since the planning stage demands topologies relevant to a
batch of PVs, travel distances between the WRs influence the makespan and
are hence used as a cost function. Throughout the estimation and optimization
process, objective function is based on cumulative eucliedean distances between
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Fig. 3. Formation of Batch and Logical Topology

WRs in PI subgraphs. As mentioned in Eq. 2 the cost of a topology is the total
travel distance required to visit every WR in a sequence for each PI in a batch.
The objective function for estimation and optimization stage is minimal travel
cost for the complete batch as stated in Eq. 1

C = min
V∑

v=1

Tv (1) Tv =
n−1∑

i=1

d(i, i + 1) (2)

where, C = Cost of a batch topology
Tv = Travel cost in a PI subgraph
v = PI enumeration in batch
i = WRs enumeration in PI subgraph
n = Total WRs in a PI
d = euclidean distance between WRs

Factory Planning with Logical Topology. The placement of workstation
nodes on the shop floor is the layout deployment to enable a batch of multiple
PVs. Ideally, the workstations could be placed at the closest possible locations
to minimize the conveyance time of the product after every process cycle on
individual WRs. The distance between the WRs is constrained by factors like
minimum spacing required for TR navigation and structural constraints (safety
and environmental blockages). Therefore, WR nodes cannot be placed in an
overlapped topological configuration even if it establishes a global minimum
cost for production but unrealistic in a physical scenario. The Logical topology
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provides the connected planar graph, and every WRs require spatial coordinates
based on the minimal cost function in Eq. 1.

Estimation and Optimization with Spring Topology. The freedom in
placement of the WR nodes from logical topology increases the complexity of
the problem. The edges represents a preliminary path between the nodes which
can be redefined in the later stage of path planning for TRs. Physical analogy
embedded in a graph with every edge as a spring force that attracts the con-
necting nodes in the logical topology provides effective heuristic handling for
undirected graphs [29,30].

A graph layout algorithm for drawing positions on a plane known as Force-
directed Placement (FDP) [31] layout injects a repelling spring force among the
nodes while expanding and contracting the edges in the whole process. FDP tries
to draw positions based on the principles of uniform nodes distribution, minimal
edge crossings, and uniform edge length but does not guarantee the implemen-
tation of these principles in the final layout [31,32]. An implementation is done
using Networkx python API spring layout [33] that uses the FDP algorithm to
draw the position on a logical topology without any spatial information. The
implicit parameters to this API are the repulsive force (k) value and a number
of iterations (ITR) determining the node separation on a planar surface and the
maximum iterations required to draw the graph, respectively. Topologies based
on Networkx spring are displayed in Fig. 4 for different values of K, illustrating
swelling of the topology as the repulsive forces with increasing value of K.

Fig. 4. Spring FDP topologies

4.3 Reconfiguration Decision Module

The RDM is the inference engine for selecting the topology with the least pro-
duction cost in Eq. 1 from the set of spatial topologies generated by the TEOM.
Since the topology is optimized over the cumulative travel cost of every PV in
a batch, an additional layer of a performance assessment model is required to
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evaluate the potential of topology in terms of production KPIs, e.g. throughput
and cycle time. The edges in the topology in the SPS planning stage indicate
job routing paths between the WRs. Therefore, the stochastic losses due to con-
gestion causing time delay in TRs on overlapping edges are prominent in the
Spring topology. A dynamic Discrete Event Simulation (DES) model provides
a test-bed for testing scheduling algorithms, which eventually predicts SPS’s PI
and batch-specific KPIs. Such a DES model is not built yet for an SPS. Hence,
in the absence of a suitable scheduler for SPS, a statistical model is described in
the equations below with integer-valued uniform distribution stochastic variable
X representing the number of occurrences of congestion. The dispatch time of
the final product from vth PI from the first WRs in a topology indicates the
vacancy for the next PI loading. The product leaving the first WR is dependent
on the cumulative process times of subsequent workstations and the stochastic
time losses during the TR’s conveyance and therefore, it can be written as

DTv = P1 +
n∑

i=2

(Pi + I · X) (3)

where Pi is a process time on workstation with range [1,n] and X represents
uniform distribution stochastic in range [1,x] with a unit time loss of I on every
crossing. The start time of a PI depends on the dispatch time of all quantities
from the previous PI and its start time as seen in Eq. 4.

STv =

{
0, if v = 1
ST(v − 1) + DT(v − 1), otherwise

(4)

The end timestamp ETv of vth PI is evaluated in Eq. 5.

ETv = STv + tv (5)

where, tv represents total makespan for the vth PI of quantity Qv and stated
below. The end times stamp ETV of the last product V for PI in the batch
provides the total required batch production time as seen in Eq. 6.

BT = ETV (6)

Equation 7 is for calculation of makespan for each PI with quantity Q and
estimated throughput λ.

tv =
Qv

λv
(7)

where, Qv is total quantity to be produced for vth PI and λ is the throughput for
vth PI .Throughput calculation in Eq. 8 is based on cycle time for 1st product
shown in Eq. 9 and cycle time for later products shown in Eq. 10.

λv =
1

CT1v + CT2v
(8)
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CT1v =
n∑

i=1

Pi +
Tv

Sv
+ I · X (9)

CT2v = min(TTv) + I · X (10)

where, Tv denotes total travel cost in vth PI subgraph topology scaled by TRs at
a speed Sv for that PI and TTv is an expeted takt-time for vth PI. In the final
stages a local optimum topology OT is selected with minimum batch production
time BTmin from Eq. 11.

OT = BTmin (11)

The reconfiguration depends on the performances of the newly found near-
optimal topology against the currently deployed topology. Reconfiguration in
Eq. 12 is performed only when the sum of the changeover span and the batch
production time does not exceed the makespan with the current deployed topol-
ogy BTcurr.

RCF =

{
1, if RT + BT < BTcurr

0, otherwise
(12)

where, RT denotes required reconfiguration time for a new topology for a batch
with BT production time or makespan.

5 Experimental Results

This section describes the numerical implementation performed in Python for the
TM. A test batch with seven PIs were used in the numerical exemplification with
quantities and sequences illustrated in Fig. 5. Each PI has two different quantities
for standard and larger batch experiments. Uniform process times are assigned
to all the WRs in a PI, with every PI having unique process times, as shown in
the Fig. 5. The BPM generates a logical topology of the test batch and feeds it
to the TEOM. The population of Spring layouts are generated in the TEOM’s
topology estimation stage with K value from 1.2 to 2.0 with a step increase
of 0.2, and ITR value from 0 to 45 with a step increase of 5.0. The process
continues until the cost function converges on the objective function mentioned
in the Eq. 1. The best candidate from the population of Spring topology is found
at values K at 1.3 and ITR at 40. The best Spring topology with minimal
cost is displayed in the Fig. 6a. At the same time, the crossings were found on
subgraphs for PIs 2,3 and 4 to be 2, 1 and 3, respectively. The variance of the
discrete stochastic variable X in Eq. 3 depends on the number of crossings. The
random.randit API generates the integer stochastic variable with a lower limit
of 0 and a higher limit as the total number of crossings for respective PIs. A
grid-based FLP solution based on the optimal Spring topology in 6b illustrates
the two-dimensional spatial positions for WR nodes in the test batch.
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The optimal Spring topologies is subjected to performance evaluation
through a statistical model from Sect. 4.3 in RDM. The results in Fig. 7 are
generated for smaller batch sizes and a relatively large batch size with different
process times and quantities for individual PIs displayed in the legend of the
individual figures. From the Fig. 7a, Spring topology takes 2421 unit time to
finish the batch production as compared to 6836 unit time for a larger batch
seen in Fig. 7b.

Fig. 5. Batch for numerical exemplification

Fig. 6. Optimal Topology from TEOM
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Fig. 7. Performances of the Spring Topology

6 Discussion and Conclusion

A flexible and reconfigurable paradigm like SPS enables and requires continuous
adaptation to a varying batch mix of product variants. A model-based TM frame-
work presented can achieve a strategic planning objective in SPSs by yielding
adaptable topologies to the changing batch mix. The development of the TM is
pivoted on integration with the existing manufacturing software ecosystem and
extending the capability of an enterprise to plan factory layout for a SPS. The
overall goal of the TM is to identify the best possible topology in a defined search
space and decide whether to change the new topology or keep the existing one.
The reconfiguration process will require an SM that executes task for WRs and
TRs on the shop floor.

A near-optimal heuristic approach with graph theory is more computation-
ally viable than a global optimization method as the major challenge is deploying
solutions in a short span. Later exemplified with graph theory FDP based opti-
mization with Spring Topology, and a statistical model in RDM. The grid-based
approach reduces the computational requirement by optimising discrete space
coordinates compared to the continuous ones. The performance KPIs of the
topologies are evaluated in TEOM with a mathematical stochastic model in the
absence of a suitable simulation tool. The results are outcome of a methodol-
ogy that assesses planned topologies for the potential performance before being
deployed on the shop floor. SPS planning objective can be associated with
multiple isomorphic topological graphs apart from the Spring topology. A non-
overlapping edge topology is capable of avoiding stochastic losses due to collision
and therefore, an extensive study is required in this direction to improve the SPS
planning.

Conventional FLP methods are focused on static layout and suited to a
defined set of PVs; on the contrary, graph-based TM provides a faster deliv-
ery of topological layouts that can be adapted to a batch of changing PVs mix.
TM provides a holistic framework that can support relevant graph-based opti-
mization methods apart from Spring topology with an approximated assessment
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of the performances of the planning stage. TM also represents a digital twin
for SPS planning capable of data modelling, optimization methods and decision
making for deploying optimal configuration on the production floor.

Due to congestion, the stochastic nature of losses during material flow is
subjected to efficient path planning for TRs in SPS. These uncertainties can be
reduced with a topological form that enables a collision-free path for TRs in
every possible sequence of PVs in a batch. A comprehensive graph theory-based
method shall assist explore topologies to deploy shop floor layouts that can lead
to a predictive performance assessment. In the future, a grid-based shop floor
design, when incorporated with spatial constraints like safe passages, structural
blockages, and no deployment zones, enables a pragmatic planning solution in
a real-world factory scenario. Furthermore, solutions requiring more expansive
search space can be yielded if applied with metaheuristic algorithms, especially
in an upscaled production environment with multiple good solutions.
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Abstract. In this paper, we introduce a scaling method for the training
of neural networks used for entanglement detection in Bin-Picking. In the
Bin-Picking process of complex-shaped and chaotically stored objects,
entangled workpieces are a common source of problems. It has been
shown that deep neural networks, which are trained using supervised
learning, can be used to detect entangled workpieces. However, this strat-
egy requires time-consuming data generation and an additional training
process when adapting to previously unseen geometries. To solve this
problem, we analyze and compare several Meta-Learning techniques like
Reptile, MAML and TAMS for their feasibility as a scaling method for
the entanglement detection. These methods search for a strongly gen-
eralized model for entanglement detection by learning from the train-
ing process of various workpieces with different geometries. Using this
generalized model for entanglement detection as initialization helps to
increase the learning success with only few training epochs and reduces
the required amount of data and therefore the setup effort significantly.

Keywords: Machine Learning · Meta Learning · Bin Picking ·
Entanglement Detection · Scaling

1 Introduction

In the Bin-Picking process entangled workpieces are a common source of prob-
lems for incorrect handling. To increase the robustness of successful grasps in
Bin-Picking, the application can be extended with an entanglement detection
and furthermore with separation methods [1–5]. It has been shown, that such
entanglement detection can be realized with the use of neural networks in a
model-based approach [6]. However, when applied to new workpiece geometries,
this supervised learning approach requires an expensive deal of effort.
c© The Author(s) 2023
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The current state of the supervised learning approach of the entanglement
detection [6] uses a deep convolutional neural network. The architecture is
inspired by DenseNet [7] and is trained with grayscale depth maps of poten-
tially entangled situations using the supervised learning approach.

The depth maps are generated in a simulation and later transferred to reality
using Sim-to-Real-methods. To conduct the Sim-to-Real-Transfer we use Cycle-
GAN as a domain adaptation method and several domain randomization param-
eters, for example Gaussian noise on the input images. As the approach is model-
based, the simulation needs the geometric information of the workpiece. Each
workpiece therefore requires its own specific entanglement detection data genera-
tion and training. In order to receive a high performance entanglement detector,
the training of the neural network requires up to 20,000 depth maps as train-
ing inputs. The training process and the data generation amount to 46 h on a
standard hardware. In summary, the current state holds potential to reduce the
effort on adapting the entanglement detection to new workpieces.

Meta-Learning shows great success in accelerating the adaption of neural
networks and creating strong classification models with only few data samples.
For this reason, different Meta-Learning methods were investigated for their
suitability to reduce the effort on training new workpiece geometries for the
entanglement detection.

In summary, the main contributions of this paper are:

• a base dataset for Meta-Learning based entanglement detection
• the comparison of the Meta-Learning methods applied to the entanglement

detection
• the validation of the practical feasibility to reduce the effort on adapting the

entanglement detection on new workpiece geometries with Meta-Learning

2 Meta-Learning

Meta-Learning enables machine learning models to use experience gained from
related tasks [8]. It transfers previously learned knowledge of the training process
and enables a neural network to perform this task faster and better. Meta-
Learning is a learning process on two levels. The general procedure depends on
the current Meta-Learning method and will be explained in the course of this
work. Meta-Learning is used to realise powerful classification models with only
a small amount of training data. With this procedure, several Meta-Learning
methods achieve a high performance in few-shot image classification [9–14] or
object detection [15–17].

As Meta-Learning grows in interest, a variety of Meta-Learning methods
exist, which can be divided into gradient-based and metric-based algorithms,
among others [18]. For the entanglement detection we perform experiments with
the gradient-based algorithms Reptile [10] and the more complex MAML [9].
MAML achieves great success in generating a task-agnostic network which can
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adapt to new tasks in few gradient steps. Therefore MAML uses the second-
order derivatives as meta-gradient. The Reptile algorithm simplifies the method
and is able to successfully meta-learn with fewer classes that are sufficiently
populated [19]. As metric-based algorithm we test TAMS [20], which is based
on prototypical networks [11] and dedicated for medium-shot applications. Since
the entanglement detection tends to follow the character of medium-shot clas-
sification with less available classes but sufficient shots, we chose Reptile and
TAMS for the experiments in addition to MAML.

3 Meta-Learning Applied to the Entanglement Detection

This section presents a brief overview over the base dataset used for the Meta-
Learning based entanglement detection. Furthermore, it introduces the different
investigated Meta-Learning methods applied to the entanglement detection.

3.1 Base Dataset

Successful Meta-Learning requires a base dataset of source tasks closely related
to the later target task. In this case, the target task is the classification between
entangled and non-entangled workpieces of an unknown geometry. Therefore,
the base dataset consists of 54 different workpieces with various geometries in
total. Each workpiece provides the entanglement detections as classification task
with 200 synthetic depth maps, half of them showing entangled workpieces.
To validate the Meta-Learning implementation, the Omniglot [21] dataset was
used. This dataset consists of images from letters and is similar to the depth
maps in the manner that both have only one channel. Even though the two image
datasets differ in their structure, one could observe a benefit on Meta-Learning
by pretraining the models with Omniglot. The Omniglot dataset was consulted
to pretrain and to verify the functionality of the Meta-Learning method.

3.2 Implementation to the Entanglement Detection

The Meta-Learning based entanglement detection was applied as K-shot N-way
classification, where K describes the quantity of the training data and N the
number of classes distinguished.

The implementation of the Meta-Learning based entanglement detection is
realised in such a way that for each meta-batch N/2 workpiece geometries are
sampled randomly from the base dataset. Both gradient-based algorithms are
based on a 5-shot 6-way classification due to experimental experience. Therefore
one meta-batch represents the simultaneous entanglement detection of three dif-
ferent workpiece geometries. This scheme is sketched in Fig. 1. In case of TAMS a
5-shot 20-way classification is selected as best hyperparameter for the entangle-
ment detection application. After each Meta-Learning epoch the K-shot N-way
classification is repeated and evaluated with unknown geometries for testing the
Meta-Learning model without updating it.
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Fig. 1. Meta-Learning with depth maps of a) connecting rods, b) u-bolts, and c)
double hooks, for faster adaptation on the entanglement detection of d) metal holder.

The Meta-Learning results in a strongly generalised network for the entan-
glement detection of multiple workpiece geometries. In order to finetune it to
the unknown workpiece geometrie with transfer learning later, the classification
layer of the generalised network is modified to a binary classifier.

3.3 Training of the Meta-Learning Methods

The training of the Meta-Learning applied to the entanglement detection is
monitored using a subset of previously separated workpiece geometries from the
base dataset. We use a split of 46 workpiece geometries for training and eight
workpiece geometries for validating the adaptability. Figure 2 exemplarily shows
the training plots from the Reptile and MAML Meta-Learning. In a training it
happens that the validation accuracy is better than the training accuracy. We
explain this behavior by the quality of the training and validation data. The
training data was generated some time ago with an outdated physics simulation,
while the validation data is from a revised version. In detail, data acquisition
with a virtual depth image sensor and the physical interaction of the components
in the bin have been improved through optimizations in simulation.

The Reptile Meta-Learning converges within 5,000 Meta-Learning epochs
which takes about 4.5 h. The MAML Meta-Learning needs about 24 h for 8,000
epochs and then starts overfitting. This is due to the few source tasks in the base
dataset. With a larger base dataset with hundreds of different workpiece geome-
tries the performance of MAML is expected to improve. The TAMS-algorithm
also suffers from the few classes and does not make any significant progress in
the Meta-Learning. The structure of the base dataset with sufficient labeled data
points per class but only few training tasks fits the Reptile algorithm best [19].
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Fig. 2. Meta-Learning applied to the entanglement detection. a) Reptile, b) MAML

4 Results

4.1 Comparison of Applied Meta-Learning Methods

To compare the Meta-models generated by Reptile, MAML and TAMS, we use
three new workpiece geometries not utilised in the Meta-Learning process yet.
We also add a model with randomly initialized network parameters to the com-
parison which has to train the entanglement detection from scratch. We test the
adaptation of the four models in dependency of the number of training data.
While varying the amount of training data, the 2,500 depth maps for testing
remain the same for each workpiece. We repeat each adaptation training eight
times with different dropout-rates for regularisation and capture the best per-
formance for each training data amount afterwards. Figure 3 shows the results
for the three chosen workpiece geometries.

Comparing the workpiece geometries with each other, it is noticeable that
the entanglement detection of the connecting rods is easier to learn than of
the u-bolts, which results in higher test accuracies. The four models therefore
do not differ much in the performance after the adaptation to the connecting
rods. In case of the double hook and the u-bolt it can be seen that the Reptile
model outperforms the other Meta-models and the random model in nearly every
training data amount by far. The biggest benefit of the Meta-Learning can be
observed in the adaptation to the double hooks with 2,500 depth maps.

4.2 Performance Validation of the Meta-trained Entanglement
Detection on Unseen Workpiece Geometries

The model comparison leads to the choice of the Reptile algorithm as Meta-
Learning to reduce the effort on training new workpiece geometries for the



154 M. Moosmann et al.

Fig. 3. Best models after 100 epochs of adaptation training to new workpiece geome-
tries for a) connecting rods, b) double hooks, c) u-bolts

entanglement detection. This method is once more validated with the metal
holder, shown in Fig. 1d, as workpiece which is interesting for industrial appli-
cations at a customer site. In doing so, the direct gain of Reptile as method to
adapt to new workpieces with less effort, in later contexts abbreviated scaling
method, is recorded.

Therefore the Reptile model and a model without prior knowledge from a
Meta-Learning are compared in the adaptation with the same depth maps in a
training with identical parameters. Figure 4 shows the progression of test accu-
racy and test loss during training with a training dataset consisting of 2,500
(green) data samples for the Reptile model and 2,500 (blue) and 5,000 (purple)
data samples for the random model. The test dataset amounts to 5,000 equal
depth maps.

One can observe that the Reptile model immediately starts adapting to the
new workpiece and reaches a high classification performance in significantly less
training epochs than the model without the Meta-Learning. If the training data
is doubled to 5,000 instances, it is possible to reach a similar performance to the
Meta-Learning, but with significantly larger number of epochs. In all cases, the
loss of the adaptation training indicates the start of overfitting the model after
it converged. The test-accuracy however remains stable and Reptile outperforms
the current state of the entanglement detection by 100 epochs and 2,500 training
samples.
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Fig. 4. Adaption to the new workpiece geometry with and without Meta-Learning

5 Summary and Outlook

In this paper we introduced a scaling method to reduce the effort of training new
workpiece geometries for entanglement detection in Bin-Picking. We compared
three different Meta-Learning methods from the current state of the art in their
usability for the entanglement detection. The chosen scaling method based on
the Reptile algorithm helps reducing the amount of training epochs and therefore
the training time by about 80 percent points and halves the amount of training
data, which also halves the simulation time.

The scaling method makes the entanglement detection feasible for faster
responses to new workpiece geometries in the Bin-Picking application. How-
ever, to achieve an entanglement detection with a higher performance than with
Meta-Learning, more training data can be used to train a specific machine learn-
ing model. In conclusion, the Meta-Learning method helps reacting quickly on
customer requests and a more accurate entanglement detection model can be
updated later.

To further improve the scaling method in future work, it is of interest how
the Meta-Learning becomes stronger with the growing base dataset through new
workpiece geometries.
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Abstract. Machine Learning helps to separate entanglements in Bin-
Picking Applications. The goal is to create a system that finds a path to
separate an entanglement, starting from a single visual input. To realize
such a system both supervised and reinforcement learning methods can
be implemented. For both of these approaches we set up a motion model
and the remaining properties of the real robot cell are implemented in
a simulation scene. While the simulation scene can be used to create
training data for the supervised learning approach, it is also the learn-
ing environment for the reinforcement learning model. Therefore, there
are similar premises for comparing the two models. What needs to be
investigated is which of the two methods separates the most entangle-
ments and offers the least setup effort. The setup effort in general and
the performance are examined for both approaches in simulation and
also in real-world experiments. The reinforcement learning model out-
performs both of the supervised learning models in the setup effort and
the separation rate by over 15 percent points.

Keywords: Bin-Picking · Machine Learning · Reinforcement
Learning · Supervised Learning · Entanglement Separation

1 Introduction

The ability to automatically pick chaotically stored workpieces from bins creates
many new opportunities in productions. While some workpiece geometries can
be picked in a robust manner, there are a lot of workpieces which are prone to
entangle. Therefore an automated process that is supposed to consistently pick
single workpieces needs to have the ability to detect and separate entanglements.
Since the detection of entanglements has been handled in previous work [1,2],
this paper mainly focuses on the separation of these entanglements. For this
c© The Author(s) 2023
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purpose a new convolutional neural network (CNN) architecture for a supervised
learning approach has been developed and tested alongside two already existing
supervised learning [3] and reinforcement learning [4] approaches.

The main contributions of this paper are:

• the introduction of the updated supervised learning architecture
• the introduction of a threshold evaluation to deny gripping points for impos-

sible separations
• real-world entanglement separation experiments
• comparison of supervised and reinforcement learning approaches

2 State of the Art

In motion-planning for bin picking applications multiple different approaches
have emerged recently. Ellikide et al. [5] and Iversen et al. [6] prioritize find-
ing a motion path, which avoids collisions with the environment. In the case
of separating entangled harnesses Zhang et al. [7] uses a set of eight possible
motion schemes with increasing complexity. Matsumura et al. present a model-
free entanglement detection approach, but without separation strategies [8]. Leao
et al. calculate the robot trajectory based on the size of the workpiece and move
the robot on its x-y-plane [9]. Moosmann et al. [3] proposed a motion model
in the shape of a hemisphere consisting of 25 points, which is based around
the center of the entangled workpiece. The amount of hemisphere points have
later been reduced to 17 points [4]. Each of the points has a specific transla-
tional and rotational offset that gets added to the original workpiece position.
The workpiece is moved to the point, which has the highest probability to sepa-
rate the entanglement. To calculate these probabilities a supervised learning [3]
and a reinforcement [4] learning approach has been developed. Additionally two
more hemispheres are created centering around the selected path point of the
preceding hemisphere. Once all three path points have been passed the work-
piece is lifted up. Figure 1 displays an example for a separation in the simulation
environment.

Fig. 1. Example for an entanglement from the simulation with the corresponding sep-
aration path generated by the Entanglement Separation Network
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3 New Supervised Learning Entanglement Separation
Method

Fig. 2. Supervised Learning A: Serial connection of CNNs presented in [3].

In [3] a supervised learning method was presented, which uses a serial connec-
tion of three convolutional neural networks to predict the optimal trajectory
for entanglement separation as shown in Fig. 2. This approach has been unified
into a single network within this work in order to simplify the usage and reduce
training time.

3.1 Data Generation

The training data is generated using the simulation environment CoppeliaSim1.
In the simulation scene several objects such as the workpieces and bins in mul-
tiple sizes are integrated. All are based on a CAD-model with real-world pro-
portions. A simulation cycle starts by filling the bin with a random amount
of background workpieces, which vary between 0 and 20. After that a random
entanglement is selected from of previously generated entangled workpiece poses
and placed with a random x and y offset in the bin. To make sure the entan-
glement is still valid after being placed in the bin, the entangled workpiece is
lifted up and it is checked how many workpieces are located above the bin. As
soon as the conditions for a valid entanglement are met, a set of possible grip-
ping points is checked in the simulation. For every gripping point that does not
collide with the bin or the surrounding workpieces, a simulation cycle will start.

1 https://coppeliarobotics.com/.

https://coppeliarobotics.com/
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After a valid gripping point has been chosen, the path points of the first hemi-
sphere are checked. A separation path is considered successful, if neither the
gripper nor the workpiece collide with the bin and the entanglement has been
separated. The second and third hemisphere is created for the best point of the
preceding hemisphere. In the case of multiple or none successful separations, the
path which caused the least movement for the surrounding workpieces is selected
as the center for the next hemisphere. One simulation cycle is finished as soon
as the 17 path points of each hemisphere have been checked. The separation
motion model is presented in Fig. 3. On the left, the distribution of the 17 possi-
ble path points on the hemisphere, on the right, a possible trajectory with three
hemispheres is shown.

Fig. 3. Separation motion model - left: 17 possible path points of a hemisphere; right:
possible trajectory with three hemispheres

The depth images, which are taken for every cycle have a size of 128 ×
128 pixels. Before training the network with these images they are transformed
using transfer learning methods as shown in [1]. This is necessary to minimize the
differences between simulation and real-world data. For domain adaptation, we
use CycleGAN [12] to generate real-looking depth maps from simulation. To get
more realistic sensor data, we add different domain randomisation factors to the
simulation depth map, for example Gaussian noise, translational and rotational
offsets and brightness adaption [13,14]. We also use inpainting techniques [15].

3.2 Network Architecture

Since for the new architecture all three networks as presented in Fig. 2 have
been merged into a single one, the information about the previously selected
actions and the current hemisphere index needs to be transferred in a consistent
manner. Therefore a matrix with 2 × 17 values is used as an additional input.
The first column contains the value “one” at the index of the selected action
in the first hemisphere and the value “zero” for the remaining indices. For the
second column the value “one” is contained at the chosen action for the second
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hemisphere. If the respective hemisphere has not been evaluated yet the vector
contains 17 times the value “zero”. The gripping point is represented by a 4 × 4
transformation matrix relative to the workpiece center. This means a simulation
cycle as described in Sect. 3.1 creates three training labels with the same gripping
point and depth image, but a varying previous action vector. The output of
the network is the probability to solve the entanglement with each of the 17
hemisphere points. In Fig. 4 the complete architecture is summarized.

Fig. 4. Input and Output of the Entanglement Separation Network

For the separation task a DenseNet [16] architecture with 4 Denseblocks with
depths of 6, 12, 24 and 12 layers is implemented.

3.3 Training

For all of the workpieces, which will be examined in this paper, around 20,000
data samples have been generated according to the procedure described in
Sect. 3.1. The network has been trained using a Nvidia GeForce GTX 1080 Ti
graphics card with a batch size of 128 for 80 epochs. To avoid overfitting, a
dropout with a dropout rate of 35% has been used.

3.4 Threshold Evaluation

With the current motion model most entanglements have multiple different
paths, which lead to separation. However some entanglements are impossible
to separate. One reoccurring problem is the gripper blocking the path of the
entangled workpiece as shown in Fig. 5 (a). Aside from that some entanglements
are significantly easier to separate if another workpiece, which is part of the
same entanglement, is gripped. To address these problems we implemented the
ability to deny the gripping of a workpiece if the average value of the 17 pre-
dictions of the first hemisphere is below a threshold. To find the best threshold,
the validation data of our training set has been examined for every workpiece on
multiple thresholds between 0 and 0.1. The threshold with the highest accuracy
has shown to be 0.022 as depicted in Fig. 5 (b).
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Fig. 5. (a) Example of an unsolvable gripping point (b) Threshold influence on predic-
tion accuracy of the connecting rod with maximum at 0.022

4 Comparison

4.1 Setup Effort

For the supervised learning approach the amount of training data is a substantial
factor for training success. Therefore it is necessary to generate a large amount of
training data, which is the most time consuming part. To generate data from one
simulation cycle as described in Sect. 3.1, a Lenovo Thinkpad with an Intel(R)
Core(TM) i7-10750H CPU with 2.60 GHz processor and 16 GB RAM takes
about 4.5 min on average. Accordingly generating 20,000 data samples would
take 1,500 h. However since simulations can run on multiple processor cores
simultaneously, the time to generate this data can be divided by the amount
of cores on the respective system, reducing data generation time significantly.
To keep the conditions for this comparison equal this aspect will be ignored.
The training time of the updated supervised approach is 0.5 h lower than the
previous approach.

In one episode of the reinforcement learning training a single separation path
in the simulation environment is tried. Therefore the reinforcement learning
approach takes up significantly less time per episode, compared to a cycle of the
supervised learning data generation. Aside from that, the reinforcement learning
training does not need any previously generated data and uses an Epsilon-Greedy
strategy to explore the environment within the first 1,000 episodes. To achieve
a sufficiently trained network about 30,000 episodes are necessary, which takes
around 175 h. In Table 1 time consumption is summarized concluding that the
reinforcement learning take up clearly less time.
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Table 1. Time consumption comparison of Supervised and Reinforcement Learning
approach, Supervised Learning A is referring to the new merged architecture and Super-
vised Learning B is referring to the old serial connection architecture

Approach Required Sim Setup Time Training Time Total Time

Data for Training

Supervised ≈20,000 ≈1,500 h ≈1 h ≈1,500 h

Learning A

Supervised ≈20,000 ≈1,500 h ≈1.5 h ≈1,500 h

Learning B

Reinforcement 0 0 ≈175 h ≈175 h

Learning

4.2 Real-World Performance Comparison

To evaluate the performance of the networks, real-world experiments have been
carried out. In order to see how the separation rate differs for a variety of work-
piece geometries, u-bolts, connecting rods and hooks have been tried. The meth-
ods under consideration for the following comparison are the reinforcement learn-
ing approach introduced in [4], the supervised learning approach introduced in
[3] and the new supervised approach introduced in this paper. For every com-
bination of those workpieces and machine learning methods, the entanglement
separation success rate for 200 workpieces has been determined as depicted in
Table 2. All tests up to the last row do not involve the threshold, which has been
introduced in Sect. 3.4. Comparing the results of the different supervised learning
networks, the only minimal differences for all workpieces range between 0.5 and
1.5% points. However comparing the reinforcement learning network with the
supervised learning approach the separation rates differ within a greater range.
Here the u-bolt workpiece geometry shows the best separation rate with 98%,
being 15.5% points better than the new supervised approach. For the hook and
the connecting rod a slightly better separation rate can be achieved.

To evaluate the effectiveness of the threshold, another test series with the
connecting rod has been carried out, in which predictions below the threshold
were denied. This workpiece has been prioritised for the threshold evaluation,
because it is more prone to impossible gripping points as demonstrated in Fig. 5
(a). The improvement of these test cases is shown in the last row of Table 2. Here
an additional improvement between 4 and 5 percent points for both supervised
learning approaches and the reinforcement learning approach is visible.
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Table 2. Separation test comparison for all combinations of machine learning methods
and workpieces (with 200 entanglements per combination)

Object Approach Entanglements separated Separation Rate

U-bolt Supervised Learning A 165 82.5%

Supervised Learning B 162 81.0%

Reinforcement Learning 196 98.0%

Hook Supervised Learning A 92 46.0%

Supervised Learning B 91 45.5%

Reinforcement Learning 101 50.5%

Connecting Rod Supervised Learning A 174 87.0%

Supervised Learning B 176 88.0%

Reinforcement Learning 176 88.0%

Connecting Rod Supervised Learning A 183 91.5%

With Supervised Learning B 184 92.0%

Threshold Reinforcement Learning 186 93.0%

4.3 Integration into a Bin Picking System

The Bin-Picking Application, in which the separation strategies are integrated
in, is able to detect and localize workpieces using a point cloud [10]. Further-
more to acquire a suitable gripping solution a heuristic search is used [11]. From
the point cloud depth images are extracted and used as input for the entangle-
ment detection. In case the workpiece is recognized as entangled a request for a
separation path will be sent to the entanglement separation [1].

5 Conclusion and Future Work

In this paper it has been shown that the serial connection, consisting of three
networks, which was previously implemented, can be reduced to a single net-
work. This reduces training and load up time of the weights from the neural
networks, without compromising in terms of performance. Additionally the real-
world tests have shown that the reinforcement learning model achieves a 15%
points higher separation rate, while having a lower setup effort. Furthermore, we
introduced a threshold evaluation to deny gripping points, on the basis of which
the separation of entanglements is impossible. This evaluation is also done in
real-world experiments. In future work we will try to improve the reinforcement
learning approach with any additional rotations and simplify the pipeline to
teach in new workpiece geometries. Furthermore we will try to reduce training
time with meta-learning methods.
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Abstract. To achieve a high overall equipment effectiveness in a manu-
facturing process, reducing the number of defective units is crucial. It is
therefore vital to identify the root causes of defects to be able to rectify
them. However, the analysis of defective units can be a time-consuming
and costly task.

By using machine learning, we can leverage data of the manufacturing
process, like process states and different measurement values, to identify
the root causes for the defects. We propose to use this data as features
for the classification of a unit as defective or as belonging to a specific
defect class. We can then identify the root causes for the defects by cal-
culating the importance of the features.

In this paper, we compare our feature-based approach with deep learn-
ing methods based on the attention mechanism. The evaluation of our
approach on data of a complex production process shows, that our app-
roach clearly outperforms the deep learning methods. It also revealed the
challenges in the collection of meaningful data

Keywords: root cause analysis · feature importance · attention
mechanism

1 Introduction

In the age of Industry 4.0, the automation and digitization of manufacturing
processes is playing an increasingly important role. With the help of sensors, a
large number of process parameters are recorded in order to obtain as accurate
a picture as possible of the current system status or to automate as many sub-
processes as possible. In order to obtain profitable information from this amount
of data to increase the efficiency of a manufacturing process, machine learning
is a suitable tool. Here, models are trained with training data to automatically
detect errors or plant conditions.
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In today’s manufacturing plants, machine learning is used for a wide vari-
ety of tasks. For example, machine learning is often found in quality control at
the end of a manufacturing step [1,2]. With the help of images and previously
trained models, defective parts can be automatically classified and sorted out. In
this way, defective products can be identified at an early stage, sometimes even
before the final inspection. Another area in which machine learning is already
widely used in production is condition and process monitoring [3–5]. Condition
monitoring or predictive maintenance can be used to monitor machines and sys-
tems and detect critical conditions before a machine breaks down. As a result,
production downtimes can be avoided, maintenance costs reduced, and mainte-
nance work as a whole made more plannable.

One topic where machine learning has hardly been used so far is the reduc-
tion of scrap by directly identifying and eliminating the causes of defects in a
manufacturing process [6,7]. Although a lot of data is often collected during the
production of a part and large datasets are available, these are rarely used for
optimization. Often, the experience of the person responsible for the machine is
relied on alone or no optimization is carried out at all [8].

Especially in the interpretability of models, which is crucial for the identi-
fication of root causes, great progress has been made in recent years and new
approaches have been explored. For example, in the image domain, many new
methods exist, such as GradCAM [9], guided backpropagation [10] and inte-
grated gradients [11], to gain insight into how models make decisions. Similarly,
for tabular data, which is the most common in production, there are some new
deep learning approaches based on the attention mechanism [12,13] in addition
to the traditional algorithms for computing feature importance [14,15].

To the best of our knowledge, this paper is the first to compare different
machine learning based approaches for the detection of root causes in production
processes. For this purpose, various approaches for the determination of feature
importance are first presented and then compared with each other on the basis
of a real dataset from automated sensor production.

2 Theoretical Background

There are different approaches to determine the root causes of errors using
machine learning methods. In this section, classical methods and methods based
on the attention mechanism are explained in more detail.

2.1 Classical Methods

The classical methods use a classifier to determine which features are responsible
for a high classification result. The worse the classifier is without a feature, the
more important this feature is for the classification. Since the goal of the classifier
is to learn the usually complex relationship between features and result, it can
be concluded that the features important for the classifier in error classification
are also causes of errors in the real production plant. The classical methods
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work completely independent of the type of classifier or model. The two most
important representatives are the permutation feature importance and the drop
column feature importance.

Permutation feature importance is a concept introduced by [14] to determine
the feature importance of trained models. It measures the decreasing accuracy
Ak,j of a model when permuting a feature j compared to the reference accuracy
Aref of the original dataset Dtest. Permuting a feature breaks its relationship
with the result. Accordingly, if the accuracy of a model Ak,j drops sharply after
permutation, it is a feature that is important to the model. Insignificant features,
on the other hand, are not relevant for the decision process of the model. If
these features are permuted, the model ignores them because its decision is
based on the important features. Consequently, the feature importance Fj can
be calculated as

Fj = Aref − 1
K

K∑

k=1

Ak,j (1)

where K is a defined number of permutations to reduce the influence of random
swapping [15,16].

An obvious criterion for a feature importance corresponding to reality is a
well-predicting model. Only if the model has learned to pay attention to the
right features, a good feature importance can be derived.

Highly correlated features are problematic for the permutation feature impor-
tance algorithm [17]. Despite the permutation of a feature, the model still has
access to it via the correlated feature. This leads to reduced feature importance
values for both features, when in fact their importance could be much higher.
Therefore, care should be taken with permutation feature importance to remove
highly correlated features.

The drop column feature importance method goes one step further than
the permutation feature importance method. The importance of a feature is
not determined by decreasing accuracy when that feature is swapped, but by
reducing accuracy when the feature is ignored. A disadvantage of this is the high
computational effort required. The model must be relearned for each feature. In
addition, the algorithm exhibits the same shortcomings in regards to highly
correlated features as the permutation feature importance method.

2.2 Method Based on Attention Mechanism

The attention mechanism was introduced in 2015 by [18] as an improvement
to neural machine translation systems in natural language processing (NLP).
Since then, this revolutionary concept has been transforming the application
of deep learning in a wide variety of fields [19]. Not only in NLP, but also in
computer vision applications [20], multiple instance learning [21], and language
processing [22], numerous improvements have been achieved due to the attention
mechanism.
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Fig. 1. TabNet architecture consisting of the encoder for classification. This is com-
posed of several decision steps, each having a feature transformer, an attentive trans-
former, and a learnable selection mask. Based on [12]

Machine attention can be compared well with the cognitive attention of
humans. The human brain is perfectly adapted to focus its attention only on the
most important features despite an enormous flood of information. The atten-
tion mechanism implements the same principle for deep learning architectures,
in that the neural network learns to pay attention only to the most important
inputs [19]. This allows for more efficient learning and, by evaluating attention
values, interpretability of DNN architectures.

TabNet is a neural network developed by Google LLC researchers for inter-
pretable learning of tabular data based on the attention mechanism [12]. It uses
a sequential attention mechanism to prioritize/select the correct features at each
decision step.

Figure 1 shows the architecture of TabNet. It consists of NSteps sequential
decision steps. That is, the ith decision step operates on the results of the (i−1)th
decision step to select which features to use. This is done using learnable masks
M[i] ∈ R

B×NF . Each decision step is given the same NF -dimensional features
F ∈ R

B×NF , where B is the batch size and NF is the number of features. The
data are preprocessed only by group normalization (GN) [23].

The essential features are selected by multiplying the learnable mask M[i]
by the feature matrix F. Since the values of the mask are M[i] ∈ [0, 1], this
corresponds to a soft feature selection. The masks are computed by the attentive
transformer from the processed features of the previous step A[i − 1] through

M[i] = sparsemax (P[i − 1] · hi (A [i − 1])) . (2)

The sparsemax activation function [24] is an extension of the softmax activa-
tion function to obtain sparse results, i.e. in this case weakly populated masks.
As a result, the mask selects only the most essential features. hi corresponds
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to a trainable function consisting of a fully-connected (FC) layer and a batch
normalization. P[i] is a scaling term that tells how many times a given feature
has been used so far.

The features selected by the mask are then processed by the feature trans-
former f i, whose structure is described in detail in [12]. The feature transformer
is followed by a split of the resulting matrix into the decision step output D[i]
and the information propagation A[i] to

[D[i], A[i]] = f i(M[i] · F). (3)

Finally, the output ŷ of the TabNet model is composed of a sum of the
individual decision step outputs Dout =

∑Nsteps
i=1 ReLU (D[i]), a final FC layer,

and a softmax function:

ŷ = softmax(WfinalDout). (4)

The importance of a feature is included in the learned feature selection masks
M[i]. The feature importance can therefore be calculated from the weighted sum
of the individual masks:

Magg−b,j =
∑Nsteps

i=1 ηb[i]Mb,j[i]∑NF

j=1

∑Nsteps
i=1 ηb[i]Mb,j[i]

, (5)

where the denominator is added for normalization. To factor in the importance
or decision power of an instance b of a decision step, the coefficient ηb[i] is used,
which is calculated from the decision step outputs D[i].

3 Data

A real dataset from a production plant of a sensor element is available for the
investigation and comparison of the presented methods for the determination of
failure causes. The production line consists of several production steps, including
bonding, coil winding and welding processes, and contains several functional
tests as well as quality controls. During the development of the production line,
a special focus was placed on the generation, storage and display of process data.
Therefore, during the production of a part, data such as process states, pressures,
positions, distances, measurement results and other values are measured and
stored. In addition, error codes are automatically generated in the event of errors.
This enables separate investigation of the individual defect cases. In total, a
dataset with 726,004 product instances is available.

During the analysis and pre-processing of the data, a frequent absence of
parameters in the event of a defect was noticed. If a defect is detected in an
early production step, the affected part is sorted out, further production steps are
omitted and many parameters are not measured or stored. This is problematic for
determining the root causes of defects, since the missing parameters cannot be
used to determine the cause. Replacing them with specific values or distributions



Root Causes Analysis 173

Table 1. Size of the remaining datasets in the most frequent error cases.

Error code Number of features Number of instances

A 26 403,442

B 12 478,009

C 34 413,769

D 37 369,144

E 35 415,782

F 13 548,760

would cause the classifier to classify according to these values or distributions,
breaking the actual relationship between the features and the output value. A
calculation of the feature importance would be falsified by this. Table 1 shows
how many features and instances the datasets still contain after sorting out for
the most common error cases.

A calculation of the feature importance of all faulty instances against the cor-
rect instances as well as a multi-class classification is only possible either with
the smallest denominator of the common remaining features or few instances.
Otherwise, some error cases, due to the reasons described above, could be eas-
ily classified and thus falsify the result. We therefore chose to investigate the
error cases individually. In the following, we present the results for error code A
(position coil wire before welding out of order) as an example.

4 Results

For the determination of fault causes by means of machine learning, two cri-
teria are particularly decisive. First, how well can the model associated with
the method classify the fault case and second, what is the quality of the fea-
ture importance ranking determined with the respective method. In addition to
the methods already presented, the techniques ReliefF and mutual information,
which are known from the related topic of feature selection, as well as the Gini
index automatically computed in the random forest classifier are evaluated. They
serve as a basis for comparison of the different methods.

In a first step, the classification results of the different approaches are exam-
ined. For this purpose, the mean and standard deviation of the metrics balanced
accuracy Abal, sensitivity of error detection TPR, and specificity TNR are cal-
culated for a random forest (RF) classifier, a support vector machine (SVM),
and the TabNet model with a 5-fold cross-validation. The respective results are
shown in Table 2. The comparison clearly shows that the random forest classi-
fier gives the best classification results. For this reason, the feature importance
rankings obtained using this classifier are expected to be the most reliable. The
random forest classifier is followed by the TabNet model and the support vector
machine in terms of their suitability.

One of the most important investigations is to determine the quality of the
feature rankings. For this purpose, random forest classifiers are trained with a
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Table 2. Comparison of classification results for error code A achieved with the sup-
port vector machine (SVM), random forest (RF) and TabNet models. The results are
determined with a 5-fold cross validation. The mean value plus/minus the standard
deviation for the test dataset is given in each case.

Model Abal in % TPR in % TNR in %

SVM 75.34 ± 0.28 72.21 ± 0.55 78.47 ± 0.43

RF 79.16 ± 0.53 77.85 ± 1.19 80.46 ± 0.19

TabNet 76.33 ± 0.41 76.22 ± 1.72 76.45 ± 2.42

dataset fj containing the j features with the highest importance and their clas-
sification result is computed. Random forest classifiers are suitable for this task
because their training process is fast enough to obtain acceptable computation
times and, as stated in the previous paragraph, they have a good classification
result. The features are added one by one according to the rankings computed
by the methods until finally the whole dataset F is used for training. The quality
Q(fj) is defined as

Q(fj) =
Abal(fj)
Abal(F )

. (6)

Figure 2 shows the result for the error code A. The first observation is that the
drop column feature importance method produces the best results. Possible error
causes of this error case can therefore best be determined with this method. It
is closely followed by the calculated ranking of permutation feature importance,
which is plausible given the strong similarities between the two methods. In

Fig. 2. Quality of feature importance rankings for the different methods for error code
A.
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Fig. 3. Drop column feature importance for the error code A.

contrast, the Gini feature importance algorithm performs worse. Although the
approach has placed the correct features in the top ranks, important features
seem to be located only at the end of its ranking, as can be seen from the late
jumps in feature ranking quality with many features already used. The opposite
is the case for the rankings determined with the TabNet model and the mutual
information. These have incorrect features calculated as most important, having
lower quality Q(fj) first and having jumps in the curve after some features j
have been added.

5 Discussion

The comparison of the classifiers and the quality of the feature importance rank-
ings show, that the best results for the studied error case can be obtained with
a random forest classifier in combination with the drop column feature impor-
tance. This is consistent with the results of the other error cases. For the error
code A this corresponds to the result shown in Fig. 3.

The two most important features position of the left/right wire here corre-
spond to the error description of the error code wrong position of the coil wire
before welding. Since the error is determined directly from these features, this
is a plausible result. The next features are of particular importance. They allow
conclusions to be drawn about possible causes or consequences of the defect. In
the following, these features will be considered individually:

1. Wire spacing of the coil outgoing wires: This features is measured in an
early process step, the winding of the coil. It is therefore recorded before the
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parts are assembled and before the defect occurs. A large wire gap near the
tolerance limit can cause the wire to be out of position before welding after
the parts are joined. This feature can thus be a cause of the defect.

2. Lead number of transfer track: The lead number of the transfer track
is in close contact with the next placed feature, the workpiece number. In
the production line, there are two different transfer tracks and several work-
piece carriers. Due to an even number of workpiece carriers, these are always
assigned to one transfer track. If a workpiece carrier produces worse parts,
there will be an uneven distribution of defects among the transfer tracks.

3. Workpiece carrier number: As mentioned in the previous feature, there
are several workpiece carriers. It is quite possible that one or more workpiece
carriers negatively influence the parts.

4. Maximum contact force of the coil into the ferrite: This feature is
detected when the coil is pressed into the ferrite. An effect on the position of
the coil wire is therefore possible.

5. Contact path of the coil into the ferrite: The contact path of the coil is
closely related to the maximum contact force of the coil into the ferrite. The
same conclusions apply.

6. Distance of the left edge to the core opening: The distances of the
edges to the core opening are measured in the same step as the position of
the coil wire and serve as a reference for it. A direct connection is thus given.

All the above features are in direct contact with the position of the coil wire.
It is therefore quite possible that they are causes of the error case.

6 Conclusion

In this paper, we compared feature-based approaches with a deep learning
method based on the attention mechanism to determine root causes in an auto-
mated sensor manufacturing process. The results achieved on a dataset con-
taining real production data show that the best results can be obtained with a
random forest classifier in combination with the drop column feature importance
method. This made it possible to determine potential root causes, as illustrated
with one exemplary error case. All identified root causes are directly related to
the error case and can now be optimized in further investigations.
This paper also revealed the challenges in the collection of meaningful data.
Especially in fault cases, many parameters are not written to the database. As a
result, many parameters in some error cases contain no or only a few measured
values and are therefore not usable for the evaluation of this error case.
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Abstract. In production environments, monitoring the vibration of a
machine or parts thereof can yield important information about the con-
dition of the machine. The most common recommendation for vibration-
based condition monitoring is to place a vibration sensor on each part of
interest. These vibration sensors usually output preprocessed data, for
example the root mean square value of a predefined time window.

We propose to use machine learning to simultaneously monitor sev-
eral vibration-emitting machine parts using only one single vibration
sensor. Due to the superposition of multiple vibrations, this is not feasi-
ble using preprocessed sensor data. Our approach therefore consists of a
one-dimensional convolutional neural network, which uses the raw vibra-
tion signal as input to classify the status of the monitored machine parts.

As a first proof of concept, we monitored the status of three different
motors. Using our approach, we were able to detect, which motors were
running at a given time with high accuracy. We were able to significantly
improve the classification results by transforming the raw data into the
frequency domain. Our results are promising and show, that monitoring
several vibration-emitting machine parts at the same time using only one
vibration sensor is feasible.

Keywords: condition monitoring · vibration sensing · convolutional
neural network

1 Introduction

Condition monitoring enables an efficient and failure-free operation of production
plants, machines and manufacturing processes. One way to get information about
the condition of a machine or a machine part is to monitor its vibration. For
a successful monitoring, it is commonly advised to place a vibration sensor on
each part that is to be monitored. By using sensors, which output preprocessed
c© The Author(s) 2023
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data, for example the root mean square value or the peak-to-peak value in a
given time interval, simple processes can be monitored by comparing the sensor
output to predefined thresholds [1,2].

By placing the sensor directly on the part of interest, it is often assumed that
the sensor values are mainly reflecting the vibrations emitted by this part and
that vibrations emitted by other parts hardly influence the sensor values.

For complex processes and machines, using thresholds and assuming that the
sensor values depend only on the machine part the sensor is attached to, may
not be feasible. In these cases, using machine learning to extract the desired
information from the sensor values or the values of several sensors, can yield
very good results [3,4].

Instead of using machine learning to improve the condition monitoring of a
single machine part, we use it to simultaneously monitor several machine parts
using only a single vibration sensor. As preprocessed sensor data may not contain
enough information to extract the condition of each machine part, we use the raw
vibration data. Nguyen et. al [5] proposed to treat monitoring several machine
parts using only a single vibration sensor as a blind source separation problem.
However, their approach detects the overall condition of a machine and is not able
to classify the individual condition of each machine part. For the classification of
the condition of individual parts, the use of a support vector machine has been
proposed in [6] for agro-industrial machinery and in [7] for centrifugal pumps. In
both cases, the authors calculated statistical properties of the time domain signal
and the corresponding frequency domain signal and used them as features. These
features included mean, standard deviation, skewness, kurtosis, crest factor and
root mean square value amongst others.

We propose to use a convolutional neural network (CNN) to classify the
condition of several machine parts using only a single vibration sensor. This
approach eliminates the need for explicit feature extraction and selection. Fur-
thermore, the CNN may find features more suitable for the task than statistical
properties of the time or frequency domain signal and thus yield better results.
To the best of our knowledge, simultaneous condition monitoring using CNNs
has not been studied before.

2 Theoretical Background and Methods

2.1 Convolutional Neural Network

Deep learning is a part of machine learning and offers the possibility to learn com-
plex relationships in data using artificial neural networks (ANNs) [8]. ANNs are
inspired by the brain of humans and animals and are based on the mathematical
concept of artificial neurons [9]. Artificial neurons are arranged in interconnected
representation layers to filter information from the data layer by layer [10].

Convolutional neural networks (CNNs) were introduced in [11] as a form of
ANNs which are in particular used for image or speech recognition tasks as well
as time-series tasks. CNNs use convolution layers to extract local features. A
convolutional layer can have multiple convolution matrices, also called kernels
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or filters, which each create a feature map. The feature maps get stacked up
and passed on to the next layer. To reduce shifts and distortions, a convolution
layer is usually followed by a pooling layer, which performs a local averaging
or subsampling. This results in a resolution reduction. Because convolutional
operations are linear, a non-linear activation function must be applied to the
output [8].

2.2 Discrete Fourier Transform

For periodic time signals, it is usually beneficial to investigate the spectrum of the
signal. The transformation of a discrete-time signal into the discrete frequency
domain using the discrete Fourier transform (DFT) is therefore a commonly used
preprocessing step [12]. A DFT maps N finite discrete samples of a signal xn

onto N complex finite spectral values Xk with the index 0 ≤ k ≤ N − 1 and is
defined as

Xk =
N−1∑

n=0

xn e− i 2πnk/N . (1)

2.3 Methods

In all of our experiments, we applied automated hyperparameter optimization
using a Bayesian optimization algorithm to find the optimal parameters for the
models. Figure 1 displays the structure and the hyperparameter space for the
hyperparameter optimization. Our architecture contains one or more convolu-
tional (conv) blocks, which consist of a convolutional layer, an average pooling
or a max pooling layer, followed by a batch normalization and a ReLU activation
layer. The optimization algorithm can choose from one up to five conv blocks
with a default number of three. It can also choose the number of filters and size
of the kernels in the convolution layer. For the number of filters, the selectable
options are from four filters up to 64 with a step size of four and a default of
eight. The kernel size options are from three up to a maximum of 59 with a step
size of eight and a default size of 27. Because we chose a maximum kernel size
of 59 for the hyperparameter optimization, we had to limit the number of conv
blocks to five. After the conv block, the algorithm can choose between a global
average or a global max pooling layer. Next, it has the option to add a dropout
layer with a minimal dropout rate of 0.2 up to a maximum of 0.5 with a step
size of 0.05 and a default of 0.25. At the end, there is a flatten layer followed by
a dense layer with a ReLU activation and finally a dense layer with a softmax
activation function.

It would have been possible to add more layers and increase the hyperparam-
eter space, but to reduce the number of trials, we chose a few basic parameters
based on the current state of research, preliminary assessment and experience. As
optimizer we use Adam, which was proposed in [13]. Furthermore, we chose cat-
egorical cross-entropy because of the one-hot encoding. The optimization metric
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Fig. 1. The architecture we used for the hyperparameter search. The convolution block
is highlighted using a dashed line.

is the classification accuracy over the test data set. As batch size we chose 32 as
recommended in [14]. The output layer is, as mentioned above, a fully connected
layer with eight neurons and a softmax activation function.

We use raw and transformed data to train the CNN model and measure the
performance of each by comparing the correct classification rates. The trans-
formed data is generated by taking the absolute value of the discrete Fourier
transform of the raw data. Every run consists of three sections. First, we use
hyperparameter optimization to find an architecture, which fits the data best.
Next, we create ten models based on this architecture and train them separately.
In the last step, we calculate a classification average. For every run, we make
sure, that the data gets imported anew and that it gets distributed randomly into
the training, test and validation set to avoid a favorable distribution. Finally we
calculate the mean test accuracy and the standard deviation of the test accuracy
over the ten loops for each run.

3 Experimental Setup

To create training data, we used a hardware setup with motors and a vibration
sensor, that are installed on a perforated plate. We used one DC motor and two
servo motors. This setup emulates a machine that was retrofitted with a single
vibration sensor. The positions of the motors were chosen randomly. For the
vibration sensor, we chose a specific position. In our scenario, this is possible,
because the sensor was installed after the initial setup of the machine. Every
motor has its own characteristic curve and therefore a specific vibration pattern.
In this case, the DC motor is running continuously with the same frequency. The
servo motors switch between movement and standstill with a different moving
speed and idle time. The vibration sensor measures acceleration on three axes
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Table 1. Mapping of motor combinations to classes.

Motors Class

No motor is running (idle) 0

Servo 1 1

Servo 2 2

DC 1 3

Servo 1 - Servo 2 4

Servo 1 - DC 1 5

Servo 2 - DC 1 6

Servo 1 - Servo 2 - DC1 7

with a sampling frequency of 6.4 kHz. It provides raw vibration data without
preprocessing.

We used software developed in-house to assign characteristics to the motors,
control the start and stop time, as well as the start of the recording of the
vibration with a predefined duration. The usage of three motors results in eight
possible combinations. These combinations, as well as the class labels we assigned
to the combinations, are listed in Table 1. For each class, 20 recordings were
made.

The data is normalized with the L2 norm. Preliminary investigations showed,
that an independent distribution normalization achieved better results than for
example a min-max scaler or standardization.

We used 70% of the recordings for the training. The remaining 30% were
split equally between validation and test data. Ahead of the split, the data
was shuffled randomly without a seed to be sure that the distribution of the
data differed from the runs before. This ensured, that an initial advantageous
distribution of the data is avoided.

From the recordings, we created windows with 1600 data points, which equals
a quarter of a second. We chose this time interval to reduce the inference time
to a minimum with still enough information to reach a satisfying classification
rate. To consider the transition between the windows, we chose a shift of 200
data points. Overall, we had 160 recordings, which resulted in 16000 windows
for the training, validation and test sets. The split into training, validation and
test data is made before creating the windows to ensure that all windows of a
recording belonged to the same data set.

4 Results

4.1 Data Transformation

Figure 2 shows an example of raw data of the classes 3 and 7. In Fig. 2a, only
the DC motor is running. In Fig. 2b, the DC motor and both servo motors are
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Fig. 2. Raw data of the classes 3 and 7, given as acceleration in g over 1600 data points

Fig. 3. Amplitude of the DFT with a length of 1600 for the classes 3 and 7.

in use. Both plots look very similar due to the strong vibrations emitted by the
DC motor. In Fig. 2b, a small distortion is visible on the y axis between data
point 100 and 800. This can be caused by the servo motors but could also have
an external source of origin as well.

The absolute value of the Fourier transform of the time signals in Fig. 2
is shown in Fig. 3. The transformation into the frequency domain was applied
over the whole time axis (1600 samples). As it was the case with the raw data,
the dominance of the DC motor is visible. The high amplitudes are located in
the low frequency area of the spectrum. Additionally, Fig. 3b displays spectral
components between the frequency bins 80 and 120 as well as between 200 and
300. The amplitudes of these frequencies are small compared to the ones caused
by the DC motor.

Considering our goal to use this classification algorithm on a sensor with
limited resources, we decided to reduce the window size and thus the number
of input values to 1200, 800 and 400 samples, respectively, by cropping before
applying the DFT.
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Fig. 4. Examples for the spectra occuring in class 2

In Fig. 4, four examples of the spectrum of class 2 are shown. This reveals
significant differences in the magnitudes of the amplitudes. Although the plots
have a similar pattern, the maximum magnitude of the plot in the top right
is more than double compared to the bottom two plots. Also, there is a spike
around frequency bin 5 visible in the plots on the left, which is missing in the
plots on the right.

4.2 Training and Evaluation

The hyperparameter search process indicates that a decrease of input values
exacerbates the discovery of architectures. Especially for the number of convo-
lutional layers, we observed that the smaller the input size, the more the results
varied between runs. We decided to choose one architecture for all input val-
ues except the raw data set because preliminary investigations showed, that the
architecture found for 1600 samples reached high accuracies for the other input
sizes as well. The architecture can be seen in Fig. 5. With five conv blocks it
uses the maximum amount. In conv block one and three, 64 filters, that is the
maximum possible number, are used where conv block four and five use the min-
imal number of four filters. Conv block two runs with the default eight filters.
With a kernel size of three, only conv block one uses a smaller kernel than the
default size of 27. The rest uses a kernel size of 35, 59, 59 and 35, respectively,
where the maximal capacity of 59 is reached in the third and fourth conv block.
Additionally, except conv block two, which uses average pooling, all conv blocks
use max pooling. After the conv blocks, a global average pooling layer is used.

The classification results achieved with this architecture are listed in Table 2.
The experiment with raw data to classify the motor status in row one reached
the lowest mean classification accuracy value with 86.20%. Additionally, it has
the highest standard deviation of all trials with 6.11%. The data shows, that
the highest mean classification accuracy of 94.07% is achieved, when a Fourier
transform with 1600 samples is used before training the model. When reducing
the number of samples to 1200, 800 and 400, it shows a steady decline in correct



186 A. Seitz et al.

Fig. 5. Architecture found by the optimization algorithm

Table 2. Mean accuracy and standard deviation of the test accuracy for ten runs each
with raw data and Fourier transformed data with a DFT length of 1600, 1200, 800 und
400 samples.

No. Data N mean test accuracy std

1 raw – 86.20% 6.11%

2 DFT 1600 94.07% 2.41%

3 DFT 1200 92.98% 2.16%

4 DFT 800 90.13% 3.61%

5 DFT 400 87.33% 3.01%

classification accuracy with 92.98%, 90.13% and 87.33%, respectively. Although
the lowest standard deviation is reached with 1200 samples, it comes with a
reduced correct classification rate, which is 1.09% points lower compared to the
mean accuracy with 1600 samples. The results also show, that even with a DFT
length of 400 samples, a 1.13% points higher correct classification accuracy and
a 3.1% points lower standard deviation is reached than with no transformation
beforehand.

4.3 Discussion

The results show that it is feasible to simultaneously monitor several vibration-
emitting machine parts using only one single vibration sensor. However, the plots
in Fig. 4 suggest, that thresholds cannot be used to classify the motors, which
supports our decision to use neural networks instead.

Although the classification accuracy of the CNN model, when using raw
data, reached a satisfying level with an average of 86.20%, it also had a stan-
dard deviation of 6.11%. As shown in Fig. 2, this is likely due to the servo motors
being masked by the DC motor, which dominates the shape of the time signal.
As motors exhibit different frequencies, we transformed the signal into the fre-
quency domain to achieve better separability. By using a DFT length of 1600 we
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were able to achieve the highest classification accuracy with 94.07%. The steady
decline of the accuracy when reducing the DFT length to 1200, 800 and 400 indi-
cates that due to the shorter window sizes, the window may lie completely in
the pause between two movements of a servo motor. The example thus contains
no vibrations from the servo motor despite being labeled as such.

The results also show, that the model’s greatest issues lie with distinguish-
ing, if only the servo motor from class 2 or both servos are running. This false
classification error from class 2 and 4 as well as class 6 and 7 represents 58.9%
of all classification errors of the trial runs with 1600 samples.

Furthermore, we determined a correlation tendency with the number of
hyperparameters and conv blocks with the number of input data when using
hyperparameter optimization. Whereas the decrease of the correct classification
rate with less data seems plausible, the average number of hyperparameters rose.
As aforementioned, the optimization algorithm was not able to find a clear ten-
dency for the number of conv blocks with a decreasing number of input data,
which resulted in a lower average number of conv blocks. With a greater num-
ber of input data like 1200 or 1600 samples, the number of conv blocks tended
towards the maximum number of five.

Our use case was limited to monitoring three vibration emitting machine
parts. As this results in eight possible combinations, we were able to use mul-
ticlass classification. However, this approach is not feasible when more machine
parts are in use. Therefore, we plan to introduce multi-task classification in the
next step to achieve a scalable classification approach.

5 Conclusion

Our study shows, that it is feasible to use a single sensor to monitor several
vibration-emitting machine parts simultaneously. We were able to reach an aver-
age correct classification rate of 94.07% by using a CNN model and transforming
the data into the frequency domain beforehand. We also showed, that using raw
vibration data with a CNN model can produce uncertain results because of its
data dependency. Although it reaches a high accuracy of 86.20%, it still can’t
match the results reached by the CNN models in combination with a Fourier
transform. The reduction of the input size proved not to be sensible due to con-
siderably lower accuracy rates. However, with 1600 samples as input, the usage of
the Fourier transform proved to be an effective preprocessing step to reach higher
classification accuracies with CNN models. The results provide evidence, that a
classification of superposed vibration-emitting machine parts with a CNN model
in combination with a Fourier transformation is possible. Nonetheless, reducing
the number of classification errors caused by similar vibration patterns, like ser-
vos, is an issue for future research to explore.
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Abstract. Increasing competitive pressure is confronting the automotive industry
with major challenges. As a result, conventional reactive maintenance is being
transformed into predictivemaintenance. In this context, wearing and aging effects
no longer lead to plant failure since they are predicted at an earlier stage based on
comprehensive data analysis.

Furthermore, the evolution towards Smart Factory has given rise to virtual
commissioning in the planning phase of production plants. In this process, a
Hardware-in-the-Loop (HiL) system combines the real controls (e.g., PLC) and a
virtual model of the plant. These HiL systems are used to simulate commissioning
activities in advance, thus saving time and money during actual commissioning.
The resulting complex virtual models are not further used in the series production.

This paper builds upon virtual commissioning models to develop a Digital
Twin, which provides inputs for predictive maintenance. The resulting approach
is a methodology for building a hybrid predictive maintenance system. A hybrid
prediction model combines the advantages of data-driven and physical models.
Data-driven models analyse and predict wearing patterns based on real machine
data. Physical models are used to reproduce the behaviour of a system. From
the simulation of the hybrid model, additional insights for the predictions can be
derived.

The conceptual methodology for a hybrid predictive maintenance system is
validated by the successful implementation in a bottleneck process of the elec-
tric engine production for an automotive manufacturer. Ultimately, an outlook on
further possible applications of the hybrid model is presented.

Keywords: Predictive Maintenance · Digital Twin · Data-Driven Production ·
Virtual Commissioning · Data Science

1 Introduction

The increasing competitive pressure combined with global crises is a tremendous chal-
lenge for manufacturing companies. The transition from the internal combustion engine
to electricmobility, combinedwith governments’ environmental protection targets, poses

© The Author(s) 2023
N. Kiefl et al. (Eds.): SCAP 2022, ARENA2036, pp. 190–199, 2023.
https://doi.org/10.1007/978-3-031-27933-1_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-27933-1_18&domain=pdf
http://orcid.org/0000-0003-2342-110X
https://doi.org/10.1007/978-3-031-27933-1_18


Unlocking the Potential of Digital Twins 191

major hurdles for the automotive industry in particular [1]. It is therefore important
to optimize existing processes in order to produce as efficiently and cost-effectively as
possiblewhilemaintaining quality, supply capability and punctuality.Maintenance plays
a major role in this context, as it accounts for an average of 9% of manufacturing costs
[1, p. 1]. Approximately 50% of these costs can be attributed to the repair of equipment
during shutdowns.

Predictive maintenance makes it possible to detect upcoming failures in time and
thus perform maintenance proactively, rather than just reactively [2, 3]. Advances in
connectivity between machines are making this digital transformation possible. Never-
theless, predictive strategies, are only usedby about 15%of themanufacturing companies
[4, p. 5]. In addition, suitable methods for data evaluation and forecasting are not yet
sufficiently established [4, p. 2f.].

The transformation towards the digital factory developed the virtual commissioning
(VC). A complex interconnected model of the planned system is generated in order
to shorten the real commissioning time and thereby save costs. However, the resulting
model is currently not further used after the real commissioning of the plant [5, p. 9].
Continued use of the model would relativize the investment in its creation.

This paper investigates if and how the model from the virtual commissioning can be
used in later stages. Furthermore, it is described how the model has to be improved in
order to build a hybrid predictivemaintenance system. The combination of these two ele-
ments of Industry 4.0 and Digital Factory represents a significant scientific contribution
to automation in production.

2 State of the Art

In the following, the fundamentals of the life cycle of production plants will be covered,
as well as the digitalisation concepts relevant for this paper.

2.1 Life Cycle of Production Plants

The life cycle of production plants can be divided into three phases. The planning and
realization phase, the operating phase, and the redistribution. In the following, the first
two of these phases will be discussed in more detail since the development of the virtual
commissioning model is situated between them.

Planning and Realization Phase
In the beginning, sequences and processes are designed and, if necessary, simulated
according to the customer’s requirements. Subsequently, mechanical, electrical, and
pneumatic systems are developed and designed. The plant is then manufactured based
on the construction plans. After the individual components have been completed, the
final step is assembly and commissioning at the customer’s site [6, p. 11f.]

The elimination of software errors takes up to 90% of the entire commissioning. The
software is created after the design phase, i.e., in parallel to themanufacturing and assem-
bly phase. Therefore, there is usually not enough time for extensive function tests of the
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control software before commissioning. To meet this challenge, virtual commissioning
has been established in the digitalisation of planning [7, p. 19].

Operating Phase
After the takeover of the production system by the customer, the ramp-up phase follows.
During this stabilization process, technical defects and failures occur that were not
detected during commissioning. One of the main reasons for this is the control software,
due to the short test cycles. After the ramp-up has been completed, series production
begins. In this phase, the system must be maintained in case of failures [6, p. 4].

2.2 Digitalisation of the Planning, Realization and Operation Phases

Dynamic andgrowing customer requirements demandmore product variantswith shorter
time-to-market and reduced product life cycles. OEMs have to demonstrate flexibility
and transformability due to the transformation towards electromobility. In the following,
digitalisation and Industry 4.0 instruments are presented to meet these requirements [8,
p. 103].

Virtual Commissioning (VC)
In virtual commissioning, a large part of the commissioning activities is simulated in
advance. Based on the construction plans, a virtual model of the plant is created, with
which processes and material flows can be modelled and thereby the control software
can be tested. On average, the software deployment time is reduced by 75%. The qual-
ity of the control software increases from 37% to 84% [9]. Furthermore, critical and
potentially dangerous situations can be simulated safely and without damage. By sim-
ulating complex interlinked processes, not only individual processes, the entire system
behaviour can be defined and optimized in an early stage [10, p. 273f.].

Maintenance Strategies
In general, there are five different maintenance strategies. Reactive maintenance corrects
faults only after they have occurred. Preventive maintenance avoids recurring faults
throughperiodic servicing.Thenext strategy ismonitoring the conditionof awearingpart
and maintenance is carried out when certain limits are reached. Predictive maintenance
analyses patterns and trends of past failures and predicts the time of failure, including a
confidence interval, based on current process data. The prescriptive strategy goes beyond
and defines concrete solutions for what needs to happen at the predicted time of failure
in order to maintain the plant [2].

A recent literature review shows that there are two basic approaches for building
predictive maintenance strategies [2]. First, data-driven approaches that extract patterns
and trends from process data of a plant and generate a prediction of the failure using
machine learning methods [11]. On the other hand, physically driven approaches offer
the possibility to generate prediction models based on the underlying physics [12]. A
hybrid concept uses a combination of the two approaches above [13, 14].

Herein lies the novelty of the following concept. Building on existing research, this
paper investigates how the virtual commissioning model can be developed into a digital
twin to create a hybrid predictive maintenance system.
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3 Concept, Industrial Use Case and Challenges

In order to understand how the potential of digital twins can be maximized, this chapter
presents a method to identify beneficial use cases and further develop the VCmodel into
a digital twin. Finally, the concept is implemented in an industrial use case.

3.1 Use Cases for Digital Twins

The developed concept (Fig. 1) suggests a way to further expand the virtual commis-
sioning model into a digital twin. This is used to build a hybrid predictive maintenance
system. The advantage lies in the fact that the virtual model from the planning phase has
a practical use in the operating phase of production plants.

According to [15] a virtualmodel can be developed into a digital twin by including an
automatic data exchange between real and virtual machine. In case of a semi-automatic
information exchange this is called a digital shadow.

Fig. 1. Architecture for developing a hybrid predictive maintenance system

However, a predictive maintenance system should not be set up during the ramp-
up phase, instead it should be built when the production plant is in stable series pro-
duction. Further necessary information for setting up a hybrid predictive maintenance
system is provided by experience of similar wear patterns, as well as literature. Predic-
tive maintenance is particularly well suited for predicting wear patterns of mechanical
components.

This paper presents the questions that can identify an appropriate use case for a
given machine as shown in Fig. 2. By diligently answering those questions, a use case
for predictive maintenance based on digital systems can be identified and specified.
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After the basic requirements for creating a hybrid predictive maintenance system
have been fulfilled, it is examined whether the benefit exceeds the cost. This turns a
simple use case into a business case. Exemplary benefits of predictive maintenance are
listed below [16, p. 5]:

• Reduction of plant downtime and therefore increase of the OEE.
• Optimal utilization of the operating lifetime of wearing parts.
• Reduction of maintenance costs.
• Assurance of the quality of products.

As soon as the economic viability has been proven, the mechanism underlying the
wear is inspected. First, it is assessed if the existing sensor technology is capable of
detecting the fault or if additional external sensors are required. Then it must be checked
whether the data integration is sufficient to process the sensor information and to record
process data. After a positive assessment, data collection can be continued.

For data acquisition, it is important that the data can be recorded not only from the
real machine, but also from the extended virtual commissioningmodel via the PLC of the
HiL setup - theDigital Twin. By combining both real process data and virtually generated
failure data, a hybrid predictive maintenance system is realized. The advantage of using
the digital twin is that more failure data can be generated. In practice, there often is not
enough data available that contains the failure that is supposed to be predicted. This is
where the synthetically generated failure data acts as an enabler by providing essential
training data with as many failures as necessary.

Fig. 2. Identification of a use case for a hybrid predictive maintenance system

3.2 Development of the Virtual Commissioning Model Towards a Digital Twin

After the use case has been identified, the task is to extend the virtual commissioning
model to generate synthetic fault data. There are several approaches for this.

The first approach reproduces the wear in the form of mathematical equations. In
addition to a deep understanding of the process, this also requires a high computing
power, since the formulas are mostly multidimensional and are iteratively optimized.

The second approach is material removal simulation. Using the example of a cutting
process, the cutting edge gradually reduces in sharpness with each cut until the cutting
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edges are so worn that the material can no longer be cut through. This is challenging,
because such a detailed material simulation would require a tool that supports such
a feature, thus limiting the choice. Secondly, and more importantly, the computational
performance for simulating the degradation of the blades is substantial and as suchwould
hinder a model or digital twin beyond feasibility and practicability.

The third and selected approach is synthetic failure data generation (Fig. 3) based on
real patterns and trends. Real fault data are recorded and imported into the simulation
program. These data are then randomized in the simulation within a statistically signif-
icant range. Hence, new synthetic fault data are generated, based on real patterns and
trends. This could not be done if subprocesses were simulated separately. The connec-
tions between subsystems in the digital twin are necessary to understand the machine’s
behaviour and to correctly predict failures.

In this paper, an architecture model is developed that provides the essential steps for
building a hybrid predictive maintenance system (Fig. 1). On one side, real process data
are collected. On the other side, virtually generated failure data are recorded to create a
broader failure database and to avoid overfitting.

A crucial factor is the further development of the virtual commissioning model into a
digital twin. First, all process parameters from the realmachine are entered into the virtual
model, like e.g. axis parameters or closing and opening times of cylinders. Furthermore,
the current PLC program of the real plant is imported into the HiL configuration and
then the virtual model is optimized until the automatic mode is in operation.

Ultimately, the developed failure data generation module is implemented in the
corresponding process in order to simulate failure data based on real patterns and trends.
In case of a constructional change of the real system, the model has to be modified
accordingly.

After the digital twin behaves like the real machine in automatic mode, synthetic
failure data can be generated. These are then incorporated into the predictionmodel from
the real plant. This solves the problem that there often is not enough data from the time
of failure to robustly train a prediction model.

Fig. 3. Structure of a hybrid prediction

3.3 Example of an Industrial Use Case

A new approach in the field of electric engines for automobiles is to use stiff, u-shaped
hairpins in the stator instead of a copper winding made of round wire. In the production



196 F. J. Pohlkötter et al.

Fig. 4. Illustration of a cutting process in the Hairpin production

of the hairpins, there is a cutting process which cuts the raw material of the copper coil
to the required length, which is then bent into the required shape.

The cutting tools of the process (Fig. 4) are worn down and lose their sharpness with
every cut. Once the cutting edges are worn out, the machine stops. The blades have to
be replaced. Changing them requires maintenance, which in turn requires production
to be halted for some time. Since the wear depends especially on external influences,
there is no exact regularity in the failures of the line. On the other hand, the costs for a
preventive approach, e.g., replacing every week, are too high. Therefore, this example
forms the ideal use case for a predictive maintenance application.

Prediction methods require a certain number of data sets to be able to predict with
sufficient accuracy. Themore irregular the patterns and trends that occur, themore data is
needed to identify stable correlations. Conventional recording of process data therefore
requires a significant time. Therefore, we developed a component in ISG-virtuos (Fig. 5)
that incorporates the patterns and trends from real process data (LookUp Table) in the
digital twin and then randomizes them (Randomization). The port in the top left corner
(TurnOn_SyntheticData) allows the user to toggle this option.

Bydoing so, additional training data can be generated, in parallel to the realmachine’s
data plus any perturbations and failures the user chooses to include. Thus, the training
data can be gathered at twice the speed or even faster, by using more setups simultane-
ously. Additionally, the generated data can yield more variation than the real data. Yet
another advantage of the synthetic data generation with the digital twin, based on the
further developed virtual commissioning model, is that the effect of aging on subsequent
processes can be directly observed and investigated.

Fig. 5. Developed module for generating synthetic failure data with ISG-virtuos
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3.4 Challenges

To build a hybrid prediction model, a significantly more profound understanding of
the process is required so that the virtual model can be further developed into a digital
twin. On one side, it must be understood how the digital twin can be used to provide
additional information about the occurring failures. Use and business cases must be
identified and evaluated. On the other side, the virtual commissioning model has to be
extended correspondingly to be able to generate synthetic failure data.

Data pre-processing is particularly challenging, since in practice a lot of data are
recorded, but usually only a small part of it is relevant for predicting a failure. When
usingmachine learning algorithms to predict failures, it is important to define an accurate
benchmark to select the best model. It is also possible to average multiple predictions
depending on how well the forecasts perform.

4 Conclusion and Outlook

With virtual commissioningmodels becoming increasingly available, this paper presents
a method for evolving them towards a hybrid predictive maintenance system. Finally,
the presented results are concluded and an outlook on future work is proposed.

4.1 Conclusion

The concept of a hybrid predictive maintenance system makes it possible to generate
predictions more efficiently and accurately. The virtual commissioning model is further
developed into a digital twinof themachine.With this, synthetic failure data are generated
based on the patterns and trends of real process data. This helps training prediction
algorithms faster and more accurately.

The core requirement for the creation of such a hybrid system is the existence of
the virtual commissioning model. In addition, the plant has to be producing in a stable
condition and has to offer the possibility to collect data. First experiences of experts
regarding the failures of the plant as well as the underlyingmechanisms are of significant
advantage. If these conditions are fulfilled, a use case can be identified where the benefit
can outweigh the effort.

From an economic point of view, this concept is advantageous in several respects.
First, the cost-intensive virtual commissioning models can be further utilized. Second,
the synthetically generated fault data can be used to implement a predictive mainte-
nance system at an earlier stage compared to conventional procedures, improving plant
availability and reducing maintenance costs.

It has to be noted that in order to follow the presented method and to actually set up
such amaintenance system, expert knowledge is required.Without it, the use cases cannot
be identified, and the hybrid system cannot be implemented to the necessary extent. It
is of utmost importance to also identify business cases and ensure economic benefits. A
digital twin always needs to serve a concrete purpose. Additionally, the approaches have
to be adapted to existing structures and processes. If the maintenance is not equipped
to train models and use their output, the benefits will diminish. In conclusion, in the
right hands, this work presents a further step towards the digitalisation of production
and maintenance.
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4.2 Outlook

Digital twins in general and the hybrid system in particular hold a lot of potential,
as this work shows. However, current virtual commissioning models usually do not
have the necessary modelling depth to generate synthetic failure data. Therefore, in the
further development to the digital twin, the sub-process to be predictedmust generally be
modelled in even more detail. The automation of this could be subject of future research.
If use cases are recognized early enough, the models can be created with enough detail
from the start, thus avoiding additional costs later on.

The digital twin is also well suited for cycle time simulations. In this case, aging in
certain sub-processes can be simulated and the effect of this on following operations can
be analysed. The next step could be the observation of the decrease of parts produced,
due to wearing effects. Ultimately, further knowledge for maintenance and production
can be generated.
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Abstract. The main objective of virtual commissioning is to help design and
validate the control systems of entire production plants. Therefore, simulations on
a logical and kinematic level are performed, typically in a Software- or Hardware-
in-the-Loop configuration using the original control software and controller [1].

However, the lack of level of detail means that this type of simulation is
insufficient for an integrated system dynamics and control algorithms design.
These engineering tasks are currently performed in separate tools, e.g. by finite
element analysis,multibody simulations or by a combination, i.e. elasticmultibody
systems (EMBS) [2]. However, the designed components are only considered
individually and not in the context of the control technology used. Therefore,
primarily synthetic inputs are used and not the original control behavior. With a
higher level of simulation detail, further questions about the system, such as the
effect of control algorithms on the dynamic processes, can be virtually validated.

Therefore, this paper explores hybrid component-based digital twins to com-
bine the advantages of both VC and EMBS. Hybrid components allow the sim-
ulation of the interactions between process, machine and control system with a
high level of detail where this is beneficial. Such integration is achieved using
the Functional Mock-up Interface (FMI) to couple different simulation models in
a co-simulation environment [3]. This is demonstrated in a simulation use case
of an inverted pendulum. The level of detail of individual components in the vir-
tual commissioning tool ISG-virtuos [4] is increased by the modular integration
of elastic multibody simulations via FMI so that the swing-up controller can be
designed in the simulation.

Keywords: Digital Twins · Virtual Commissioning · Functional Mock-up
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1 Introduction

In the past virtual commissioning was successfully used to help design and validate the
control software of a production plant in simulations rather than on the real machinery.
The real-time simulation models are called digital twins in the context of virtual com-
missioning, and they typically describe production facilities on a logical and kinematic
level. These simulations are performed in real-time with the control software running
on the real controller or a virtual controller, so-called hardware- or software-in-the-loop
simulations (HiLS/SiLS). Virtual commissioning (VC) helped to significantly reduce
commissioning times and improve software quality, thus reducing cost and increasing
productivity of production plants [1].

So far, the simulation on a logical and kinematic level was sufficient for many tasks,
such as I/O tests and the verification of the motion direction of machine axes, etc.
However, certain tasks, such as the design of feedback controllers for industrial control
systems, are still performed on the real machine rather than in the virtual world.

Following the idea of software-definedmanufacturing (SDM) [5], where amachine’s
functionality is determined by the software running it, these tasks need to be shifted to
the virtual world, where optimizations can be performedmuch easier and at a lower cost.
This leads to better production plants with increased efficiency, minimized production
cost and shorter development cycles. Therefore, the domain of virtual commissioning
simulation needs to be extended to the dynamics of a production plant.

For successful integration of dynamics into virtual commissioning, the following
requirements must be met:

• (Re-)Use of the know-how about a system’s dynamics from previous engineering
stages for virtual commissioning (not modeling the dynamics again).

• Virtual commissioning can parametrize dynamics models without the assistance of
dynamics experts.

• Dynamics models can run autonomously in virtual commissioning software and
do not need additional engineering software to run so that models can easily be
transferred between simulation systems.

• Production plants of a similar size to which are simulated today in virtual commis-
sioning can be simulated, and dynamics models can be real-time capable.

InSect. 2, the state of the art is presented to lay the foundationwhyhybrid digital twins
are needed. In Sect. 3, themethods to increase the level of detail of virtual commissioning
simulations to the dynamic level while meeting these requirements are explained. This
is achieved through the concept of hybrid digital twins on a component basis using
functional mock-up units (FMUs), a standardized format for simulation models which
follows the functional mock-up interface. This concept is validated in the concrete use
case of designing a swing-up controller for an inverted pendulum in a Hardware-in-the-
Loop simulation in Sect. 4. In the final Sect. 5, the conclusion is drawn.
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2 State of the Art in Virtual Commissioning Simulations
with Increased Level of Detail

Many researchers found ways to introduce a higher level of detail into virtual commis-
sioning simulations, of which some representative examples are listed here, together
with their benefits and shortcomings:

Hoher [6] developed a deterministic physics engine to calculate the behavior glob-
ally in the simulation scene. This engine is best suited for calculating material flow
in deterministic real-time for HiLS. In order to achieve determinism and to keep the
computational effort low so that the behavior can be simulated globally, Hoher’s engine
significantly abstracts collision detection and rigid body dynamics. This results in just a
slight increase in level of detail, which suffices for basic material flow simulations but
not, for example, feedback controller design.

Sekler [7], on the other hand, examines the vibration behavior of machine tools in
detail using finite element (FE) analysis. FE models are exported from an FE software
via a proprietary format and are then coupled within the virtual commissioning software
to obtain the system. This approach shows great modularity. However, it is limited to
a linear description of systems, and demands knowledge about dynamics from the VC
engineer.

Heiland et al. [8] and Klingel et al. [9] couple the FE-simulation of a deep drawing
process to a virtual commissioning tool using the standardized format for simulation
models functional mock-up unit (FMU). However, their method relies on executing the
FE-simulation program during VC. Further, it is not real-time capable and thus is limited
to SiLS with a virtual timescale.

The research on increasing the level of detail in virtual commissioning simulations
so far focuses on either global calculation of dynamics. It is thus limited in the level
of detail reached by the available computational power. Alternatively, the emphasis is
on reaching a high level of detail, but then only small systems can be regarded, and
dynamics experts are required to set up the simulation.

3 Methods and Concept of Hybrid Digital Twins

In order to increase the level of detail of virtual commissioning simulations to the
dynamic level while meeting the requirements proposed in Sect. 1, the concept of hybrid
digital twins on a component-basis using the method of integrating functional mock-up
units is proposed.

Digital twins are modelled on a component basis to achieve modularity and thus
reusability for different applications [10]. Nowadays, the components manufacturers
supply digital twins of their components next to the real ones [11]. The manufacturer’s
dynamics experts already possess the know-how about the dynamics of the components,
but the boundaries between disciplines prevent the implementation of digital twins for
virtual commissioning. The method to model dynamic behavior and how to integrate it
into component models for VC is proposed as follows:
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The method used to model a production plant’s dynamics is as elastic multibody
systems (EMBS) [2]. EMBS involve large rigid body movements and small elastic body
movements, as typically found in production plants and machine tools. Starting from the
CAD model, elastic bodies are modelled and then meshed and equipped with material
properties in an FE software. A popular option is to then reduce the model’s complexity
through model order reduction (MOR). Next, the flexible bodies are coupled to the rigid
bodies in an EMBS software, where the nonlinear equations of motion of the whole
mechanical system are calculated. The equations of motion of EMBS are written as a
differential equations system of the following form:
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In those equations, the indices t, r, e stand for the equations’ translational, rotational
and linear elastic pars. q are the generalized coordinates, k the Coriolis and centrifugal,
as well as dampening and spring forces, and h the generalized applied forces. The mass
matrix consists of the masses of the individual bodies m, the inertia matrix of rotation
J(q), and the elastic mass matrix Me.

∼
c (q) describes the variable center of gravity of

the flexible bodies, and C(q) are the coupling terms [12].
FMUs are well-suited as a standardized format for such differential equations and

thus for exchanging dynamics models between the two disciplines. This allows the
dynamics to be modelled in domain-specific tools and to be exported together with a
numerical solver as an FMU. The FMUcan then be used in virtual commissioning, rather
than modeling the dynamics in the VC tool, following the idea of domain-driven design
[13]. Thus, the know-howof dynamics experts can be used further along the development
process, ensuring that the models used are valid. Another advantage is that FMUs can
be designed as black-box models with limited inputs, outputs, and parameters so that
VC engineers without extensive knowledge about dynamics can parametrize simulations
easily and time-efficiently.

Co-simulation techniques enable the seamless integration of FMUs in combination
with different simulation setups, such as SiLS and HiLS. The distribution of computa-
tional effort onto differentCPUcoresmeans that large production plants can be simulated
[14].

These methods used to model an EMBS and to bring it into virtual commissioning
are displayed in Fig. 1 with the indication of which steps are typically performed by
dynamics experts and which by VC Engineers.
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Fig. 1. Engineering workflow for using EMBS in virtual commissioning

However, even with this approach, the inclusion of the dynamic level results in
an increase in computational cost and modeling efforts. Since this level of detail is
not necessary everywhere in the simulation scene at the same time, but only locally,
component models need the ability to turn on and off their dynamic behavior: When
turned off, they perform like classic digital twins for VC on a logical and kinematic
level, and when turned on they add the additional level of detail from the dynamics
model, see Fig. 2. These digital twin components are called hybrid digital twins.

Fig. 2. Digital Twin of a component with hybrid level of detail

The inputs and output signals of hybrid digital twins are the same as the signals of
regular component models [10, 11], for example position values or logical signals. Thus,
they can be used just the same to build up the digital twin of a whole production plant
or machine tool in a modular manner.

4 Validation Use Case Inverted Pendulum

The proposed method for extending the domain of virtual commissioning simulations
by increasing the level of detail through the use of hybrid models is validated on the use
case of an inverted pendulum (see Fig. 3). A Bosch Rexroth ctrlX industrial controller
controls the pendulum of length l = 400mm and mass m = 0.4 kg. An IndraDrive drive
with position feedback controls the force F on the linear sled of mass m = 28.8 kg,
which moves along its axis of length d = 880mm with position x. The pendulum body
is attached to the sled, and its angle α is measured by a rotary encoder (between the sled
and the pendulum’s attachment point to the sled).
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Fig. 3. Validation use case inverted pendulum

4.1 Modeling and Simulation Setup

The inverted pendulumwasmodelled following the workflow in Fig. 1. Starting from the
CAD model, the pendulum body was meshed and equipped with material properties in
the FE software Ansys [15]. From there, it was imported into the model order reduction
software MatMorembs [16], where a modal reduction was performed, resulting in a
flexible body with three degrees of freedom. Using the simulation software Neweul-M2

[17], the flexible body was then coupled to the sled, which is modelled as a rigid body.
This resulted in an elastic multibody system. Next, the nonlinear equations of motion
where calculated and a numerical solver was chosen.

The elastic multibody model of the inverted pendulum could then be exported as a
co-simulation FMU, consisting of the nonlinear equations of motion and the numerical
solver.

The FMU is imported in the VC tool ISG-virtuos where it is integrated into the
pendulum model for virtual commissioning, forming a hybrid component.

With the traditional VCmodel of the pendulum, containing the logical and kinematic
information, the motion direction of the sled could be verified, as well as the pendulum’s
zero-point and the encoder’s resolution. The dynamics of the pendulum can then be
switched on in order to design a feedback controller for the swing-up motion of the
pendulum, resulting in a simulation setup as displayed in Fig. 4. The controller of the
pendulum is running on the Bosch Rexroth ctrl X industrial controller (cycle time =
2 ms) and communicates via the EtherCAT fieldbus with the simulation system running
on the TwinCAT 3 real-time operating system (cycle time = 1 ms). In the TwinCAT
partition of the simulation, the drive model (Sercos state machine), the rotary encoder
and the logical and kinematic part of the hybrid pendulum component are simulated.
The FMU containing the pendulum’s dynamics is simulated in the Microsoft Windows
partition.
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The implemented controller used for the swing-up consists of an energy controller
which swings up the pendulum to a certain angle and then switches to an LQR controller,
as demonstrated by [18]. Using the hybrid component, the controller parameters could
be tuned to achieve the desired swing-up behavior.

Fig. 4. Hardware-in-the-loop simulation setup with model partitioning

4.2 Simulation Results and Interpretation

In Fig. 5, the angle during the swing-up is displayed in blue, the sled’s position in red.
Simulations are plotted for a controller with a high gain (full lines) and a lowgain (dashed
lines). Both controllers manage to successfully swing up the pendulum and stabilize it
once it reaches the upper equilibrium. However, only for the controller with the high
gain, the sled stays within the boundaries of the linear axis it runs on. The downside to the
high gain controller is the strong reactions to the disturbances. The disturbances originate
from small time deviations of theWindows simulation, sinceWindows is not a real-time
operating system. The effect that can be observed is the relatively strong reaction of the
controller to these disturbances in the form of oscillations when the pendulum is in its
upper equilibrium position.

The simulation with the low gain controller shows that the pendulum reacts less
strongly to the disturbances, but the sled needs a longer axis for the swing up. In a
development process, the pendulum’s construction could be iterated by lengthening the
axis, for example, in order to achieve a smoother behavior.
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Fig. 5. Sled position and pendulum angle during swing-up

5 Conclusion and Outlook

Through hybrid components, the domain of virtual commissioning models can be
extended to the dynamic level. Dynamic systems can be modelled in domain-specific
tools and are then imported into VC component models using the standardized format
FMU, enabling VC engineers to parametrize the simulation easily and time-efficiently.
With the ability to selectively enable the dynamic behavior, a local increase in level of
detail can be reached where needed, keeping overall computational cost low. Hybrid
components thus extend the validity of VC simulations from only logic and kinematic-
related engineering tasks to tasks such as the integrated system dynamics and control
algorithms design.

The concept of hybrid components was validated on the model of an inverted pendu-
lum. The pendulumwas designed as a hybrid component with an optional dynamics part
modelled as an elastic multibody system. This allowed the pendulum’s controller to be
successfully designed in a hardware-in-the-loop simulation. The controller designwould
have previously been possible only once the real system is built. Further, the controller
parameters could be tuned, and the simulation results can even serve as a basis for reit-
erating the pendulum’s construction. Reiteration can be done without much additional
effort since the project is still in the development phase, and none of the pendulum’s
hardware has been built yet.

Future research can be directed at improving the real-time behavior of the dynam-
ics simulation by transferring it to a real-time operating system. Further, model-based
approaches, such as the implementation of a precontrol, can be researched.
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Abstract. Since the early 1990s, virtual models have been used in pro-
duction planning to digitally support production lines before beginning
physical construction. These digital models, commonly referred to as
“digital twins”, are currently primarily used for virtual commissioning.
Despite being first used decades ago, digital twins are still not estab-
lished in production planning on a global scale. The benefits of develop-
ing and testing a planned system in a virtual model are often not fully
capitalized. While this can be partially explained by the technological
challenges of designing accurate virtual models, we argue that the cur-
rent processes for production planning are another important factor that
hinder the widespread use of digital twins. In this paper, we summarize
and analyze each step and the involved participants in a typical produc-
tion planning workflow. Based on this analysis, we discuss how current
practices conflict with the goal of incorporating virtual models into the
established work environment. Then, we derive concrete recommenda-
tions of how a production process can be adjusted to allow easier digital
twinning, showing how comparatively few changes could make virtual
models significantly easier to apply.

Keywords: Digital Twin · Virtual Commissioning · Information
Management · Dynamic Production · Automotive Production

1 Introduction

Ever changing political requirements and social trends accelerate the ongoing
transformation process in the automotive industry [1]. EU climate goals, the
COVID-19 pandemic, and the ongoing chip shortage keep adding pressure to the
companies. A growing product variety over the last years further increased pro-
cess complexity [2]. One potential approach for handling this complexity is the
concept of digitalization. Virtual commissioning (VC), in particular, allows for
a reliable virtual validation of production systems without the physical machine
having to be built. Despite this idea being almost 30 years old, a widespread
establishment of this technology still remains to be seen. Even recent papers
c© The Author(s) 2023
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such as [3] from 2021 still investigate how to use and integrate virtual commis-
sioning, demonstrating the lack of practical experience in this field. Considering
the significant potential benefits of digitalization for production systems, the
question arises why tools such as virtual commissioning are not yet ubiquitous
in the industry. While digitalization is not a new topic, there is still a lack
of comprehensive work to investigate why digitalization sometimes fails to be
established in the first place. This paper addresses this pressing issue and pro-
poses a practical workflow for resolving these challenges. We investigate what
the reasons for the hesitant adaptation of digitalization might be. We focus on
the general process workflow in production planning and analyze it with regards
to its potential for digitalization. We make the following main contributions:

1. Identifying the obstacles for digital technologies such as virtual commissioning
in the processes typical to the industry

2. Conceptualizing mitigating measures that allow for removing these obstacles
3. Showing how these solutions can be applied in practice

The rest of this paper is structured as follows. In Sect. 2, we summarize the
state of the art. In Sect. 3, we analyze a typical production process. In Sect. 4,
we discuss how to optimize such a process. Section 5 concludes this work and
gives an outlook on the next steps.

2 State of the Art

To understand the obstacles that prevent wide-spread use of digitalization in the
industry, the current state of production plant planning is summarized first.

2.1 Conventional Planning

Traditionally, the planning process of production systems can be categorized
into four distinct phases, as described by Weber [4] in 1992: draft, develop-
ment&planning, construction, commissioning, and production.

After commissioning, the machine changes owners, along with all its respon-
sibilities. While the subsequent production phase also faces challenges, this work
focuses on the earlier stages, where digital tools are already being applied and a
mitigation of errors can be observed [5]. Modern, automated production lines are
highly complex mechatronic systems. Achieving an interdisciplinary and parallel
collaboration of the disciplines of mechanics, electronics, and information tech-
nology requires novel approaches. To ensure smooth operation, data consistency
appears to be a fundamental requirement to allow for the necessary exchange
between the fields. In general, the development is attributed the most significant
role, since its results will determine the future productivity and efficiency of the
machine. An example of a modern way of development collaboration is presented
in VDI 2206 [6].
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Starting with the mechanical design, the electronics can only be specified
once the 3D concepts are available and signed off on by the client. The electronic
planning needs to be completed to allow for the software development to begin.
Works such as [7] emphasize that software plays a major part in modern plants.

2.2 Digital Factory and Twin

Terms such as digital factory and digital twin have been around for a long time.
In theory, they should enable production lines to be planned more efficiently and
in a more flexible way. The core principle is to use tools such as simulation to
evaluate concepts without the risk of costly changes late in the project or even
hardware damages on the construction site [8].

The idea of a digital factory encompasses a digitalization of an entire fac-
tory. In this work, we restrict our focus on the concept of a digital twin. While
there are different definitions, this paper will use this common understanding:
A digital twin describes a digital, i.e., simulated, entity running in parallel to
the real machine [9]. Only recently, more research has been dedicated to the
question of how to methodically introduce digital technologies to existing struc-
tures [2]. This can be seen as yet another indication that, despite their potential,
digital twins are not yet established everywhere, and careful decision making is
required to turn the use cases into beneficial business cases. To support such
decision making, the processes used in the industry need to be properly assessed
and potentially changed to facilitate the introduction of digitalization. Barbieri
et al. propose a high-level approach on how to get to a digital twin from virtual
commissioning, but do not go into detail on how to properly introduce the foun-
dation for digitalization [10]. Similarly, Leng et al. focus on digital twins and on
how to use them for smart manufacturing systems [11]. The work in [12] pro-
vides a general overview of virtual commissioning with its benefits and pitfalls.
So, while some work has been done on virtual commissioning and its practical
implications such as the guideline in [12], work directly derived from produc-
tion systems is still lacking. To address this, our paper focuses on the practical
applicability of virtual commissioning. We derived all concepts proposed in this
work and all results obtained from our analysis directly from the automotive
production sector. The work by Liebrecht goes into more detail than the VDMA
guideline in [2]. Similarly, we build on the VDMA guideline to investigate the
claims from [12] hands-on in the automotive industry. We therefore perform an
in-depth analysis to serve as a starting point for optimizing the processes used
in this field.

3 Process Analysis

In this chapter, we analyze a typical process in production planning as a first step
towards assessing why digitalization is not more commonly used. While address-
ing and improving technical aspects of the implementation is one factor, we focus
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on how the underlying processes can be changed instead. Problems such as com-
puting performance, hardware cost, or data consistency are present in most tech-
nological fields, but are much harder to change than the processes established
in production planning. Changes to these processes can be as straightforward
as changing existing specification sheets. Next, we first discuss the main obsta-
cles faced in a planning process. Then, we derive potential solutions that are
straightforward to implement. This problem analysis along with its considera-
tions all stem from automotive production planning. We gathered insights by
interviewing experts in the field of planning and virtual commissioning.

3.1 Metrics

Before analyzing the processes to identify possible problems, it is crucial to
establish metrics by which to measure these problems by. They are derived from
expert interviews and hands-on experience by the authors. We summarize the
proposed metrics in Table 1.

While cost efficiency might be the most important goal in any company, we
argue the most important metric is time. It can be dangerous to try and optimize
for money, if it diminishes the output quality. In that case late improvements are
required, which are significantly more expensive than investing a comparatively
small amount during the early stage of a project. So, rather than trying to save
money, we argue that the most important aspect should be to try and be as
efficient as possible. If done correctly, this will automatically reduce costs, while
simultaneously improving the acceptance.

Table 1. Metrics for process analysis and solution identification

Metric Description Prio.

Time efficiency processes, automation, standardization 1

Employee acceptance specifications, trainings, workshops 2

Information flow automation tools, exchange formats 3

This leads to the second important metric, the acceptance amongst employ-
ees. Without it, no technology can last. The human factor plays a significant
role and must not be neglected, because ultimately any technology ends up
being used by human employees and support tools have to be focused on them.

Finally, this paper proposes to consider the information flow along the pro-
cesses. By putting emphasis on its quality, problems such as lacking synchroniza-
tion and having to do work multiple times by not realizing available synergies
can be identified and avoided.
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3.2 Problem Analysis

In this section, we identify four key problems that current production processes
face regarding the implementation of digital twins and virtual commissioning.
The first problem is a lack of synchronization across the planning pipeline. A typ-
ical planning process can be divided into several main phases: 3D construction,
electrical planning, software programming, and the actual physical construction
site. These phases are typically not sufficiently synchronized or connected. Fol-
lowing a sequential pattern, information can get lost and usually only flows in
one direction: forward. Changes in a later phase are thus often not properly
fed back to the initial phases. With such a restricted flow of information, dig-
ital twins are inherently restricted as well, which in turn prevents them from
becoming established in the industry.

A second issue is the fact that the processes used in the industry have been
established over decades. Changing such a fixed process is inherently challenging
since these processes were not designed to be flexible or dynamic. By using
digital twins and virtual commissioning, the CAD data is required much earlier.
This requirement disrupts the conventional workflow. The programming of the
software required for a process has to start significantly earlier.

Thirdly, the human factor is an important issue. Digital tools can only fulfill
their potential if the people involved in the production have sufficient knowledge
in the field. Considering the current lack of digitalization in a typical production
planning, the expertise in corresponding tools subsequently is low.

The last problem, which is easily overlooked when focusing only on the tech-
nical side of digitalization, is the increased demands on the management of
production plants. The managerial support that is required for any change to
take lasting effect is significant.

3.3 Problem Solutions

For remedying the problems outlined in the previous section, a range of solu-
tions can be considered. Building upon the work of [13], we categorize potential
solutions into three main categories: process-related (PR), human-related (HR),
and technical-related (HR), as described in Table 2. The right column illustrates
the priority, i.e., the urgency, with which a solution should be implemented. To
illustrate the problems described in the previous section and the identified solu-
tion categories, we take a look at a conventional planning process in Figure 1. It
is shown, what exemplary problems can hinder the effective use of digital tools
such as virtual commissioning. We depicted the identified problems along with
applicable solution categories in the same figure.
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Project
Phase

Exemplary
Problem

Solution
Category

Bidding Model Scope Modelling Acceptance Real comm.

Insufficient
specification

Insufficient
training

Wrong hard-
or software

Insufficient
knowledge

Lack of
synchronization

No lessons
learned

PR PR, HR TR PR, HR HR, TR PR

Fig. 1. VC process with identified problems and possible solutions from Table 2

Table 2. Solution categories, prioritized by urgency for efficient digitalization.

Category Solution Prio.

Process-related [PR] Identification of starting points for digitalization 1

Specification documents adapted to the growing processes 1

Expert project managers for flexibility beyond these specs 2

Training processes to ensure being ready for VC 2

Lessons learned to adapt quickly and sustainably 3

Human-related [HR] Communicating changes to allow them to be embraced 1

Systematic training of required experts with specific roles 1

Regular trainings and workshops to keep up to date 2

Transparency of processes and responsibilities throughout 3

Human in center of tailored digitized processes 3

Technical-related [TR] Well-suited hardware and software 1

Lab environment for uninterrupted testing 1

Data consistency throughout for efficiency and automation 2

Automation of generation and testing 2

Tangible visualization to make digital tools approachable 3

While not an exhaustive list, these three categories cover the most important
fields to incorporate digital technologies. More importantly, the given priority
shows a clear roadmap to highlight where the focus should be put at what stage
of the digitalization process. We argue that optimizing only one category will
not yield sustainable solutions in the long run. Instead, a coordinated procedure
that considers solutions prioritized in the right order from all three categories is
needed.

4 Process Optimization

In this section, we present how such a coordinated procedure could look like in a
concrete project scenario. We propose that the typical process can be optimized
in the following ways.
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4.1 Process Integration

First, digitalization is more than just a tool or a plug-and-play solution. It is
a process that needs to be integrated thoroughly into existing structures. In
order to accomplish this, qualified team leaders have to supervise this digital
transformation. Managerial support has to be ensured to allow for a smooth
transition. Following the priorities from Table 2, it is crucial to approach this step
by step. While all-encompassing solutions might appear tempting, they rarely
work. Incremental improvements, on the other hand, can take effect immediately
and serve as building blocks for the next phases.

4.2 Educating and Training Employees

After integrating digitalization into the process, all involved departments have
to be informed and trained to fully implement the techniques and obtain their
benefits. This requires creating suitable training methodologies, training teaching
personnel, and ensuring that the employees are willing and capable to adopt the
new methods.

The focus to help the project and its team members should not be lost. Cor-
rect training is essential to assign the correct people to a given project. The
documentation for this can be as simple as an excel sheet, containing require-
ments such as PLC planning and programming experience or knowledge in the
employed simulation tools. On a less technical level, topics such as an under-
standing of the company’s processes and the economical aspect are required.
This will allow the assigned experts to competently decide when digitalization
can be useful and when it can be too costly.

Not all trainings can be carried out in the same way. A suitable method for
ensuring effectiveness has to be devised, but structuring and tracking trainings
and required competencies is an important first step.

4.3 Technical Changes

Besides the comparatively soft process-related and human-related factors, it is
also necessary to find the right technical tools. There are many different software
tools available, making a careful assessment of their strengths and weaknesses
necessary. A benchmark has to be devised with a fitting reference machine and
suitable criteria. The results have to be representative, so they can be trans-
lated and extrapolated to upcoming projects. Ensuring that the basic technical
framework runs smoothly can then lead to increased and successful automation.

4.4 Use Cases

To make the proposed solutions tangible and how they can be implemented,
this section presents two concrete use cases from production planning. One of
the most straightforward approaches for implementing process related solutions
is to develop suitable tracking documents. This can range from simple tables
to complexly linked and automated documents that provide an overview of the
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entire project at any given point. As a first step, it is sufficient to create and
maintain a tracking document in MS Word or Excel to track subprocesses and the
respective progress. To ensure acceptance, it is important to start such processes
small and grow the gradually over time.

Another approach is to implement training processes to ensure the necessary
knowhow is present in every project. For this to succeed, expert knowledge is
essential in order to break the field down into teachable parts. Hiring experts to
create and give occasional training seminars does not add significant cost, bust
allows to gradually accustom employees to the new workflows.

Hardware and licenses are easy to buy, but setting up a business plan for this
endeavor should be given sufficient attention as well.

5 Conclusion and Outlook

This paper investigated, why tools such as virtual commissioning are still lagging
behind other digital technologies. We identified the main problems as lack of
synchronization, lack of flexibility in current processes, the human factor, and
challenges for management. We categorized potential solutions into three groups
and outline how a process can be optimized to facilitate digitalization, namely
by a complete process integration, training for employees, and by a thorough
assessment of potential technical tools.

While we believe these measures are a first step towards establishing digi-
talization, several limitations remain. Creating expert knowledge and changing
team structures requires significant time and resources. Even with such a com-
mitment, the right people have to be found, which is a challenge with a general
global shortage of technical personnel. A technical benchmark requires extensive
documentation and continuous updates to remain relevant. Finally, the deter-
mined use cases have to match actual business cases. While digital twins can
reduce costs, creating an internal team for this purpose might not always be the
more efficient that relying on external resources.

With this work laying the foundation, there still remains work to be done.
The next step should be to continue gathering expert information by launch-
ing a wide range of interviews to get a broad view of how industry experts see
the processes, what problems they identify and how they judge the proposed
solutions. Additionally, the proposed solutions have to be implemented in prac-
tice to obtain real-life feedback, so that the proposed concept can be further
improved iteratively. In summary, this work identified the main problems and
proposed first steps towards solving them, serving as a starting point towards
fully establishing the smart digital factory.
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Abstract. In general, current systems for the Digital Factory implement a
product-process-resource (PPR) data model in a monolithic rich-client/server
architecture with a single database persistence layer. Common data objects are the
product bills of material, descriptions of the production processes, or the resource
structure, e.g. bill of equipment. The main drawback of the current monolithic
architecture is the slow rate of development, which prevents fast adoption of the
software to the new production planning process (i.e., due to new technologies for
the transformation of the automotive industrywith the goal of electrification) is not
possible. Furthermore, time-consuming and error-prone export-import operations
characterize the collaboration of the engineering supply chain. Mercedes-Benz
has created a new IT system architecture for their Digital Factory. The core idea
of this architecture is a module-based approach. Each planning step has its own
module, e.g. product analysis, layout planning or cost calculation. One single
module consists of a server-based business logic, a web-based user interface and
its own database. Each module is the source of master data objects that originate
from the corresponding planning step and refers to data objects from predecessor
planning steps. The single modules communicate mostly via KAFKA. The usage
of a model based application engine allows the fast creation of different modules.
Best-of-breed third-party systems for specific planning steps can be integrated into
the system architecture.Web technologies allow suppliers to access theMercedes-
Benz systems directly for a fully integrated supplier collaboration. Roll-out has
started and has already led to significant efficiencies.

Keywords: Digital Factory · Production Planning · IT Architecture

1 Introduction

1.1 Digital Factory

The term Digital Factory characterizes systems, data models, methods and business
processes during the production planning [1]. The term is used for more than twenty
years and received new attention within the paradigm of industry 4.0 as it is the origin
of the digital twin of the production.
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1.2 Data Model PPR – Product, Process, Resource

Data models in a Digital Factory consist of three main abstract data structures (business
objects) [1, 2]: product, process and resource (PPR) objects. First, the product struc-
ture contains the outcome of the factory, e.g. described by the bill of material (BoM)
including fasteners. The author of the product structure is the research and develop-
ment department. The production planning uses the BoM in read-only mode. Second,
the process structure represents the operations that are necessary to build the product
including estimated and analyzed time attributes. For example, it contains processes to
assemble, weld or glue product parts. Third, the resource structure contains all equip-
ment inside the factory: e.g. robots, tools, carriers, building and humans. Both process
and resource structure are created by the production planning (PP), in parallel to the
product development process (simultaneous engineering). The PP also interconnects the
business objects (product, process and resource) with predefined relations according to
their usage to define which product is processed inside the factory with the help of the
corresponding resources (see Fig. 1).

Fig. 1. Sample Data Model “Product Process Resource (PPR)” including relations to represent
the Digital Factory

1.3 Scope

The scope of the current development activities of the new IT architecture focuses on
body-in-white planning in an early stage starting from the preliminary planning and
ending at the placing of the orders to the prime contractors for the automation equipment.
The idea of this new IT architecture can also be used in other planning departments such
as press shop, final assembly and intralogistics. Validation topics are out of scope in
the current stage of the system design because they require extensive 3D simulation
functionality. 3D visualization and modification functionality offered by this system is
therefore not enough.
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1.4 Main Requirements

The chance to build a new Digital Factory is also a challenge, because the corresponding
IT architecture has to be suited for the requirements and upcoming ideas of industry 4.0
[3].

Requirements Due to Supplier Collaboration. Nowadays, original equipment man-
ufacturers (OEMs) and their suppliers (Tier 1, 2, 3…) collaborate along the complete
production planning process [2] until the automation equipment is ready to produce. This
leads to the fact that supplier integration is one of the key aspects to establish efficient
planning processes. The IT architects focused therefore on four approaches (Fig. 2).

PotentialArchitectures. Thefirst option is the classicalmonolithic architecture offered
commonly by standard software: an installation with one central database in the data
center of the OEM and corresponding installations in the data centers of the suppliers
(Fig. 2a). Most OEMs still use this approach for their Digital Factory. Thereby manual
effort and complex interfaces are necessary to update and exchange product and planning
data between the OEMs and their suppliers, since the product is still in development.
Additionally, the ITdepartments of all participants have to synchronize the samedatabase
scheme, which is a challenging organizational task. Some software vendors propose a
second approach (Fig. 2b): a supplier client accesses the OEM database.

A web-based (Fig. 2c) and a cloud-based architecture (Fig. 2d) promise a more
efficient approach regarding applicability and operation.

RequirementsDue to theSpeedofChange. Anadditional and essential requirement to
the IT architecture is a fast adaption and an easy extension of the Digital Factory systems
according to changes in the planning process. The transformation of the car industry due
to digitalization and electro-mobility will cause changes in the current planning process
that no one can predict today. Adaptions and extensions of the standard Digital Factory
software that take several years on the roadmap of a software vendor will significantly
slow down the speed of adaption of the Digital Factory IT landscape and the support
of agile production planning processes. Therefore, service-orientationed and modular
organization of the Digital Factory system are also key requirements.

The implication of the new IT architecture to fulfill extensibility and modulariza-
tion is the concept of a distributed data model (Fig. 3). What is the key idea of this
requirement? The complete business process consists of single processes with a corre-
sponding result out of each process, e.g. the production planning consists of a process
“plan resources”. Its result is the recourse bill of material. The IT architecture itself must
have onemodule for each process with its ownGUI and its ownmaster data. Onemodule
is referring to the data of another module via a reference object. The architecture then
needs mechanisms to exchange data between the modules. For example, the resource
module to plan the resources contains a data model with reference objects to the product
data model of the module to analyze the product (Fig. 3). The resource module stores the
business objects that the planner has created within the process “plan resources” (master
data resource objects).
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Fig. 2. a + b. Classical and Single Database IT architecture for the supplier collaboration. c +
d.Web- and Cloud-Bases IT architecture for the supplier collaboration

Requirements Stemming from Legacy Environment. An additional challenge is the
integration of the software into the existing legacy IT landscape (e.g. product documen-
tation management (PDM) systems) or IT guidelines (e.g. identity access management
infrastructure). Production planners need up-to-date product data. Therefore, an inter-
face must provide hundreds of car configurations from the PDM system to the Digital
Factory. The Digital Factory must be capable to provide or access this data and enrich
downstream processes efficiently with production planning information.
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Fig. 3. Extensibility and modular organization of the system

1.5 State of the Art

An overview of commercial and scientific software tools for Digital Factories can be
found in [4]. The market leaders [5, 6] started implementing either web-based archi-
tectures [7] or cloud-based architectures [8–10]. Nevertheless, all of them have one
common characteristic in their architecture: the central database (Fig. 2a). In scenarios
with suppliers one can find own central databases for the suppliers (Fig. 2b).

The Aras platform [11] and the ASCon Application Engine [12] have first imple-
mented the idea of modularization of their Digital Factory solution. Both of them need
additional 3D visualization, e.g. [13–15], and authoring functionality, e.g. [13].

Additionally, current IT landscapes for the domain of PLM (product lifecycle man-
agement) are dominated by few monolithic systems [21, 22]. New approaches for an IT
architecture is necessary to implement the concept of a digital twin of the production
[23–25].

2 System Design

2.1 General Approach

Advantages. We have chosen a modularized system design approach in order to fulfill
the requirements listed above, using the ASCon Application Engine [12]. By this archi-
tecture we benefit from the potential of developing several modules in parallel and that
we can focus on the use-cases most urgently needed without the necessity to implement
all aspects which are needed in the implementation (or customization) of a monolithic
system architecture. However, the open architecture approach is a sound basis for extend-
ing the ecosystem in order to match future use-cases like the realization of a digital twin
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of the plant. Furthermore, from scratch design of the application allows a performant
implementation of the product structure data model.

Disadvantages. Nevertheless, there are also drawbacks then creating such a modular-
ized system architecture from scratch. On the one hand, the design of a shared data
model and the modeling of the interactions between different applications are crucially
important. On the other hand, this design makes it more difficult for the product owners
of the individual modules to implement the correct features.

Web-Based Approach. The majority of the applications are web-based, which has
several advantages. First, no sophisticated rich client installation on the end-user devices
is necessary. The hardware requirements of the latter are lower for web-clients than
for rich clients offering 3D modification features. In addition, less data needs to be
transferred from the application server to the client if almost no processing is done on
the client tier.

All of the above is very helpful to improve the collaboration with suppliers. OEM
ask suppliers to work on the OEM’s infrastructure (Fig. 2c, b). This shortens the overall
planning time since no exchange of large data sets, complex export and import mecha-
nisms and distribution of application software is needed. Furthermore, the suppliers do
not need to purchase specific software or licenses. These advantages outnumber in the
long run, the enlarged investment of the OEM in infrastructure due to a higher number
of users.

Table 1. Overview of implemented modules.

Application Name Description of the application

DiFaProject Central project structure; user management; rights and roles;

DiFaLibrary Life cycle and information of single equipments; definitions of
equipment modules

DiFaCost Costs of the different equipments; overhead cost

DiFaProduct Analysis of the product and fasteners; comparison of different product
configurations

DiFaPlanning Planning of the mechanical part of the resource structure incl. Layout

DiFaControls Planning of the electrical part of the resource structure

2.2 Interface Design

In general, the architecture uses two different technologies for the exchange of
information between modules.

Streaming. Firstly, KAFKA [16] is the technology to implement use cases with an
asynchronous communication based on an event-driven approach. This technology has
several benefits for our modularized architecture. Applications can release events and
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any number of applications can consume the information from the events. This makes
the scenario easily extendable for the implementation of further use-cases, since the
application providing the information does not need to be changed. Furthermore, differ-
ent applications in the downstream processes can directly use the very same information
provided by one source.

An example for a use case implemented viaKAFKA is the release of a newequipment
in the DiFaLibrary (Fig. 4b). An event containing the equipment information triggers
a new calculation task in DiFaCost to plan costs. Additionally, the central planning
application, DiFaPlanning consumes the message and provides the new equipment for
resource planning. In the latter use case, DiFaPlanning also automatically checks if
this new equipment replaces an older one, and, in this case, provides the information
to the users so that they can update their resource planning with the new version of the
equipment. Future use cases which could be implemented directly in the event of a new
released equipment could be either the trigger for the purchasing department to start
negations with the supplier or the contract department to start with the detailed design
phase of the new equipment.

Fig. 4. a) Schematic overview of the six main applications generated in the first iteration of the
implementation. Table 1 summarizes the idea behind the single applications. b) Example flow of
information shared by DiFaLibrary, which is processed by several other applications

REST APIs. On the other hand, additional use cases were implemented using Repre-
sentational State Transfer (REST) APIs [17, 18] for synchronous communication needs.
Some data is just too big or changes happen too frequently for an efficient use of the
KAFKA bus. A good example for this is the simultaneous mechanical and electrical
resource planning. Traditionally, different user groups work in these two domains, how-
ever they aremutually dependent. For this use case both planning teamswork on the same
resource structure, using also the same equipment library, but with different optimized
tools for the requirements of the individual user group.
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2.3 Example Application

One typical and rather complex application is the resource planning application
DiFaPlanning. We will highlight the most interesting parts. We created DiFaPlanning
on a web software framework provided by the company ASCon Systems [12] and the
3D rendering service Uber provided by the company Netallied [13].

This application is used to create and modify the resource structure of the production
plants and to provide a 3D layout of the production lines. Figure 5 shows a screenshot of
a typical scenario. On the left, a tree structure of the resources is visible to navigate to the
desired planning area and to list the planned resource bill of material. Themiddle section
contains a view of reference objects to the equipment library originating inDiFaLibrary.
The window on the right contains a 3D representation of the current planning scenario.
The 3D scene is rendered on the server side and the information is shared with the
user via WebSockets. Information is exchanged between the web framework and the 3D
scene using REST APIs.

Fig. 5. Screenshot of DiFaPlanning. On the left hand side (marked with red), one can see the
tree representation of the resource structure. The middle column (marked with green) shows only
equipment that can be used for planning out of DiFaLibrary. On the right (marked with blue),
3D planning of the resources is shown.

3 Outlook

The implementation of the Digital Factory of Mercedes-Benz is by no means done. With
the architecture described above, the fundamentals for the implementation of future use
cases is set.

Additional Applications. One could think in various directions for the enhancement
and expansion of the application landscape. So far, the three branches of the PPR are not
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completely linked. Even though this results in some liberties for the users, a closer link
between the branches will help to analyze necessary changes in the process or resource
structure that lead to changes of the product structure. In addition, this is necessary when
implementing an approach to create automatically the process and resource structures
from a given product structure [19].

Integrated Change Management. Another interesting aspect to follow is a fully inte-
grated change management over the whole planning and production cycle. This would
be the basis for creating a full digital twin of the production facilities. In order to realize
this, a complex branching concept of the different structures is necessary which allows,
on the one hand, to see the evaluation in time, and, on the other hand, different planning
alternatives representing different possibilities to realize the planning.

Online Validation. During the collaboration process, Mercedes-Benz requests usually
different deliverables from the engineering partners. The integration of online validation
tools in the architecture will further improve the data quality and reduce the realization
time for new production facilities.

4 Conclusion

Implementation Speed. After the successful go live of the first applications, we have
seen that the chosen approach is fruitful and sustainable. The implementation was
approximately two times faster compared to the approach of customizing a commer-
cial software solution to fit the OEM-specific requirements. We achieved this faster
development speed mainly because we could develop several modules in parallel and
we have implemented or customized only parts necessary for our processes. By setting
up the already exciting application engine ASCon Map [12] we have benefited from
the already available functionality, such as user management, monitoring, logging and
default user control features.

Performance. A great benefit of the architecture is the enormous speed of loading
and visualization of 3D data. For a fully configured product structure, both the loading
of the product structure and the visualization takes approximately 30 s, thanks to the
visualization engine Uber [13]. In comparison, loading and visualization took usually
around 30 min within the former Digital Factory system of Mercedes-Benz.

Additionally, we achieved the requirement of loading hundreds of car configurations
from the PDM system into the Digital Factory with this architecture approach.

Integration with Existing Applications. We were able to add further, earlier excised,
applications to the ecosystem and we are very positive that additional applications will
be part of the Digital Factory in the future.

Acknowledgment. The authors thank the whole project team at Mercedes-Benz AG, Mercedes-
Benz Research and Development India, ASCon Systems GmbH and NetAllied Systems GmbH
for the effort put into the realization and the fruitful collaboration.
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Abstract. Digitization within medium-sized enterprises advanced in the last
years. Collecting and analyzing data for optimizing internal production processes
therefor is the current state of many companies. The next step of digitization is
using this collected data not only for internal processes but for cross company
business models along the value network. This step brings new requirements for
how data is collected, stored and shared. In this paper those requirements are listed
and explained. Afterwards, an implemented solution for data collection fulfilling
the requirements is analyzed. The focus of the analysis lies on security issues
within the data flow between data creation and cross-company usage. Therefore,
the timespan between data creation on a sensor, processing the data within local
IT-systems and reliably storing data within a blockchain is considered. A threat
modeling approach considering attack vectors along the described data flow is used
to quantitatively compare the proposed solution to regular industrial solutions. The
analysis will highlight the differences of the compared solutions on different top-
ics like data integrity and immutability. Lastly, an outlook on industrial usage of
the analyzed solution is given.

Keywords: Blockchain · Data Integrity · Cross-Company Data Exchange

1 Introduction

Several IT systems are usually involved in the collection and processing of industrial
data. These systems are located in differently secured networks, have different oper-
ating systems and each use their own software. It therefore becomes more difficult to
make statements about data security in industrial data acquisition the more systems are
involved. For in-house data usage, the problem is limited because the standard data
acquisition process, shown in Fig. 1, is usually covered by the security policies of the
company’s IT department [1]. The requirements for internal company use of collected
data are usually met here. However, if external partners within the value network are
also involved in the processing of the data, the requirements change. In addition to data
security, data integrity plays a role in this use case because there is no inherent trust
between the companies. This means that when data is exchanged, not only must security
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be guaranteed, but it must also be ensured that the data to be exchanged is unchanged
and legitimate. Accordingly, the threat analysis in this paper does not focus exclusively
on data and transport security, but also on the risks for preserving integrity.

Fig. 1. Common Data Flow within a production environment [1]

2 Related Work

Before discussing the results of this work, the state of the art is considered in two
basic areas. Firstly, the solutions that currently exist for cross-company data exchange
and how their implementation is structured for security and integrity will be presented.
Then, threat modeling techniques for industrial data exchange are examined.

2.1 Cross Company Data Exchange

A cross-company data exchange has requirements for the data to be exchanged that
do not exist in an internal company environment. This is the conclusion reached by
Uygun [2], who has therefore defined these requirements in more detail. In addition to
structural and organizational requirements, which are not considered in this paper, he has
established technical requirements. These include data security, communication security
and consistency of data. A multi-agent tool was developed for validation, which was
used by over 40 companies to verify the statements of Uygun. However, a model-based
analysis of the technical requirements was not performed.

Ruf et al. [3] did exactly this. They looked at a framework for industrial data exchange
called KOSMoS [4] and analyzed its security and integrity using threat model analysis.
The considered framework uses a blockchain-based data exchange to guarantee the
integrity of data. However, the results of Ruf et al. show that even in this environment,
risks such as faulty smart contracts or incorrect interface usagemust be considered [3]. In
addition, communication between the data origin and the blockchain needs to be critically
considered. The threat analysis by Ruf et al. mentions the risks of man-in-the-middle,
identity spoofing and inside attacker [3].
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The risks described by Ruf et al., were considered in more detail in a paper by Korb
et al. [1] and a solution was proposed. The basic idea behind Korb et al.’s solution is
to create and sign blockchain transactions close to the sensor. This way, data can be
verified before it arrives in a Blockchain. The entry of false data, through manipulation
or spoofing, into a blockchain is thus prevented. The implementation of Korb et al. is
realized by using an ESP32 microcontroller that is directly linked to the data generating
sensor via GPIO connection. The data is signed on the microcontroller before it passes
through larger technical systems of internal IT. Although this solution offers increased
security, the use of the Ethereum blockchain is not optimal for an industrial deployment,
as quantitatively demonstrated by Polge et al. [5].

In summary, it can be stated that new requirements must be observed in the case
of cross-company data exchange. There are already solutions for meeting the technical
requirements, but they are not suitable for industrial use. Bux et al. have therefore
developed a new technical solution based on Hyperledger Fabric [6], which is used as
the basis for the threat analysis in this paper.

2.2 Threat Modelling for Production

There are several ways to analyze and assess the threats in an IT system. Shevchenko
et al. [7] compared twelve currently used models in a report for the Defense Technical
Information Center. As a result of their work, features were assigned to each model to
help select an appropriate model. An overview of the four most common models can
be seen in Table 1. According to Shevchenko, STRIDE [8] is the most widely used and
mature model. In the described work by Ruf et al. [3], they also performed a STRIDE
based risk analysis. Since STRIDE is the leading threat model, software tools were
created for STRIDE to assist in performing the analysis. As STRIDE was invented by
Microsoft, they offer software built around STRIDE called Thread Modelling Tool [9]
which can be used within Microsoft Azure. However, besides paid software, there are
also free alternatives. Threat Dragon, for example, is an open-source tool under Apache
2.0 license that is constantly maintained [10] and implemented STRIDE functionality.

To ensure the most representative analysis of the architecture evaluated in this thesis,
STRIDE is used as amodel for risk analysis. ThreatDragon is used toperform the analysis
and graphically record the results.
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Table 1. Threat modelling methods features based on Shevchenko et al. [8]

Threat Modeling Method Features

STRIDE • Helps identify mitigating techniques
• Most mature
• Easy to use but time consuming

PASTA • Contributes to risk management
• Rich documentation
• Stakeholder collaboration intended
• […]

LINDDUN • Helps identify mitigating techniques
• Built in prioritization of threat mitigation

CVSS • Consistent results when repeated
• Automated components
• Not transparent score calculations

3 Proposed Solution Architecture

To understand the threat analysis, it is first necessary to present an overview of the
software system under consideration. For this purpose, a UML-based architecture is
presented in Fig. 2. A detailed description of the solution, an explanation of individual
components, and the exact data flow within the solution are explained in detail by Bux
et al. in [6]. The flow of this architecture is explained below:

Four hardware components exist in the architecture under study. A sensor (1) is seen
as a data generation component and is directly linked via GPIO to the second hardware
component, a microcontroller (2). On the microcontroller C++ code is executed, which
is used for an information exchange with an industrial PC (3). Within this IPC, different
services of the Hyperledger Fabric architecture communicate. A single service, called
Client (Proxy) in Fig. 2, forms the interface between the local Hyperledger Fabric ser-
vices and the microcontroller logic. This structure ensures that data collected by the
sensor is converted into a Hyperledger Fabric compliant transaction under the supervi-
sion of the microcontroller. The transaction is signed on the microcontroller and then
sent by the Committing Peer to a cloud instance (4) running a Hyperledger Fabric node.
The data is stored there and can then be queried via REST interface.
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Fig. 2. UML overview on the solution that is analyzed within this paper [6]

4 System Analysis

At the beginning of the analysis, some assumptions were made about the system state.
The sensor, which provides data, functions without restrictions. According to its defini-
tion, the blockchain is an immutable storage. Furthermore, it is assumed that no faulty
functionality is contained in the third-party services used, such as the software devel-
opment kit for Hyperledger Fabric. With these assumptions, a STRIDE analysis was
performed of the system described above. A visual overview of the results is displayed
in Fig. 3. Meanings of the different colors, shapes and connectors are according to
STRIDE standards.

During the analysis, different threats have been found. These are summarized and
explained in the following:

InformationDisclosure: The data flow between the components in Fig. 3 contains con-
fidential data. All communication is therefore encrypted. The communication between
sensor and microcontroller is an exception since the transmission of digital or analog
sensor data is realized directly via GPIO. This security gap can be solved by sealing the
sensor and the microcontroller into a Blackbox.

Denial of Service (DoS): In the architecture under consideration, several services exist
that are vulnerable to a DoS attack. The largest hardware component is the microcon-
troller. If this component no longer functions, the entire system is disabled. This is
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Fig. 3. Threats to using the proposed architecture for blockchain based data storage

possible, for example, by exhausting the CPU or completely filling the internal mem-
ory. However, since no write access to the microcontroller is allowed in the proposed
solution, this threat is not considered further.

The proxy client, however, ismuchmore susceptible to aDoS attack. It runs on an IPC
with a conventional operating system and has a connection to the Internet. Accordingly,
it depends on the security of the respective company IT whether the proxy client is
sufficiently protected. Redundant systems and life-cycle management can minimize a
service outage due to DoS attacks in this case.

The last component to be protected against a DoS attack is the blockchain interface.
For this component, too, protection depends heavily on the respective implementation.
It is worth mentioning that a temporary DoS attack on the blockchain interface has no
impact, as the signed transactions are kept locally until they arrive in the blockchain
storage.

Tampering: Using a signed blockchain transaction is a direct measure against tamper-
ing. Nevertheless, this transaction must first be created and signed. Here, Hyperledger
Fabric has a disadvantage compared to other blockchains, such as Ethereum. Several
components are involved in the signing process. These components cannot all be exe-
cuted on one microcontroller. This architecture makes Hyperledger Fabric susceptible
to tampering. For this reason, the protocol for signing transactions in this solution has
been adapted. Each step of the protocol, described in more detail in [6], is checked
by the microcontroller. In addition, the final signing process is performed directly on
the microcontroller. This adaptation results in the signing process being tamper proof.
However, this does not apply to the connection between the microcontroller and the
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sensor. The already proposed blackboxing solution is the only approach for this, where
no adjustments must be made on the sensor itself.

Escalation of Privilege: The use of a microcontroller-based solution, which is as close
to the hardware as possible, ensures difficult access and modification of execution logic.
However, this does not apply to the IPC on which the second part of the architecture
is executed. For example, to prevent an inside attack by an employee who has gained
access to the IPC, a user management and access control system is necessary. Similar to
DoS prevention, threat assessment depends on the internal IT systems.

5 Findings

In the following, the threats found are assigned to different systems. The systems are
technical (Infrastructure), person-related (Employee) and business model (Business)
related. Each threat is classified systematically. For this purpose, the impact is defined
on the one hand and the risk of the threat occurring is assessed on the other. Impact can
be categorized into critical (C), medium (M) and low (L). Risk is expressed in high (H),
medium (M) and low (L). In addition, common methods are listed that can be used for
threat mitigation. Table 2 displays an overview of the risk assessment results.

Table 2. Risk Assessment based on Exposures

Exposure Threat Impact Risk Mitigation 

Infrastructure Malware

DoS

Information Disclosure

M

C

C

M

M

L

Malware detec-
tion

Design, Firewall

Encryption

Employee Misconfiguration

Inside Attack

C

C

L

L

Audits, Tests

Logs, Privilege 
management

Business Tampering

Man in the middle

Data manipulation

M

L

C

L

L

L

Sealing, Trans-
action signature

Signature, Data 
buffering

Anomaly detec-
tion
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5.1 Infrastructure

Malware is an often-used technique to corrupt processes or data storages. In this archi-
tecture, it is mainly the IPC that is vulnerable, since the microcontroller without a pro-
prietary operating system is a difficult target for malware. If malware were to influence
the Hyperledger Fabric components of the architecture, the integrity of the subsequent
blockchain could potentially no longer be guaranteed. An up-to-date operating system
and malware detection provide the necessary protection.

Denial of Service (DoS) attacks, as the name suggests, are mainly used to prevent
systems from working. Exposed interfaces are usually used for this purpose. In the case
of this architecture, such an interface is provided for the interaction with a blockchain.
However, since the internal service only addresses a REST interface and cannot be
operated itself, the risk of a DoS attack is reduced. Redundancy of systems and an
up-to-date firewall can protect against this risk.

Information Disclosure is a serious threat once unencrypted data is accessible. Perma-
nent encryption and a user-based access system is sufficient in most cases to prevent this
risk.

5.2 Employee

Misconfiguration is a common error as soon as people are involved in processes. In
the case of this architecture, it is necessary to configure both individual services and the
communication between them. It is therefore necessary to take precautions. Unit and
integration tests should be performed before rolling out the system. Finally, an audit of
the running system helps to prevent incorrect configuration.

Inside attacks are very difficult to prevent. Despite rights management, access to data
and services is necessary for selected personnel. The only effective protection is to know
your personnel and to recognize changes in behavior. Logging systems help to detect
inside attacks. Like surveillance cameras, logging systems can have a disabling effect
on offenses.

5.3 Business

Avoiding tampering within this architecture is necessary mainly between the sensor
technology and the microcontroller. Even if subsequent attacks are possible, the only
effect is that individual data records are not saved or are saved late. However, the integrity
of the stored data is not violated, due to the system sorting outmalicious data.Meaningful
protection between sensor and microcontroller can only be achieved by locking and
sealing the two components.

Man in themiddle attacks are not amajor threat to this architecture.All data is encrypted
and therefore cannot be viewed. In addition, the signature of each recipient is checked,
which means that messages that have been smuggled in or changed are not accepted. In
addition, local buffering of data ensures that data is not lost if it does not end up in the
blockchain.
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Sustained data manipulation is no longer possible after sensor data has entered
the microcontroller. This means that either false data must be injected between sensor
and microcontroller or the sensor itself must be manipulated. Both can be prevented by
sealing the two components.

6 Summary

In this paper, a Hyperledger Fabric-based approach to data provisioning was tested for
security and immutability. For this purpose, it was shown which gaps the proposed
architecture closes. Then, based on state-of-the-art techniques, an analysis of remaining
risks was performed, classified and explained.

In conclusion, it can be said that even the proposed architecture cannot exclude all
threats, but the risk of occurrence is significantly lower than with commercially avail-
able solutions. The hardware-based signature of the blockchain transactions prevents
manipulation of data within the downstream systems and thus offers a clear advantage
over the rest of the solutions.

Nevertheless, a security gap of this approach has become clearly visible. The con-
nection of sensor and microcontroller is the weak point of the system. However, without
developing sensor specifics or having to customize each sensor, there are only physical
ways to improve the connection of the two components. Using the technique of sealing
both components in a Blackbox, an industrial usage is not yet given. By not using this
technique, the system can be used with every sensor that can deliver its data via GPIO.
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Abstract. Gaps, fibre misalignment and foreign objects in dry fibre
tape layups are detrimental towards the final mechanical properties of
carbon fibre composite parts. Eddy current sensors can be used to inspect
layups for the named defects. In comparison to optical inspection meth-
ods, eddy current measurements are capable of inspecting not only the
top layer but multiple plies at once. In the literature, two different meth-
ods have been proposed for this inspection. One is the scanning method,
where the sensor is moved over the specimen and creates a grey-scale
image. The pixel brightness correlates with the layup’s local electrical
conductivity. The other method for the local inspection is the polar
method, where the sensor is rotated on a single spot to detect the fibre
orientation. In this work, both methods were conducted with the same
inspection system, which is based on a collaborative robotic arm. It has
been shown that the scanning method can identify gaps and foreign
objects out of metal. The fibre orientation can be identified by the rota-
tional method with a precision of 0.16◦. The exact positioning of the
probe remains the main challenge for this inspection system. However, a
combination of both methods promises to provide a reliable inspection
method for the most common defect in a dry fibre layup.

Keywords: Eddy Current Inspection · Carbon Composites · Quality
Inspection · Dry Fibre Layup

1 Introduction

Carbon composites are high-strength, low-weight materials which find increas-
ing use in the aviation and automobile industry. Their mechanical properties
can exceed those of metallic materials while being much lighter. However, even
small defects, which might be within the material and invisible from the outside,
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can weaken composite parts significantly. Therefore, there is a need for reliable
inspection methods that can detect defects within the material without destroy-
ing the specimen. Eddy current sensors have been proven to be able to detect
various defects in composites. This work proposes an integration of such a sen-
sor in an inspection system based on a 6-axis robotic arm. This setup allows for
performing two different inspection methods: the polar method, where the eddy
current probe inspects a single position while rotating, and the scanning method,
where the sensor scans the whole specimen. The research question is: Can the
polar and the scanning eddy current inspection methods be combined in a single
system to detect the most common defects in dry fibre layups? Furthermore, the
challenges during the implementation are discussed in this paper.

2 Literature Review

2.1 Carbon Composite Manufacturing

Production processes for composite materials can be divided into two categories:
prepreg (short for pre-impregnated) methods, where the fibres have been mixed
with the resin before they have been brought into the final shape, and dry fibre
processes, where the resin is added at the end of the process in an infusion
step. Prepreg processes, such as Automated Fibre Placement, require expensive
material handling under freezing temperatures. Dry fibre materials can be stored
and processed at room temperature [13]. However, even small defects in the
dry fibre layups can have significant effects on the final part’s properties. Some
of the most common defects in dry fibre processes and their influence on the
final material’s properties have been investigated in the literature. These are:
Misaligned fibres [12], gaps in between the fibres [5], and foreign objects [10].

2.2 Eddy Current Sensors

On the left-hand side, Fig. 1 illustrates the basic principle of an eddy current
sensor on a conductive specimen. An emitting coil creates an alternating primary
magnetic field, which penetrates the specimen. According to Faraday’s law of
inductivity, a changing magnetic field induces an eddy current in the specimen.
This creates a secondary magnetic field which can be picked up by either a
second coil or by measuring the change of impedance in the emitting coil. The
sensor’s response is a signal in the complex plane with the coil’s resistance on
one axis and the inductive reactance on the other.

The result depends on different aspects - two of the most sensitive are the lift-
off (distance between the probe and the specimen) and the specimen’s electrical
resistance. Figure 2 shows the loci of the results when these two variables are
changed. The exact shape of the loci depends on the used probe and the mate-
rial of the specimen [7]. In addition, tilting of the probe influences the results
significantly [4].
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Fig. 1. Principle of the polar measuring method of uni-directional carbon fibres with
a half-transmission Eddy current probe

Fig. 2. Eddy current sensor responses for specimen with different conductivity σ and
different lift-offs (adapted from [7]). The shape of the loci depend on the material of
the specimen and the specific probe.

2.3 Measuring Methods

Polar Method

The polar measurement is a method to determine the local fibre orientation
at a specific location. It makes use of the elliptical shape of the eddy current,
which is caused by the non-isotropic electrical properties of carbon fibre material.
This aspect can be measured by a probe with spatially separated transmission
and receiving coils, such as the half-transmission design. While this end-effector
is rotated over the point of interest, the measured current in the receiving coil
changes in correspondence to the shape of the eddy current. The principle is
illustrated in Fig. 1 on the left. The complex response in a 2D plane first needs
to be reduced to a 1D signal and then plotted against the rotation angle of the
probe (illustrated in Fig. 1 on the right-hand side). The peaks of the lobes in this
graph align with the fibre orientation [3]. The signal is symmetric. Therefore, it
is sufficient to evaluate only 180◦ of the whole rotation [8].
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The exact response of the coil is highly dependent on the exact probe design
and the material of the specimen. Therefore, there are different approaches to
reducing the complex signal to a 1D signal. Lange and Mook assessed the mag-
nitude of the 2D signal [8]. Another method is to apply a vector rotation of the
complex signal around the origin. Subsequently, the x-value of the data can be
evaluated [9].

Using the polar method, Lange and Mook determined the fibre orientation
of a single ply with an accuracy of less than 1◦. However, they found that the
results are less accurate for two plies orientated at a small angle relative to
each other. Therefore, they proposed a reverse engineering approach based on
a synthesis of two signals followed by a correlation. This approach showed an
improved accuracy [8].

All the systems used in the literature to perform a polar measurement had
the probe fixed to one position - either in a tool or as a rig set-up that always
measures the same spot. For the inspection of complex 3D parts, a system is
needed that is able to approach different positions for inspection.

Scanning Method

While the polar method can be used to inspect a single spot, the scanning
method is able to provide a global view of the whole specimen. The analysis of
this image can reveal various defects, such as the fibre angle deviations, gaps,
overlaps, or foreign objects [11]. For this, the probe is guided along a grid that
covers the specimen’s entire surface. Along the path, at certain intervals, the
sensor’s response is measured. These data points are again reduced to a 1D
signal and mapped on a grey scale. The lateral information and the grey scale
value can be combined into a grey scale image of the entire specimen.

The resolution of the image depends on the size of the grid. The smaller
the grid cells, the higher the resolution of the image. For the evaluation of the
fibre angle, the texture of the textile must be visible. Even with a very small
grid size, the measurement will not resolve the individual fibres but rather a
macroscopic pattern of the fibre ply [11]. A woven material has a very distinct
pattern. In non-crimp fabrics, using a very small grid size, the stitching pattern
can be visualised. Unidirectional tapes, which are placed without gaps, lack a
regular pattern and appear as a homogeneous surface in the grey-scale images.
For this reason, Bühlow states that this method is unusable for unidirectional
tapes [2].

With a visible pattern, image processing algorithms can be applied to the
image to detect the fibre orientation. Bühlow determined it with a precision
of 0.1◦ [2]. Heuer et al. demonstrated how to identify defects, such as foreign
objects, in-plane, and out-of-plane waviness in cured composite parts. Copper
injections were detected under up to 12 layers. The detection depth of the tape,
polyethylene foil, and paper was 9 layers [6]. Mook et al. scanned a specimen
with changing fibre orientation in a stair-like manner and were able to illustrate
the discontinuities in the results [9]. Gaps in dry fibre layups have not been
investigated with an eddy current sensor.
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3 Method

3.1 Hardware Selection

In order to realise a system which is capable of performing both measuring meth-
ods, the eddy current probe is attached to a 6-axis robot arm. CIKONI GmbH
supplied the system. This allows not only the necessary movements for the mea-
surements of a flat specimen but can also follow the surface of a draped, 3D
specimen. A similar set-up has been demonstrated by Bardl et al. who investi-
gated a woven material while draping it into the third dimension. They, however,
only applied the scanning method [1].

The eddy current sensor system is based on Suragus’ EddyCus Sensor Kit.
It can be equipped with different probes. Bühlow found that differential probes
are not suitable for carbon fibre inspection [2]. For the scanning method, the
absolute probe design (one coil design - response is measured as a change in
impedance in the excitation coil) is chosen because it is the smallest possible
design, improving the resolution of the measurement. For the polar method, a
half-transmission probe (separate excitation and receiving coils) is used because
a spatial separation between the transmission and receiving coil is needed.

As mentioned above, the lift-off is a relevant factor during the measurement
and should be kept constant. For the polar method, a constant distance can be
achieved by rotating the probe perpendicularly to the surface. A perfect normal
alignment is also important to reduce tilt effects. During the scanning method, a
constant lift-off is harder to maintain, as dry fibre layups do not have a uniform
surface but deviate in height. This out-of-plane waviness leads to bright spots
on the image where the fibres were closer to the probe. These effects dominate
the results and make it impossible to evaluate the other areas. To tackle this
issue, a non-conductive, incompressible foil of constant thickness was placed on
the fibres. The robot was programmed to put the sensor in light contact with
the additional layer - this way, a constant distance was maintained during the
measurement.

3.2 Specimen and Experimental Plan

For all experiments, a unidirectional non-crimp fabric out of dry carbon fibres,
with an areal weight of 80g/m2 is used. On the left-hand side, Fig. 3 shows the
back of the fabric with a check-pattern of scrim fibres that keeps the carbon
fibres in place. The fabric was produced by epo GmbH.

A separate piece of this fabric is prepared for gap examinations. Gaps of
different sizes are cut into the fabric. In addition, some fibres are displaced to
create a different kind of gap. Figure 3 shows this sample on the right-hand side.

For the scanning method, two setups are measured. For the first setup, the
fabric with the induced gaps is covered by an defect-free layer and scanned.
For the other specimen, different foreign objects of different sizes (1–5 mm) are
placed under one defect-free layer of the fabric. This specimen is scanned to
determine whether the particles can be detected.
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For the polar measuring method, a device that rotates the fabric is built.
It allows to set different fibre orientations with a tolerance of <0.5◦. To deter-
mine the accuracy and precision of the eddy current measurement, two layers
were stacked with an angle of 90◦ and placed in the rotation device. It is set
to 11 different angles between 0 and 90◦. For each angle, 3 measurements are
conducted.

Fig. 3. Left: The non-crimp fabric material which is used for the specimen. Right:
Specimen with introduced gaps.

4 Results and Discussion

4.1 Fibre Orientation

As an example of the polar measurement, Fig. 4 (left) illustrates the results of
the 3 repetitions where the fixture was set to 45◦. The 3 polar plots show a
good agreement, and the red lines that indicate the maxima of the graph (which
correlate with the detected fibre orientations) are well aligned. In the entire
experiment, the angle difference between the two layers was measured to an
accuracy of 0.9◦. It should be mentioned that the specimen was handled man-
ually. Therefore, the accuracy might be limited by slight deviations introduced
by the operator. To eliminate this factor, the standard deviation of all mea-
surements was calculated to be 0.16◦. This is well below the precision of the
fixture.
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Fig. 4. Results of the eddy current measurement. Left: Result of the polar measure-
ment. Middle: Photo of the specimen before it is covered with an additional ply. Right:
Scan of the same specimen.

4.2 Gap Detection

The results of the scanning measurement with the gap specimen are illustrated in
Fig. 4 on the right-hand side. The image of the specimen before it is covered with
an additional ply is compared with the scan result. The gaps are clearly visible
as brighter spots on the image. Even the small gaps, which are just displaced
fibres, show up on the measurement. The vertical lines in the image are along the
scanning direction of the sensor. The used eddy current instrument tends to drift
over time, even if it is not moved. This effect is compensated by an automatic
drift compensation which is applied frequently. However, the drift can still be
seen in the image. The lines which run diagonally from the top left corner to the
bottom right are the fibres of the layer covering the defective layer.

4.3 Foreign Objects

In Fig. 5, the fibre orientation of the covering layer and the scanning direction are
both horizontal. The three white spots on the grey scale image are metal pieces
of different sizes that have been induced. Even the small piece of 1× 1mm2 can
be identified. The signals are clear enough to be easily thresholded for image
segmentation. Objects made out of plastic do not show up in the scan. This
result is reasonable, as they are not conductive and can therefore not create an
eddy current.
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Fig. 5. Results of the eddy current measurement of a specimen with different inclusions.
Left: grey scale image. Right: Segmented result with a threshold applied to the gery
scale. (Color figure online)

4.4 Discussion

The set-up of an eddy-current sensor attached to a 6-axis robotic arm allows for
the execution of both measuring methods - the polar and the scanning method.
The main challenge is to position the sensor precisely. For the polar method,
the probe must be kept perpendicular to the specimen’s surface. Otherwise,
tilting effects might falsify the results. Therefore, polar measurements on a flat
specimen can easily be performed. However, for 3D measurements the surface
must be known in detail in advance to calculate the surface normals. For the
scanning method, it is very critical to keep a constant distance between the probe
and the fibres. The surface of dry fibre layups tends to be uneven, which leads to
disturbing spots on the scan due to the lift-off effect. For this investigation, the
issue was solved by flattening the fabrics with a non-conductive foil in between
the probe and the fibres. However, this procedure turns this originally non-
contact inspection into a contact method.

The data captured by the rotating method can be evaluated by finding the
maximum of the response. A specimen with fibres in 0 and 90◦ orientation can
be measured with a precision of 0.16◦. Smaller angle differences between the
layers require a more complex evaluation, as described in the literature [8].

The scanning method can detect defects like gaps and conductive foreign
objects. Pieces from non-conductive materials, such as plastic foils, cannot be
seen on the scans. Heuer et al. showed that even non-conductive insertions in
cured carbon composite parts can be visualised [6]. The reason why these object
showed up in infused parts, but not in dry layups is that during infusion the
fibres drape tightly around the insertion. Therefore, the eddy current path in
the fibres is influenced by the object which is detectable in the scan. On the
other hand, the fibres of dry layups rest loosely on thin objects. This does not
change the eddy current path in a detectable manner.



Eddy Current Inspection System 251

The research question can be answered positively. However, different probes
are required for the two methods, and the limitations, which are mentioned
above, must be addressed.

5 Conclusion

This research demonstrated that the most common defects in a dry fibre layup
(fibre angle deviations, gaps and foreign objects) can be detected with a single
eddy current inspection system. To do so, a 6-axis robot was programmed to
position the eddy current sensor. Two measuring methods were investigated: the
polar and the scanning method. The former is capable of detecting fibre angles
with a precision of 0.16◦. This was proven for a 2 ply layup with perpendicular
fibre orientation. For this method, a probe with a half-transmission set-up was
used. The scanning approach, using an absolute probe design, proved to be useful
for inspecting gaps and foreign objects. Metal insertions and gaps were easily
detected, while non-conductive objects could not be identified.

The main challenge was to position the probe, as it needs to be perpendicular
and within a small, constant distance to the fibres. Dry fibre layups tend to
have an inhomogeneous surface which makes a contact-less scanning inspection
very difficult. In the future, this issue could be solved by either a spring-loaded
mechanism that keeps the probe at a constant distance from the fibres or a prior
laser scan inspection to determine the exact surface of the specimen.

Furthermore, the reliability of these measuring methods should be investi-
gated for different materials and multiple layers.
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Abstract. A major cost driver in the production of carbon compos-
ite parts is the quality inspection, which to this day relies on manual
investigation by a trained worker. Gaps and overlaps in the layups are
to be detected because they are proven to be detrimental towards the
mechanical properties of the final part. In recent works, laser line tri-
angulation sensors have been applied to inspect layups of prepreg tapes
and non-crimp fabric material. These sensors create a 3D point cloud of
the specimens surface. This is then evaluated by conversion into a grey-
scale image and a subsequent image processing algorithm. However, the
most commonly used algorithms fail to differentiate between defects and
small, acceptable irregularities, such as welding spots, slits and single
fibres which stick out.

The aim of this research is to develop a reliable evaluation method
for scans of dry fibre tape layups. An overview over the different groups
of algorithms is provided, image projection is selected and compared to
algorithms which have been proven to work best on pre-pregs. While the
common algorithms fail to classify a test set of dry fibre specimen, image
projection can reach a true positive rate of 100% and a false positive
rate of 19%. The proposed setup can be a centrepiece of a future in-line
quality inspection system for dry fibre layups which has potential for a
significant decrease of the manufacturing costs.

Keywords: Dry Fibre Placement · Laser Triangulation Sensor · Image
Projection · Carbon Composites · Quality Inspection

1 Introduction

1.1 Background

Composite materials are used in various industrial applications and for light
high-performance structures, for example in the automotive industry. Main rea-
sons are the advanced specific mechanical properties compared to metals. For
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example, Kim et al. have designed a automotive lower arm which is 50% lighter
and much stiffer than the conventional steel part [9]. However, the production of
composite materials is still rather expensive. A significant part of the production
costs are associated with quality inspection, as this is still conducted as manual
labour [13]. An automated inspection system therefore carries a big potential to
drastically reduce the manufacturing costs of composite parts.

In this work an inspection system for the Dry Fibre Tape Placement pro-
cess is proposed. It is based on a laser line triangulation sensor which captures
the surface of the fibre layup in-line and outputs a point cloud. A challenge of
this application is to process the data in order to detect and classify defects in
the fabric. In the literature, multiple different approaches from the domain of
machine vision are considered. Multiple authors summarised and compared the
methods, for example in the field of industrial fabric production [6,10,14], the
medical domain [11,15], or the Automated Fibre Placement process [16]. How-
ever, as Mahajan et al. stated, there is not one best approach for all applications.
Rather, for each use-case a suitable method must be selected, considering the
specific process characteristics [14]. The inspection of dry fibres bear the chal-
lenge that the surface in not homogeneous. A layup without resin contains small
out-of-plane waviness and some fibres sticking out of the tape. Furthermore,
some dry fibre tapes already contain slits to enhance the resin flow during the
infusion step. These kinds of irregularities are tolerable. On the other hand, gaps
and overlaps must be detected as they influence the local fibre volume fraction
and consequently the final mechanical properties [2]. So far, there is no report
about an implementation of a method, that reliably differentiates defects (such as
gaps and overlaps) from acceptable irregularities in dry fibre layups. The aim of
this paper is to answer the following research question: Which evaluation method
can reliably detect gaps and overlaps in a dry fibre tape layup, which contains
strong irregularities (such as slits, waviness etc.) and accurately classify them as
defective?

1.2 Dry Fibre Tape Placement

Production processes for composite materials can be divided into two main cat-
egories: pre-preg (short for: pre-impregnated) methods, where the fibres have
been mixed with the resin before they have been brought into the final shape,
and dry fibre processes, where the resin is added at the end of the process in an
infusion step. While some pre-preg processes, such as Automated Fibre Place-
ment, are established in the industry, they also require an expensive material
handling under freezing temperatures [22]. Dry Fibre Tape Placement on the
other hand promises to be an inexpensive production approach with little scrap
material and low cycle times [5]. In this work, the FILL Multilayer (see Fig. 1
left) is used to deposit straight strips of bindered dry fibre tape onto a vacuum
table with 360 degrees of freedom. It uses multiple laying heads simultaneously
to lay the tapes. Each laying head performs 1-dimensional movements on linear
rails. This process creates a near-net-shape layer of carbon fibre. After each layer
the table can turn the layup and another layer with a different fibre orientation
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can be added. The tapes of the different layers are held together by thermoplastic
binder that is activated by local ultrasonic welding.

Fig. 1. Left: Multilayer with multiple laying heads running on rails. Right: Setup of
the laser line triangulation sensor on a 6-axis robot arm.

1.3 Defects and Irregularities

At the stage of the 2D layup, many different irregularities can be observed.
On the grey scale image of a defect-free specimen (compare to Fig. 2 left), an
overall gradient in height from left to right is clearly visible. This is caused by
the stiffness of the tape which was previously wound on a spool and tends to
spring back out of plane after it was laid on the table. The oval shaped darker
spot towards the right edge of the image is the dent, which the welding probe
punches. To melt the binder, the tip of the ultrasonic device is pushed into the
layup. Left of this dent a slit can be seen which was introduced by the tape’s
manufacturer in a regular pattern to enhance the resin flow during the infusion
step. All over the image slight lines running from left to right indicate fibres
that slightly stick out compared to their neighbours. All these irregularities are
inherent in the process and acceptable towards the quality of the final part.

In between neighbouring tapes however, gaps and overlaps can be observed
in this process. These can occur if the tape is locally too narrow (which leads to
gaps) or too wide (which leads to overlaps). Furthermore, the tape usually has
some lateral clearance on both sides in the laying head to prevent it from getting
stuck. This might also lead to slight deviations in the positioning of the tape,
resulting in gaps or overlaps. Both of these defects are detrimental towards the
final part’s mechanical properties, because they change the local fibre volume
fraction [2].

Further defects that have been reported to occur in dry fibre tape placement
are fold-ups, waviness, and early/late cuts [25]. These however are not considered
in this work as they have not been observed regularly in the FILL Multilayer
process or can easily be compensated by trimming.
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Fig. 2. Grey scale image of three specimen: defect-free (left), with a gap (middle), with
an overlap (right). The grey scale represents the height value.

1.4 Laser Line Triangulation

A laser line triangulation sensor projects a laser line vertically onto the speci-
men’s surface. In an angle to this beam, a camera records the projection. There-
fore, height differences in the specimen can be identified as a lateral shift on
the taken image. The sensor’s software calculates a height profile of this image.
As the sensor is linearly moved over an area of interest, it captures multiple
profiles. These individual data sets can be reassembled to create a 3 dimensional
representation of the specimen’s surface.

In research laser line triangulation sensors are commonly used for the qual-
ity inspection of composite parts. Unlike other inspection technologies, such as
CT or optical systems, it can perform an in-situ inspection without adding an
additional process step. The method has been verified with different carbon fibre
materials, such as dry non-crimp fabrics [21], dry tows [26] and pre-preg tapes
[1,16,20].

1.5 In-Line Implementation

In order to implement an in-line quality inspection of the layup during the
production, a laser line triangulation sensor will be attached to a laying head and
travels with it on the linear rail. This enables in-situ data collection during tape
placement and avoids disruptions in the production process. Another advantage
is, that possible defects are always oriented in the same direction relative to the
sensor. In Fig. 2 the scanning direction will always be horizontal.

2 Literature and Methods

2.1 Evaluation Methods in the Literature

A commonly used inspection method for fibre layups is the optical inspection,
where a camera takes a high resolution image of the fibre layup. This image
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is then evaluated. Focke et al. proposed to define a gap as an area where the
fibre orientation is near to perpendicular to the dominating fibre orientation in
the image [4]. The fibre’s direction can be determined by for example a fast-
Fourier-transformation [18] or direct tracking [17]. Both methods require an
image quality which is sufficient to identify the individual fibres. For this, the
camera can only take a small segment of the layup at once to provide a sufficiently
high resolution [7]. Furthermore, the camera must stand completely still and
vibration free or the image might be blurred. Hence, an optical system is not
suitable for an in-line inspection on a moving laying head.

Laser line triangulation sensors, on the other hand, have been proven to
provide good data while they are moved over the specimen. Some commer-
cially available laser line triangulation systems take the positions of the mea-
sured points and apply an one- or two-sided threshold to the absolute z-value
[8,23]. Some other systems can compare the measured points to CAD data and
threshold the distance between the two data sets [3]. However, these methods
proved to be inadequate to detect small defects in carbon fibre layups. Therefore,
researchers have adopted algorithms from other domains. Most commonly, the
3 dimensional point cloud is converted into a 2 dimensional grey-scale image,
where the z-coordinate is represented as brightness of the individual pixels. This
bears the advantage that image processing algorithms from different domains
can be applied.

Hanbay et al. investigated various image processing methods for fabric inspec-
tion and classified them into five categories: “structural”, “statistical”, “spec-
tral”, “model-based”, “learning” and “hybrid models” [6].

Structural approaches require a definition of an arrangement of different
primitive texture elements. This can be lines or dots on the image which should
appear in a regular pattern. The algorithm checks whether these patterns are
broken. Hanbay et al. state, their “reliability [...] is low. Structural approaches
are only reliable in segmenting fabric defects from texture whose pattern is very
regular” [6, p. 11963]. Laser scan images of dry fibre tapes, unlike woven mate-
rials for example, usually don’t have a regular pattern, as can be seen in Fig. 2.
This is why this group of algorithms is not applicable to dry fibre tape lay-
ing. Statistical approaches are based on statistical evaluation of the image
data to extract features. The absolute threshold method is one of them. Fur-
thermore, many edge-detection methods are part of this group. To mention are
the morphological edge detection [16,24], gradient thresholding methods using
the Sobel, Laplace and Scharr algorithms [12,16], cell-wise thresholding [16] and
adaptive thresholding [10,14,16]. Another statistical approach is the image pro-
jection where the brightness values of the image are reduced to a graph. This
can then be evaluated with basic analytical functions. Hanbay et al. showed that
the position of an elongated defect in woven material can be determined in one
dimension of the grid [6]. Lastly, a method using co-occurrence matrices must be
mentioned in this group. This approach detects recurring patterns in the image.
Spectral approaches intend to detect regular or homogeneous patterns in the
image. The earlier mentioned fast-Fourier-transformation is one of them. Other
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methods in this group are wavelet- or Gabor-transformations. The resolution of
the laser line triangulation data is not sufficient to identify individual fibres. For
this reason, spectral approaches cannot detect the fibre directions or defects.
Model-based approaches require a model, which describes and constructs
the expected data. This model is then compared to the measured data to detect
unwanted areas [6]. Römer states that these “control systems are very complex
to develop because many different effects have to be considered” [19]. Especially
in the dry fibre tape placement, where the width deviations of the tape depend
on the manufacturer’s process, it is extremely difficult to create a model that pre-
dicts gaps or overlaps. Irregularities such as slits and individual fibres sticking
out are close to randomly distributed. Therefore, creating a model is infeasi-
ble. Learning approaches are methods, where networks are taught to detect
defects. They require a great amount of data. Creating this labelled training data
experimentally is very expensive and time-consuming. For this reason, Zambal
et al. chose to generate artificial data using a probabilistic model. However, they
found that the network performed worse when it was trained on artificial data
[26]. The approach, which this project follows is to find a suitable statistical
classification algorithm which can then label sets of training data automatically.
Then, at a later stage, learning approaches will be considered and included in
the research.

Meister et al. compared different algorithms for their use-case of the auto-
matic fibre placement of pre-preg fibres. They assessed 29 commonly used evalu-
ation methods to find a suitable algorithm. 5 options were investigated in-depth.
Finally, they concluded that adaptive thresholding and cell wise standard devi-
ation thresholding suit the requirements best [16].

2.2 Research Method for the Algorithm Assessment

In this research, the projection method was chosen, as it was proven to detect
long defects [6]. Gaps and overlaps span along the whole width of the specimen.
Therefore, it is assumed that this method can be suitable. However, in this
study it is compared to the most suitable methods from Meister et al. paper.
For this, 63 images of scanned dry fibre tape layups were fed into the algorithms.
These images contained either no defects (21 samples), a gap (21 samples) or
an overlap (21 samples). It is assessed whether the algorithms detect the flaws
correctly. The measures were the true positive rate (defect found correctly), and
the false positive rate (defect found on a defect-free sample). Furthermore, it
was investigated whether the size of the defect can be assessed.

2.3 Specimen, Hardware and Preprocessing

The specimen were produced by the FILL multilayer. The material used for the
specimen is a dry fibre, uni-directional carbon fibre tape by MTorres. Its areal
weight is 450 g/m2 and its thickness is on average 0.52 mm. For the defect free
samples, an area in the middle of one tape was taken. This way it was made
sure, that it did not contain any gaps or overlaps but only irregularities, which
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are acceptable. For the gaps and overlaps two tapes where placed next to each
other with a defect size of 1, 3 or 5 mm (7 samples each). The defect was placed
roughly in the middle of the scan.

To acquire the data a preliminary hardware set-up is used, which imitates
the movements of the laying heads. A commercial laser line triangulation sensor
(Keyence LJ-X8200) scanned the specimen. This device works at a distance of
245 mm from the specimen with a 72 mm field of view. Each profile provides 3200
points, which is equivalent to a resolution of 44 dots/mm in x direction. For the
measurement, a 6-axis robot arm performed a linear, homogeneous movement
at a speed of 10 mm/s. At a measurement frequency of 1 kHz this results in a
resolution of 100 dots/mm in y direction. During the measurement the sensor
head provides the data to an evaluation unit (Keyence LJ-X8000A). The set-up
is illustrated in Fig. 1 right.

On the software side, the following process is used to pre-process the acquired
test data: As a first step, the data is collected using Keyence’ software LJ-X
Navigator in order to receive a point cloud for further evaluation. This point
cloud is cropped in x/y direction to a size of 50× 50 mm2. Furthermore, all
outliers in z-direction which might be caused by reflections are removed. In a
next step, the points are projected on a 2000× 2000 pixel grid. If multiple points
fall on the area of a pixel, the average z-value is taken. If, on the other hand no
point falls into the pixel, the average of the surrounding pixels is calculated. To
convert the point cloud into a grey scale image, the z- value is mapped on a 8-bit
grey scale. The contrast equalisation is performed with the CLAHE algorithm to
compensate for uneven intensity distributions. Figure 2 shows the pre-processed
scans.

3 Results

3.1 Image Projection

The image projection algorithm was programmed to calculate the average grey
scale value of every row of the image Rr(i) =

∑n
j=0(I(i, j)). This graph can be

seen in Fig. 3. If this graph showed an average slope of more than 2 Intensity

steps per pixel over at least 14 pixels (
∑k+7

i=k−6 R′
r(i)

14 > 2), this area was marked
as a suspicious area.1 If there is a pair of suspicious areas, which have opposite-
signed slopes, they are identified as a gap. All single suspicious areas are defined
as overlap. One example result for a specimen with a gap can be seen in Fig. 3.
If an image contains either a gap or an overlap, it is classified as defective.

1 The criterion to take the average over multiple pixels was added, because it naturally
filters some laser reflections, which affected only one single pixel. Before, these single
pixels which are far off the values of their neighbours, led to many false positive
results.
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Fig. 3. Top: Successful defect detection using Image Projection. Left: grey scale image,
middle: average grey scale values for each row, right: detected gap. Bottom: False
detection of an overlap

Out of the 63 samples, all defective samples were classified as such. The true
positive rate is 100%. However, on 7 samples an additional defect was detected,
where none was expected. 3 of these were on samples that had a defect at another
position. The remaining 4 were on defect free sample. Therefore, the false positive
rate is 19%. The confusion matrix can be seen in Table 1. All of the 7 false reports
can be explained with a slit, which was extraordinary deep at this position.

Table 1. Confusion matrix for defect classification using image projection

Ground
Truth

Evaluation outcome

Defect No Defect total

Defect
True Positive
42

False Negative
0

42

No Def.
False Positive
4

True Negative
17

21

total 46 17

In addition to this classification, the algorithm also calculates the width of a
gap once detected. The standard deviation between the produced gap width and
the measured gap width is 0.12 mm. This accuracy includes some manufacturing
tolerances, which are in the same range. This value has not been cross-checked
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with another measurement system to determine the true size of the gap. However,
this feature to measure the gap width is useful if the requirements are changed.
If, for example, overlaps and gaps smaller 2 mm are allowed, the true positive
rate is 100% and the false positive rate 0%. This means that all previously falsely
detected defects are smaller than 2 mm.

3.2 Adaptive and Cell-Wise Thresholding

Adaptive Thresholding is an approach, where no global threshold value is set.
Instead the threshold for each position on the picture is determined by the
neighbouring pixels. A mean (or Gaussian-weighted mean) of all pixels in a
predefined radius is calculated and the threshold is defined based on the result.
Cell-wise thresholding works similarly, with the difference that calculation is
faster due to the predefined grid. Furthermore, the standard deviation of the
pixel values is incorporated, which makes the method more accurate in specific
use-cases [16].

Fig. 4. Processed grey scale image (left) with different evaluation methods: Adaptive
thresholding, cell-wise thresholding, gradient analysis (left to right)

Both methods were implemented and applied to the test data. It was found
that all defects can be detected if the thresholds are selected sufficiently low.
However, many small irregularities lead to false classifications. The algorithm
marks all pixels that deviate from their neighbours, without differentiating
whether this pixel is part of a major defect or a local deviation, such as a fibre
sticking out of plane. This can be seen in Fig. 4 where, even in defect-free areas
many pixels exceed the threshold and are thus marked as defects. In fact, all
images of the data set where marked defective.

In order to lower the false positive rate, the threshold was increased and the
image filtered and smoothed to reduce the severity of irregularities. However,
no set of parameters was found that leads to a true positive rate of 100% and a
false positive rate of <100%. In other words, either the algorithm misses multiple
defects, or it is marks every image as defective. This paradox can be explained
by analysing an image that shows the local gradients of the data set (see Fig. 4
right): Some irregularities have a higher gradient than the defects. Therefore,
any set of parameters that detects the defect, also marks these irregularities as
defective.
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4 Discussion

In the pre-processed images, the inhomogeneity of the surface of dry tape layups
can clearly be seen. Depending on the requirements, these irregularities (out-of-
plane spring back, waviness and slits) might not be considered defects even if
their local magnitude is similar to critical defects, such as gaps and overlaps.
However, they are the reason why the algorithms that work best on pre-preg
tapes (compare to [16]) fail on dry fibres. Above all, slits, which were introduced
by the tape manufacturer, make a correct classification difficult if algorithms are
used that threshold the slope of the edges or the magnitude of local pixels.

Spectral approaches have been proven to be applicable on high-resolution
optical inspection systems [4,18]. They are based on the difference of fibre orien-
tation between stacked layers. However, a sufficiently sharp optical image cannot
be taken while the laying head is moving. Furthermore, the resolution of laser
line triangulation sensors is too low to identify individual fibres. This is why the
commonly used fast-Fourier transformation cannot be applied.

The proposed method of image projection makes use of the fact, that the
relevant gaps span the whole image from left to right and are always parallel
to the image’s edges. Using these properties a classification with a true positive
rate of 100% and a false positive rate of 19% can be reached. This accuracy
exceeds the results from the literature in both, the false negative rate and the
false positive rate (number based) [16]. However, these results also mean, that
every fifth dataset is falsely classified defective. Therefore, a further inspection
step is needed to reassess the results - this could either be a manual or an optical
investigation. However, the proposed method is still useful, as the localisation
of possibly defective areas accelerates the second inspection step drastically. It
can be concluded, that this approach is a step towards a faster and cheaper
inspection of dry fibre layups but does not yet replace other inspection steps.

The application of the image projection method is not limited to the FILL
multilayer, but can be considered for all use-cases with dry fibres, where the lay-
ing heads run on straight paths. The irregularities, which prevent other evalua-
tion methods from a proper classification, occur in most dry fibre tape processes.

5 Conclusion and Outlook

The aim of this research was to identify an evaluation algorithm that could
detect gaps and overlaps in dry fibre tape layups. These contain irregularities
such as an overall slope, waviness, slits or single fibres sticking out of plane.
These irregularities make the application of adaptive and cell-wise thresholding
methods impossible, even though they have been proven to perform well on
pre-preg tape layups. Instead the image projection method is proposed which
makes use of the uniform shape and orientation of the defects. When applied to
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a test set of specimen that contain gaps, overlaps and defect-free layups, the true
positive rate is found to be 100%, while the false positive rate is 19%. Hence,
this method cannot yet replace an additional process step for the inspection, but
make it faster by preselecting possibly defective areas. This can be beneficial
towards the process time and cost.

In future works, the parameter will be optimised further to improve the
false positive rate. This algorithm will then be used to create labelled training
data for a machine learning approach. Furthermore, the hardware system will
be transferred from the test set-up (mounted on a robot) and be implemented
in a Dry Fibre Tape Placement machine. The goal is to scan and evaluate the
layup in real time to provide an in-line inspection system for this manufacturing
process.
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Linkage (GIL) grant awarded by the Australian Federal Government.
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19. Römer, M., Bergers, J., Gabriel, F., Dröder, K.: Temperature control for automated
tape laying with infrared heaters based on reinforcement learning. Machines 10(3),
164 (2022). https://doi.org/10.3390/machines10030164

20. Sacco, C., Radwan, A.B., Harik, R.F., van Tooren, M.: Automated fiber place-
ment defects: automated inspection and characterization. In: McClinton, I. (ed.)
Proceedings SAMPE 2018. SAMPE 2018 Conference and Exhibition, Long Beach,
21 May 2018

21. Schmitt, R., Niggemann, C., Mersmann, C.: Contour scanning of textile preforms
using a light-section sensor for the automated manufacturing of fibre-reinforced
plastics. In: Berghmans, F., Mignani, A.G., Cutolo, A., Meyrueis, P.P., Pearsall,
T.P. (eds.) Optical Sensors 2008. Photonics Europe, Strasbourg, France, 7 April
2008. SPIE (SPIE Proceedings), vol. 7003 (2008)

22. Veldenz, L.: Automated dry fibre placement and infusion process development for
complex geometries. Doctoral, University of Bristol, Bristol (2019)

23. Wehbe, R., Sacco, C., Radwan, A.B., Albazzan, M., Harik, R.: Influence of process
parameters in AFP fiber steering on cylinders: constant curvature paths. Com-
pos. Part C Open Access 2, 100036 (2020). https://doi.org/10.1016/j.jcomc.2020.
100036

24. Zhao, Y.-Q., Gui, W.-H., Chen, Z.-C., Tang, J.-T., Li, L.-Y.: Medical images edge
detection based on mathematical morphology. In: Conference Proceedings: 2005
Annual International Conference of the IEEE Engineering in Medicine and Biology
Society. Annual Conference. IEEE Engineering in Medicine and Biology Society,
pp. 6492–6495 (2005). https://doi.org/10.1109/IEMBS.2005.1615986

https://doi.org/10.1109/TIE.1930.896476
https://doi.org/10.1007/978-3-319-07674-4_99
https://doi.org/10.1007/978-3-319-07674-4_99
https://www.hlevkin.com/hlevkin/47articles/SobelScharrGradients5x5.pdf
https://www.hlevkin.com/hlevkin/47articles/SobelScharrGradients5x5.pdf
https://doi.org/10.1016/j.repl.2015.05.002
https://doi.org/10.2174/157340561101150423103441
https://doi.org/10.2174/157340561101150423103441
https://doi.org/10.1117/12.2558434
https://doi.org/10.1117/12.2558434
https://doi.org/10.1177/004051759606601202
https://doi.org/10.1177/004051759606601202
https://doi.org/10.1177/004051759706700211
https://doi.org/10.1177/004051759706700211
https://doi.org/10.3390/machines10030164
https://doi.org/10.1016/j.jcomc.2020.100036
https://doi.org/10.1016/j.jcomc.2020.100036
https://doi.org/10.1109/IEMBS.2005.1615986


Defect Detection in Dry Fibre Tape Layups 265

25. Zambal, S., Eitzinger, C., Clarke, M., Klintworth, J., Mechin, P.-Y.: A digital twin
for composite parts manufacturing: effects of defects analysis based on manufactur-
ing data. In: 2018 IEEE 16th International Conference on Industrial Informatics
(INDIN), Porto, 18 July–20 July 2018, pp. 803–808. IEEE (2018)

26. Zambal, S., Heindl, C., Eitzinger, C.: Machine learning for CFRP quality control.
In: SAMPE Europe Conference. Zenodo, Nantes (2019). https://doi.org/10.5281/
zenodo.3381930

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

https://doi.org/10.5281/zenodo.3381930
https://doi.org/10.5281/zenodo.3381930
http://creativecommons.org/licenses/by/4.0/


Parameter Study and Optimization of Forming
Simulations for Tape-Based Fiber Layups

Muhammad S. Saeed1,2(B), Jakob M. J. Gugliuzza1, Michael Liebl1, Boris Eisenbart2,
Racim Radjef2, Peter Middendorf1, and Matthias Kreimeyer1

1 University of Stuttgart, 70569 Stuttgart, Germany
msaeed@swin.edu.au

2 Swinburne University of Technology, John Street, Hawthorn, VIC 3122, Australia

Abstract. This work presents a model of a parametrized fiber-reinforced tapes
layup for simulations of stamp forming. BETA CAE Systems’ ANSA v22.1.0
produced the forming model. The initial configurations of the forming process are
simulated using LS-DYNAR12 from the Livermore Software Technology Corpo-
ration (LSTC) on the High-Performance Computing Center Stuttgart (HLRS). A
doubledome geometry was used as a use case in the presented study. An optimal
solution is found by predicting and analyzing the forming defects, both quantita-
tively and qualitatively. Typical defects induced by the forming process include
wrinkles, bridging, waviness, misalignment of tapes, instabilities due to tape over-
laps and gaps, etc. Adjustments to the forming process are made by varying model
parameters such as stacking sequence, fiber angle, material properties, tape ori-
entation, or the position of ultrasonic thermal bonds between tapes. In addition,
process parameters such as tool velocity, temperature, and gripping forcewere con-
sidered. Different algorithms for the sample creation of the designed experiments
are examined, and the influence of various parameters on the final part is dis-
cussed. The limitations and requirements of the employed software are examined
for additional studies. Furthermore, the machine learning-based neural network
algorithms discussed, such as particle swarm optimization (PSO), gradient-based
optimization (GBO), response surface method (RSM), and genetic algorithms
(GA), may be used in future research to determine an ideal tape arrangement for
various geometries based on nodal locations and the parameters as mentioned
above.

Keywords: Design of Experiment · Parametrization · Fiber Reinforced
Thermoplastic · Draping Simulation · LS-Dyna

1 Introduction

Carbon fiber-reinforced plastics (CFRPs) play an increasingly important role in the
lightweight manufacturing of structural aviation and automotive components [1]. This
leads to the growing need for rapid and reproducible mass production of CFRP parts.
Oneway of scalingmanufacturing quantity is fully automated production processes. The
production line shown in Fig. 1 presented in this research is driven by Swinburne-CSIRO
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National Industry 4.0Testlab as part of aGlobal InnovationLinkage (GIL) project funded
by the Australian Department of Industry. The process chain includes an automated tape
laying machine to produce 2D composite laminates, a double diaphragm former (DDF),
a 300t press with resin injection capabilities, and a KUKA robot to shuttle the preform
between the stations.

Fig. 1. Composite production chain at Swinburne/CSIRO Industry 4.0 Testlab [2]

The industry-scale production line combines a novel multilayer system from FILL
for automated tape laying (ATL). The multilayer is relevant to this research project
because it offers unprecedented freedom in designing, deposition speed and creating the
initial 2D composites laminates. The individual layers are ultrasonically spot welded
together, allowing shuttling from the Multilayer to the forming stations. Multilayers can
use materials ranging from binder dry-fiber tapes to thermoplastics and thermosets. The
spools of the Multilayer can hold tapes of 49.5 mm width [3]. It cuts material waste and
manufacturing time [2].

Accurate simulation of the SF process is essential for this work to implement param-
eterization in forming models. Such simulations require much time and can therefore be
very costly. It is also where existing simulation environments are still lacking because
of their direct relationship with the manufacturing process. The 2D tape stacks created
in the multilayer are the basis for the forming simulations shown here. The SF process is
typically used on thermoplastic prepregs and involves a blank holder that presses a flat
workpiece against a metal tool. The stamp is then progressively lowered into the mold
while being able to be heated during the forming process [4]. The given method uses
the model to perform simulations [5–7]. This early work takes SF into account.

The SF process on tape-based layups induces defects such as wrinkles, layer sepa-
ration, overlaps, and gaps between tapes, especially on thermoplastic tape-based sheets
[8–10]. Therefore, optimizing the geometry, stacks of tapes, and process parameters are
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essential before forming. Optimization helps assess defects such as wrinkles, bridges,
gaps, and overlaps. The optimization process repeats iteratively to ensure optimum struc-
tural performance with local drape effects. The iterative process is expensive, which
includes material waste or virtual analysis, which causes computational time and accu-
racy. The finite element method (FEM) applied during the process uses data from actual
situations to develop,mimic, and predict forming behavior [11]. In order to support FEM,
different Design of Experiment (DoE) algorithms can be used to generate parametrized
model simulations automatically [12]. These algorithms, such asLatin hypercube (LHC),
full factorial, central composite design, box Behnken, etc., are commonly used in engi-
neering and science to create samples to represent a much greater space of possibilities
[13]. This work applies the LHC method to generate sets of parameters for different
FE models. LHC aims to minimize the variety of parameter combinations needed to
optimize the defect formation during forming.

In order to investigate the deformation behavior during the forming of tape laminates,
it is necessary to categorize the deformation mechanisms. As a result, key deformation
mechanisms are seen at the ply and laminate levels, which are often connected to meso-
scopic and macroscopic approaches. The mechanism of Intra-ply occurs on a single tape
of a multilayer laminate during the forming behavior. In comparison, the mechanism
of inter-ply represents the deformation at the interfaces between the single tape of the
stacked laminate [8–10]. It is necessary to evaluate formability that invariably depends on
material properties such as Young’s modulus, Poisson ratio, friction coefficient, bending
stiffness, etc., and process parameters such as tool velocity, temperature, gripper force,
pressure, etc.

2 State of the Art

State of the art in automated CFRP manufacturing uses tape-laying machines, such as
the Multilayer in this research, that can build customized 2D tape layups using up to
sixteen spools at a time and a rotatable ground plate to allow for different orientations
of the tape stripes.

Various solvers exist to solve a FEM model to compute the forming modeled parts’
stress, strain, and other responses. This research study is focused on four stagess, as
shown in Fig. 2 below. The first stage includes preparing an initial FEmodelwithmaterial
properties, initial conditions, and boundary conditions using Ansa v22.1.0 as a prepro-
cessor. The second stage is followed by converting the FE model into the parametrized
model by defining the parameters usingAnsa inbuilt optimizer. The parameters are thick-
ness, orientation, and position of the tapes, diameter, position, number of spot welds, tool
velocity, material type, and gripping force. In the third stage, LS-DYNA R12 from the
Livermore Software Technology Corporation (LSTC) is used to solve the FEM models.
It is most suited solver for explicit and implicit simulations with many elements and
contact conditions. An explicit solver is used in this research because it can solve the
complex FEM model simultaneously. In the last stage, the data science approach con-
cludes the results in the final section. It offers a variety of tools that can be applied to
structure, cluster, and interpret the data based on mathematics. They range from simple
linear regressions over advanced stochastics to machine learning.
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Fig. 2. Scheme of the experiment process

The following section describes the methodologies to build and execute the forming
simulations in detail. Section 3 provides information on the setup of the FE models and
how they are solved. In Sect. 4, the results are analyzed based on described methods.
Section 5 includes the discussion of the results obtained on forming behavior. From that,
Sect. 6 presents a conclusion and possible improvements.

3 Methodology

The research aims to enhance a stamp-forming process using simulations. The formed
sheet is a tape-based layup as produced by Multilayer. It consists of multiple unidirec-
tional (UD) tapes, making up four layers in total. 2D tapes preform positions between the
mold and the blank holder. The blank holder has an opening for the forming tool. As seen
in Fig. 3, the forming tool, which serves as the stamp, is positioned above the preform.
The blank holder forces the preform against the mold during the forming process with a
specific amount of pressure. Then the stamp is heated to the working temperature of the
thermoplastic prepreg and lowered into the mold, forming the preform into the desired
shape. The mold has a depth of 60 mm, and the blank holder has a size of 340 mm ×
520 mm.

The tape design fits the mold’s dimensions. Each tape is 500 mm long (longitudi-
nal), 300 mm long (horizontal), and 50 mm wide. The total number of tapes is 32 (20
longitudinal) and (12 horizontal).

There are two basic categories for the evaluation of the simulations. The first is the
quality, efficiency, and accuracy of the simulation itself, and the second is the quality of
the resultant part of the forming process. Few wrinkles and gaps indicate that the overall
forming outcome is satisfactory. In order to define quantitative criteria for evaluating the
consequent part, it considers stress responses, displacement, internal energy, curvature,
and other results. Thereby the result can be categorized for each criterion in different
levels, for example: low, medium, and high. Table 1 gives the list of all requirements.
All the qualitative measures must be as low as possible for an excellent forming pro-
cess to mitigate the defects. It is necessary to run numerous simulations with various
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Blank holder 

Mold 

Stamp

2D Preform 

Fig. 3. FE-model of forming process

initial conditions, including material and process characteristics. The results of the cor-
responding simulations are then analyzed using statistical methods such as correlation
and regression. Machine learning techniques assist in the discovery of a suitable SF
model.

3.1 Initial Finite Element Model

A dynamic model for an SF process is produced to consider the material’s behavior
and the formation of defects under predetermined boundary conditions [15]. Forming
simulations frequently use flexible thin shell parts [16–19]. Thije and Akkerman found
that fully integrated standard elements should align with the fiber direction to avoid
contact problems and intra-ply locking [20]. In order to generate a realistic simulation
of plastic deformation under stresses beyond the yield stress, detailed information about
the plastic behavior, such as effective plastic strain or hardening curves, is needed [21–
24]. Explicit solvers are preferable in this sector because formation simulations inherit
contact criteria [25–27].

As already seen in Fig. 3, the 2D preform is composed of four layers of tapes. All
modeled parts are rigid bodies in this model except for the 2D preform tapes. While
the blank holder and the stamp are free to move in the direction of the stamp’s motion,
the position of the mold is fixed. The rigid body force imparted to the blank holder
parametrizes the forming model. The stamp is given a prescribed motion in the form of
a displacement that depends on the termination time. Only the contact circumstances
can limit the tapes. An anisotropic thermoplastic composite material uses (MAT 249
in LS-DYNA) to model them. The idea of using MAT 249 is to determine the bending
stiffness by local integration points. It also defines the anisotropic hyperelastic material
with up to three fiber directions. It is practical for this research since it utilizes the UD
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Table 1. Criteria for the assessment of the simulation and the results

Type Criterion Value for optimal result

Qualitative assessment with two or three levels Number of gaps Low

Size of gaps Low

Number of wrinkles Low

Size of wrinkles Low

Number of overlaps Low

Size of overlaps Low

Quantitative assessment with absolute values Maximum Stress Low

Maximum Strain Low

Displacement Low

Weight Low

Strength High

Accuracy High

Computational cost Low

material model and matrix using a straightforward formulation of thermal elastic-plastic
material.

Factors: Tools speed, temperature, and the blank holder’s gripping force are process
parameters. The tooling speed links with the simulation time since the displacement
of the stamp are always the same. The geometrical parameters of the model are the
position, thickness, and orientation of the tapes and the position and diameter of spot
welds. Property-related parameters are the properties of the used materials. In order to
keep things simple, the model considers only symmetrical cross-plies at various angles
and symmetrically balanced angle plies concerning the longitudinal symmetry of the
mold.

Design of Experiment: The tapes mesh as shell elements using an automated app-
roach. Their geometric parameters are considered controllable variables for the DoE.
They include the initial gaps between tapes, their thickness, orientation, and the tapes’
horizontal position relative to the symmetry center. The width of the tape is kept constant
at 50 mm to explore the limitation of the multilayer. Furthermore, the position and quan-
tity of the spot welds are considered controlled variables, and beam elements model the
spot welds. Morphing parameters are applied to parametrize the position, thickness, and
orientation of the tapes and the spot welds for the DoE. Controllable process parameters
are the selection of the material type for the tapes, the gripping force of the blank holder,
and the force for the static test after the forming process. Simulation parameters are
the simulation’s termination time and the tapes’ mesh size. The optimization tool used
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during the DoE utilizes polyamide (PA), polycarbonate (PC), and polyetheretherketone
(PEEK) tape materials.

The DoE approach uses the controlled design parameters for sampling as in Table 2
[28]. The derived approach of LHC determines the most influential factors on the output
response. Some of the factors occur multiple times for different layers of tapes. LHC
minimizes the number of experiments needed while covering most inference space [29].
It enhances the possibility of not only post-process the geometries but also reverse-
engineering the parameters defined.

Table 2. Design variables for the DoE as factors with corresponding levels

Factors Levels Unit

Geometrical Thickness of tapes 0.14, 0.17, 0.3 mm

4 × Position of tapes −12.5, 0, 12.5 mm

Type of layup Angle-ply, Cross-ply –

Orientation of tapes 0, 15, 30, 45, 60, 75, 90 °

15 × Number of spot welds 2, 4, 10 –

3 × Position of spot welds −9, −6, −3, 0, 3, 6, 9 mm

Spotweld diameter 2.25, 2.5, 2,75 mm

Process Material ID 1, 2, 3 –

Gripping force 5, 10, 15 N

Simulation Termination time 0.001, 0.002, 0.003 s

Mesh size 2, 3, 4 mm

3.2 Parametrization Setup

The materials used for the multilayer determine the tapes’ thickness (d). The chosen
tapes are 0.14 mm, 0.17 mm, and 0.3 mm thick, as seen in Fig. 4.

Fig. 4. Position of different tape thicknesses
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Moving many layers of tape in the transverse direction is accomplished using the
parameters for the tape’s position, as demonstrated in Fig. 5. Each layer has its defined
parameter. For layer orientation, one parameter sets the angle of the outer layers, and
one sets the angle of the interior layers. In a cross-ply layup, the internal layers have an
angle 90° different from the outer layers. Suppose the layup is a cross-ply. The inner
layers have an angle shifted by 90° for the outer layers. If the layup is an angle-ply, the
inner layers’ orientation differs from the outer layer’s, leading to a balanced layup. The
angles 0°, 45°, and 90° are not included in angle-plies since they would produce another
cross-ply layup.

Fig. 5. 2D preform with different tape angles

The number of spot welds is defined for each layer of the tapes, as shown in Fig. 6.
The number of spot welds per tape is determined separately for each symmetrical pair
of tapes. Only one connection between each pair of tapes should be between the inner
and outer layers. Tape length definition models the spot weld as stated in Sect. 3. Each
tape initially has ten spot welds, modeled at a distance of 50 mm from each other. An
absolute value of 3 mm, 6 mm, or 9 mm shift occurs in the position of the spot welds.
The spotweld strength is affected by the use of cold forming. The initial weld strength
has no bearing on hot forming.

Fig. 6. Spotwelds modeling on tapes laminate

3.3 Analysis

We analyze the data with a Python script. The lasso. Dyna library reads the binout and
d3plot files produced by LS-DYNA. Without loading the entire dataset, it is feasible
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to extract arrays containing the results for each node, shell element, or beam element
using this library. It is also possible to plot the results of the forming simulation. The
output log contains detailed information about the execution of the simulation, such as
the used computational resources and timing information for the individual tasks of the
simulation, e.g., element processing, contact algorithm, etc. Typical forming defects,
such as wrinkles and gaps between the tapes, are evident. Simulation results conclude
the desired mean, variance, and maximum absolute values of shell and beam elements
such as bending moment, stress, shear, and axial force, as listed in Table 3.

Table 3. Single value results

Variance Mean Max. Absolute

Shell bending moment var(Mb) Mb max(|Mb|)
Shell shear force var(Fτ ) Fτ max(|Fτ |)
Shell stress var(σ) σ max(|σ|)
Beam axial force var(Fax) Fax max(|Fax|)
Beam bending moment var(Mbb) Mbb max(|Mbb|)
Beam shear force var(Fbτ ) Fbτ max(|Fbτ |)
Beam torsional moment var(Mt) Mt max(|Mt|)

The linearized model chosen to predict the experiments is the quadratic approxima-
tion of the form shown in Eq. 1. This model has been chosen over the linear approxima-
tion because most DVs have at least three levels, making the model more suitable than
the linear approximation. In this case, the linear term and the square term led to linear
dependent columns in the factor matrix, which is why the second order is the best guess:

Y = β0 + DVβ1 + DV2β2 + ε =
(
1|DV|DV2

)
(β0|β1|β2) + ε = Xβ + ε (1)

The calculation of parameter matrix β minimizes the prediction error ε. It calculates
the error using Eq. (2) as described by Webers [28]. The error is the difference between
the simulated and the predicted results. In order to calculate the result matrix, we use
the previously calculated single values in Table 3. There are 21 single values for every
simulation, leading to a response matrix of size 500 × 21.

⇒ β =
(
XTX

)−1
XTY (2)

The K-Nearest Neighbors (KNN) approach is applied to the coordinates of each
node at the most recent time step to analyze how similar the resulting geometry is to the
original geometry. The nodes of each simulation are geometrically sorted, subsampled to
the size of the smallest node array, then flattened to produce collections of the same size
for each simulation [30]. In order to use a dimensionality reduction technique, the KNN
method generates connectivity- and distance matrix that identifies groups of simulation
results compared by Tenenbaum [31].
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4 Results

The results shows that the ply-by-ply tape-based model, created by the combination of
parameters, precisely replicates the multilayer ATL process. An analysis of relationships
between the tape stack, forming models and the design factors shows a 3D scatter plot
for each simulation. Figure 7 displays the maximum absolute values of the shell stress,
shell shear force, and shell bending moment for the tape thickness. The majority of point
cluster concludes that the thicker tape tends to have a lower maximum absolute stress
and lower stress variance during forming. The conclusion is that choosing a thinner tape
is an ideal option to reduce the shear forces and the bending moment.

Fig. 7. Max. Abs. Shell responses for different tape thicknesses

Figure 8 compares a simulated geometry with similar design parameters to a created
real geometry. Both parts display the recognizable wrinkles that develop during forming.
This occurs because the spot welds link one tape on an upper layer to numerous tapes on
the layer beneath. These tapes thus have more clearance as they are not perpendicular,
resulting in the formation of gaps. The fringe pattern for the bending moment highlights
the wrinkles in the simulation result. Both results also show a gap between the two
middle tapes on the top layer. In particular, simulations of angle-plies with a 15° tape
angle have shown severe gap creation, as shown in Fig. 9.

For both, moreminor wrinkles appear along the double dome geometry’s edge, while
more prominent ones appear on the outside tapes.

The quadratic function discussed in Sect. 0 correlates with the maximum absolute
cross, and angle plies values. A 45° angle lowers the maximum absolute values for
cross-plies, and a 75° angle decreases the maximum values for angle-plies. The Pareto
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Fig. 8. SF rig results (left), simulation result (right)

plots created using the quadratic function, as shown in Fig. 10, corroborate the relation-
ships between the tape thickness, the material ID, and the termination time. The relative
root square mean error (rRMSE) for each value results assess the prediction function’s
accuracy. In order to compare multiple design parameters, each design variable is nor-
malized. It shows the predicted effect of different design variables on the max. Abs.
Bending moment.

Fig. 9. Gap formation on angle-ply with 15°
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5 Discussion

The purpose of the research presented in this paper is to examine the thermoplastic
UD tapes’ limits. Due to the limitations of the available SF rig, the temperature is not
considered during the simulations. The rig is capable of producing temperatures up to
160 °C.Utilizing amaterialwith a lowmelting temperature is advised. Polycarbonatewas
the UD thermoplastic material employed in this study. The glass transition temperature
of the tape is 140 °C. As a result, the SF process is carried out at a temperature above the
glass transition but below the melting point. Implementing the parameterization concept
in the same forming simulation framework brings novelty to this research.

Polycarbonate tapes give the optimal forming results among the simulated materials
under defined current boundary conditions.Once the temperature is included and forming
is done at or above melting temperature, the model will get different results. It means
that the resin will not be able to flow through the tapes, and the model will have a variety
of flaws such as wrinkles, gaps, buckling, etc. The forming of ultrasonically spot-welded
tapes at room temperature causes the defects such as wrinkles to emerge.

Fig. 10. Pareto plot of max. Abs. Bending moment for different normalized design variables

If the forming occurs above the melting temperature, the weld spots melt. The spot
welds are essential to this process and impact the wrinkles because of the SF rig’s
limitations. Angle-plies with a 15° tape angle are more likely to cause gaps due to
the different arrangement of spot welds. Thinner tapes seem to mitigate the defects
independent of the material due to the higher flexibility of the tapes, which leads to
lower bending moments. Higher termination times and smaller mesh size come at higher
computational costs but most likely lead to fewer defects. The moving parts, such as the
stamp and the blank holder, have lower inertial forces.

The considerable variance between the model parameters leads to the high error
of the quadratic estimation. It means that the function cannot be used to predict the
results but only to get a tendency of the impact of the parameters on an outcome. Results
with fewer defects due to the tape angle explain the doubledome geometry’s curvature.
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An optimal angle is achieved with double curvatures on most tapes, leading to lower
intra-ply shear stress. It seems to be the case for the doubledome geometry at 45° for
cross-plies and 75° for angle-plies. The analysis with the KNN method failed. It can
result from the high variation of the simulated models, leading to many differences in
the results. This theory needs to be disproved by additional investigation.

6 Conclusion and Outlook

The model has successfully implemented individual tapes and a tape stack. Models are
also used to generate ultrasonically welded tapes that are not pre-consolidated. The
double dome model successfully predicts the defects when forming below the melting
temperature. Current results show that thermoplastics tapes that are only spot welded
are not formable without creating defects. The model and the simulations need further
development to include the temperature and material card. Designing and simulating
parametrized models for forming simulations with ANSA and LS-DYNA is possible.
The bending stiffness and spot weld strengths depend highly on the temperature, and
the material formed at the appropriate temperature should behave very similarly. The
conclusion is that the forming results mainly depend on the fiber angles. Wrinkles, gaps,
and overlaps are predicted with the simulations as observed by Vanclooster [15] and
by Hamila and Boisse [19]. Simulations with higher bending moments have prominent
wrinkles.

Creating and analyzing the parameter setup for the ultrasonic spot welds on the tapes
is challenging. It is improved by assessing the layup for possible spotweld positions and
activating or deactivating each spotweld. Testing other connection kinds, such as cohe-
sive bonding, is also possible. For improved simulation accuracy and to take temperature
into account during the forming process, the model can be expanded to incorporate more
complex material models and a thermal solver [23]. It will result in a better understand-
ing of the forming defects. These defects can be analyzed in more detail to prove that
the fiber angles and their respective spotweld positions are significant concerns. Addi-
tionally, it is possible to explore the forming behavior using various tape widths and
geometries.

The linearized model is helpful in understanding trends in the correlations between
the design factors and the results, but it does not correctly represent the simulated find-
ings. Additionally, different DoE algorithms can be used and compared to the LHC [12].
The Isomap dimensionality reduction with the KNN algorithm was inconclusive. Vari-
ous machine learning algorithms such as convolutional neural network (CNN) could be
applied to images of the results or on geometrically sorted arrays of shell responses. A
user interface on top of the python script can simplify the search for simulations with
specific design variables and results. The design variables may be iteratively optimized
using PSO, GBO, RSM, and GA algorithms.
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Abstract. The need for more sustainable production has led to an increased pop-
ularity of thermoplastic fibre reinforced composites over the last years. Typical
production processes rely on autoclave and/or sequential processes, which lead to
long cycle times, high energy consumption and high costs. One step in-situ pro-
duction processes, like the thermoplastic laser assisted automated fibre placement,
provide an ideal solution to these challenges while enabling the benefits of circu-
lar economy through improved recyclability. An essential part of the production
process is to ensure full consolidation during layup. One of the main influences on
consolidation is the applied pressure of the compaction roller. Increasingly com-
plex part geometries with curved surfaces place special demands on the deforma-
tion and adaptability of these rollers. Here, current solutions quickly reach their
limits. This paper investigates new concepts for the consolidation roller to enable
successful use of in-situ placement technologies on complex part geometries. Dif-
ferent sheath thicknesses andmaterials were investigated in experiments, followed
by simulative investigation of further compaction roller concepts.

Keywords: Automated fibre placement (AFP) · compaction roller · in-situ
consolidation · compaction pressure

1 Introduction

1.1 Thermoplastic In-Situ AFP

Driven by the need for lighter and more fuel-efficient vehicles, more industries rely on
the use of fibre composite materials with their excellent strength-to-weight ratio [1].
Other beneficial properties that make the use of these materials even more relevant are
their high corrosion resistance, good fatigue properties and high damage tolerance [2].
Airbus and Boeing have implemented fibre composites in their next generation airplanes
with a share of around 50% in the A350 XWB and B787 Dreamliner [3]. This increased
demand for fibre composites is calling for new and improvedmanufacturing technologies
from traditional hand-layup to fully automated and reproducible processes. Furthermore,
traditionally used thermoset matrices often require autoclave cure with long cycle times
and size limitations [2]. One production method that promises to solve these issues is
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the laser-assisted automated fibre placement for the in-situ processing of thermoplastic
composites [4]. This one-step production technique allows for an autoclave free process
by using laser heating to achieve full consolidation of the matrix during tape layup.
Full consolidation not only requires heat but also pressure, which is provided via a
compaction roller.

1.2 Compaction Roller Overview

Compaction pressure is one of the most important process parameters regarding the final
product quality [5]. Khan et al. found that higher compaction pressures lead to a better
overall quality of the laminate but can also result in high pressure air inclusions that lead
to deconsolidation if the material is not cooled below glass transition temperature under
the compaction roller [6]. Raps et al. found that on a flat surface a reduction in com-
paction pressure leads to a reduction in interlaminar shear strength [7]. Chu et al. defined
two requirements for successful interfacial bonding. Those are full contact between the
compaction roller and tape and an even pressure distribution. It was shown that a lower
Young’s modulus and higher outer diameter of the compaction roller led to an increased
deformability and therefore adaptability [8]. This is important as traditional compaction
rollers out of metal are not flexible enough to conform to tool surfaces with radii smaller
than the tool. This missing contact can lead to a reduction in mechanical properties
[9]. Flexible compaction rollers further offer the benefit of compensating misalignment
between the roller and the tool surface. Already at 1° misalignment, Schledjewski et al.
found 63% higher peel forces for an adaptive roller compared to a non-adaptive roller
[4]. Typical materials for flexible compaction rollers are Polytet-rafluorethylen [6] or
Polyurethan [10]. Jiang et al. investigated silicone compaction rollers and found more
even pressure distribution for lower hardness, higher outer diameters, and smallerwidths.
A porous structure was proposed to optimize flexibility and deformability [11]. This app-
roach was investigated by Bakhshi et al. with different compaction rollers made from
Polyurethan. It was found that holes through the compaction roller (over the width of
the roller) lead to deviations of up to 50% in compaction pressure. A full material com-
paction roller with a Shore A hardness of 35 achieved the best results for different tool
radii [12]. Lichtinger et al. investigated a compaction roller made from a thermoset foam
material with a shrink tube sheathing and analysed pressure distribution on convex and
concave tools. Full contact was not achieved for concave tools with a lateral orientation
of the compaction roller. Pressure peaks were noted at the edges of the roller (concave
tool) and in the middle (convex tool) [13]. This highlights that the compaction roller and
tool selectionmust be coordinated. He et al. found slightly improved pressure uniformity
for a compaction roller with 11 segments compared to a common roller [14].

This work aims to find new concepts for compaction roller designs to enable the use
of the laser assisted thermoplastic in-situ tape placement processes on curved surfaces.
The goal is to increase the understanding of how compaction rollers behave on curved
surfaces by investigating pressure uniformity and compaction pressure. To achieve this
goal, various compaction roller configurations with three different sheath thicknesses
made from two silicones are analysed experimentally and perforated compaction rollers
and compaction roller with increased width are investigated by means of simulation.
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2 Methodology

2.1 Analytical Analysis of Compaction Roller Contact and Deformation

The deformation of the compaction roller plays a significant role for its pressure distri-
bution. The necessary deformation for full contact depends on the distance between the
roller and the tool. This distance is a function of the roller diameter, roller length, surface
geometry and orientation. In this work, especially cylindrical surface geometries are of
interest. A 0° orientation of the compaction roller to the cylindrical tool is defined with
the two cylindrical axes perpendicular to each other (see Fig. 1, centre). The coordinate
system rotates with the compaction roller and the X-axis parallel to the compaction roller
axis. The origin is set in the middle of the roller width and length at the point of first
contact with a convex tool for symmetrical contact. The turning angle α is defined as
the angle between the Y-axis and the tool cylindrical axis (tool centre line).

Fig. 1. Overview coordinate system, orientation, and analytical deformation

For two cylinders, the distance δ is equal to the necessary deformation for full
contact between both, over the length of the compaction roller. The maximum distance
for concave or convex cylinders is equal but can be found either on the side of the
compaction roller (convex tool) or at the centre (concave tool) at a turning angle of 0°.
The deformation at a specific location (x/y) can be described with Eq. (1).

δ = rR −
√
r2R − y2 ± (rT −

√
r2T − (cos(α)*x + sin(α) ∗ y)2

with 0 < α ≤ 90

{
x : −wR ≤ x ≤ wR

y : −rR ≤ y ≤ rR

(1)

The tool radius is rT, the compaction roller radius is rR and its half width is wR. The
change of sign represents a convex tool for “+” and a concave tool for “−”. In the case
of a concave tool surface with a turning angle of alpha unequal 90°, negative distances
will arise. These negative values represent the already required deformation of the roller
or theoretical penetration into the tool surface.

Non-adhesive contact between solid, elastic bodies was first described by Heinrich
Hertz [15]. In his considerations, Hertz mostly referred to elastic half-surfaces in contact
with a spherical surface [16]. Hertz theory can, with some adjustments, be applied to the
contact between two cylinders. The perpendicular contact between two convex cylinders
can be represented by two ellipsoids and calculatedwith the twohalf-axes of the ellipsoid.
Atanackovic et al. formulated the contact between two cylinders in their longitudinal
axis according to Hertz (1892) and Johnson (1987). In these considerations it is assumed
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that the pressure surfaces in contacted pressure areas are small compared to the bodies in
contact. In addition, the contact is idealised as frictionless [17]. The maximum contact
pressure p0 can be described using Eq. (2) with “B” as the contact width, “F” the applied
force, E∗ the effective Youngs modulus, “r” the radii, “v” the Poisson ratios and “E” the
Youngs modulus of cylinder 1 and 2 in contact.

p0 = 2
π

∗ p
b0
with b0 =

√
4
π

∗ 1
E∗ ∗ p ∗ r1∗r2

r1+r2
and p = F

B

1
E∗ = 1−v21

E1
+ 1−v22

E2

(2)

2.2 Compaction Rollers Fabrication and Experimental Test Setup

All new investigated roller concepts have an outer diameter of 80 mm and width of
30 mm. Three different rim diameters are used (30, 60 and 70 mm) to create sheath
thicknesses of 25, 10 and 5 mm respectively. The material of choice was silicone, as it
allowed for the necessary flexibility after curing, is heat resistant and easy to pour into
the mould. Two silicones were used in this work. The first silicone was “SF45-RTV2”
by the company “Silikonfabrik” with an uncured viscosity of 8500 mPas and a Shore A
hardness of 45. The second silicone, “Smooth-Sil 960” has an uncured viscosity of 30000
mPas and a Shore A hardness of 60. In addition to pure silicone sheaths, compaction
rollerwith 5wt% short glass fibres “Vetrotex” embedded in SF45 siliconewere produced.
Figure 2 shows three representative compaction rollers.

25 mm sheath 10 mm sheath 5 mm sheath

SF45 SS960 SF45 5wt% glass fibres

Fig. 2. Example pictures of compaction rollers with different materials and sheath thickness

All 9 different compaction rollers variants were quasi-statically tested in a universal
testing machine from “Zwick” by pressing them against seven different tool surface
geometries. The tools were chosen based on a fuselage half shell demonstrator and had
a cross-section of 120 × 120 mm2 and a surface finish of Rz = 4. An overview of
the tools can be seen in Table 1. A test speed of 500 mm/min and a load of 547 N
(current standard setting at the AFP machine) were chosen for the static tests. Before
the experiments, each compaction roller was loaded with 547 N and rotated axially
in 10° steps to account for the initial loss of stiffness in the silicone. All tests were
performed with compaction roller orientations in 0°, 45° and 90° for each of the 7 tools
with a half-inch-wide tape (Toray Cetex TC1225, Standard Modulus Carbon 145 gsm
UD Tape) between compaction roller and tool surface, and without tape. A polyimide-
film-sandwich based (KAPTON® - DuPont) electronic pressure mat “Tactilus Typ H,
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4′′× 4′′” with 32× 32 quadratic piezoresistive elements from “Tiedemannn Instruments
GmbH&Co.KG”was used tomeasure contact pressure one second after reaching 547N.

Table 1. Overview tool geometries for static testing of compaction rollers

Geometry Name Geometry Name

Cylindrical, concave, R = 250 mm 250 flat flat

Cylindrical, concave, R = 500 mm 500 Double curved dc

Cylindrical, concave, R = 1000 mm 100 Cylindrical, convex, R = 250 mm konv

Cylindrical, concave, R = 2000 mm 2000

The uniformity of the pressure distributions was evaluated by averaging the row
of sensors in the middle of the contact length over the width of the compaction roller
without a tape. If an equal number of sensors were contacted over the contact length, the
two middle rows were averaged. The contact length is defined perpendicular to the roller
axis (direction Y, see Fig. 1), the contact width parallel to the roller axis (direction X,
see Fig. 1). The coefficient of variation was formed over the respective areas. To allow
for an easier evaluation, the pressure uniformity u is displayed according to Jian et al.
[11] by subtracting the coefficient of variation from “1”. This means that values of “1”
represent a perfect even pressure distribution and declining values present a decline in
uniformity. pi represents the pressure of the individual cell and pavg the average pressure
of all cells in the measuring area.

u = 1 −
√√√√1

2

n∑
i=1

(
pi − pavg

pavg

)2

(3)

The compaction rollers were also evaluated based on the magnitude of the com-
paction pressure in experiments with tape. The pressure was averaged over the contact
area of the tape in the middle of the contact length.

2.3 Simulation Setup

A FEM model was setup in the software “Ansys Workbench v19.2” to replicate the
deformation behaviour of the silicone roller and to explore more complex, perforated
compaction roller geometries and a roller width extension from 30 mm to 60 mm. The
compaction roller (silicone sheath and aluminium rim), aluminium tool and if applicable
the carbon fibreUD tapewere replicated in the simulation (See Fig. 8). The load of 547N
was introduced though the rim. Boundary conditions were set to allow only vertical
movement of the compaction roller and to fix the tool in all degrees of freedom. The
friction coefficients were set to 0.3 for silicone – tape, 0.8 for silicone – tool and 0.1 for
silicone – rim. It was assumed that the tape is incompressible and is fixed on the tool. The
material parameters of the carbon fibre tapewere chosen based on availablemanufacturer
data (TorayCetexTC1225, StandardModulusCarbon 145 gsmUDTape)with amodulus
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in 0° of 135 GPa (tension) and 124 GPa (compression) and a ply thickness of 0.14 mm.
Solid185 elements were used to model the hyperelastic five parameter Mooney-Rivlin
material model for the two silicones (parameters see Table 2). The required stress-strain
material data for the SF45 and SS960 silicones was obtained using unidirectional tensile
tests on dog-bone shaped specimens according to DIN 53504. The specimens were
stretched three times to 100% strain. Both silicones showed a stiffness reduction after
the first loading cycle with nearly constant stiffness afterwards (see Mullins effect [18]).
The maximum strain observed in the simulation was around 60% with localised strains
of up to 80%. This required scaling of the obtained experimental material data (acquired
at 100% strain) for better agreement of the simulation results to the experiments. The
material data was scaled to a maximum strain of 60%. Only one material dataset for each
siliconewas used for the three different sheath thicknesses which led to higher deviations
for thin sheath thicknesses (See: Validation of Simulation Against Experiments).
Deformation strain measurements of the compaction rollers in experiments were not
performed but only estimated based on the verticalmovement of the rim and compression
of the compaction roller.

Table 2. Mooney-Rivlin material parametres for simulation model

C10 [MPa] C01 [MPa] C20 [MPa] C11 [MPa] C02 [MPa] D1 [1/MPa]

SF45 −0,034 0,361 0,8316 −1,672 0,7987 0

SS960 −1,239 1,83 6,005 −10,14 4,782 0

Validation of Simulation Against Analytical Model
Thegeneral setup of the simulationmodelwas verified against the analytical calculations.
To achieve this, the parallel contact between two convex cylinders was modelled in
ANSYS with an isotropic material and compared to Hertz theory. As Table 3 shows,
the theory of Hertz and the simulations show better agreements for rollers with thicker
sheaths. This is in accordance with the expected results as the theory of Hertz assumes
full material sheaths. The basic setup of the simulation can be seen as validated with
respect to the analytical model for sheath thicknesses of 25 mm.

Table 3. Comparison analytical model to simulation

p0_Ana[MPa] p0_Sim[MPa] �p0_Sim_to_ana[%]

5 mm Sheath 0,63 0,90 29,64

10 mm Sheath 0,74 14,85

25 mm Sheath 0,65 2,04
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Validation of Simulation Against Experiments
The simulationmodel was validated for both material (SF45, SS960) models by compar-
ing the contact length, contact width, vertical movement of the rim, pressure distribution
and magnitude in the middle row of the contact length (below the compaction roller
axis) over the whole contact width on the flat and concave tool with 250 mm radius in
0° orientation. Detachments from the rim and compression buckling on the side of the
compaction roller could be replicated in the simulation. It was found that the simulation
and material model for the SF45 silicone can predict the pressure distribution for all
sheath thicknesses with a maximum deviation in compaction pressure of approx. 20%
on the flat surface. Radii of 250 mm can be simulated within the same accuracy but show
greater deviations for smaller sheath thicknesses. The simulation and material model for
the SS960 showed deviations of up to 30% in compaction pressure for all compaction
rollers. However, the 5mm sheath showed higher deviations of up to 60% for the concave
radii with pressure distributions that did not match the experiments. This is partly caused
by an unexpected deformation behaviour of the 5 mm sheath in the experiments (see
Sect. 3). The general shape of the pressure distribution was replicated for the 25 mm and
10 mm sheaths of both silicones and all tool geometries. The use of only one material
dataset for each silicone for the three different sheath thicknesses led to deviations to the
experimental results. Deviations in vertical compression for the SF45 (SS960) silicones
were in the range of 22% (31%) for the 5 mm sheath, 9,7% (7,8%) for the 10 mm sheath
and 1,2% (1,3%) for the 25 mm sheath on flat surfaces. The deviations in compaction
pressure and deformation strain may have been caused by differences in the maximum
strains the material models were set up for, different friction conditions as assumed and
measurement errors in the experiments due to the presence of the pressure measuring
foil and limited resolution of about 3 mm.

3 Results and Discussion

3.1 Experimental Results: Pressure Uniformity

The pressure uniformity of the compaction rollers on the different tool surfaces and
orientations can be seen in Fig. 3. All materials show a similar trend with the overall
most uniform pressure distribution for the compaction rollers with a 25 mm sheath and a
decline in uniformity for thinner sheaths. The silicone choice, and in turn their different
hardness, does not significantly influence the pressure uniformity.

Furthermore, the orientation of the compaction roller produces a nearly identical
pressure uniformity value over the roller width. It must however be noted that the actual
shape of the pressure distribution varies for the different tool orientations as the pressure
uniformity only shows averaged values. Figure 4 shows the pressure uniformity of the
10 mm sheath in 0° orientation of all three materials. Here again, it is clearly visible that
the difference between the materials is nearly negligible.
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Fig. 3. Pressure uniformity on tool surfaces and compaction roller orientations in experiments

Fig. 4. Pressure uniformity, 10 mm sheath (0° orientation) in experiments

This direct comparison however highlights the trend of the compaction rollers to
produce 10%–15% lower pressure uniformities on a flat surface than on a concave
tool with 25 mm radius. This behaviour is exactly opposite of the expected results. An
explanation can be found in a direct comparison of the overall pressure gradient over the
roller width as seen in Fig. 5. The upper diagrams show the contact pressure over the
whole roller width on a flat surface and the lower row on the concave tool with 250 mm
radius in 0° orientation.

Especially the 5 mm and 10 mm sheath compaction rollers of each material show a
strong decrease in pressure towards the edges of the roller on the flat surface. The 5 mm
sheath shows up to 30% reduced contact pressure in the middle of the compaction roller,
resulting in a “M”-shaped pressure distribution. The 25 mm sheath however shows an
even distribution over the whole contact width with a small increase towards the edges.
The reason for this behaviour could not be fully explained. It is however assumed, that the
sheaths were able to shift on the rims since the position was only fixed by silicone filled
groove in the rim. During the experiments, no sliding of the silicone on the tool surface
or electronic pressure mat was observed. Under compaction, the silicone sheath will not
only move towards the edges and create bulges, but also move towards the middle of the
compaction roller. Thismay have resulted in buckling of the silicone between the rim and
tool and thereby created deviations in contact pressure. The different sheath thicknesses
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Fig. 5. Contact pressure in the middle of the contact length over width of compaction roller on
flat and concave (R = 250 mm) tool, (0° Orientation) in experiments

will result in a different buckling behaviour. The lower row of diagrams in Fig. 5 with the
pressure distributions on the concave 250 mm tool in 0° orientation shows an increase
in pressure uniformity compared to the flat tool. Especially distinct are the effects on the
5 mm sheath. The pressure reduction in the middle of the compaction roller is no longer
visible. The 10 mm sheaths show a similar distribution to the flat measurements. The
SF45 material with 5wt% glass fibre shows similar pressure distributions to the SS960
silicone with higher local deviations. This can be explained by the additional short glass
fibres resulting in local stiffness changes of the SF45 silicone.

3.2 Experimental Results: Compaction Pressure

Themagnitude of contact pressure on the tape is a further important criterion as shown in
the literature overview. Figure 6 presents the average compaction pressure as measured
directly on a tape on the different tool surfaces and compaction roller orientations. All
materials show a similar trend with the lowest compaction pressure on the tape for the
25 mm sheath and the highest for the 5 mm sheath. The compaction pressure of the
10 mm sheath is approximately 50–60% higher than the 25 mm sheath. The 5 mm
sheath leads to a further increase in compaction pressure of 38–47%. This results in
2–2.5 times higher compaction pressures for the 5 mm sheath than the 25 mm sheath.

This is a result of a smaller overall contact area of the sheath with the tool surface.
The silicone SS960 (Shore A60) achieves 20–30% higher compaction pressures than
the SF45 (Shore A45) silicone in most experiments due to a shorter contact length. The
SF45 silicone with 5wt% glass fibres reaches similar compaction pressure to the SS960
silicone. The average compaction pressure is independent from the orientation of the
compaction roller to the tool surface. Figure 7 shows a direct comparison of the results
for the 10 mm sheath in 0° orientation of the three materials. A trend towards higher
compaction pressure for less curved tool geometries can be observed. This behaviourwas
expected as the required deformation for contact between the middle of the compaction
roller and tape is higher on curved surfaces. The contact pressure on the tool with radius
250 mm is about 10%–20% lower than on flat surfaces. The measurement for the SF45
with 5wt% glass on the tool with radius 250 mm represents an outlier which could not
be explained and is most likely caused by a measurement error.
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Fig. 6. Average contact pressure on tool surface and compaction roller orientation in experiments

Fig. 7. Average Contact Pressure [MPa], 10 mm Sheath (0° Orientation) in experiments

This means that a higher compaction pressure produces a lower pressure uniformity
(compare Fig. 4). Furthermore, higher compaction pressure at the expense of smaller
contact areas reduces compaction time and in turn the available time for intimate contact
development [19].

3.3 Simulation

Simulation of Perforated Compaction Roller Concepts
Different compaction roller designs were investigated with ANSYS to enable the in-situ
laser assisted thermoplastic fibre placement on curved surfaces by improving pressure
uniformity. A short overview on some concepts can be seen in Fig. 8. All designs are
based on a 30 mm wide compaction roller with a 25 mm silicone sheath. A description
of the simulation set up can be found in Sect. 2.3.

Simulation results showed that any change in the compaction roller geometry, which
deviates from a full material sheath, will result in a change of pressure uniformity
over the length of the tape. Areas directly under a perforation exhibit up to 3 times
less compaction pressure than areas without perforation. These deviations would lead
to varying consolidation pressure in a continuous process over the length of the tape.
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Fig. 8. Perforated compaction rollers and top-down view of pressure distribution on tool and tape

It was found that small perforations in the range of 2 mm can be added to the roller
without significant impact on the pressure distribution over the length of the tape but
also no improvement of the overall pressure uniformity over the width of the tape. These
results are in accordance with the findings from Bakhshi et al. [12] who reported similar
pressure distribution and differences of up to 50% in compaction pressure. It was found
that silicones with a Shore hardness A45 and A60 cannot withstand the applied force of
547 N for larger perforations (Fig. 8 left and second left (adapted from [20])) and tend
to collapse.

Simulation of Increase in Compaction Roller Width to 60 mm
All experimentally investigated compaction rollers have awidth of 30mmand only allow
for the use of a single half-inch-wide tape. To increase productivity, multiple tapes need
to be laid down at once. The pressure distribution of a 60 mm wide compaction roller
on a flat and concave tool with a radius of 250 mm in 0° orientation was investigated
using ANSYS. The simulations show that on a flat surface both silicones produce similar
shaped pressure distributions (see Fig. 9). The SS960 silicone achieves 10%–30% higher
compaction pressures than the SF45 silicone with greater differences towards thicker
sheaths. The pressure distribution on a concave tool with 250mm radius in 0° orientation
is shown in the lower half of Fig. 9.

Fig. 9. Contact pressure distribution, simulation results for sheaths with 60 mm width
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The 5 mm sheath of the SS960 silicone is not able to conform to the surface which
results in a loss of contact in the middle of the compaction roller. It is however possible
that the 5mmsheath performsbetter in real applications as deviations between simulation
and experiment are especially high for thin sheath thicknesses. The 10 mm and 25 mm
sheaths show sufficient adaptability with similar pressure characteristics.

4 Conclusion

This work aimed to find new concepts for compaction roller designs to enable the use
of the laser assisted thermoplastic in-situ tape placement process on curved surfaces.

Experimental and simulative methods were used to explore new concepts of com-
paction rollers to improve adaptability to curved surfaces, pressure uniformity and com-
paction pressure. Experiments revealed that 5 mm and 10 mm silicone sheaths exhibit a
10%–15% higher pressure uniformity on curved, concave surfaces with radius 250 mm
than on a flat surface with a continuing trend towards reduced pressure uniformity on
convex surfaces. This phenomenon is likely caused by internal deformation mecha-
nisms that lead to buckling of the sheath between the rim and the tool surface. This
buckling reduces pressure uniformity on flat and convex surfaces but increases pressure
uniformity in superposition with concave radii as it counteracts the change in surface
geometry. This effect is not noticeable with the 25 mm sheath. Experiments showed that
the pressure uniformity over the tape width increases with increasing sheath thickness,
with similar results for all materials. The compaction roller orientation on the tool does
not significantly influence the pressure uniformity value. It is however important to note
that the individual pressure distribution is different.

The contact pressure on a curved tool with radius 250 mm in 0° orientation is about
10%–20% lower than on a flat surface. In general, a clear correlation between increasing
contact pressure and decreasing sheath thickness by a factor of 2 from a 5 mm sheath to
a 25 mm sheath was found. A Shore A60 (SS960) silicone produces 20%–30% higher
contact pressures than a Shore A45 (SF45) silicone, regardless of the sheath thickness.
SF45 silicone with 5 wt% short glass fibres exhibits similar material behaviour to the
SS960 silicone.

The experimental results showed that the best compromise for the counteracting
mechanisms of higher compaction force at the expense of lower pressure uniformity can
be achieved with a solid 10 mm Shore A60 (SS960) silicone sheath. Further experiments
to validate the generalwork principle of this compaction roller configuration are currently
ongoing with the objective of manufacturing a curved demonstrator structure.

Simulations showed that through thickness perforations in a 25 mm silicone sheath
can lead to localised reduction of compaction pressure by a factor of 3 over the con-
tact length on flat surfaces. Compaction roller designs which deviate from a pure solid
material sheath are therefore not recommended. The simulations showed further that an
increase in compaction roller width from 30 mm to 60 mm will likely result in a loss of
contact for a 5 mm sheath on curved surfaces with radii smaller or equal than 250 mm.
In future work, the simulation model needs to be adjusted to better reflect the behaviour
of thin sheaths and to include temperature dependent silicone and tape material data.

A threshold value for the pressure uniformity could not be set in this work. Fur-
ther investigations are necessary to understand the influence of compaction pressure on
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mechanical properties and to analyse if findings on flat surfaces can be translated to
curved surfaces. Here, pressure uniformities on curved surfaces could be replicated in
2D (for mechanical tests) with a compaction roller with varying elastic properties over
its width.
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Abstract. Modern production of fiber reinforced composites via the preforming
process is widely used in the industry. A common way to create dry, semi-finished
fiber products is forming or draping a textile into a three-dimensional component
geometry. The punch and die process is often used for resin transfer molding
(RTM) composite manufacturing. Due to the major influence of the preforming
step on the later mechanical performance of the component, a detailed knowledge
of the fiber architecture is beneficial.

To enable in-situ monitoring of the specific deformation of a woven fabric, a
novel kind of single-use two-dimensional strain sensors has already been devel-
oped and characterized. We show that by using industrial communication stan-
dards, data from various data sources can be consolidated in an edge computer
and used to improve the process. To this end, we developed the hardware and
firmware of a device that reads out the printed strain sensors and transfers the data
to the edge device via IO-Link. In addition, the edge device collects data from
a programmable logic controller and is capable of connecting further IO-Link
sensors.

Our demonstrator is intended as a proof of concept for in-situ monitoring,
data-driven analysis and improvement of the punch and die process and will be
further developed. We propose a machine learning-based edge analytics approach
for detecting defects and increasing the preforming quality during the draping
process. Forming tests with the double-dome benchmark geometry and the carbon
fabric which is suitable for industry have been carried out to validate our prototype
system.

Keywords: Composite · Draping · Strain sensing · Edge computing · IO-Link

1 Introduction

In-line quality assessment is a standard for modern automotive series production pro-
cesses. In themanufacturing of high-performance composite structures, a crucial process
step is the preforming of dry semi-finished fiber products. For this draping process, to
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date there are no established sensor systems for quality assurance. However, these are
necessary for the production of components in order to guarantee the desired quality in
an economical and resilient manufacturing process. The presented method is indepen-
dent of the geometry of the component. We thus seek to present a universally applicable
method for the optimization of the draping process.

1.1 Forming of Woven Fabrics

We present an approach for an enhanced textile forming process that uses previously
introduced in-situ shear monitoring sensors to analyze the local fiber architecture [1].
Using highly anisotropic reinforcement materials such as carbon fibers, the quality of
a component depends to a large extent on the local variations of the fiber orientation.
During the forming process, the fabric is adapted to a three-dimensional geometry by
relative rotational or lateral yarn movements. Thus, this adaption process has a major
impact on the mechanical performance of the whole structure [2, 3]. To ensure good
further processing of the dry preform in a subsequent infusion or resin transfer molding
(RTM) step, wrinkling during forming has to be avoided by reducing the local shear
angle. If this textile can be prevented from reaching its specific locking angle, wrinkling
is unlikely to happen [3].

To document the current fiber architecture of a woven fabric optical methods are
common and widely used, but these are not applicable in the closed mold process of
stamp forming which is investigated here [4, 5]. The application of flat in-situ sensors
on the textile and their use in the draping process is therefore beneficial.

In general, the correlation between the shear angle of a woven fabric and the strain
sensors used has been analyzed in [1] with the picture frame test setup, where the
sensors are orientated according to the crosshead movement of the frame. With given
information about the strain ε of the sensor, the corresponding shear angle θ of the fabric
can be calculated by

θ = π

2
− 2 · cos−1

(
1 + ε√

2

)
. (1)

1.2 Sensors for Composite Structures and Manufacturing

The increasing need for lightweight fiber composite structures in the automotive,
aerospace and energy industries gives rise to a demand for low-cost, high-quality and
efficient manufacturing in this field. Automation and quality monitoring will help to
reduce waste and resource consumption (e.g. energy, water and materials).

In addition, there is a clear trend toward sensor integration for structural health
monitoring during the whole life cycle. The integration of sensors in carbon fiber-based
tanks for high-pressure renewable hydrogen storage allows safe weight-optimized tanks
due to the permanent monitoring (pressure, temperature, aging).

Work is reported on dielectric sensors, thermal flux sensors, fiber optic sensors and
contactless sensors that use ultrasound and electromagnetic waves to provide in-situ
production data [6].
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A network of 74 sensors, including 57 ultrasonic sensors, is used in the T-RTM
molding of a thermoplastic composite battery box cover demonstrator for the CosiMo
project. Dielectric sensors detect the flow, cure and glass transition temperature by mea-
suring the resin electrical resistivity. Electromagnetic methods are used to monitor flow,
cure, viscosity, polymerization and other properties of liquid resin. Temperature strain
is measured by fiber Bragg gratings integrated in the composite structure during the pro-
duction process. The requirements for measuring quantity, range, accuracy and rate and
for energy consumption as well as the type of interface, such as standardized, proprietary
or wireless, depend to a large extent on the application.

To our knowledge, no sensors have been used for monitoring the preforming process
to date. In our work, we demonstrate the development of a printed strain sensor prototype
for industrial applications using IO-Link communication and an evaluation of the sensing
signals using machine learning methods.

1.3 Strain Sensing

The resistance R of a conductor depends on the conductivity ρ, the length l and the
cross-section A:

R = ρ
l

A
. (2)

The elongation �l/l0 applied to the conductor therefore leads to a change in the
resistance R which can be used to measure the strain. In commercial strain gauges the
relative change in R is very small because of a typical elongation in the order of 10−3.
A Wheatstone bridge circuit is often used to increase the sensitivity [7].

For our application, a novel strain sensing element as well as an evaluation method
had to be developed, which will be described in Sect. 2.

1.4 Edge Computing

In industrial automation, processes are usually controlled by programmable logic con-
trollers (PLCs). A PLC controls its outputs based on its inputs using a custom program
tailored to the process to be controlled. It is, however, not suitable for collecting large
quantities of data and analyzing it using complex algorithms, for example from the field
of machine learning. Therefore, these tasks are often executed in cloud environments
with large amounts of computing power. However, transferring production data into a
cloud environment, where the data and the data security are not under the direct con-
trol of the operator of the manufacturing process, is not always desired. Additionally,
the availability of the data storage and analysis depends on the availability of both the
internet connection of the manufacturing plant and the cloud operator’s infrastructure.

It is therefore beneficial to implement the data collection and analysis on-site and
close to the process. Using an edge computer, which can collect the data directly from
the sensors and PLC used in a manufacturing process, eliminates availability issues and
ensures low latencies. A drawback of edge computing, however, is the limited computing
power. For complex tasks, it is therefore crucial to find solutions that are suitable for the
computing resources available.
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2 Experimentation

In this work, we measure local fabric deformation using a bindered carbon fiber weave
and piezoresistive strain sensors. The following sections will illustrate thematerials used
and the setup of our prototype system for the draping process.

2.1 Basic Materials

To create the layout of the piezoresistive strain sensors, a screen-printing process is used
with SunTronic PTF Silver (AST6400) conductive ink from SunChemical®. This ready-
to-use ink is well suited for applications with high elongation, such as strain sensors. The
sensors are printed on a thermoplastic polyurethane substrate, which is highly flexible
as well. The strain sensors are applied to a Hexcel® HexForce® G0926 carbon fabric,
which is a standard textile in the aerospace industry. It is bindered with 2.5% of an epoxy
powder binder per side and, in the draping experiments, one layer of fabric with an areal
weight of 375 g/m2 is used.

2.2 Sensor Characterization

We are using the printed sensor layout shown in Fig. 1 to establish the designated strain
measurement during the draping process. The basic sensor element is represented by a
printed area of 20 x 4 mm, which is connected by silver ink lines with a width of 1 mm,
which are also printed and therefore conductive.

Fig. 1. Screen-printed silver ink strain sensor with marks for ultrasonic welding

Tensile tests are carried out to characterize the resistance over the physical defor-
mation. A 3D-printed test rig is designed and produced for this purpose. With the test
rig, tensile tests are carried out between 0 °C and 80 °C in 20 °C increments in the CTS
T-40/25 temperature test chamber. The resistance is measured by imprinting 10 mA of
current through the feed lines and measuring the voltage across the two sensing lines
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using a Fluke 175 multimeter. This allows to neglect the resistances in the feed and
sensing lines and their variations due to temperature or strain.

As shown in Fig. 2, the change in resistance at 0 °C and at 20 °C is significantly
higher compared to the higher temperatures up to 80 °C. The change in resistance in the
worst-case scenario at 80 °C is an increase from 0.5 � at zero elongation, over 2.4 � at
50% elongation, up to 8 � at 100% elongation.

Fig. 2. Resistance over elongation at different temperatures

In [1], several calibration experiments have been carried out, where the printed
strain sensors are applied to the Hexcel® carbon fabric in a picture frame test. In this
test, the fabric shear is accurately defined and the strain is documented by the sensors.
According to the optical evaluation of the shear angles, the strain sensors are well suited
for reproducibly measuring the deformation of the fabric.

2.3 Strain Sensor System

A four-wire measurement setup is used to detect the change in resistance. Two wires
are used to imprint a constant current into the system. The other two wires have a
high input resistance to measure the voltage drop over the sensing element, without
being jammed by a change in resistance in the feed line. Multiplexers switch the current
and the sensing connections internally to measure up to eight strain sensors in a time-
multiplexed manner. The imprinted current is in the range of 1–10 milliamps to keep
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the voltage over the measuring system below 3.3 V. This low current only generates a
small voltage drop across the sensing element. To amplify the voltage over the sensing
element, an instrumentation amplifier is used. Its amplification factor can be modified
by the resistors that are connected to it. In this work, four different resistors can be
connected to the amplifier via dual in-line switches resulting in amplification factors of
approximately 1, 10, 100 and 1000.

The constant current source is implemented using an LT3092IST. It is capable of
switching between different loads within microseconds, enabling switching frequencies
in the range of several kilohertz. Two resistors in parallel set the current to 1 mA.
The current is switched between the channels using an SN74LV4051 eight-channel
multiplexer. All sensors are connected to a common ground. The other two multiplexers
are used to connect the measuring lines to an instrumentation amplifier’s input. All
multiplexers’ address lines are connected in parallel, resulting in synchronized channels.
The INA849 is an ultra-low-noise, high-bandwidth instrumentation amplifier, whose
amplification can be set using resistors. The output of the amplifier is connected to the
analog-to-digital converter (ADC) of the IO-Link board, which also controls the address
lines of the multiplexers. Additional DC-DC converters are used to supply all parts with
their correct supply voltage. The DC-DC converters are supplied with 24 V from the
IO-Link master. The schematic of the constant current source and the multiplexers is
shown in Fig. 3.

Fig. 3. Schematic including multiplexers and power supply

The IO-Link board runs custom code that switches the multiplexers’ channels cycli-
cally and reads the ADC’s value in-between. The switching speed depends on the ADC’s
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averaging. With an averaging of 32 consecutive values, the addresses change every 0.66
ms whilst the ADC’s values are saved in a ring buffer.

IO-Link is amaster driven point-to-point communication protocol.Whenever the IO-
Link master requests data, the current data in the ring buffer is transmitted via IO-Link
process data.

To allow the sensor box to be recognized by any IO-Linkmaster, we created a custom
IO device description (IODD). The IODD specifies how to convert the raw ADC values
to human-readable resistance values. In future implementations, it will also be possible
to convert the raw ADC values directly into elongation values.

2.4 Integration into Edge Device

To evaluate the data, the sensor values of the PLC and IO-Link boards are collected. The
Balluff Condition Monitoring Toolkit (CMTK), which is an edge device containing an
IO-Link master, acts as the central device for linking all this measurement data.

Fig. 4. System architecture with interfaces

Figure 4 shows the complete system architecture with the different communication
protocols. These are described below.

The strain sensor system is integrated via the IO-Link ports to the CMTK. This is
done automatically via a custom IODD file, which contains the format of the data. The
data is processed and sent to the broker in integer values via MQTT. Afterwards, the
data is written to an influx database.

A SNAP7 python wrapper interface was used to implement the communication
between the CMTK and the Siemens controller. This is an Ethernet communication
protocol for native coupling with Siemens S7 PLCs. For this purpose, the data of the
various IO modules is stored in a database on the Siemens controller. The data is read
out via SNAP7 running inside a Docker container on the CMTK and stored in the influx
database.
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The data collected from the IO-Link ports and via SNAP7 can then be analyzed,
for example with machine learning algorithms running directly on the edge device.
Additionally, all of the data stored in the database is made available through a REST
API endpoint via a CSV export. Via this CSV export, the data can be further processed
on another device.

We implemented a trigger in the control system to prevent the unnecessary storage
of data while the prototype system is idle. Only if this is active, will the data from the
controller and the MQTT broker be stored in the influx database. This allows for more
efficient use of the available memory and more cycles to be stored in the database.

2.5 Draping Process

The printed sensors are applied on the textile material by ultrasonic welding, due to its
fast processing and minimal influence on the behavior of the textile during the forming
process. The sensors are welded directly on the textile using a VE35 Compactline Solid
STE 1200 (from Hermann Ultrasonic) without any additional adhesive and an energy
of 20 J per spot weld. The main element of the sensor, which has a length of 20 mm,
as well as the ink-printed conduction lines stay unfixed to avoid interference with the
measuring signal.

The textile is placed inside the preforming station, which is equippedwith an isolated
metal double-dome geometry mold for stamp forming (see Fig. 5). The sensors are
connected to the sensor box and data is recorded during the entire forming process. To
ensure a good draping quality, blank holder plates are placed around the circumference
of the textile with a down force of 10 N.

Fig. 5. Stamp mold preforming station Fig. 6. Analysis of fiber orientation

An optical method for quality assessment similar to [8] is used to validate the shear
information based on the strain of the printed sensors. The area where the sensors were
placed on the textile is evaluated using grayscale image analysis to obtain information
about the local shear angle (see Fig. 6).
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3 Results

We show the evaluation regarding elongation values of the strain sensors as a function
of the stamp movement during the textile forming process, as shown by way of example
in Fig. 7. In total, four printed strain sensors are used on two woven fabrics in an area
with a high estimated shear angle. The strain sensors show no elongation during the first
half of the forming process. After the stamp moves further into the textile, an almost
linear increase in strain is documented. At the final position of the stamp, the maximum
elongation of the strain sensors is shown as a numerical value.

Fig. 7. Sensor elongation over stamp movement

Based on this value and Eq. (1), we estimate the local shear angle of the fabric in
Table 1. Additionally, we also display the shear angle which is determined by the optical
grayscale method as well as the deviation from the sensor-based data.

In general, good alignment of the shear angle evaluation with both methods can be
shown. The small deviation of up to 11% can occur due to the manual positioning of
the printed sensors for ultrasonic welding and the tolerances of the optical grayscale
analysis. Furthermore, the printed strain sensors show good reproducibility as expected
from [1].
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Table 1. Shear angle evaluation

ID Sensor strain ε [%] Shear angle by sensor θs
[°]

Shear angle, optical θo
[°]

Deviation [%]

1 21,4 28,3 30,1 -6

2 20,1 26,3 29,6 -11

3 26,1 36,2 33,7 7

4 24,2 32,9 30,1 9

4 Conclusion

Our work shows that it is feasible to improve the quality of a draping process by con-
solidating and using data from different sources in an edge device. We developed and
implemented the hardware and firmware of an IO-Link-enabled sensor box to read out
printed strain sensors. Furthermore, we implemented the communication via IO-Link,
MQTT and SNAP7 on a commercially available edge device and successfully integrated
the edge device in the draping station. As a first proof of concept, we used the strain
sensor data to estimate the shear angles of the woven fabric as an indicator of wrinkling.
Forming tests with the double-dome benchmark geometry showed promising results that
can be used to improve the process quality.

In the next step, we want to improve the monitoring of the draping process. Instead
of relying on the shear angle estimation as an indicator of possible wrinkling, we want
to estimate the occurrence of wrinkling and other defects directly from the sensor data
using machine learning. Defect detection will be implemented directly on the edge
device, enabling the process quality to be improved without additional hardware or
cloud computing.
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Abstract. The combination of additive manufacturing (LPBF) and plastic injec-
tion molding offers great benefits for functional integration and thereby the func-
tionality of parts, components and systems. Bymanufacturing cooling channels as
very thin-walled structures, short laser processing time is needed to produce these
parts. The combination with plastic overmolding allows the mechanical loads to
be absorbed, while at the same time utilizing the freedom of shape of the LPBF
process. In order to prevent the structures from collapsing during overmolding or
to ensure that they do not have to be very thick-walled in order to withstand the
high injection pressures, the structures are closed, so that the base-powder is still
contained in the structure during the overmolding. After opening the overmolded
components, the powder can be extracted and reused. This technique offers great
potential for high functional integration and new possibilities in terms of realizing
internal cooling structures of electric traction machines. Other advantages that can
be exploited are the thermally good connection due to the material bond and the
possibility of local reinforcement due to the design freedom of the insert. Thanks
to the injection-molded component, complex geometries can also be produced
without additional unit costs.

Keywords: additive manufacturing · cooling channels · plastic overmolding ·
electric motor · compliant mechanism insert

1 Motivation

In the construction of electric devices like motors, there is a great potential to reduce the
use of expensive and rarematerials like neodymium, cobalt or copper. To achieve this goal
the continuous power density needs to be increased.Manymechatronic power converters
are limited in this regards by the cooling capacity. Here we see the possibility to increase
the performance with improved internal cooling channels in the device’s encapsulation.
Were standard methods for cavities like cores are not applicable anymore inserts with
cooling channels, can offer more flexibility. Therefore, this paper will emphasize on the
possibilities and challenges of additively manufactured metal inserts in injection over
molded devices.
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2 State of the Art

Some of the most advanced electric motors are designed with internal cooling chan-
nels [1]. So the thermal path can be greatly shortened. In addition, the devices can be
embedded, potted or molded in high thermal conductive materials.

An example for an electric motor with internal cooling channels through the groove
is the DEmiL project [2]. Here, the channels were created directly in the potting process.
Core bars with a triangular cross-section formed the channels between the windings after
demolding. In bench tests, a 2.76-fold higher power density was demonstrated in com-
parison with a similar, conventional jacket-cooled machine. However, the techniques
used in this project cannot be used for devices whose structure requires 2 or 3 dimen-
sional internal channels. Such shaped cores could not be demolded due to the resulting
undercuts.

The use of additive manufacturing for an improved cooling is often seen in (exper-
imental) high-power heat sinks and exchanger in power electronics [3][4]. These parts
benefit from flow optimized and narrow sized channels enabled by the design freedom
of additive manufacturing.

Mechanical metal inserts in injection molded components are well known. Threaded
inserts are for example widely used to form and reinforce the area around fixation points.
The mechanical optimization of the plastic/metal contact of additively manufactured
parts was investigated by Saurav Verma [5].

3 Proposed Advantages Through the Enhancing of Injection
Molded Encapsulations with Additive-Built Inserts

The benefits of mixing additive manufacturing with injection molding becomes relevant
when the advantages of one specific production technique is used to cancel out the dis-
advantages of the other. Additionally, the insert can and should combine other functions,
which are enabled by (AM-) implants as shown in Table 1.

Additive manufactured cooling channels are reinforced by the over molded plastic.
So, manufacturing costs can be kept low, as wall thicknesses and thus laser time and
material consumption can be minimized. This can further be exploited when the pro-
cessing metal powder of the LPBF process is kept inside the channels during the over
molding. So, the channels are stabilized against indentation by the injection pressure.

By using the injection molding process for the encapsulation, not only the inserts can
be designed as small as possible, but complex external elements can also be integrated
in the plastic [6]. The very good flow properties of the material allows filling of even
the thinnest gaps, so that a very good thermal interconnection can be realized while
mechanical vibrations are damped. Injection molding processes are widely established
in the industry and enable low unit costs with increasing quantities, since the high mold
costs can be amortized by the high part volume.

Figure 1 shows a conceptual bearing-seat-insert in a plastic housing as an example for
a well-designed insert, that utilizes many of the design directives, implicated by Table 1.
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Table 1. Suspended disadvantages of plastic injection molding (IM) and metal additive manufac-
turing (AM) by the combination of both.

Disadvantage IM / Advantage AM Functionalities and examples

Material strength Mechanically loaded surface,Threaded insert

Inner undercuts Cooling channels, threads

Electrical and thermal conductivity Electronics

Disadvantage AM / Advantage IM

Overmolding capability Tolerance compensation, bonding, filling

Costs and production time for big sized parts Housing parts

Material density Housing parts

Surface finish Sealing surfaces

Fig. 1. Example for function combination in a cooled bearing seat insert

4 Motivation in the HEaK Project

In the research project “High-efficiency electric motor with additively manufactured
cooling system in plastic overmold (HEaK)” [7], the power density of the widely used
hairpin-wound electric traction motors is to be increased by a factor of 2 by inserting
cooling channels inside the motor. Due to the twisted and welded and thus fanning
winding head, no straight cores can be inserted in the mold. Therefore, additively man-
ufactured channels are inserted, to allow the cooling medium to be directed around the
undercut winding head (Fig. 2).

Fig. 2. Left and Middle: Hairpin winded HEaK Stator with internal cooling channels; Right:
channel-inserts
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The production process is as follows: The insert ring with all channels is manufac-
tured from stainless steel as a tubular structure with closed ends using the LPBF (Laser
Powder Bed Fusion) process. The surrounding powder can be directly reused according
to known recycling processes, while a little powder initially remains in the tubes. After
sawing from the building platform the ring can be inserted in the stator winding [8]. The
stator is then overmolded with highly thermally conductive thermoset plastic. Thanks to
the enclosed powder, the channels withstand the high injection pressures. Drilling and
milling open the channel ends, and the powder can trickle out for further reuse (Fig. 3).

Fig. 3. Production steps (from left to right): Inserting the ring with all channels; overmolding
with thermoset plastic; opening the ends of the channels

4.1 Design of the Insert Structure

StrutDesign. In order to be able tomount the insert structure on the stator, it should allow
a flexibility, which enables the channels to be guided past the winding head undercut.
The design freedom through the additive manufacturing is further used to implement this
assembly function. For this the all-channels-connecting struts, are designed as a com-
pliant mechanism, which allows a bistable, inward orientated rotation. This is achieved
by disc spring-like ring struts. For an improved manufacturing process, the spring is
designed in a double-strut design in the later versions (Fig. 4).
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Fig. 4. Left: Two disc spring based strut designs (cutout) Blue: disc spring with gap around the
channel; orange: double-strut design.Middle: spring characteristic:Right: Simulated Movement
of one channel in the ring (displacement to scale)
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Design of the tubes. For the LPBF production-ready design of the tube structure,
the aim is not to design any overhangs of more than 45° in order to avoid the need for
support structures. In addition, a wall thickness of at least 0.35 mm is maintained. The
cross-section of the tube element is implemented as a rounded square with a circular
inner channel. This contour allows the minimum wall thickness in the direction of the
winding head, so the channel to be run along it as narrowly as possible. At the same
time, the thickened corners stiffen the tube for safer handling during installation. In the
angled tube area, the inner contour changes into a “circle with roof”. This ensures that
the inner walls do not have too much overhang (Fig. 5).

Disc spring strut

Enclosed powder

Centering and stop

Construction direction

Fig. 5. Tube design of two cut out channels and final inserting ring

Stator iron

Rotor 

Winding head

Channel insert

Fig. 6. Position (green) of the inserted channels in the HEaK e-motor design

5 Preliminary Investigations

5.1 Pressure Tests

To ensure that the additively manufactured tubular structures can withstand the static
pressure during overmolding, a pressure test is performed. This test is also intended to
ensure that the walls are printed tightly enough to prevent plastic from leaking in. For
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this purpose, individual channels printed on a test basis from titanium were placed in a
pressure vessel filled with water and subjected to the pressure expected from injection
molding (1 × 30 bar, 1 × 60 bar). After one minute, the water was drained, the test
specimens were removed, externally dried and opened with a cutting grinder. It was
shown that the printed tubes withstood the pressure without any leakage and that the
enclosed metal powder showed no signs of moisture.

5.2 Powder Investigations

To determine, if the Ti6Al4V metal powder from inside the channels cold be recycled
and reused, it was analyzed under the microscope and compared with new powder and
powder from the printing bed. The left Fig. 6 shows new powder. In contrast, the middle
figure shows the already sieved powder from the area next to the print object. In the
right figure, the powder recovered from inside the cooling tube is shown. It can be seen
in this optical analysis that the quality of the powder from the inside of the tube is not
distinguishably worse than that of the powder next to the object. So it a recycling of this
powder can be seen as a realistic option. From one HEaK-tube, 2 grammes of powder
could be recovered (72 grammes per motor insert structure). So, by weight, roughly half
of the inserting structure is enclosed powder (Fig. 7).

Fig. 7. Left:New powder;Middle: Powder from the printing bed;Right: Powder from the inside
of the printed structure

6 Conclusion

In this paper the integration of additive manufactured cooling channel inserts in over-
molded high-performance devices was proposed as a concept and designed out on the
example of theHEaK e-motor project. It is suggested to concentratemultiple functions in
these inserts, to make up for their production costs. Furter cost saving could be achieved
with thin-walled structures, filled with remaining powder which was removed after
the molding process. First pressure tests of channel inserts and a powder investigation
showed positive results.
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Abstract. Individualization in the high-performance segment within the automo-
tive industry is becoming increasingly important. Especially when small volumes
are required, conventional manufacturing processes often no longer prove prof-
itable. The use of additive processes in general and high-speed sintering (HSS) in
particular offer the freedom to produce complex organic shapes in a cost-effective
and resource-saving manner from batch size one onwards. The HSS process is
a powder bed-based additive manufacturing process in which thermoplastics are
sintered at a constant layer time using an infrared lamp instead of a laser

For this reason,we shed light on the use of high-speed sintering specifically for
small components in low-volume production. More precisely, we add the process-
specific properties of high-speed sintering to Design for Additive Manufacturing
(DfAM) rules. We propose an approach that also enables a time-saving alternative
to conventional manufacturing processes and optimizes the design process for the
use of high-speed sintering.

Keywords: Additive Manufacturing · Automotive · DfAM

1 Introduction

The challenges and associated pressures for companies are growing due to a lack of raw
materials [1], collapsing sales markets [2], and the governmental push for ecological
sustainability [3].

The use of additive manufacturing processes is driving the efficiency of the value
chain and has thus experienced strong development in recent years. The successive
addition of material allows complex geometries to be produced and eliminates many
design and manufacturing constraints [4]. The use of additive manufacturing processes
offers opportunities in pre-series production and prototyping and enables OEMs to test
radically different design methodologies [5]. Especially in highly competitive sectors,
product innovations are essential to survive as a company [6]. In particular, the topics
of lightweight construction and individualization play an important role here [7].

For example, Seidel et al. [8] describes that the customized car will consist of mixing
andmatching standard components and that the customer can also incorporate individual
wishes regarding the shape and style of the components [8].
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The use of additive manufacturing, for example, enables personalized components
based on customer wishes in a competitive lead time. In addition, individual spare parts
can bemanufactured, for example, if they are no longer available on themarket [9].While
conventional manufacturing processes are limited in design freedom, the complexity of
additive manufacturing is not a challenge [10].

This paper investigates the potential of high-speed sintering for the automotive indus-
try for small-batch manufacturing. Using a speaker cover as an example, we develop
design guidelines and show possibilities for the use of personalized interior components.
The rest of this paper is organized as follows. The following section describes rapidman-
ufacturing and the benefits as well as challenges. This is followed by a description of the
High-Speed Sintering manufacturing process and the experimental setup for manufac-
turing a personalized speaker cover. Finally, recommendations for use in the automotive
industry and HSS-specific design guidelines are derived.

This paper aims to demonstrate to design engineers the possibilities of High-Speed
Sintering, especially for small personalized batches. Furthermore, we would like to
contribute with this paper to the design guidelines in additive manufacturing and extend
them with HSS-specific requirements.

2 Rapid Manufacturing vs. Rapid Prototyping

Rapid manufacturing refers to methods and manufacturing processes that produce com-
ponents from CAD data with the aid of tool-free production. Part of this is the now
mature rapid prototyping. This includes technologies such as stereolithography or laser
sintering [11]. The objective here is the direct production of 3D products that are used
either as parts of assemblies or as whole products by the end user [12].

The increasing acceptance is based on the savings in terms of tooling costs as well
as shorter lead times. Furthermore, the use of rapid prototyping allows unique freedom
in product design [12]. Due to automation, minimal human intervention is required.
Thus, complex 3D geometries can be produced automatically without part-specific fix-
tures or tooling. In addition, components are manufactured directly as assemblies and do
not require subsequent assembly. This makes rapid prototyping particularly suitable for
small series [13]. However, the application of rapid manufacturing in general and rapid
prototyping in particular is also subject to challenges. Market acceptance contributes
to the extent to which proven molded parts can be replaced by layered versions. Fur-
thermore, influencing factors such as different machines and working methods can lead
to limited reproducibility of parts. In addition, the costs must be analyzed in order to
identify suitable products that are suitable for rapid manufacturing [12].

3 Introduction to High Speed Sintering

The High-Speed Sintering (HSS) process is a powder-based additive manufacturing
technology for thermoplastic materials in which components are selectively fused using
black ink and an infrared lamp. First, a thin white powder layer is applied to a building
platform. A print head then applies black ink locally to those areas of the powder layer
where a component is later to be generated. With the use of an infrared lamp, heat is then
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applied to the entire powder layer, causing the black areas to absorb it more strongly
than the white areas. This causes the powder to exceed the melting temperature only at
the desired black areas, where it melts and sinters [14]. This process is repeated layer
by layer until the desired part has been generated. In this case, the Voxeljet VX200 HSS
(see Fig. 1) system is used, which has a build volume of 290 x 140 x 180 mm.

Fig. 1. Voxeljet VX200 HSS

Figure 2 below shows the build platform during the sintering process through the
infrared lamp passing over each layer. In the previous step, the print head colored the
areas to be sintered black.

Fig. 2. Sintering process
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4 Research Approach

The overall objective of the research project is the efficient, sustainable use of additive
manufacturing processes in the automotive industry.

We present a new approach to reducing the environmental impact using waste pow-
ders. The open machine concept allows the influence on a multitude of process param-
eters. This is used in this paper and applied to a specific application in the automotive
industry.

In addition, complex components with very high lightweight potential can be
produced without a support structure while maintaining the same shift time.

In order to maximize the sustainability of the process and at the same time increase
the economic efficiency, the aging of the powder is also investigated in addition to the
structural optimization in order to be able to add as much recycled powder as possible
to a new process. The powder used consists on average of 80% recycled powder.

The process was tested and optimized in an industrial environment as part of a
longitudinal study over two years. Prototypes were produced for our research purposes
and in cooperation with other institutes in topology optimization, function integration,
composite materials, and powder recycling, among others.

Previous research has focused on applying high-speed sintering in general and indus-
try. The present work provides new insights into the optimized design of components
specifically for applying high-speed sintering processes with reused powder.

The development of the design guidelines is based on the literature on the one hand
and the findings of two years of research on the other hand. In iterative loops, parameters
were adjusted, and many prototypes were produced to validate the findings. These form
the basis for the properties’ weighting for the pairwise comparison application and the
elaboration of the use case of the personalizable speaker cover.

5 Development of Design Guidelines for HSS

In the field of additive manufacturing, there are now a large number of design guidelines
that apply to different additive processes across the board. These include, for example,
that the build time of a job depends significantly on its Z-height or that anisotropic mate-
rial properties are present in most components due to the process. Among other things,
within powder-based additive manufacturing processes, components usually achieve the
highest mechanical properties with a load direction parallel to the X-Y plane. However,
if the component is loaded in the Z direction, the lowest mechanical properties are usu-
ally present here. This is due to the fact that the bond between two layers is weaker than
the cohesive material within a layer. The same applies to dimensional accuracy. Circular
holes or a groove should lie in the profile in the X-Y plane to obtain the target geometry
with a high accuracy [15]. If they are not perpendicular to this plane, e.g. perpendicular
to the X-Z plane, round holes tend to become oval and step along the circumference due
to layer changes.
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Beyond the partially general design guidelines that can be applied to this process, fur-
ther HSS-specific design specifications should be considered. These include, if possible,
designing components or aligning them in the build space so that individual layers form
the smallest possible contiguous black areas on the X-Y plane. Since the black-colored
areas absorb significantly more thermal energy, large contiguous black areas can over-
heat in some spots. This leads to an inhomogeneous temperature distribution and thus
also to inhomogeneous cooling behavior, which can lead to warpage in the component.
However, it must be considered that even with this method, depending on the material,
there are usually anisotropic material properties. In general, the mechanical properties
are at the highest in the X-Y plane and less in the Z direction [15]. Furthermore, it should
be clear if the mechanical properties or the accuracy of the geometrics are prioritized
and, if needed, adapted to the specific application of the component. In this process, the
aim is to place as many components as possible on the building platform in the X-Y
direction, since the layer time is always the same [15]. This results in optimized use of
space and shortened manufacturing time. In contrast to the SLS process, HSS doesn’t
need a laser to scan each geometry individually; instead, the infrared lamp always cov-
ers the entire powder layer as it passes over it. Hence, the height in the Z direction is
therefore decisive for the total manufacturing time of the job to be done (Table 1).

Table 1. Design guidelines for HSS

1 Mechanical properties In a three-dimensional build volume (X-Y-Z), the mechanical
properties of components with a loading direction in the X-Y
plane are higher than in the Z direction

2 Dimensional accuracy For example, the profile of circular holes should be in the X-Y
plane to obtain the best possible accuracy

3 Small areas per layer Large accumulations of black-colored areas in the X-Y plane
should be avoided to prevent inhomogeneous temperature
distribution

4 Low z-height Components should be oriented with a low Z-height in the
build volume to reduce manufacturing time

The developed design guidelines were applied to the example of a speaker cover and
are presented below.

6 Use of HSS for the Manufacturing of a Speaker Cover

The use of additive manufacturing processes in the automotive industry has expanded
from prototyping to production technology. Small batches are particularly suitable in
terms of time and cost savings. In addition, components can be personalized. In the
following, an application example for the use of high-speed sintering in interiors is
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presented. The suitability of potential parts or components can be determined on the
basis of the following criteria:

• no safety relevance
• can be personalized (in terms of branding and design)
• possibility of independent replacement by customers

It is important here that, although personalization is carried out by the customer, it
is not tied to the customer over the lifecycle.

In the following, the application for HSS is presented using the example of a speaker
cover. It is important to note that inmost cases not all design guidelines can be considered
at the same time. They must always be adapted to the specific target component and its
desired properties. If, for example, particularly high mechanical properties are required
of a component in a certain spatial direction, the orientation of the component must be
adapted in such a way that this may be disadvantageous for another property. This could
be, for example, the dimensional accuracy of certain areas. Thus, a prioritization of the
component properties and thus also of the design guidelines must always be carried out
in order to optimize a component for the required application. Using the speaker cover
as an example, we will show below how the process-specific design guidelines of the
high-speed sintering process, in particular, could be prioritized for this application.

In the pairwise comparison, the four selected parameters were compared and
weighted to the specific use case of the speaker cover. A rating of 2 means that the
row value is more important than the column value, 1 means that it is equally important
and 0 means that it is less important. The line values per target value added together then
result in the ranking.

The following Table 2 shows the pairwise comparison that was performed for the
application regarding the speaker cover.

Table 2. Pairwise comparison

Mechanical
properties

Dimensional
accuracy

Small areas per
layer

Low Z-height Total

Mechanical
properties

0 2 2 4

Dimensional
accuracy

2 2 2 6

Small areas
per layer

0 0 2 2

Low Z-height 0 0 0 0

Since this component is not a structural part and therefore does not have to absorb any
forces, the first design rule for optimizing the mechanical properties in a specific spatial
direction is not prioritized. However, the second rule concerning dimensional accuracy
is more important here, since it represents a design component in the interior that is
visible to the end customer. Therefore, the geometry should be achieved as accurately
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as possible in order to ensure that it can also be assembled. Applying this requirement,
the profile of the circular holes should be in the X-Y plane to obtain the best possible
accuracy (see Fig. 3).

Fig. 3. Oriented CAD-Model for optimized accuracy

The process-specific third rule cannot be explicitly considered here because, first,
the design is predetermined for this component and, second, dimensional accuracy is the
requirement with the highest prioritization. However, this leads in this specific case to the
presence of large black areaswithin a layer. Furthermore, it can lead to an inhomogeneous
temperature distribution in the component and to warpage. To counteract this effect, the
targeted introduction of grayscale into the component could compensate for this effect in
the future. As a result of the described orientation, the shortest build time is automatically
achieved, as long as the orientation has the lowest Z-height. However, it must be assumed
that the build space is always fully utilized within this process.

7 Conclusion

In this work, we investigated the design guidelines for rapid manufacturing in general
and for high-speed sintering in particular.

With the overall objective of enabling efficient and sustainable use of additive man-
ufacturing processes in the automotive industry, waste powder was used as part of the
research to conserve resources. In addition, the developed design guidelines enable a
more efficient production by an optimized prioritization of the developed parameters.
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The results were applied and validated with manufactured prototypes over a period
of two years. They were transferred to the automotive industry using the example of
the speaker cover. Hereby, we provide an important contribution to the application of
customizable parts and components for small series in the automotive industry.

We found that four parameters need to be adjusted to meet the requirements of the
part:Mechanical properties, dimensional accuracy, small areas per layer, low z-height.
The prioritization of a parameter influences the other three parameters depending on the
geometry of the component, as these are directly dependent on each other. In the case of
design components (e.g., speaker cover) whose geometries are specified, priority is given
to dimensional accuracy in order to be able to guarantee aesthetics and assemblability in
the vehicle. In this example, this leads to a deterioration of the “small areas per layer”,
since the black-colored areas per layer are larger and thus lead to an inhomogeneous
temperature distribution. At the same time, the parameters “mechanical properties” and
“low z-height” are improved.

The geometry of the components is crucial for the possible degree of influence. For
example, spherical components cannot be oriented in the build-volume and influenced
regarding the improvement of the parameters.

The introduction of HSS for custom components has far-reaching implications for
the development process.

• Impact on design CAD model
• Impact on manufacturing
• Impact on post-processing

We distinguish between components that are visible to the customer and those that
are not. Visible parts, for example, require post-processing, e.g., to smooth or seal the
surface.

In this research, the focus was on the design guidelines and the parameters described
above. The results show that the design guidelines must always be adapted to the specific
application. Here, these must be prioritized according to the specific requirements of the
component.

8 Limitations and Further Research

The use of rapidmanufacturing has several advantages. In addition to the design freedom
and the possibility to print complex structures without tools, assemblies can be printed
as a whole. Furthermore, the use of rapid manufacturing in general and high speed
sintering, in particular, is especially suitable for personalized components.

Nevertheless, its use in industry is still limited.Although high speed sintering enables
the realization of complex geometries, components that are visible to the customer still
have to be smoothed and finished. In addition, there are still no rules governing the
suitability of components in the vehicle in terms of market acceptance. HSS-specific
design guidelines were developed as part of the publication. These are based on the
usage of the Voxeljet and should be further tested and validated regarding the use cases
in the automotive industry.

In addition, the reproducibility and degree of customization would need to be investi-
gated from an economic perspective with respect to various components. The validity of
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the rules is therefore limited to the context under consideration and the prevailing bound-
ary conditions (e.g. materials). The application of different materials and the effects on
the presented parameters provides a fundament for further research in this area.
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Abstract. The wiring harness is one of the most expensive components of the
automobile. It is still a custom-made product despite the high-volume production
in the automotive industry. However, various trends, such as increasing fragility of
supply chains and functional safety demands for autonomous driving are demand-
ing the automation of the value creation processes. But in mass customisation,
automation needs the digitalisation of all information flows. Machines and pro-
cesses must be able to automatically gather all required information. In the wiring
harness industry, much of the information has been geared toward processing by
humans and has hardly been digitised at all. One of the foundations for Industry
4.0-oriented automation is ergo the existence of complete digital information of
each wiring harness. A digital twin of the wiring harness is required. The Asset
Administration Shell (AAS) is the technical concept for transparently interoper-
ating with the digital twin. The project “Asset Administration Shell for theWiring
Harness” or in German (Verwaltungsschale für den Leitungssatz - VWS4LS) cre-
ates the first complete digital description of the wiring harness based on the AAS.
As a result, all actors in the value network can access complete and consistent
data (“single point of truth”), enrich it, and control its application through autho-
risations. To achieve this goal, a consortium from all levels of the value network
was assembled for VWS4LS starting with the OEM, through the suppliers at
the various levels of the value chain, and to the software suppliers and machine
manufacturers. This publication presents the project and its initial results.

Keywords: Digital Twin · wiring harness · Asset Administration Shell ·
VWS4LS

1 Introduction

The wiring harness is the electrical and communication backbone of the automobile.
As a key element of the vehicle electrical system, it is fundamental to enabling the
future trends of electromobility and autonomous mobility [1]. Automotive industry is
characterised by its high-volume production of cars generally with the same equipment
in a relatively repetitive manner; though, the complete wiring harness, as a customised,
intricate product, amplifies its overall complexity and time [2]. As a result, the wiring
harness is not only one of the most expensive components in the automobile, but it is also
associated with a high degree of manual work delivered by several hundred thousand
jobs worldwide.
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Aside from the still heavily manual production, the wiring harness faces further
challenges by the vulnerabilities of the supply chains posed by geopolitical conflicts,
natural disasters, and pandemics. An additional important technical aspect is the absence
of continuous digital data chains along the value chain. Software solutions are offered
in proprietary silos and the digital flow of information is (consequently interrupted in
many places.

From the point of view of the industry, the automation of information flows within
the value chain would be a critical success factor in overcoming these challenges. So far,
however, a lot of information has been geared towards human processing and has there-
fore only been minimally digitised. A possible approach could be the implementation
of the (asset) administration shell in the wiring harness industry.

This publication first describes the value chain of the wiring harness and the asso-
ciated challenges and developments. A special focus is on the aspect of the availability
of wiring harness-related data over the entire life cycle. Subsequently, the concept of an
Asset Administration Shell (AAS) is presented. The AAS will be used for the digital
representations of all components of the wiring harness. Afterwards, the project “Asset
Administration Shell for the Wiring Harness” (VWS4LS) is introduced. One major task
of VWS4LS will be the creation of the model description as part of the AAS. In the sec-
ond part, the current project status is presented and a brief outlook on further activities
is given.

2 Changing the Value Chains for Wiring Harness

2.1 Wiring Harness in Current Value Chains

In the 1960s and 1970s, wiring harnesses tended to have the character of a series com-
ponent due to the low level of electrification in automobiles. In the 1990s, the paradigm
of the so-called KSK - the “customer-specific wiring harness” - has dominated since
the 1990s. This term alone shows that this is no longer a mass-produced product, but
a batch size of 1. Due to the drastic customisation of equipment in vehicles, German
OEMs are installing KSK without exceptions. Up to now, this requirement has been
mainly met by highly manual production processes in so-called “best cost countries”
(low-wage countries). At the same time, the complexity of the wiring harness and the
associated value chain continues to increase.

In the meantime, however, various trends in the automotive sector are forcing the
automation of value creation processes. The resilience of value chains is ergo becoming
increasingly important. Events or- vulnerability inducers, such as the COVID-19 pan-
demic, the grounding of the Ever Given in the Suez Canal, and the Russo-Ukrainian war
have exposed the fragility of value chains. Without automation, greater regionalisation
of production is inconceivable. However, a pure focus on the development of means of
production with which manual activities can be replaced by automation will not be suffi-
cient. Rather, in addition to the means of production, it is also necessary to consider their
informational linkage in the sense of a continuously automated production value chain
- each work step must be completely recorded or by means of information technology.

In addition, new challenges are arising around traceability of automotive compo-
nents, partly caused by new regulations, such as the German Supply Chain Compliance
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Act. Identifying human rights violations at all levels of their own supply chain will be the
responsibility of each company. New regulations regarding sustainability will require
one to record and aggregate the CO2 footprint of each individual process step in the
value chain with the purpose of initiating targeted improvements. Another important
trend is the development of autonomous driving towards Level 4 and 5, which entails
increasing data rates and higher requirements in functional safety [1].

2.2 Vision – Uniform Data Representation Along the Complete Life Cycle

One of the foundations for Industry 4.0-oriented automation of the wiring harness is
the availability of complete digital information on each wiring harness, based on which
development and optimisation can be realised along the entire life cycle from a wide
variety of perspectives.

The data on thewiring harness can be used, enriched, and further developed by awide
variety of players. It is not only important that everyone has access to the same database
during the engineering phase, but also during the subsequent (distributed) production
and assembly process right through to service if necessary. All relevant components
of both the “wiring harness” product and the respective production components (e.g.
production equipment and processes with parameters) thus require a comprehensive
digital description (“digital twin”). The decisive factor is not only the description itself,
but also its automated interpretation, so that all subsequent processes can be automated
as far as possible, especially in the case of changes.

This means that, based on a complete digital description, the systems of all the
players in a value network can access complete and consistent data (“single point of
truth”), enrich it, and control its use by means of authorisations. The digital twin is a
fundamental prerequisite for end-to-end digital process chains across companies includ-
ing the hierarchical description of components and their sub-components The AAS, in
turn, is the technical concept of the interoperable digital twin of the wiring harness. The
AAS, therefore, provides a comprehensive conceptual basis that can make a significant
contribution to the solution.

2.3 The Asset Administration Shell

When the final report of the Industry 4.0 working group was published in April 2013, the
question “What will the future look like under Industry 4.0?” was responded with the
following statement: “Industry 4.0 will deliver greater flexibility and robustness together
with the highest quality standards in engineering, planning, manufacturing, operational
and logistics processes. It will lead to the emergence of dynamic, real time optimised,
self-organising value chains that can be optimised based on a variety of criteria such as
cost, availability, and resource consumption. This will require an appropriate regulatory
framework as well as standardised interfaces and harmonised business processes” [3].

By developing the concept of ReferenceArchitectureModel Industry 4.0 (RAMI4.0)
and the related Industry 4.0 component, the basis for the implementation of the Asset
Administration Shell (AAS) was set [4]. Primarily the AAS is introduced the digital
representation of an asset. The concept supports the description of complex assets with
all their components by using a hierarchical structure of AAS and further allows one to
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link AAS of different assets. While current implementations of the AAS focus on the
description of real physical assets, we expect soon, that information, functions, and as
well as contracts will also be represented within an AAS. [5] the AAS, ergo, represents
an approach to realise many of the ideas written down back in 2013.

2.4 Potentials by Using Digital Twins

By using the digital twin, numerous use cases can be realised over the life cycle of the
wiring harness. For example, requirements can be transmitted digitally between OEMs
and suppliers and components can be automatically selected in engineering. In addition,
change management can be made much more efficient. With the help of the resul-
tant database, new applications for simulation are emerging. As a result, optimisation
potential in engineering, manufacturing, and recycling can be uncovered and realised.

The digital twin can not only be used in the development and production of thewiring
harnesses. The data therein can also be used in repair shops to find faults more quickly,
procure spare parts, and carry out repairs. In recycling, the data from the digital twin is
valuable for quickly identifying which wiring harness is installed in the vehicle. This
information can be used to quickly decide whether the wiring harness can be offered as
a spare part or sent directly for recycling.

3 Asset Administration Shell for the Wiring Harness (VWS4LS)

The project “Asset Administration Shell for the Wiring Harness” (VWS4LS) has set the
goal of developing a consistent representation of the Asset Administration Shell (AAS)
for the wiring harness as a digital twin across all stages of the value chain from its initial
specification to its disassembly.

The basis is formed by comprehensive information models of the product, produc-
tion process, and means of production, which are uniformly designed throughout the
industry. The norms and common standards in the industry are adhered to and extended
as required. Uniform formats and protocols are required for the exchange of data so that
the participants in the value chain can understand each other in terms of data technology.
The starting point is the already known and used data types of the Cable Harness List
(KBL) and the Vehicle Electric Container (VEC).

Another aspect is the infrastructure for data storage and data exchange for auto-
mated production control. The company-wide and cross-company exchange of data will
increasingly take place in the cloud in the future. Group-specific, industrial, cloud-based
platforms are currently being established by the OEMs (e.g., BMW Open Manufactur-
ing Platform,Mercedes-Benz Cars Operations 360 (MO360), andVolkswagen Industrial
Cloud). In the first step, the focus is initially on the internal group platforms for data
exchange. In further steps, suppliers and service providers will also be integrated into
these platforms.

While the concept supports hierarchical structures, today the AAS is mainly used
for describing individual components and applying different types of sub-models and
protocols, such as OPC UA and E-Class. In the future, however, the combination of
AAS in hierarchical structures for assemblies will gain relevance. The AAS for the
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wiring harness will generate a first example illustrating the effects on and the associated
advantages of the concept of a hierarchical structure and the possibility describe relations
of AAS via links.

Fig. 1. Demonstrator panel for the Wiring Harness of a Mercedes Benz C-Class

Figure 1 shows a demonstrator panel of a real wiring harness of a Mercedes Benz C-
Classwith four screens, onwhich the digital representation asASSof several components
can be viewed (demonstrator is 3m high and 2m wide). The wiring harness therein gives
an idea of how many individual components constitute the “wiring harness” product.
Depending on the perspective of the value-adding company, the composite component
or assembly can be defined differently. For the assembler, for example, the product is
“the wiring harness” itself. The component manufacturer may already see a connector
and connector housing as a composite component.

Furthermore, the goal of VWS4LS is to generate the AAS not only for the wiring
harness product, but also for the machines used during production. The next step is the
mapping of production processes in the AAS by linking the product and the production
equipment. Doing so allows one to collect data, for example, on the quality of the produc-
tion and the incurred costs. Those data can be supplemented by additional information
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collected over the entire life cycle. The combined information can be comprehensively
used to achieve a required level of quality within the given within a given set of financial
and economic parameters.

4 Status of Development

The project is divided into ten subprojects and five use cases. In addition to themain areas
of the value chain (development, production, and assembly), the subprojects include an
information model and innovative topics, such as automated negotiation processes, data
governance concepts, and the connection to Catena-X. The start-up phases of the sub-
projects are sequentially timed. This is done in order to integrate the experience and
content from the value-added areas into the more innovative topics.

As can be seen in Fig. 1, several thousand individual components and, depending on
the angle of view, different composite components constitute the wire harness product.

The development of the informationmodel serves as an important basis for the rest of
the project. Since the digitisation of an entire value chain, with the goal of automation,
is the principal focus, the product, process, and resource model (PPR model) were
specifically used as the basis. The breakdown is intended to identify digitalisation gaps
in the various areas of the value chain that are not yet covered by established data
standards, such as KBL, VEC, and OPC-UA. Simultaneously, for the analysis of the
current state of the value chain, the partners defined requirements for an end-to-end
digitalised and automated value chain process. These requirements are considered as
additional inputs for both the data model and the individual value creation areas.

The development process of the wire harness is fundamentally collaborative between
different value creation partners. The resulting challenge is to develop a concept that
supports the collaborative (shared digital twin) working method in the development
of the control set, while maintaining data sovereignty and access. The basis for this
was a reference process jointly developed in the project, which was supplemented with
standardised inputs and outputs of the process steps. The known inputs and outputs are
now to be converted into partial models, and thus, digitally, and automatically retrievable
by means of a unique reference ID.

Like the development process, a reference process was also developed for the man-
ufacturing and assembly of a wire harness. The aim was to obtain an overview of the
information provided and required in the individual process steps. The reduction of man-
ual activities and the information required for this essentially form the central element
here. The current focus of work is to convert the reference process and its information
into sub-models and then to make them available across companies through the AAS.

The development of the AAS and its completion with data, as shown in Fig. 2, is
currently still manually carried out. The basis is formed by the sub-models standardised
and published by the Industrial Digital Twin Organisation (IDTA). A standardised range
of information for the most diverse application areas can be covered. For the digital
continuity of the wiring harness value chain, this is not sufficient yet. For this purpose,
our own sub-models will be developed at a later stage to meet the industry-specific data
requirements. The implemented product data was provided by partners of the project
VWS4LSandARENA2036.The semantic required to be able to unambiguously interpret
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data and information is ECLASS. ECLASS is a cross-industry classification standard
that can uniquely describe information by a value [6].

Figure 2 shows the composite component in the AASX package explorer of a line set
section. The left side of the figure represents the Industry 4.0 component, which consists
of the asset (gray) and the AAS (blue). The lower left third depicts the repository,
through which the AASs of the individual components of the composite component can
be selected. Themiddle third shows a hierarchical structure from theAAS, throughwhich
various sub-models (SM) to the sub-model element (carries the respective information)
are shown. The right third shows the information stored in the sub-model element and
much more. In this case the hierarchical structure of a Bill-of-Material (BOM) can be
seen there. The composite component shown here consists of five individual components
(tape, cable, clip, connector, and flat connector housing), which all have an entity. The
individual entities are then related to eachother by the “RelationshipElement” sub-model
element.

Fig. 2. AAS of a composite component

5 Conclusion and Further Development

The VWS4LS project has successfully completed the first steps, though there is more to
come. New use cases have become possible. The creation of the complete wiring harness
will enable a continuous access to all the data of the related supply chain. Based on the
complete information, the system engineering will be significantly more efficient, espe-
cially given that they may even use automated processes. Integrated information, such
as the carbon footprint of the complete wiring harness assets, including manufacturing
can be determined. The data will be available over the complete life cycle allowing use
cases, such as the components’ re-use and recycling (Circular economy).
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In the future, numerous further technical topics need to be addressed. One impor-
tant aspect is the automated merging of AAS. The wiring harness consists of numerous
individual components from different suppliers that are combined to form an assembly.
Today, this is done with a great deal of manual effort. Within the project, the possi-
bilities for automated production are to be investigated. An important aspect is change
management; some questions that would arise herein include, but are not limited to the
following: What happens to data when components change? And how can traceability
still be guaranteed?

A particularly important topic in VWS4LS is the monetisation of data. Within the
framework of the project, considerations on new business models and their implementa-
tions with the AAS must be developed. In this context, a data storage policy needs to be
developed that defines who has access to what data and under what conditions. Another
important aspect is automated negotiation processes. Here, negotiation scenarios and
strategies need to be explored.

A very important aspect that is not covered in VWS4LS is how the data gets into
the AAS. Since the new generation of AAS is currently still a manual process supported
by tools, we see a great benefit by semi-automating the generation of assets by using
semantic interoperability based on a neural language model [7].
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Abstract. Wire harness installation is one of the most challenging pro-
cessing steps for automation in automotive production. Wire harnesses
have an infinite number of degrees of freedom, such that they change
their shape continuously during manipulation. As of today, the human’s
ability to perceive the wire harness and deal with its shape changes, is
unmatched by any technical solution. Therefore, wire harnesses are still
installed manually. This paper proposes a concept for wire harness local-
ization and applies it for robotic wire harness installation. The concept
uses two stereo cameras, one to perceive the shape of the wire harness
and obtain rough position estimates of wire harness components, and a
second for accurate 6D pose estimation of the individual components.
The concept is evaluated with a case study on localization in a car chas-
sis, where the accuracy and limitations of the concept are investigated
by practical experiments.

Keywords: wire harness · localization · robot · installation

1 Introduction

Wire harness installation is a very challenging task. Especially in automotive
production, where its size and complexity make it one of the heaviest and
most expensive components [1]. Therefore, wire harnesses are mostly installed
manually, which is a physically demanding task [2]. Compared to wire harness
assembly, where several processes have been automated in the last decades, wire
harness installation in the car remains to have a low level of automation [3].
However, automation offers the potential to increase process reliability, reduce
physical load on workers, and decrease costs in the long term. Therefore, this
paper aims in the direction of achieving higher automation in the process of wire
harnesses installation in the car chassis, as shown in Fig. 1.

2 Problem Statement

In research, wire harnesses are referred to as semi-deformable linear objects
(SDLOs) [4]. They consist of rigid components such as clips, plugs, wire channels,
c© The Author(s) 2023
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Fig. 1. Installing a wire harness in a car chassis. The proposed localization concept is
used to determine grasp poses for the robot.

and fixations interconnected by deformable parts [1]. Typical processing steps
of wire harness installation include routing the wires, inserting the plugs into
their mating parts, mounting clips, and connecting any wire ends to appropriate
terminals [5]. Wire harness perception for the installation process can be split
into:

(i) Finding the required component for an installation step: The challenge here
lies in distinguishing the different components from each other. The compo-
nents might have similar or identical geometry and may be used multiple
times across a wire harness.

(ii) Determine the pose of a component: The challenge here is to determine the
pose of the component accurately enough to be grasped by a robotic manip-
ulator. The components along the wire harness are very small compared to
the workspace in the car chassis. For vision systems, this poses the problem
of covering a large field of view with a high resolution.

3 Related Works

Relevant works that address wire harness localization can be divided into two
categories. Approaches from the first category, such as [7] and [8], aim at local-
izing the deformable parts of the wire harness. They use a series of segmenta-
tion and estimation methods to distinguish individual wires, even in entangled
wire harness assemblies. However, these works consider aircraft wire harnesses
and mainly address applications in aeronautics, such as wire defect detection.
Therefore, the focus of these approaches lies on visual characteristics such as dis-
tances between wires, colors, or bending, while not considering the circumstances
given in automotive wire harness installation. One of the most comprehensive
works on the use case of automotive wire harness installation is presented in
[9]. They address the problem of perception by attaching visual markers to the
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wire harness and its components. This only yields a partial representation of
the wire harness, at locations, where markers are attached and visible to the
camera. Hence, there is no information about the mechanical coupling between
the detected markers available. This is a limiting factor for certain installation
steps.

Approaches from the second category neglect the deformable parts and only
aim to localize individual components. In [4], the authors investigate the process
of mating different electrical plugs of the wire harness. For localization, they
use a global camera for detecting the component in the workspace using a deep
learning neuronal network, trained on labeled images of the components. For
accurate 6D pose estimation, they use a 2D in-hand camera system with template
matching of 2D shape representatives obtained from 3D CAD data of the plugs.
The approach is similar to the proposed concept in the sense that it uses two
camera systems. However, it can only estimate components, but not the shape
and configuration of the wire harness. Another approach from this category is
presented by [10]. They use color heuristics to estimate the positions of plugs
from 3D RGB-D data using traditional image processing methods. The focus of
their method is position estimation and therefore, they do not obtain the 6D pose
of the components. However, for certain automotive wire harness installation
tasks, the orientation is crucial, especially when subsequent mating requires a
specific orientation.

4 Contribution

Despite previous approaches have made great efforts to solve the challenge of
localization, none of the investigated methods can fully fulfill the requirements
for automotive wire harness installation. Therefore, this paper proposes a two-
step localization concept. The concept estimates the current shape of the wire
harness first. Hereby, we are capable of finding and distinguishing geometrical
identical components and also estimate their mechanical coupling. In a second
step, the pose of each component is obtained with high accuracy from a narrow
field of view, by state-of-the-art template matching using the components’ known
geometric model. The presented concept is evaluated with a case study on clip
installation of a reference wire harness with a seven-axis lightweight robot in car
chassis.

5 Concept

The proposed concept uses two stereo cameras with different fields of view for
the localization, see Fig. 2. The first camera is used to find the shape of the wire
harness. Therefore, it is referred to as “Camera for Wire harness Localization”
(CWL). The idea is to estimate a narrow region of interest for the second camera,
which is referred to as “Camera for Component Localization” (CCL). The CCL
is mounted on the robot end-effector to allow flexible repositioning. Eventually,
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Fig. 2. Schematic of the test bench setup. Depicted is the concept of different fields
of view of the CCL and CWL. The specific component of interest for accurate pose
estimation is highlighted in purple.

the goal is to obtain an accurate estimation of the position and orientation of
individual components, which are illustrated as target points in the figure.

The concept consists of two steps. First, the shape of the wire harness is
determined. This allows for rough position estimations of all wire harness com-
ponents. The estimated positions can then be used to distinguish individual
components by comparing the estimated position of the component with their
respective position on the wire harness. Note that this also allows estimating
mechanical coupling between the components, which determines the available
motions during a subsequent manipulation. In the second step, a specific com-
ponent, chosen from a higher-level assembly logic, can be localized by moving
the CCL over the estimated position of the component. This allows a high res-
olution pose estimation, as the camera operates in a narrow field of view of the
component.

5.1 Wire Harness Localization

The CWL creates a point cloud of the entire workspace. The point cloud is
preprocessed to segment the wire harness from the environment. Here we use 2D
image processing, such as binary filters and background subtraction, together
with 3D image processing, such as clustering and box filters for outlier removal.

After preprocessing, the localization is performed by registering a model of
the wire harness to the obtained point cloud representation of the wire harness.
For this step, we use non-rigid registration methods, such as [11] or [12], to
estimate correspondences and match the model to the point cloud. This process
is shown in Fig. 3a.

After registering the model to the point cloud, the rough positions of the
components can be obtained, as each component is rigidly attached to the wire
harness. Therefore, the local position of a component on the wire harness encodes
its position uniquely in the workspace.
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(a) Wire harness localization by non-
rigid registration.

(b) Component localization for a clip by
template matching.

Fig. 3. Estimation methods for the steps of wire harness and component localization.

5.2 Component Localization

Using the rough positions obtained from the estimated wire harness configura-
tion, the robot can move the CCL, such that its field of view covers the targeted
component. The CCL then acquires a high-resolution point cloud of the compo-
nent. From this point cloud, we can obtain an accurate pose estimation using
template matching [13]. Template-matching algorithms are often directly inte-
grated into software libraries of modern stereo vision systems and can be readily
used. They yield accurate estimations of the position and orientation given a
CAD model of the component. For the system used in this paper, the matching
result of a wire harness clip is shown in Fig. 3. From the estimated pose of the
component, a suitable grasping pose for the robotic manipulator can be obtained
by specifying the gripper geometry and desired grasping points.

6 Evaluation

6.1 Experimental Setup

For the experimental evaluation, a setup according to the concept of Fig. 2 is
built. The scenario consists of a robot, two stereo vision camera systems, a car
chassis, and an exemplary wire harness. The robot is a KUKA iiwa lightweight
robot with 7 ◦C of freedom. This allows for high flexibility in the constrained
workspace. The CCL is a Roboception rc visard 65 stereo camera, which was
hand-mounted on the robot end-effector. The CWL is a Nerian Scarlet stereo
vision system, which is fixed in the workspace on the top of the car chassis.
The camera setup is depicted in Fig. 4. A reference harness is used to evaluate
the localization concept. Its design was created in consultation with automotive
companies associated as partners within the research campus ARENA2036. The
wire harness consists of one central trunk of 1 m in length and three additional
branches of 0.44 m, 0.36 m, and 0.15 m, and a radius of 0.01 m. The wire harness
is fixed in the car chassis with custom-made fastening clips, which are used as
reference components in the evaluation. They are modified for easier grasping
with a robotic gripper, as depicted in Fig. 4b.
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(a) Camera for wire harness localiza-
tion. (b) Camera for component localiza-

tion.

Fig. 4. Camera setup for the experimental evaluation of the localization concept.

6.2 Evaluation of Wire Harness Localization

The evaluation of the wire harness localization aims at investigating if the config-
uration of the wire harness can be localized by the CWL with sufficient accuracy.
Sufficient accuracy is measured by the subsequent localization with the CCL, as
the rough clip position is encoded by the wire harness localization of the CWL.

For this purpose, a reference to measure and compare the performance of
the localization is defined. This was achieved by fastening the wire harness with
four clips in the car chassis. For each of the clips, successful grasping poses are
determined. Successful grasping poses are used as a ground truth reference for
further evaluation.

Assuming no prior knowledge of the ground truth clip positions, wire harness
localization is performed. From the registered model, the positions of the four
mounting clips are estimated. The estimated positions are then compared to the
ground truth positions. Since it cannot be assumed that the initial configuration
of the wire harness is accurately known, the model is initialized in different poses.
The initial poses are randomly sampled with a positional uncertainty of ±10 cm
in the mounting plane and a rotational uncertainty of ±20◦ around the normal
of the plane. The localization was performed for nine different configurations.

Exemplary results are shown in Fig. 5. The model is depicted in blue, the
observed point cloud in black, the estimated configuration from non-rigid regis-
tration is shown in red, and the positions of the mounting clips are indicated by
black boxes for the measured ground truth positions and blue for the model’s
estimates. To quantitatively assess the accuracy of wire harness localization, the
error between the measured ground truth and the estimate is defined by the
euclidean distance. To assess the accuracy of the wire harness localization, the
error is averaged for each clip over the conducted experiments. Figure 6 shows the
evaluation scenario with the enumeration of the clips depicted in Fig. 6a, and the
measured mean position error for each clip given in Fig. 6b. The position error
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Fig. 5. Exemplary tracking results for the evaluation of the wire harness localization
with different initialization poses of the model.

remains below 5 cm for all experiments. This determines the maximum uncer-
tainty which can be used to define a region of interest for the clip localization.
CCL should be positioned such, that an area of ±5 cm around the estimated clip
position is covered, to ensure that the sought clip lies within its field of view.

For all randomly sampled initial configurations of the wire harness the clip
error after registration lies below 5 cm, which is a sufficiently accurate esti-
mate for targeting the field of view of the subsequent component localization
towards the desired clip. The standard deviation over all experiments remains
between ±0.1 cm to ±2 cm. This can be used to define a confidence measure
for distinguishing different clips. Considering a radius of the standard deviation
around every clip’s estimated position, clips which lie outside the radius can
be clearly distinguished and uniquely identified from their estimated positions
alone. Within the radius, such a distinction cannot be made, and the clips need
to be distinguished differently, for example by unique geometry, color, or texture
information. However, in our experiment, all clips could be uniquely identified
because they were mounted with a standard deviation greater than 2 cm apart.

6.3 Evaluation of Component Localization

The evaluation of the component localization aims to investigate if the individual
components can be localized with sufficient accuracy for grasping. In the con-
ducted case study the attached clips are considered the components and serve as
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(a) Clip enumeration. (b) Accuracy of wire harness localization.

Fig. 6. Evaluation of wire harness localization.

a reference for the evaluation. From the prior wire harness localization, a rough
estimate of the position for each clip is available. Using this information, the
robot is positioned such that the desired clip lies within the field of view of the
CCL. However, many poses can be considered for positioning the CCL. There-
fore, component localization is performed from different poses in the workspace.

The experiment is performed for a single wire harness clip, where its ground
truth pose is determined, as in the previous experiment, by performing a suc-
cessful grasp on the clip. The clip is localized by the CCL from seven different
perspectives, each time rotating the robot end-effector for several degrees. For
each pose, the positional and angular errors are determined from comparison
with the ground truth. The positional error is measured by the euclidean dis-
tance between the estimated position and the ground truth. The angular error is
measured as the norm of the Rodrigues angle between the measured orientation
and the ground truth. Figure 7 shows the results.

From the results, it can be seen that the positional error remains below
1 mm and the angular error remains below 2 ◦ for six of the seven poses. The
first pose yields a larger positional and angular error of up to, 1.82 mm and 15 ◦.
From experience, we rate this measurement as an outlier. Therefore, the average
positional accuracy is 0.46 mm, and the rotational accuracy is 0.94 ◦.

From the experiments, it can be observed that the measurement errors are
in the range of 1 mm for the positional error and 2 ◦ for the angular error. This
yields successful grasps, since errors within this range generally can be tolerated
by the gripper design. However, outliers such as seen for the first pose, can
occur and yield a probability to result in an unsuccessful grasping attempt. A
practical approach to counteract such measurement errors might be self-centering
clip and gripper geometries which provide positional and rotational tolerances
during grasping.
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(a) Positional deviation. (b) Angular deviation.

Fig. 7. Evaluation of component localization for wire harness clips.

7 Conclusion

This paper presents a concept for wire harness localization. The process is split
into two steps. This allows covering a large workspace while maintaining high
precision for the pose estimation of individual components.

Within the experimental evaluation of the presented localization concept,
clips could be estimated with an average error of 1 cm to 4.3 cm in the car chassis.
This was sufficient for positioning the CCL to perform accurate localization with
a positional accuracy of 0.46 mm, and a rotational accuracy of 0.94 ◦ in a narrow
field of view. Grasping attempts with a positional accuracy of less than 1 mm
and rotational accuracy of less than 2 ◦ allowed successful grasps in this case
study. From the results, it can be expected that the concept can be generalized
for the localization of other components such as plugs or wire channels.

Nonetheless, there remain limitations to the proposed method. First, the wire
harness localization needs an entire view of the wire harness and a sufficiently
good estimate of the initial configuration to perform successful registration. Sec-
ond, overlapping of wires needs to be avoided because the non-rigid registration
could converge in physically implausible local minima, which causes the localiza-
tion to fail. Third, the components need to be constrained to specific orientations,
as the robot cannot re-grasp and re-position the component arbitrarily.

Future research will be necessary to improve the concept. Methods that are
capable to localize the wire harness from partial views and recover from false
position estimates or failed grasps will make the process more robust and help
to get closer to the goal of automated wire harness installation.

Acknowledgments. This work was funded by Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) under the International Research Training Group
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1 Introduction

1.1 Traceability in Lithium-ion Battery Production

Traceability not only plays an important role in production but also over the entire life
cycle of a battery cell. Thus, the EU Commission anchors transparency along the entire
supply and value chain in its proposal for a regulation concerning batteries and waste
batteries. In addition to the CO2 footprint during production, information about the
origin and composition of the materials, repair or reuse, and end-of-life options such as
recovery and recycling processes should also be provided [1].

In lithium-ion battery production, using a traceability system is considered a promis-
ing approach to reduce scrap rates, lower costs, and enable more efficient production
[2]. It allows identifying possible problems or defects at an early stage of production.
A traceability system collects information from trace objects, e.g. a single part or a
segment of a continuous product during different phases of the product life cycle or at
different production steps. It enables the assignment of process information based on
tracing data for these objects. Generally, such systems consist of core elements, such as
identification, data acquisition, data linking, and communication, as shown in Fig. 1 [3].

Identifier 
e.g. identification feature via object 
labelling or direct object properties

Data Acquisition
e.g. sensors and data acquisition systems, 
machine data and process parameters

Communication Aspects
information flow, data management and 
accessibility, e.g. via RFID, Bluetooth, 
WLAN

Tracing DataData Linking

Track
Trace

Identification
Applied identifier or utilization of 
object characteristics

Fig. 1. Traceability system overview, adopted from [4].

In industrial battery production, an approach for cell-specific identification of elec-
trode segments has not yet been established. Serialization becomes almost impossible
when splitting the coil into subcoils or cutting out additional segments. Initial cell-
specific serialization usually takes place after electrode production during cell assembly.
Identifying cell-specific electrode segments within the electrode production process is
currently one of the biggest challenges in cell production of lithium-ion batteries. The
reasons can be summarized as follows:

• Change of batch structure (Raw materials → electrode paste → electrode coating →
electrode sheets → cell assembly) [5].
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• Manual removal of electrode segments due to product defects or to perform quality
control.

• Prevention of material modifications or entry of any contamination due to the
application of markings (e.g. ink).

1.2 Identification Techniques

Various techniques were investigated to select suitable identification solutions for
lithium-ion battery production. Basically, trace objects are distinguished by their indirect
and direct object features.

In the case of identification through indirect object features, the identification data
is placed either on the workpiece itself or on workpiece carriers. The applied identifier
is detected either contactless or tactile [6]. Optical markings belong to the group of
contactless identification techniques. For this purpose, plain text, symbols, or an n-
dimensional code such as a 1D bar code, a 2D Data Matrix code (DMC) or a color
code is applied to the trace object and detected optically via digital image processing.
Further options include electromagnetic or radio-based approaches. Trace objects could
be equipped with active or passive radio modules (RFID, Bluetooth, WLAN modules),
which transmit their identity signals. Tactile techniques require direct contact between
identifier and sensor. For example, this includes devices that read the integrated circuits
of smart cards.

Identification by direct object features eliminates the need for new identifiers to be
applied to the trace object. Thus, a trace object is identified by its inherent characteristics,
or the identity is calculated using logicalmodels. For example,with someobjectmaterials
it is possible to identify a trace object by its surface characteristics [7, 8] or to calculate
e.g., the localization of a part or object segment based on process parameters via the use
of physical-logical relations of the production sequence [9].

2 Cell-Specific Identification of Electrode Segments

Based on the described identification techniques and the requirements for electrode
production, all labeling options have restrictions or limitations. Printed identifiers such
as 1D barcodes or 2D Data Matrix code transmit printing ink [10], which may influence
the battery’s performance. Laser-marked identifiers may cause material lesions due to
the laser process, and mathematical models have gaps once a part of the electrode is
removed. Therefore, a marker-free technique is currently being researched to enable
cell-specific traceability.

2.1 Marker-Free Identification Using Surface Microstructures

In the joint project DigiBattPro 4.0, scientists from Fraunhofer IPA and Fraunhofer IPM
are working on marker-free identification via existing surface microstructures or direct
object features in the area of individual electrode segments.

A camera-based system was designed to uniquely identify individual components
without labeling, using only the individualmicrostructure of the surface. Laboratory tests
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Fig. 2. Laboratory setup for the evaluation of electrode surface microstructures

showed that aluminum and copper electrodes are suitable for marker-free identification,
as shown in Fig. 2.

The marker-free identification system is based on the Track & Trace Fingerprint
Technology developed by Fraunhofer IPM. It is a tracking system for mass-produced
parts, enabling individual serialization and authentication. The technology is driven by
the fact that many semi-finished goods or components have an individually distinct
microscopic surface or interwoven color structure. An industrial camera takes high-
resolution images of selected areas on the component’s surface. The specific structural
pattern captured by the image and how they are positioned relative to each other is used
to generate a numerical identification code, the so-called fingerprint. It is stored in a
database and linked with other process and measurement data via a unique part ID. This
process can be repeated to identify the component at a later stage in production.

Figure 3 shows an exemplary histogram on the fingerprint recognition of searched
components or parts by comparing all fingerprints in a database. The x-axis shows
the normalized Hamming distance, a measure of the relative similarity of two compared
fingerprints. The smaller the value determined, the more similar the fingerprints are. The
y-axis shows the number of fingerprints with the same degree of similarity. A typical
successful comparison is shown in Fig. 3, where the sought-after part is sufficiently well
separated from all other parts to make a statistically safe and unique identification. The
distance between the center of the distribution of all other parts and the searched part in
units of the standard deviation of the spread σ is given as a measure of the recognition
reliability. When a comparison falls below a certain threshold of these measures, it is
regarded as statistically unsafe and labeled as such. Thus, misidentifications are avoided.
The value of these thresholds depends on the amount of fingerprints to be compared. A
threshold value of 7 σ is sufficient to identify a single fingerprint out of a seven-digit
number of fingerprints with statistical certainty.

Up to now, the technology has been implemented in industrial production lines to
track single objects [11, 12]. However, the existing identification solution for discrete
production objects or pieces does not meet the requirements for continuous electrode
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Fig. 3. Exemplary histogram with statistical reliability of fingerprint signature recognition. The
colors on the x-axis indicate if the sought-after part is identified with statistical certainty (green),
identified but with insufficient confidence (yellow) or not identified at all (red).

production. Therefore, further development of the fingerprint system is necessary to
close the existing information gaps between the individual processes of electrode pro-
duction and increase the granularity of serialization (from coil to cell-specific tracing of
electrode segments), as well as to prevent material entry into battery cells by marker-free
tracing. In continuous material production, a challenge for marker-free identification is
the enormous amount of image data that must be dealt with when registering an object
for the first time. Fingerprints have to be recorded and stored so that identification is pos-
sible, even when taking the image anywhere on the electrode. The developed technology
can generate fingerprints within a few hundreds of milliseconds.

To identify cell-specific electrode segments, two cases have to be distinguished. In the
first case, identification takes place prior to cutting the electrode. Here, identification can
be enhanced by consecutive sequencing of individual cell-specific electrode segments.
Furthermore, the system needs to identify if individual segments have been cut out, e.g.,
due to quality aspects. In the second case, when cutting is already done, it may occur that
the order of the single electrodes is lost. As a result, the number of possible candidates
is much larger than in the first case. The proposed solution is to compare and process
the captured fingerprints on high-performance graphics processing units (GPUs), as this
process can be largely parallelized. With recent improvements in GPU performance,
processing such data volumes becomes feasible. Thus, the required detection time for
identifying fingerprints depends on the hardware system and software configuration.
The detection time will be validated and optimized within the planned operation of the
fingerprint demonstrator system, enabling the traceability ofmaterials used in continuous
processes such as coils or foils.
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2.2 Approach for Proving Concept Implementation

The following chapter describes current developments and the implementation of a
traceability system for marker-free identification in continuous electrode production. To
develop and evaluate the fingerprint demonstrator system, it is integrated into a roll-
to-roll coating system operating at conveyor speeds between 0.5 and 20 m/min (see
Fig. 4). Substrate foils and electrodes up to 200 mm in width can be handled and treated
with infrared radiators and inline calender. The equipment enables the development and
testing according to current specifications on lithium-ion production processes defined
in advance within the project.

Fig. 4. Roll-to-roll coating system with inline calender as basis for the fingerprint demonstrator.

The implementation of the Track & Trace Fingerprint technology consists of at
least two reader systems: One reader system scans and serializes the electrode and adds
fingerprints to the database (to make them known to the system). The second reader
system captures the fingerprints (tracing them in the database) and identifies the electrode
segments. Consequently, a fingerprint reader system was developed (see Fig. 5) and two
identical systems were set up from industrial computer vision components (see one of
them in Fig. 6).

A reader system includes four high-resolution cameras with corresponding lenses,
LED bars as illumination devices, and an IT interface to the central fingerprint man-
agement software. Stiff mechanical mounts were designed for capturing images without
vibrations. Four cameras are needed to track four parallel tracks of electrodes. The sam-
pling of the optical system is limited by the pixel size and amounts to 26,2 μm per pixel.
The measuring field of a single image is 70 mm x 21 mm, while operating distance is
about 230 mm. The actual area used for fingerprint generation is even smaller at 16 mm
x 1 mm, resulting in a memory footprint of less than 1 KB per fingerprint. In the case
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of adding and tracing discrete parts, a control system such as a programmable logic
controller (PLC) sends add or trace commands to the fingerprint system.

Pos. 2

Pos. 1

System A System B

Fig. 5. Design of the two fingerprint reading systems in CAD, where System A has two possible
mounting positions (Pos. 1 and Pos. 2).

When applying in combination with endless material, the reader system itself has to
keep track of the coil position and add fingerprints at a fixed distance from each other
automatically, independent of the electrode segment length. This is done by image pro-
cessing of the detected surface microstructure and necessary to ensure the generation
of at least one fingerprint in the captured tracing area. The distance between the indi-
vidual fingerprints varies depending on the camera setup and field of view, fingerprint
dimensions, as well as processing times.

A coil with 800 m length requires around 30 million fingerprint comparisons for
a single request. As the comparisons can be computed in a highly parallel manner, a
GPU acceleration is promising to speed up the process to the required identification
rate. Early tests on a low-end mobile GPU already show a doubling in performance
compared to the previous system. The objective is to identify cell-specific electrode
segments in production cycle time.

A first test setup of the developed system including the lighting systemwas validated
and will be finally implemented on a coating machine. In a first step, the uncoated
area of the electrode segment was successfully serialized, identified, and recognized
by the developed Track & Trace Fingerprint-based system. In general, all technical
surfaces that exhibit an individual microstructure are suitable for the technology. Based
on this, further tests will be carried out on different electrode materials together with
different coatings (e.g., Cu and Al substrates and graphite coating). In the current state,
the system can support up to a 10 m/min feed rate but is projected to reach 20 m/min
or more with further optimization. For further use of the fingerprint serialization within
subsequent production processes, it is necessary to transfer the fingerprint information
from continuous electrode production to discrete cell manufacturing and housing. From
the point of cell assembly, this is currently realized by conventional tracking codes such
as DMC.
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Fig. 6. Prototype setup of the demonstrator on a coating machine.

3 Conclusion and Outlook

Traceability of individual lithium-ion battery cells within electrode production is chal-
lenging, since there is currently no reliable way of implementing continuous traceability
at single-cell level, thus linking electrode production and process data on a cell-specific
basis. To meet this challenge and eliminate the existing identification and information
gaps between process clusters, this paper established and presented a Track & Trace
Fingerprint-based approach for continuous single-cell identification. Based on the newly
designed Track & Trace Fingerprint system, a prototype setup was integrated and suc-
cessfully implemented on a coating machine at the Center for Digitalized Battery Cell
Manufacturing (ZDB) of Fraunhofer IPA. The hardware and software system will be
further adapted and optimized in the next development steps to optimize the marker-
free identification of continuous material. After testing precoated substrates or finished
electrode rolls on the current coating and calendaring machine, a further expansion of
the Track & Trace Fingerprint system is planned. The integration into additional coating
lines allows evaluation of further aspects, such as modified material systems, residual
moisture in the coating, and other influences accompanying the wet coating process.

The new marker-free identification approach enables the tracing of electrode seg-
ments without material changes and contamination due to the application of printed or
lasered identifiers. Even if electrode segments are cut out, it will be possible to allo-
cate electrode process parameters and data obtained during the coating process to the
individual battery at cell level. This will provide a more in-depth understanding of the
battery production process, a rapid localization of defects in the production chain, and
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consequentlywill improve product quality. Quality improvements and determining influ-
ential process factors will become possible by a more granular analysis. Besides, new
high-quality data sets allow for data-driven production analysis and optimization. With
the developed Track & Trace Fingerprint system, cell-specific traceability of lithium-
ion battery components and process steps to the finished product becomes possible. In
the future, the technology can be used for other sectors and continuous manufacturing
processes such as the production of continuous materials.
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Abstract. Modular production systems enable resilient production processes
through decoupled production processes. On the way to implementing flexible and
adaptable production systems, information support plays a decisive role. Only the
use of intelligent and structured information processing across previous system
boundaries and areas enables the coordination of requirements and capacities in
dynamic production environments. The rigid communication structures in infor-
mation systems of current production systems therefore need to be replaced by
dynamic interaction, both horizontally between entities and vertically between
different hierarchical levels. Multi-agent systems (MAS) are one way to meet the
requirements for centralized and decentralized decisionmaking in complex (cyber
physical production) systems (CPPS). To prepare the instantiation of a MAS, it is
necessary to structure and describe the information flows of a production system.

In this paper, the results of a simulation experiment for the implementation of
collaborative, subsidiary decisionmakingbasedon amodel-based systemstructure
are presented. Productivity potentials of more than 10% can be shown by using
collaborative manufacturing strategies.

Keywords: modular production · multi-agent systems · interaction model ·
systems architecture

1 Introduction

Resilient production systems guarantee robust production processes in the event of
unforeseen deviations in the operating sequence. Kern’s Modular Production proves
to be more resilient to demand and capacity fluctuations compared to linear production
systems [1, 2]. With the use of Cyber Physical Systems (CPS), mechanical and mecha-
tronic elements in (socio-technical) production systems acquire a higher decentralized
decision-making capability and possess complex interaction [3]. Systems engineering
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principles enable a better understanding and designing of complex phenomena [4]. Thus,
a system structure is needed that enables structured information processing in modular
production systems [2].

The requirements for information processing in modular production systems with
alternative process design according to Kern have been identified in former research
[2, 5]. This paper follows up on these and validates the previous research in the form
of a simulation experiment. For this purpose, the related work of preparing structured
information processing in multi-agent systems (MAS) for matrix production like Kern’s
Modular Production is given in Sect. 2, as well as the basics of systems engineering.
In Sect. 3, the basic functions for operating a MAS in modular production systems
are identified and put together in an interaction model. This model is supported with a
system structure in Sect. 4. Section 5 evaluates the implementation before the paper is
concluded in Sect. 6.

2 State of the Art and Related Work

In the following section, the related work in the area of systems structures for cross-
system information processing is presented.

2.1 Structured Information Processing in Modular Production

Modular Production Systems require cross-system information processing [4]. The con-
trol paradigm of strictly hierarchical control, e.g. the ISA95 is not suited for dynamic
and flexible cross-system information processing [6]. Alternative control paradigms
that allow vertical and horizontal communication are hybrid control paradigms [7]. A
promising approach to enable hierarchically but flexible information processing is the
application of multi-agent systems, that allow for complex communication between
encapsulated agents as subsidiary [8, 9]. As previous research stated, a special focus
lays upon the systems architecture and structure to support the requirements for infor-
mation processing between different domains [2, 5]. There are existing architectures that
serve as orientation for MAS development [10, 11]. An approach preferably suited for
reconfigurable MAS are AOSE methods like ADMARMS which is based on high level
design principles and a rather functional oriented development [10].

The coordination of systems is based on interaction of product, processes and
resources in CP(P)S [12]. Different possibilities exist to apply coordination by planning
and scheduling [13]. These could be used to coordinate systems and its inner systems
and elements on different hierarchy levels.

2.2 Structuring Systems for Developing a Systems Design

A System can be seen as a combination of interacting elements organized to achieve
one or more stated purposes [4]. Systems Engineering is focused on the system as a
whole, it looks at the system from the outside as well as from the inside using different
principles and concepts [14]. The functional concept describes the functions of a system
and what a system does. The structural concept describes the interior of the system, as



356 S. Komesker et al.

well as the relationships of elements within this system. Elements of a system can also
represent systems on a lower level (system of systems) [15]. This nested relation can
be described by the hierarchical concept [4, 16]. A subdomain is the systems design,
that incorporates the architectural, logical and physical setup. By using a model-based
architecting approach a suitable support of informational processes can be created [17,
18].

In addition technical cybernetics analyze the information flow through the system
and how it is processed. It considers how this can be used to manage and control itself
as a control loop [19].

3 Modelling Interaction for Planning and Control in Modular
Production Systems

An Industrie 4.0 compliant systems structure for modular production systems needs to
support complex decision making [5].

The procedure for decomposing a system top-down follows a basic principle “From
the General to the Detail” [16]. A decomposition is carried out to managerial and oper-
ational independence of functions to create a functional architecture [18]. The coor-
dination of functions follows the bottom-up principle and couples different functional
blocks to process (steps). As part of the systems analysis, the system’s elements are
identified as well as the tasks, roles and interdependencies for a system design view [5].
The application of ADMARMS design methodology supports a MAS architecture with
strong focus on maintaining the independence of functional requirements [10].

3.1 Top-Down Decomposition and Bottom-Up Aggregation of a Modular
Production System

The system is basically designed as a fractal structure with similar subsystems on differ-
ent hierarchy layers. The subsystems are designed as encapsulated entities, which can
be supported by the concept of AAS and ASD [5] (see Fig. 1).

Fig. 1. Decomposition of the production system for structured information processing for a
holonic architecture
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The structuring was done by defining hierarchy layers for theModular Production by
Kern according to theRAMI4.0 levels followed by a functional requirements engineering
matching the manufacturing system design. Each system contains similar functional
blocks that are encapsulated as holons on different hierarchy levels according to the
RAMI4.0 and preparing a subsidiary decision making.

The challenge of modular production systems was identified in the information
processing for a resilient production flow in skill-based modular production systems.
The functions and basic elements of a system from an information point of view were
extracted based on requirements on previous research [2, 5]. They are separated as rep-
resentation and self-description functions on the one hand and coordination functions
on the other:

I Representation and Self-description Functions
The Resource Agent (RA) knows capabilities and availability status of an element or
system. It includes skillset, process times and setup matrix. The capabilities or skills are
aggregated bottom up from each level to fulfil orders and suborders. The Product Agent
(ProdA) gives an overview of all manufacturing steps for a specific product in a subsys-
tem. It defines configuration, quality requirements and start and end dates for each item
in the production program. It contains information about the order and the manufactured
product, with update information from the resources for completed process steps. This
interacts with the shell that contains order specific blank options for the product being
built. The material is available in sufficient quantity in the supermarket and the trans-
portation is coordinated with the production flow. The production flowmanager need the
information of material availability for the planned production program. The Quality
Agent (QA) evaluates quality data from products and parts/material. The Process Agent
(ProcA) describes skills of the production processes needed to manufacture products
with suitable resources.

II Coordination Tasks
The Production FlowManager (PFM) ensures, that the right processes are performed
on the right resources in the right time. Therefore the PFM needs information about
the product process steps, the precedence graph and the offers from the resources for
processing orders and suborders. The PFM schedules and reschedules the orders on the
different resources. The Production System Manager (PSM) ensures that the right
resources are available to produce the production program. A potential measure could
be the reconfiguration of a system e.g. a resource adaption or integration of unplanned
orders, because the (sub-)system matches the required skills for that order. KPIs to
consider in this context are transportation time, variant flexibility, value add time, setup
time, makespan, output. TheMaterial Agent (MA) ensures, that the right material is at
the right place at the right time and the right volume The Data Manager (DA) collects
all the actual and requested information in the system and provides a consistent data
base. The Deviation Agent (DevA) identifies and assesses deviations initiates activities
in the system. Themechanism for planning and scheduling is presented in [5] and defines
a subsidiary decision making process for multi-level modular production systems. The
Orchestration Agent (OA) is responsible for the execution of decisions and closing the
control loop of an integrated planning and control system.
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3.2 Interaction Model for Cross-System and Cross-Level Information Processing

Based on the identified agent functionalities, an interactionmodelwas developed as basis
for a functional architecture in the sense of a model-based architecture [15]. The formal-
ized interaction model derived from the functional description in Sect. 3.1 is depicted in
Fig. 2. The interaction model is used for every fractal system of the production system to
support its subsidiary decision making. A fractal is defined per hierarchy level as a work
center, a station or a resource, each represented as a holon (see Fig. 1). The interaction
is described on an abstract level as control/command and inform. Control/command
interactions need a confirmation of receive, an inform a typical message into an agents
inbox. Asynchronous horizontal and vertical communication is realized by the DA that
serves as a message broker between agents, structuring data in different topics to which
other agents are subscribed and therefore enabling cascaded feedback control loops.

Fig. 2. Interaction model for multi-level and cross-system holistic planning and control

4 Implementation of a Subsidiary Planning and Control
for Enabling a Resilient Production Flow in Modular Production

In this section a system structure for a use case is implemented based on the interaction
model for subsidiary decision making. This is done by using the functional decomposed
blocks and aggregate it bottom-up in a multi-level production system.

4.1 Introduction of the Use Case

The production system contains 84 resources to produce 3 different models of a car with
different but similar product structure. The system is structured hierarchically in 3 levels
according to RAMI 4.0 consisting of fractals designed as holons with the same agent
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architecture. The work center level, that schedules and orchestrates the production of
the product. The station level, that schedules and orchestrated the production ofmodules
of the product in stations. And the control device level, where the processes to manu-
facture parts for modules are being executed the scheduled sequence. The control device
level marks the lowest level of granularity of functions for operational and managerial
independence. The production program consists of 300 products, each of which consists
of 16 modules and the associated production orders, 3 of which can be manufactured in
parallel. The module orders contain 2 to 8 production orders, so that the total number
of process steps for a product amounts to up to 90 steps. A data and information model
is supporting the function of a skill-based coordination and allocation of the different
product needs and resource capabilities with the respective process skills.

4.2 Implementation of a Model-Based System Structure

To create the system structure, the interaction model is prototyped as a holonic MAS.
The intelligent medium- and long-term decision-making is realized with the help of
agent-based modeling and simulation (ABMS). The coupling with a production sys-
tem is realized using the industrial-grade Discrete Event Simulation (DES) tool Plant
Simulation, which is coupled via amiddlewarewith theABMSand a schedulingmodule.

Fig. 3. Implemented system architecture from of the interaction model and planning mechanism

The DES provides the data basis for the decisions as a simulated production system.
Based on the skill-based approach, the resources have the decomposed skills to execute
process steps to manufacture a part, module or product. The formerly passive entities
of the DES were agentified in order to be able to communicate horizontally and decide



360 S. Komesker et al.

decentrally for ad-hoc initiation of transport orders and execution of short-term alter-
native strategies. The material transport is modeled by freely moving AGV within the
station and by lane-bound AGV between the stations.

By using a low-codeMiddleware and TCP/IP based interfaces a synchronous com-
munication between the DES and the MAS can be established. The goal is to connect
each passive resource of the DES with an active equivalent in the MAS. The middleware
forwards the event-based JSON-formatted updates from the DES to an http-enabled
gateway agent of the MAS via the TCP/IP client/server socket interface and returns
derived actions, as shown in Fig. 3. Via a web-based user interface, the middleware
enables configuration of the MAS, scheduling module and DES.

The MAS is the digital representation of the production system and structures the
agents within it based on the interaction from Fig. 2. The MAS is a multi-agent system.
In implementing the interaction model, the focus was on cross-level processing and
functions were aggregated. Based on the FIPA-ACL compliant agent platform JADE, a
MAS was developed that implements the sequencing and allocation planning [4]. For
this purpose, each control-device level resource was implemented as a holonic CDH in
a 1:1 relationship in the MAS. In the prototypical case, each Holon encapsulates several
of the agents presented in Sect. 3, within the respective system as a black box. These
include the CDH representation function and the DM’s function, which interacts with
an SQL database. In addition, the function of checking the available skills of resources
of the PSM is carried out during initialization and failure events. In the case of level-
specific sequence and allocation scheduling, a scheduling module is triggered in each
case, corresponding to the function of the PFM. Through the interaction of individual
encapsulated holons as well as the cross-level decomposition of orders, the holons solve
the problem of sequence and allocation scheduling subsidiary and forward the resulting
plans as executable orders for implementation to the executing control device level of
the DES.

The Scheduling Module serves as an implementation of the PFM for the subsidiary
coordination of resources, processes and products. The scheduling problem of the use
case describes an extended flexible job shop problem. The schedulingmodule for solving
the problem was implemented in Python and solved using a heuristic based on the Tabu-
Search method. The holons use the module to perform an allocation of the hierarchically
distributed operations of a task with the resources available in the respective holon. The
agents have the possibility to use the heuristics of themodule when requesting an offer as
well as to optimize the final schedules by the heuristics and to forward concrete orders
based on them. The scheduling module optimizes the schedule according to the lead
time.

The developed system structure represents a production system as a system of sys-
tems,which is able to solve subsidiary decisions on a short-term decentralized shop-floor
level as well as medium- and long-term planning problems through the coupled MAS.
After an initial decomposition of the planning problem in the MAS, a sequence plan is
generated by the holons communicating with each other. The final production orders are
derived and forwarded to the DES resources using the middleware. The ad-hoc transport
planning as well as the short-term decentralized reaction of the resources to disruptions
is realized by the horizontal communication in the DES.
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5 Simulation Setup and Results

In this section, the configuration and the corresponding execution of the simulation runs
are explained in more detail. In a first step, the different variables are presented as well
as the evasion strategies of the resources on control-level-device and station-level within
the simulation runs.

The overall layout of the DES, consisting of 84 control-devices containing skills
grouped into 16 stations in 1work-center is designed as amatrix. The production program
of 300 products and three types is initially planned for 110 products and then released
in groups of 30 products when the number of products in the system is lower than 80
products. The buffer capacity of resources on control-device-level is limited to 2 with an
availability of 95% with an MTTR of 2:30. The transport within each station is realized
by 5 AGV, for inter-station transport with 40 AGV. The station buffer capacity is set to
20.

Fig. 4. Exemplary graph of three different simulation runs following different manufacturing
strategies

The simulation runs follow different manufacturing strategies to show the effects
of different collaborative decentral and central control mechanisms. Three strategies
strict (strict plan execution), local (local negotiation for alternatives) and global (global
negotiation for alternatives) were followed to simulate different situations of deviation
events at control device or station level. The strict strategy follows the initial plan from
the scheduling tool and does not allow alternative process sequences. The local strategy
allows to reassign a product in case a resource failure occurs. In this case, the alternatives
that the technical precedence graph allows are evaluated. Either the process step can
be completed in the same station at a different resource with the required skill or a
different order with a different skill requirement can be assigned. Compared to the local
strategy, the global strategy additionally allows the selection of another station within
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the overall system to process the open order by using the agent interaction for negotiation
of alternative resource allocation and product sequences.

While the lead time (LT) for 300 products of the strict simulation runs is 7670 s on
average, the LT decreases to 7313 s in case of the local strategy. The global strategy
reduces to an averaged 6891 s. The transportation time percentage (AVG_TP) with the
global strategy of all products are on average 2.8% higher than with the strict strategy.
At the same time, the storage time percentage (AVG_SP) of the products are reduced by
5.8%, which results in an overall increase of the percentage of value-added production
time (PP) by 3%. Comparing the lead times for the mentioned production program, this
results in an average reduction of the LT of 11.2% for the same product mix and the
same incident volume. Figure 4 shows an exemplary graph of lead time of products
LT leaving the system in an exemplary graph. In the start-up phase of the system, the
strategies do not differ due to low competition for resources. After the ramp up phase,
the saving corresponds to about 11.2% (Table 1).

Table 1. Results of average makespan [overall_time], transportation time percentage [AVG_TP],
average storage time percentage [AVG_SP], average value-added production time percentage
[AVG_PP] and average leadtime [AVG_LT] of the different manufacturing strategies in 27
simulation runs

Strategy overall_time [s] AVG_TP [%] AVG_SP [%] AVG_PP [%] AVG_LT [s]

global 6891.108 13.9 57.3 28.9 1890.744

local 7313.016 12.6 59.9 27.6 1986.008

strict 7670.065 11.1 63.2 25.9 2122.766

6 Conclusion

This paper shows a system structure for holistic information processing with centralized
and decentralized intelligence. This is based on an interaction structure for cross-system
(horizontal) and cross-level (hierarchically) interaction for an autonomously organized
production flow. A hybrid control paradigm was implemented using MAS and shows
its potential for the use of centralized and decentralized planning and control in a use
case of a modular production systems. This allowed the implementation of an agent-
based planning mechanism that realizes sequence planning over multiple levels. The
planning and control mechanism was designed using an interaction model for a holis-
tic support. For the execution of the planning and control in dynamic environments a
hybrid decision support is needed,whichwas prototypically implemented in a simulation
experiment. The interaction model was implemented focusing on cross-level interaction
and collaborative decision making between holons of different systems in a MAS. The
collaborative decision making based on cross-level and cross-system interaction in a
holonic MAS enables an optimization of the lead time by more than 10% for dynamic
production situations. Agent based scheduling and control is used in different scenarios
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in the experiment. Firstly, a global optimal schedule for a multi-level production flow
was created by negotiating between different local optima in the manufacturing system.
Secondly, during manufacturing execution the agents optimize the global production
flow autonomously by cross-system and cross-level interaction in system. By using the
interaction structure, an alternative production flow is created and orchestrated, which
solves unforeseen events e.g. deviations caused by machine failures. In future experi-
ments, the interaction structure will be thoroughly validated by adding additional agents
to the holonic architecture. For further research, additional scheduling methods can be
applied as well as further enhancements of the cascaded control loops to allow a more
dynamic and predictive assessment of deviations and possible risks.
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Abstract. Since the COVID-19 pandemic, the automotive industry which is
regarded as a best practice considering its supply chain has experienced new
threats which render its supply chain vulnerable. For instance, the many lock-
downs, associated with collapsing of global distribution channels sunk vehicle
sales dramatically. The purpose of this study is to identify capabilities to strengthen
the resilience of automotive supply chains to pandemics. By using the supply chain
resilience framework developed by Sytch et al. [4] we analyze the resilience of
the automotive supply chain with evidence from the literature to a pandemic crisis
with vulnerability factors similar to those of COVID-19.

We do find evidence that seven out of ten capabilities we looked for are
present in the automotive supply chain. Capabilities to improve are i.e., multiple
sources for tier 1 suppliers, improving risk pooling/sharing, and defining means
of production postponement.

With the evidence on resilience factors for pandemics, we provide managers
with a set of factors to focus on in pandemics. Thus, our study helps managers
to better prepare their supply chain to resist global crises such as the COVID-19
pandemic. We used a methodology that can be applied with more secondary and
also primary sources and therefore is interesting for researchers.

Keywords: resilience factors · vulnerability factors · supply chain · automotive
industry

1 Introduction

The COVID-19 pandemic, which started in China in December 2019 uncovered many
vulnerabilities of global supply chains [1, 2]. Many countries closed their borders to
travelers and goods transport – by air, land, or sea- to limit the spread of the virus on
their territories [2]. Direct consequences are the collapse of global distribution routes,
economic self-isolation, “consumers reduced income” and “production shutdowns” [3],
which impacted both the demand and supply sides of supply chains worldwide [2].
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Because of its heavy reliance on a fragmented andglobal supply chain, the automotive
industry is a typical sector that got hit heavily by the COVID-19 outbreak [2–4]. Major
disruptions, such as the COVID-19 pandemic, result in deep cuts in sales for production
companies like the automotive industry (e.g. [5, 6]). For instance, vehicle sales sunk by
almost 20% in February 2020 compared to the previous year Free and Hecimovic [2]
relate that in the USA, 93% of all automotive production was stopped by late March
2020. In Europe, it is estimated that 1.1 million workers in the automotive industry lost
their jobs because of the pandemic [7].

The automotive supply chain is highly vulnerable to a turbulent external environment,
consequently to its complex and globalized supply chain which is associated with higher
uncertainty than other sectors’ supply chains [8, 9]. Managers estimate that supply chain
risks constitute the most severe threat to their company [10]. Consequently, managing
risks and uncertainty of supply chains is an essential ability in the automotive industry
[9], which can be understood as the resilience of supply chains.

Starting in the middle of the 1990s, researchers began to develop approaches to
increase the resilience of supply chains to disruptions [11]. First, they identified resilience
approaches to improve supply chain efficiency, such as just-in-time production [12].
Since the COVID outbreak, the focus of research on the resilience of the supply chain to
various vulnerability factors grows strongly.A search conducted on 27th May 2022 on the
Web of Science database with the terms “resilience” and “supply chain” results in eight
publications for 2010 and 573 publications for 2021. Resilience in a general meaning is
the ability to resist disruption. The resilience of supply chain research is segmented into
at least five fields, namely: (1) types of disruptions, (2) resilience phases, (3) resilience
strategies, (4) resilience methods and tools, and (5) capabilities for resilience. While
research in each distinct field is abundant, research that crosses fields is less frequent.
In the study of Sytch et al. [4], a framework is conceptually developed that bridges the
research fields of type of disruption or vulnerabilities and the capabilities for supply
chain resilience. We use a qualitative content analysis approach in combination with the
framework of Sytch et al. focusing on capabilities for resilience to future pandemics
based on information from scientific literature. To what extent are the capabilities of
the automotive industry resilient to vulnerability factors related to a pandemic situation
similar to COVID-19? The focus is on flexibility in sourcing, in order fulfillment, and
production capacity of the automotive supply chain as main capabilities to be resilient
to a pandemic.

The paper is structured as follows: After the introduction, we provide an explana-
tion of the resilience of supply chains followed by remarks about the resilience of the
automotive supply chain, recommendations for the automotive supply chain based on
our analysis, and the conclusion.

2 Resilience of Supply Chains

A generally agreed-on definition of supply chain resilience has not yet emerged in the
literature [11]. It can be constructed from its elements “resilience” and “supply chain”.
Resiliency in general is “…the capacity for an enterprise to survive, adapt, and grow
in the face of turbulent change…” [13] and “…the ability of a system to return to its
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original (or desired) state after being disturbed” [14]. This system can be a company’s
supply chain. It is defined as “…the network of companies involved in the upstream
and downstream flows of products, services, finances, and information from the initial
supplier to the ultimate customer” [15]. Thus, we do define supply chain resilience as
the ability of the supply chain to return to its original state (measured in dimensions
of performance) or a higher one after being disturbed. The literature on supply chain
resilience is divided by a) phases, i.e., pre disruption, during disruption, and post disrup-
tion, b) strategies, which can be proactive, concurrent, or reactive, and c) the capabilities
to anticipate, adapt, respond, recover, and learn. [16] This study focuses on capabilities.
Companies can be resilient by developing capabilities (Ci) to overcome the vulnerability
factors (Vj). In this case, resilience factors (Vj, Ci) are present as shown in Table 1 [4].
Vulnerability factors are turbulences, deliberate threats, external pressures, resource lim-
its, sensitivity, connectivity, and supplier/customer disruptions. And capabilities factors
can be flexibility in sourcing, flexibility in order fulfillment, capacity, efficiency, visibil-
ity, adaptability, anticipation, recovery, dispersion, collaboration, organization, market
position, security, and financial strength [15]. This study’s focus lies on flexibility in
sourcing which is “the ability to quickly change inputs or the mode of receiving inputs”,
flexibility in order fulfillment meaning the “ability to quickly change outputs or the
mode of delivering outputs” and capacity which is the “availability of assets to enable
sustained production levels” [15] since flexibility and capacities have been found to be
effective strategies for reducing the effects of disturbances [17].

Table 1. Framework for resilience factors (Source: own table based on [6])

Vulnerability factors (Vj)

Capabilities (Ci) Resilience factor (Vj, Ci)

3 Supply Chain Resilience of the Automotive Industry

3.1 Procedure

For the collection of data, the method of a systematic literature review is used for which
the Search-Appraisal-Synthesis-Analysis (SALSA) framework of Booth et al. [18] is
followed. To capture more relevant studies, two search levels are defined. First, one
of the largest scientific databases, Web of Science, is systematically searched by using
the following predefined keywords: [TS = Resilience AND automotive AND “sup-
ply chain”]. The search scope is limited to only peer-reviewed academic publications
in English or German with no timeframe limitations. 38 papers are first found. Their
appraisal is conducted through a streamlined deductive qualitative content analysis of the
full-text versions. Thus, the main selection criteria is the availability of information to
be extracted to fill the theoretical framework table. Since not all information is found in
the selected papers, thus, a second search was conducted on the more inclusive scientific
database Google Scholar. The aim is to find other secondary sources, such as industry
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reports or conference proceedings, to complete missing information of the theoretical
framework. More papers are selected, which rises up the number of secondary sources
selected for this study. The data from the secondary sources are summarized in a table.
This table is the base for the analysis in this study. It shows the specific capabilities that
are present or absent in the current automotive industry, with respect to flexibility in
sourcing, order fulfillment, and production capacity.

Data analysis and recommendation generation are conducted by two researchers
independently, based on the filled theoretical framework table. Both outcomes of the
analysis and recommendations are then compared and discussed. Differences are argued
and the consensus is reached. The results are presented in Sects. 3.3 and 4.

3.2 State of Art of the Automotive Supply Chain

The automotive supply chain produced 80 million cars including commercial vehicles
in 2021 and results in a yearly turnover of 800 million e for only the top 100 suppliers
[19]. It spreads over 67 countries and is therefore a global supply chain [4]. A global
supply chain is to be understood as

“[r]aw materials and intermediate goods are now frequently shipped across the
globe several times before final products are exported to final consumers around
the world, coordinated by accounting technologies predicated on global labor
arbitrage, cost minimization, lean inventory management, and tax avoidance” ([2,
S. 2] based on a literature review).

On the one hand, the automotive industry is seen as “the leader in supply chain man-
agement” [20, S. 704]. This results in automotive supply chains being well researched
(for instance [6]). We find research about the automotive supply chain and its resilience
in Japan, Thailand [21], China [22], Iran [23], Brazil [24], Turkey [25], Portugal [17],
and Germany [26]. On the other hand, the automotive supply chain has been hit heavily
by the Covid-19 pandemic. “…automakers’ supply networks are not nearly as robust
[…] to global disruptions [like the] pandemic” [4, S. 129]. Reasons for the vulnera-
bility of the automotive supply chain lay in the focus on cost reduction and efficiency
[17] as a goal reached by lean management, just-in-time delivery, and outsourcing [27,
28]. The analysis of automotive supply chains generally results in the structure of an
OEM, 1st-tier suppliers, 2nd-tier suppliers, andmore entities. GeneralMotors counts 193
unique tier-1 suppliers, 899 unique tier-2 suppliers, and 2,875 unique tier-3 suppliers.
For Volkswagen, the numbers are 213, 1,026, and 2,901 ([4] with data fromBloomberg).
More specifically companies in the automotive supply chain act as supplier of parts and
materials, are assemblers, logistic service providers or specialize in research or testing.
Additionally, regulatory bodies are included [26]. Thus, it can be considered complex
[17] providing also complex products compared to other global supply chains [29] (see
Fig. 1).
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Fig. 1. Supply chain mapping for the global automotive industry [29]

3.3 Sourcing and Fulfillment Capabilities of the Automotive Supply Chain

In summary, only seven of the ten capabilities we focus on in this study are found in the
current automotive supply chain (see Table 2).

Table 2. Capabilities of the automotive supply chain from the literature (Source: own table)

Capability Status Ref.

Flexibility in sourcing Part/input commonality Mostly present [6, 30]

Modular product design Mostly present [31]

Supplier contract flexibility Mostly present [32, 33]

Multiple sources for Tier 1 suppliers Mostly absent [6]

Multiple sources for Tiers 2 and 3
suppliers

Mostly present [26]

Flexibility in fulfillment Alternate distribution channels Mostly present [34, 35]

Risk pooling/sharing Mostly absent

Production postponement Mostly absent

Capacity Reserve capacity Mostly present [24, 26]

Redundancy Mostly present [4]

We did find evidence for most of the resilience capabilities belonging to flexibility
in sourcing, flexibility in fulfillment, and capacity in the literature on automotive supply
chains. Starting from the beginning of automotive production until now parts, e.g. axles
or wheels are used partly as standards for different products to cut costs [6, 30]. Thus,
we do find evidence for the capability part and input commonality. Considering the
modular product designwhich ismeant to keep control of the growing variety of products
[31]. The supplier contract flexibility can be found in the automotive supply chains
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for the quantity of supply, e.g. of engines [32, 33]. The use of multiple sources is
not really found for the tier-1 suppliers. Toyota, as an example, “interacts directly and
closely with the first-layer suppliers […] [s]ince such key components are customized,
only a few pre-selected vendors are in its first layer…” [6, S. 219]. The other layers
with less specialized components tell a different story. Here we do find cases in which
“[i]f one supplier fails […] still at least one [will be available] ensuring the delivery
of parts” [26, S. 245]. Going further with the attributes for flexibility in fulfillment
cases of alternative distribution channels can be found. One exemplary company “…has
a nationwide network to facilitate the customers. This network includes 349 dealers
and their workshops, 1541 authorized service centers covering 897 cities and towns”
[34, Abs. 3.2]. Additionally, the means of transportation have been changed in one
case after the attacks on the twin towers [35]. For risk pooling or sharing as another
resilience capability and delayed commitment and production postponement, we did not
find evidence in the literature. Lastly, the elements of capacity, reserve capacity, and
redundancy are generally found present according to examples from literature, such as
safety stocks [24, 26] and “…manufacturing presence in multiple countries…” [4, S.
125].

4 Status Quo and Recommendations

Based on the COVID pandemic, four subfactors are defined to describe the vulnerability
that can result from a pandemic crisis, namely: barriers to import and export, lockdowns,
the unpredictability of demand, and fluctuations in currencies and prices. The effect of
the current capabilities of the automotive supply chain (see Table 2) on the mitigation
of vulnerabilities subsequent to a pandemic is evaluated. The results are summarized in
Fig. 2 and detailed in the text hereafter. Based on these findings, a recommendation for
a higher resilience of the automotive supply chain is drawn.

Parts/components commonality (C1) and modular product design (C2) have similar
effects on the resilience of the automotive supply chain. The capability of the automotive
industry of using parts and components from more than one product or product families
decreases the resilience of its supply chain to a barrier of import and export in which the
delivery of parts by global suppliers is interrupted. Furthermore, lockdowns, in which
workers are not allowed to go to factories, lead to the interruption of the production
of parts. When parts are common to many products, such is the case with the automo-
tive industry, by ripple effect the supply chain is disrupted. Similarly, Modular product
designs decrease automotive supply chain resilience to barrier of import and export and
lockdowns. Especially in European and USA, the automotive industry tends toward a
modular product design, in which they outsource car modules from 1st-tier suppliers [6].
The resilience of their supply chain is highly reliant on suppliers of modules (i.e., 1st-tier
suppliers). Modular product design and parts commonality increase the resilience of the
automotive supply chain to the unpredictability of demand, as they increase their flex-
ibility in adapting their production lines to fluctuating demand. No discernable effects
on the resilience of the automotive supply chain to fluctuations in currencies and prices
could be identified.

Supplier contract flexibility (C3) and reserve capacity (C6) have similar effects on
the resilience of the automotive supply chain. In a flexible supplier contract, it is agreed
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Fig. 2. Diagnostic of the resilience of the current automotive supply chain to COVID-19-like
pandemic crisis (Source: own figure)

that a predefined amount of an order can be revised up or down. Currently, flexible
supplier contracts are used by defining a corridor in which the volume to be supplied can
vary [32]. Such flexibility increases undeniably the automotive supply chain’s resistance
to all vulnerability sub-factors associated with a pandemic situation. According to the
literature, automotive firms use different tools to define safety stock levels to mitigate
crises [24, 36]. This capability increases the automotive supply chain’s resilience to a
pandemic situation in all four aspects.

Multiple sources for tiers 2 and 3 suppliers (C4), alternate distribution channels (C5)
and redundancy (C7) have similar effects on the resilience of the automotive supply chain.
In general, the capabilities of flexible sourcing through alternative suppliers of parts
mitigates disruption from the barrier of import and export, lockdowns, and fluctuations
in currencies and prices. Similarly, the capability to use flexible ways of transportation
and to switch transportation means, when necessary, allows the automotive supply chain
to mitigate barrier of import and export, lockdowns, and fluctuations in currencies and
prices. Finally, redundancy, such as by establishing manufacturing facilities in many
countries [4], increased the resilience of the automotive supply chain to the barrier of
import and export, lockdown, and fluctuations in currencies and prices. The effect of
multiple sources, alternate distribution channels, and redundancy is not discernable on
the unpredictability of demand.
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Based on the results of this paper, we recommend the following. First, to increase the
resilience of the automotive supply chain, the three capabilities that do not exist in the
current automotive supply chain should be developed, namely: (1) multiple sources for
tier 1 suppliers, (2) risk pooling/sharing, and (3) production postponement. As tier 1 sup-
pliers produce and supplymore critical parts of a car than tier 2 and 3 suppliers, the effect
of relying on multiple sources would be more pronounced on supply chain resilience.
It is recommended that automotive assemblers should have more than 1 tier supplier
to increase supply chain resilience to the barrier of import and export, lockdowns, and
fluctuations in currencies and prices. Furthermore, risk pooling and sharing is a key capa-
bility to mitigate vulnerability due to fluctuating demand and prices, supply and demand
uncertainty [37], such as the barrier to import, export, and lockdowns. Moreover, the
capability of production postponement allows to shift manufacturing activities across
different products [37], thus allowing companies to be resilient to all four vulnerability
aspects associated with a pandemic situation.

When taken apart, two capabilities render the automotive supply chain more vulner-
able to pandemics which are parts commonality and their modular product design. At the
same time, these capabilities are a cornerstone of the high efficiency of the automotive
supply chain. The recommendation is to find a balance between high efficiency and high
resilience of the automotive supply chain, by considering key capabilities in connection
with each other. For instance, parts that should be common to many product lines should
have multiple suppliers and redundancy in their manufacturing and storage. In that way,
the capability of parts commonality (C1) is moderated by multiple sources (C4), reserve
capacity (C6), and redundancy (C7).

5 Conclusion

The pandemic shows vulnerabilities in the automotive supply chain which can be
regarded as one of the best. Parallelly, the complementary interest in research in supply
chain resilience has been growing in the last years. The literature presents us with con-
cepts, simulations, and with some empirical studies about supply chains being disturbed
by vulnerabilities. Our study provides evidence from the literature that the automotive
supply chain could improve its resilience by finding multiple sources for tier 1 suppliers,
improving risk pooling/sharing, and finding possibilities for production postponement.
These recommendations are based on a single literature study. Thus, they offer orienta-
tion but need to be weighed carefully by managers. Further research can be done with
different secondary or new primary data.
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Abstract. In case of electric vehicles (EV) powered by lithium ion traction batter-
ies (LIB), remanufacturing processes nbecome increasingly important due to their
rising market share and valuable raw materials. LIB can account for up to 40% of
the total EV cost. Often, only a small portion of the cells are significantly degraded
when the usable battery capacity falls below 80%, which is currently considered
the standard end-of-life criterion. However, in order to enable efficient remanu-
facturing, novel battery design principles are required. This paper discusses the
requirements, opportunities and challenges of future remanufacturing processes
of LIBs down to the cell level using a battery system of a commercial vehicle
as an example. It gives an overview of the current state-of-the-art manufacturing
processes of battery systems and shows thedevelopedoverall remanufacturingpro-
cess including condition assessment, disassembly and reassembly. Subsequently,
requirements on future designs are discussed. The state-of-the-art of EV batteries
is evaluated based on these requirements to determine where incompatible con-
nections such as welded contacts or adhesive joints conflict with remanufacturing
design principles.

Keywords: Remanufacturing · EV battery · Condition assessment ·Modular
design · Circular economy

1 Introduction

Battery technology enables the transformation of themobility sector towards sustainable
drive systems. Electrical driving technology appears to be the future of transportation
and offers climate and eco-friendly transportation of passengers and goods. EVs are
mostly equipped with LIBs. With increasing market share of EVs, the question about
how to process a battery after its usage time arises and processes for the recovery of
materials and components such as recycling and remanufacturing gain importance. The
industrial research and development (R&D) efforts in battery design mainly focus on
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the increase of energy and power density, cost reduction, fast charging and improved
safety [1]. Tremendous progress has been made in the optimization of battery design on
the material level (material for cathode, anode etc.), electrode level (e.g. electrode thick-
ness), cell level (e.g. shape) and system level (mechanical design, battery management
system (BMS) etc.) [2]. Concepts for a recycling-oriented design and manufacturing
received less attention. In current LIB-systems, single battery cells are connected to
form a battery module. Several modules together with additional electrical periphery
(e-parts like battery management etc.) form a complete traction battery.

The research gap addressed is the concept of a remanufacturing process for LIBs
down to cell level and the associated changes regarding design and assembly of the
components. This paper first provides a state-of-the-art review on LIB systems with
respect to their life cycle and upcoming recycling directives. Second, an exemplary
LIB system with prismatic cells is analysed with respect to the manufacturing process
and applied joining techniques, which are decisive for an efficient remanufacturing
process. Third, the challenges of the current system regarding an efficient and potentially
automated remanufacturing process and necessary design modifications are discussed.

2 State-of-the-Art/Literature Review

This chapter provides a review of the relevant contributions from the existing body of
scientific publications, legal regulations and articles in the fields of LIB design, aging
behaviour of components and their treatments after end of life back to the year 2006. The
EuropeanDirective 2006/66/EC takes producers of batteries or producers of components
incorporating a battery into responsibility for the waste and recycling management of
batteries that they place on the market [3]. A recent update of the directive requires recy-
cling efficiencies and recovery ofmaterials for batteries of 65%by 2025 [4]. Even though
there are legal regulations for the material efficiency, there is currently no standardised
procedure for the processing of returned batteries.When an EV battery reaches its end of
first life, manufacturers have three options: disposal, recycling, or reuse. Inmost regions,
regulation prevents mass disposal. Established recycling processes currently only focus
on the highly valued materials such as cobalt and nickel [5].

Fig. 1. The life cycle of a LIB includes the battery design, manufacturing, usage life and either a
second life or direct recycling of material after the end of first life.
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Pyrometallurgy (smelting) offers only a low recycling rate with high-energy input, as
cheap base metals such as lithium, graphite or carbon get lost in the process. Hydromet-
allurgy (leaching, precipitation and resynthesis of elements) uses huge amounts of chem-
icals, which require professional disposal. New processes that recover more material are
not yet fullymature. The third option is the reuse of batteries in stationary energy-storage
applicationswith lower current and energy density demands.However, second-life appli-
cations can only extend the lifespans of LIBs. Critical materials still need to be recycled
after the end of second life, as it is shown in Fig. 1 [6, 7].

A LIB drops out of first life when it no longer meets EV performance standards,
which typically means maintaining 80% overall capacity [5]. It is possible, that the
total capacity is determined by a few degraded cells. Kampker et al. carried out an
experimental confirmation of cells reliability in 2021. A LIB was disassembled after
roughly 288 deep cycles and all 196 cells were tested, resulting that 89% of the cells
were still reusablewhereas 9%had an insufficient capacity for reuse and2%showedother
types of failures. Of the reusable cells, 68% were probably still useable for automotive
applications, 16% only for stationary applications, and 5% were probably not worth
being reused, even if they did not fail [8]. These results confirm a simulation by Mathew
et al. [9], which estimates that most cells of a used battery pack are worth recovering.
The virtual replacement of 5%–30% of the worst aged cells resulted in a restored state
of health (abbreviated SOH) of almost 100%. These results, viewed in the context of
increasing scarcity of resources and the legal regulations aiming for circular economy
for LIBs raise the question how single cells can be restored and reused.

Remanufacturing transforms a degraded product into a quasi-new or an improved
functional state by reprocessing and exchanging single components, thus increasing its
resource and economic efficiency and enabling circular economy principles. Remanu-
facturing on LIBs means the exchange or preparation of degraded components or cells.
According to the case study scenarios of Alfaro-Algaba et al. [10] and the results of
Kampker et al. [11], remanufacturing of LIBs offers great potential in economical and
ecological savings. However, there is currently no industrial application of reprocessing
LIBs down to cell level. This is due to designs unsuitable for an automated disassembly
and varying designs from different manufacturers. Upcoming industrial trends like the
cell-to-pack design (with cells directly integrated in the housing without stacking to
modules) intensify these problems or simply do not allow remanufacturing [12].

3 Analysis of a State-of-the-Art Battery System

This paper focuses exemplarily on the LIB system of a commercial vehicle. In the e-axle
of a commercial vehicle multiple battery packs are combined to reach higher battery
capacity for higher power and range. Nevertheless, the composition and components of
the LIB system itself are comparable to LIB systems in passenger cars.

Methodology
Based on an overview of the current manufacturing process of LIBs derived from state-
of-the-art commercial vehicle LIB systems as well as from a literature review, this
paper shows a process step sequence for a remanufacturing process. Various require-
ments for an effective implementation of this process model are defined. Subsequently
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this publication discusses requirements on future designs, which enable the processes
derived earlier. Furthermore, it evaluates the exemplary battery design based on these
requirements. Figure 2 represents the procedure graphically.

Fig. 2. Methodology of the research.

The Manufacturing Process of a State-of-the-Art Battery System
Figure 3 describes the manufacturing process of the exemplary LIB system (Fig. 4), both
derived from a commercial vehicle’s LIB system as well as a literature review.

Fig. 3. The manufacturing of a state-of-the-art LIB transferred from [13] to the system in Fig. 4.

An initial test sorts out defective cells using impedance spectroscopy, voltage mea-
surement or capacity analysis. The single prismatic cells are enclosed with adhesive
foils for isolation and are combined to cellblocks and clamped in a module frame. A
welded ladder rail contacting system interconnects the cells and connects all cells of a
module with the cell monitoring board (CMB for voltage and temperature, mounted to
the module block). The modules are interconnected with busbars. The most common
electric contacting technologies are laser welding, laser bonding or ultrasonic welding
[15]. The following is a test of conductivity at the joints. For later connection to the
master system, the modules are equipped with cable harnesses. Before positioning the
modules in the housing, a cooling plate is placed on the bottom of the pack. Thermal glue
or foam between the modules and the cooling plate and additional screw connections to
the cross bars of the housing tub secure the module blocks [16].

In the exemplary LIB system in Fig. 4 two layers of modules are arranged in separate
housings to increase the battery capacity. They are placed on top of each other, separated
by a solid sealant. The topcover closes the housing with screws and a solid sealing. A
leak test guarantees its tightness. On top of the two module layers there is the EE-Box
(containing electric/ electronic peripheral devices such as contactors, fuse, pyrofuse and
busbars to which the wiring harness is attached). It is mounted to the housing and also
connects the high-voltage (HV) connector, low-voltage (LV) connector andmaster BMS.
A liquid cooling system for all packs is mounted on one of the packs (not displayed in
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Fig. 4. Schematic design of an exemplary LIB and its components (left) and a module (right).

Fig. 4). The mounting of those components is detachable as usually screws, clips or
plugs are used [16].

Remanufacturing Scenarios for LIB Packs
The remanufacturing process is not simply the reversal of the manufacturing process,
due to various inextricably designed connections as well as degraded components. Based
on the generic design presented in Fig. 4, it can be described by the following steps:
analysis and condition assessment, removal process, check and preparation of single
components and cells and reassembly/ replacement of components.

Fig. 5. The developed remanufacturing process for LIBs with different strategies adapted and
supplemented from [16].

The first step is to discharge the packs. After that, a Begin-Of-Line Test (BOL)
estimates the overall condition of the pack and identifies defect components or cells.
The SOH and aging condition of single cells decide about their further usage. The same
applies to the functionality of the e-parts, some of which could use an overhaul.

The process sequence depends on the chosen business model or remanufacturing
strategy. Figure 5 indicates the strategies (a) with an exchange and replacement of aged
modules or (b) aged cells. Strategy (c) means disassembly of the whole system, where
components are used as spare parts or in newly reassembled packs. Also a combination
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of these strategies is possible: if a module contains a single or few degraded cells they are
replaced, otherwise the whole module is exchanged. Some of the remaining cells from
the removed module then might serve as spare parts. Similar to strategy (c), Kampker
et al. [13] introduce a remanufacturing architecture to build new LIB systems from
disassembled components. Strategy (a) is similar to the business model of the Nissan
Leaf, where aged modules of LIBs can be replaced- enabled by a special design with
very small modules and bolted connections [14].

4 Remanufacturing Challenges and Design Modifications

Challenges and Requirements of Remanufacturing
Due to the wide variety of cell-, module- and pack-types, today the dismantling of LIB
systems is time-consuming manual work. Considering the rising amount of returning
LIBs (one million are expected to return by 2028), the remanufacturing process needs
to be partially or fully automated to implement it industrially and economically [15].
Figure 6 indicates that the expected high number of returningLIBswill require automated
processes. It must be further investigated whether a flexible line in terms of variants and
quantities is better than an automated sub system separated by cell type (cylindrical,
pouch or prismatic) or process steps (e.g. glued or screwed connections).

Fig. 6. Different levels of automation in production systems based on the illustration in [15].

To generate the quantities, a well-targeted and systematic collection has to feed
the returned LIBs to the remanufacturing process. This also means that batteries from
damaged vehicles are handled in different processes due to potential dangers.

A standardised labelling of LIBs supports the idea of automation, so the used mate-
rials and joining technologies can be identified ahead for the flexible systems to react or
set up accordingly. This is similar to the idea of a battery passport that carries helpful
information about the manufacturer, design, data sheets and disassembly manual [17].

A reliable BOL-test needs to identify damaged packs to avoid safety issues or prob-
lems in disassembly and to access the quality. LIBs not worth for remanufacturing will
be treated differently. In addition, the BOL should evaluate the state of charge.
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A safety concept should define the treatment of packs in case of a thermal runaway.
Michaelis et al. suggest a standardised BMS-interface to extract life cycle data and
information about the usage profile, possible failures in the pack and the SOH [16].
The condition assessment needs reliable, standardised, affordable and non-destructive
analytical methods [17]. In addition, reliable inline measurement principles for cell
checks and their classification as well as for periphery e-parts need to be developed.
Lately a cooperation between Audi and Volkswagen released a diagnosis tool, which
assesses the overall condition of the LIB pack and single cells within a fewminutes [18].

For operational safety regarding high voltage and states of stress in the components,
specially trained staff uses insulated and securing tools. A crane helps handling heavy
components, as a pack can weigh over 700 kg in case of heavy-duty vehicles.

Short-circuit hazards also have to be avoided and the process forces and positioning
of grippers and tools need to be very precise. The highly sensitive cells and sensors need
to be separated but not damaged by mechanical stress or thermal load. Tolerance chains
have to be considered in the resulting stress conditions and expansion behaviour.

Looking closer at the LIB design in Fig. 4, the previously described manufactur-
ing process is not reversible due to the applied production methods and materials. The
irreversible steps of the manufacturing process require either a non-destructive disman-
tling technology or a change in the manufacturing process going hand in hand with the
redesign of the battery system itself. As the results of the disassembly experiments of
LIBs with prismatic cells of Kampker et al. [8] and Schäfer et al. [19] show, there are
no such non-destructive dismantling technologies down to cell level with potential for
automation. Obviously, adaptions in the design of LIB systems are necessary.

The Main Difficulties of Disassembly of State-of-the-Art LIBs to Cell Level Are:

• welded electrical connections between cells and welded busbars are hard to separate
without removal of material (such as drilling or milling of the contacts)

• adhesive isolation between the cells and between cell blocks and the cooling plate
makes it very difficult to loosen and separate the cells without damaging them

• the cells must not be harmed in any way (e.g. by penetration or destruction of the
outer case, short circuits and deformation due to excessive pressure)

• in order to exchange an individual cell in the module frame, the compression within
in the block should be maintained as the cells expanded during usage

• the overall SOH within a block should be balanced, which is why the inserted cells’
SOH should fit the SOH of remaining cells

• corrosion, distortion due to thermal and mechanical loads, altered tolerance chains
and thereby induced residual stresses complicate the dismantling

Requirements on Future Designs for Remanufacturing:
LIBs with new designs must be comparable to the state-of-the-art LIBs regarding per-
formance, weight and dimensions. Alternative electrical contacting methods should not
have higher electrical resistance than on state-of-the-art batteries. Based on the litera-
ture review and analysis of the exemplary LIB system, Table 1 suggests R&D activi-
ties regarding innovative materials or integration of functions to improve the potential
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of future LIB systems for economical remanufacturing scenarios. The overall design
should be modular with interfaces for automated disassembly. As few components as
possible should be destructed during the disassembly. Inseparable bonds such as welding
or gluing should be avoided or at least made in such way that they can be separated.

Table 1. Design modifications for a remanufacturing friendly LIB design

State-of-the-art Design modification approaches

Thermal glue for heat dissipation Function integration of cooling channels
and/or isolation in the housing of cells,
modules or packs

Adhesive gap fillers Alternative materials such as thermal
elastomers with lower adhesion
characteristics [20]

Double-sided adhesive film to connect cells Single-sided adhesive film easier to separate

insert cells in a plug system/frame for
grouping [21]

CMB with welded connection to ladder rail Function integration of sensors in the
housing of cells, modules or packs

Poor accessibility of components which need to
be disassembled

Provide space, gaps or edges to level up a
component or to ensure the accessibility of
components

Exchange cells without removing the
modules if accessibility is given

Welded electric contacts are not detachable Cable plugs for wiring sensors and cable
harnesses

Laser bonding or micro-clinching are
detachable [22]

Based on the above-mentioned requirements, the exemplary design of a state-of-the-
art LIB system in Fig. 4 is evaluated regarding suitability for remanufacturing based on
the used materials and joining technologies.

The EE-Box includingHV-Connector and LV-Connector can be easily removed from
the housing even though corrosion over the usage time can complicate the loosening of
screws, plugs and clips. Wiring and cable harnesses of the BMSMaster and the HV- and
LV-module can be disconnected. The design of the topcover and the housing enables an
opening of the battery pack.

The busbars for connecting the modules are permanently welded. A separation is
only possible with the removal of material (such as drilling or milling of the contacts).
To lift out the module (frames) first the screwed connections to the pack housing have
to be loosened. The thermal glue or foam between the cell blocks and the cooling plate
complicates the removing of the modules and is the cause of possible damages.
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Similar to the module level, the welded connections for contacting the cells and
CMB cannot be separated non-destructively. Laser cutting of busbars exposes the cells
to possible damages from high heat input (risk of fire and reduced efficiency due to
chemical reactions in the cell), molten material and debris. Additionally, the adhesive
foils between the cells inhibit the separation of cells without mechanical damaging.

5 Discussion of Results

The proposals for remanufacturing friendly design changes made in this paper are partly
adaptable to the design introduced in Fig. 4. Function integration of cooling channels in
the components involves the risk of undetectable leaking in the system. Better accessi-
bility requires larger installation space. The same applies to the framed plug-in system
for cell grouping. Even though the gaps between cells favour ventilation cooling and
provide space for the expansion of cells during usage, the greater need for space is
a disadvantage compared to cell connection by means of adhesive foils. Alternative
materials for thermal isolation with lower adhesion characteristics are subject of current
research in the automotive sector. Without adhesive connections and sufficient accessi-
bility, the exchange of cells directly in the pack could be possible without the removal
of modules. By developing alternative contacting methods, measurement technology
can be integrated for an inline assessment of the quality of the connection and would
replace quality control after contacting. [15] In summary, the challenge in implementing
remanufacturing friendly design changes is to avoid interference with classical battery
system development goals. New LIB designs must be comparable regarding weight and
dimensions in order to offer similar power density as state-of-the-art LIBs.

6 Summary and Conclusion

The analysis of the manufacturing process and used materials and joining technolo-
gies results, that the current state-of-the art designs of LIB packs like in Fig. 4 do not
allow a disassembly down to cell level. The displayed state-of-the-art LIB-design cur-
rently allows the exchange of e-parts on pack level. Mainly the adhesive bonds and
non-detachable welding connections inhibit dismantling. This paper suggests design
modifications regarding better accessibility of components for disassembly, avoidance
of adhesive gap fillers or glue and the use of alternative electrical contacting. High poten-
tial lies in the contacting methods laser bonding or micro-clinching. Cooling function
integration in components or alternative materials for isolation help to reduce the use of
glue and require further research activity.
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