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Abstract. Due to the widespread use of English, considerable atten-
tion has been paid to scene text recognition with English as the target
language, rather than multilingual scene text recognition. However, it is
increasingly necessary to recognize multilingual texts with the continu-
ous advancement of global integration. In this paper, a Length-sensitive
Language-bound Recognition Network (LLRN) is proposed for multi-
lingual text recognition. LLRN follows the traditional encoder-decoder
structure. We improve the encoder and decoder respectively to better
adapt to multilingual text recognition. On the one hand, we propose
a Length-sensitive Encoder (LE) to encode features of different scales
for long-text images and short-text images respectively. On the other
hand, we present a Language-bound Decoder (LD). LD leverages lan-
guage prior information to constrain the original output of the decoder
to further modify the recognition results. Moreover, to solve the problem
of multilingual data imbalance, we propose a Language-balanced Data
Augmentation (LDA) approach. Experiments show that our method out-
performs English-oriented mainstream models and achieves state-of-the-
art results on MLT-2019 multilingual recognition benchmark.
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1 Introduction

Nowadays, in the research of scene text recognition, most existing methods
mainly focus on Latin-alphabet languages, even only case-insensitive English
characters. However, text recognition in other languages has become increasingly
valuable with the trend of globalization and international cultural exchange. At
present, the most common method for multilingual recognition is to apply the
method that works in English directly to all kinds of languages. In this way, all
characters are treated as different categories without distinguishing languages,
and the data of all languages are mixed and trained together to get a universal
network that can recognize all characters. But there are some disadvantages:
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— Too many categories lead to poor recognition accuracy.

— Different languages have different characteristics, so they may adapt to differ-
ent recognizers. It is difficult to achieve the optimal solution in every language
using the same network.

— There are visually similar characters with different labels in different lan-
guages. Like “11” in Korean and “11” in Chinese, “—” in Symbols and “—"
in Chinese, “A ” in Japanese and “h” in Latin. Multilingual mixed training
makes these similar characters difficult to identify.

— Latin data tend to be much more than other languages, so the prediction
results will be more in favor of Latin.

In this paper, a Length-sensitive Language-bound Recognition Network
(LLRN) is designed for multilingual recognition. At the same time, Language-
balanced Data Augmentation(LDA) is applied to balance the multilingual data.

In summary, the main contributions of this paper are as follows:

— We use LDA to solve the problem of data imbalance in different languages
and significantly improve recognition accuracy.

— We propose a Length-sensitive Encoder (LE) adapted to different lengths
of text images, and a Language-bound Decoder (LD) adapted to different
languages. These are the two main components that LLRN has innovated for
multilingual recognition.

— The proposed LLRN achieves state-of-the-art (SOTA) performance on main-
stream benchmarks on the MLT-2019 dataset.

2 Related Work

2.1 Scene Text Recognition

Basically, the mainstream approach after 2015 is based on two ideas. One is based
on Connectionist Temporal Classification (CTC) [3], especially the combination
of CTC and neural networks. The typical representative method is CRNN [15].
CRNN uses Convolutional Neural Network (CNN) and Recurrent Neural Net-
work (RNN) for feature extraction. Then, the feature map is decoded to an out-
put sequence, and the problem of constructing the loss function of the indefinite
time sequence is solved by calculating the conditional probability. Another app-
roach is based on the attention mechanism [17], which is usually combined with
the sequence-to-sequence encoder-decoder framework to help feature alignment
through the attention module. The typical representative method is ASTER
[16]. ASTER uses CNN to extract feature maps from the input images, and
then the feature maps are encoded by a Bidirectional Long Short-Term Memory
(BiLSTM) network [6]. According to the weight given by the attention model,
the features of different positions are weighted as the input of the decoding
model, and then the decoding is carried out by the RNN based on the attention
mechanism.
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2.2 Multilingual Scene Text Recognition

Most of the above studies are for English. There are two ways to extend them
to multilingual scene text recognition. The first way is to identify the language
script of the scene text images and then send it to the recognition network of
the corresponding script. For example, in [7], text images in different languages
are sent to the corresponding recognition network to get the result. The second
way is undifferentiated regarding all the characters of all languages as differ-
ent categories and getting a general network that can recognize all languages
through mixed training. For example, E2E-MLT [1] forgoes script identification
and performs text recognition directly.

3 Methodology
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Fig.1. A schematic overview of LLRN. LLRN is composed of four parts: a ResNet
Backbone, a Length-sensitive Encoder (LE), a Script Identification Module (SIM) and
a Language-bound Decoder (LD).

In this paper, we propose a multilingual text recognition pipeline called Length-
sensitive Language-bound Recognition Network (LLRN). The network is com-
posed of four parts: a backbone based on ResNet [5], a Length-sensitive Encoder
(LE), a Script Identification Module (SIM) and a Language-bound Decoder
(LD). Moreover, in order to address the multilingual data imbalance, we also
introduce Language-balanced Data Augmentation (LDA) to balance the amount
of data in different languages.

Figure 1 shows the pipeline of our method. First, we utilize LDA to equalize
the amount of data in each language. Then, the language-balanced data are fed
into the LLRN for training. During the training stage, first of all, like most
text recognition methods, the backbone uniformly extracts features from the
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input images to obtain feature maps. Secondly, the feature maps are sent to
the corresponding LE according to the aspect ratio of the original input images.
At the same time, the feature maps are also fed into SIM to get the language
classification. After that, the Transformer based LD, through language-bound
linear layers guided by language classification, further calculates the final result.

In the following, we will introduce the implementation details of each module.

3.1 Language-Balanced Data Augmentation (LDA)
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Fig. 2. (a) Distribution of data in different languages in MLT-2019. (b) Left: LDA for
languages with rare data. Right: Keep Latin for excessive data unchanged.

As we can see from Fig. 2(a), Latin data are excessive while other language data
are relatively rare. This often leads to the network overfitting on Latin data and
inadequate training on data in other languages. Therefore, we draw inspiration
from [19] and apply the context-based data augmentation (ConAug) proposed
therein to enlarge the dataset so that all languages have the same amount of data
as Latin. In our work, we refer to it as Language-balanced Data Augmentation
(LDA) because of its ability to balance multilingual data. Figure 2(b) shows that
we use LDA for languages with rare data, while keeping the Latin for excessive
data unchanged. Not only that, this simple but effective data augmentation
approach can change the background of the on-image text and force the network
to learn a more diversified context so as to improve the generalization ability of
the model.

To do this, first, all images are normalized to the same height while keeping
the aspect ratio constant. Then, two different images of the same language are
randomly selected and concatenated to a new view. The labels of the new view
are the concatenation labels of the two original images. With LDA, we have
achieved the same amount of data for all languages.

LDA is not only effortless to realize but also provides a considerable improve-
ment, as our subsequent experiments (Sect.4.5) will demonstrate.
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3.2 Script Identification Module (SIM)

The Script Identification Module(SIM) connects to the backbone. As shown in
Fig. 1, it contains a BiLSTM layer and a Feed-forward Module(FM). FM is com-
posed of three linear layers sandwiched between ReLU activation and dropout.

3.3 Length-Sensitive Encoder (LE)
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Fig. 3. (a) Architecture of Length-sensitive Encoder (LE). (b) Left: Examples of short-
text images in each language. Right: Examples of long-text images in each language.

Figure 3(a) shows the specific architecture of the Length-sensitive Encoder(LE).
We generally follow a Transformer-based encoder similar to SATRN [9]. The
encoder of SATRN is composed of N self-attention blocks connected with a
locality-aware feedforward network, while our network changes the self-attention
blocks to length-sensitive blocks, which adapt to texts with different lengths. In
addition, we learn from the architecture of Conformer, a convolution-augmented
Transformer for speech recognition proposed by [4], to add two macaron-like
Feedforward Modules (FM) with half-step residual connections. FM is exactly
the same as it in [4].

Length-Sensitive Blocks. In the multilingual text recognition task, the length
of different text images varies greatly. Some text images contain only one char-
acter, while others have more than a dozen characters. According to SATRN [9),
self-attention layer itself is good at modeling long-term dependencies, but is not
equipped to give sufficient focus on local structures. Therefore, we have reason
to believe that the self-attention layer works well for long-text images. But for
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short-text images, especially those with only one character, we should pay enough
attention to local structures rather than the context relationship, which is suit-
able to be realized by a convolutional network. Thus, for long-text images, we
keep the multi-head attention structure unchanged, while for short-text images,
we design two continuous 3 x 3 convolutional layers for feature extraction, so
that the network focuses more on the character itself in short-text images rather
than the dependencies between contexts.
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Fig. 4. The distribution of aspect ratio with 1 character, 2 characters and 3 characters
on MLT-2019 dataset.

We perform statistics on MLT-2019 dataset of real scenes. Figure4 shows
the aspect ratio distribution of text images with one character, two characters
and three characters. Through the observation of Fig.4, we believe that most
of the aspect ratio less than 1.8 contains only one or two characters, which is
considered as short-text images, and vice versa. Therefore, we choose 1.8 as the
dividing line between short-text and long-text images.

As shown in Fig. 3(b), the left side is short-text images with aspect ratios less
than 1.8, and the right side is long-text images with aspect ratios greater than
1.8. As we can see, short-text images usually contain only one or two characters,
so there is no need for excessive long-term dependencies.

3.4 Language-Bound Decoder (LD)

The traditional decoder designed for English can only capture the specific
sequence feature. Since different languages have their own characteristics, we
design the Language-bound Decoder (LD) to adapt to their own characteris-
tics. Moreover, LD obtains the prior information of language by accepting the
prediction of SIM. This further constrains the output result, increasing the prob-
ability of predicting characters in the target language and limiting the output
of characters in non-target languages.

The decoder retrieves enriched two-dimensional features from the encoder to
generate a sequence of characters. As shown in Fig. 1, the multi-head attention
and point-wise feedforward layers are identical to the decoder of the Transformer
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[17]. After that, we add language-bound linear layers to accommodate multilin-
gual text recognition. It is essentially Nj.nq fully connected layers, where Nigpgq
is the number of languages. In our work, language-bound linear layers contain
Arabic, Bangla, Chinese-Japanese (Ch/Ja), Latin, Hindi and Korean linear layer.
Decoded features are sent into the language-bound linear layer of the correspond-
ing language according to the prediction of SIM. Since the language-bound linear
layers take advantage of the prior information of languages, the output will be
further corrected. We prove the effectiveness of LD in Sect. 4.5.

It is worth mentioning that we have tried to design separate decoders for
different languages before. However, separate decoders lead to a shortage of
training data in each language, so the network performance will decline sharply.

3.5 Loss

Equation(1) shows the two components of the loss function: script identification
loss Ligng and multilingual text recognition loss L.

Niang

L= aLlang + Z Lrec(l)7 (1)
=1

where L,.. represents the text recognition loss of a single language. Nigp4 is the
number of languages. « is a balanced factor. In our experiment, we set it equal
to the language number.

As shown in Eq. (2), cross-entropy is used to compute the script identification

loss.
Niang

Liang == 3 101 = ) log p(0), (2)
=1
where I(l = lg) is the binary indicator (0 or 1) if the language matches the
ground truth, and p(l) is the probability inferred by SIM that the word belongs
to language [.

4 Experiments

4.1 Datasets

Our experiments are conducted on the following multilingual datasets.

MLT-2019. [13] releases the MLT-2019(MLT19) dataset of real images, which
contains a total of 20 K real text-embedded natural scene images in 10 languages,
including street signs, street billboards, shop names, passing vehicles, and so on.
The ten languages are: Arabic, Bangla, Chinese, Devanagari, English, French,
German, Italian, Japanese and Korean. Those languages belong to one of the
following seven scripts: Arabic, Bangla, Latin, Chinese, Japanese, Korean, Hindi,
Symbols and Mixed. The images are taken with different mobile phone cameras
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or obtained for free from the Internet. The text in the scene images of the dataset
is annotated at word level. Cropped scene text images of these nine scripts are
used as datasets in our experiments.

SynthTextMLT. [13] also provides a synthetic dataset in seven scripts (without
Symbols and Mixed) called SynthTextMLT, which we use to supplement our
training dataset. The SynthTextMLT contains text rendered over natural scene
images selected from the set of 8,000 background images. The dataset has 277 K
images with thousands of images for each language.

UnrealText. [11] proposes a method to generate synthetic scene text images.
With the help of this approach, the authors also generate a multilingual version
with 600K images containing 10 languages as included in MLT19. Text contents
are sampled from corpus extracted from the Wikimedia dump.

4.2 Data Preprocessing

Data Filtering. We discard images with widths shorter than 32 pixels as they
are too blurry. Also, we eliminate the images with empty labels. After filtering,
UnrealText, SynthText MLT and MLT19 have 2.88 M, 886 K and 86 K respectively.

Script Reclassification. First, following the principle of [11|, we randomly
select 1500 images from each of the nine scripts in the MLT19 to ensure the
test samples follow the original script classification. After that, we reclassify the
remaining data according to the Unicode of characters in the text label.

Data Augmentation. We first normalize the height of all images to 32 pixels,
keeping the aspect ratio. Then, we use LDA to expand the data of all scripts to
the same amount as Latin. For the UnrealText and SynthTextMLT, we add some
extra data from MLT19 for concatenation to obtain more real scene textures.

4.3 Comparisons with Other Methods

As shown in Table 1, we compare our results against existing methods that per-
form well in English, as well as some classical methods. To strictly perform
a fair comparison, we reproduce these methods using the code provided by the
MMOCR [8], which shares the same experiment configuration with LLRN. These
methods are listed in the first column. Among them, SATRN is the small model
mentioned in [9], and ABINet does not use language model.

We observe that the average recognition accuracy (Mean) of our method
outperforms the other methods in all benchmarks, even without using LDA to
augment the dataset. LLRN improves upon the second best method (SATRN)
with 2.1% on average. After adding LDA, the accuracy is further improved,
outperforming the second best method by a large margin of 5.47% on average.
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Table 1. Multilingual scene text recognition results (word level accuracy) on the
MLT19 dataset. The title of the last column “Mean” means the average recognition
accuracy across the nine scripts. “Ours” represents the results of LLRN without LDA,
while “Ours®” represents the results of LLRN with LDA.

Arabic | Bangla | Chinese | Latin | Hindi | Korean | Japanese | Mixed | Symbols | Mean
CRNN [15] | 0.93 19.80 |45.40 69.00 |23.87 |63.13 | 42.20 27.39 |21.90 34.85
NRTR [14] | 60.80 |52.73 |69.60 80.80 |52.27 |72.33 | 56.60 41.74 1 18.25 56.12
SAR [10] |64.00 |55.20 |68.87 |82.53 |57.33 |74.33 |56.93 37.39 |18.98 57.28
RS [18] 48.67 |47.00 |66.87 |80.87 | 50.67 |72.47 |52.67 40.00 | 18.73 53.11
SATRN [9] |67.40 |54.13 |73.47 |84.93|60.80 |75.80 |56.67 45.65 | 16.55 59.49
Master [12] | 59.80 |50.80 |67.73 82.27 | 55.07 |73.40 | 55.87 37.39 |17.15 55.50
ABINet [2] |59.67 |31.20 |63.07 |82.67 |40.33 |73.60 |50.87 44.78 |20.68 51.87
Ours 69.93 | 59.07 | 73.33 84.33 | 66.53 | 75.93 |57.93 44.35 |22.87 |61.59
Ours* 75.40 |71.53 |76.00 |84.47 |76.40 78.07 |61.00 43.04 |18.73 64.96

However, LLRN is not outstanding in Latin recognition. We conjecture that,
for language-insensitive recognition methods, the network is more inclined to
learn features of Latin images, as Latin images are extremely abundant. In our
method, due to the addition of language constraints, the overfitting of Latin is
alleviated to a certain extent, resulting in reduced recognition accuracy.

Moreover, we also noticed that the accuracy of Mixed decreased, which is
quite reasonable. Although we do not have a rigid restriction that output char-
acters in a word must belong to the same language, each language-bound linear
layer prefers to map output to characters in the corresponding language rather
than in other languages.

In addition, we find that the CTC-based CRNN method is almost com-
pletely invalid in Arabic recognition. CTC-based methods rely heavily on char-
acter order, as it is decoded sequentially in time steps and the time steps are
independent of each other. While words of most languages are written from left
to right, Arabic is the opposite, written from right to left. Therefore, CRNN
can hardly recognize Arabic texts when all languages are mixed for training.
We conclude that the CTC-based method is not suitable for mixed training of
languages with different writing orders.

4.4 Ablation Experiments

We perform ablation experiments on the three proposed improvements, including
Language-bound Decoder (LD), Language-balanced Data Augmentation (LDA),
and Length-sensitive Encoder (LE). We add these three components to the base-
line in turn to evaluate their significance. Table 2 reports the recognition accuracy
when each module is added.
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Table 2. Ablation study result. “LLD” means that we replace the decoder of baseline
with the Language-bound Decoder. “LE” means that we replace the encoder of baseline
with the Length-sensitive Encoder. “LDA” means that we use Language-balanced Data
Augmentation.

LD |LDA | LE | Arabic | Bangla | Chinese | Latin | Hindi | Korean | Japanese | Mixed | Symbols | Mean
64.27 |54.87 |73.20 |82.67 59.47 |74.87 |57.53 45.65 | 20.56 59.23
v 68.27 |56.20 |73.27 81.80 |65.47 |74.93 56.27 43.48 | 26.89 60.73
v v 74.13 |71.00 |75.40 |82.80 73.40 |76.73 |60.20 39.57 |12.53 62.86
v v v’ |75.40 |71.53 |76.00 |84.47|76.40 78.07 |61.00 43.04 |18.73 64.96

Baseline. The baseline is similar to SATRN [9], but slightly different. We
replace the backbone of SATRN with a ResNet as same as it in ABINet [2].
Then we set the channel dimensions in all layers to 512. The number of encoder
layers is reduced to 1, and the number of decoder layers is reduced to 3. Moreover,
there is no SIM in the baseline.

Impact of LD. In LD ticked row, we replace the decoder of baseline with the
Language-bound Decoder (LD) and add SIM to the baseline. The experimen-
tal results show that the average accuracy increases by 1.5% after using the LD.
However, on the one hand, we observe a slight decrease in accuracy for Latin and
Japanese compared to baseline, by 0.87% and 1.26%, respectively. Our explana-
tion is that part of the reason is the introduction of SIM, which will produce
recognition errors caused by wrong script prediction. In addition, the network
tends to predict Latin characters for uncertain characters in mixed training due
to plentiful Latin data. This tendency is somewhat weakened by the addition
of SIM. The accuracy of Mixed also decreases for the same reason as described
earlier in Sect. 4.4. On the other hand, we also find that the accuracy of Arabic,
Hindi and Symbols improve greatly, by 4%, 6%, and 6.33%, respectively. This
shows our advantage in distinguishing languages and introducing LD.

Impact of LDA. In LDA ticked row, we augment the dataset with the
Language-balanced Data Augmentation (LDA). We believe that different lan-
guages have different characteristics. Due to data imbalance, the features
extracted by the network will be more inclined to Latin with a large amount
of data, while other languages will face the problem of insufficient training. At
the same time, SIM may habitually predict text to be Latin based on previous
experience. By LDA, all languages achieve the same amount of text as Latin,
which not only ensures data balance but also expands the dataset. The exper-
imental results show that this simple data augmentation method results in an
average improvement of 2.13%. However, as mentioned before, Mixed and Sym-
bols do not have exclusive training data. As the amount of data in other scripts
increases, it will be more difficult for the network to recognize unfamiliar text
images. Therefore, the results of Mixed and Symbols decrease.
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Impact of LE. In LE ticked row, the encoder is changed into the Length-
sensitive Encoder (LE). Note that we only change the structure of the encoder,
while the number of layers and channel dimensions remain the same. Since almost
all images in Symbols are short-text images, the Symbols increases greatly by
6.2%, which shows the effectiveness of LE. Meanwhile, the average accuracy
increases by 2.1% after using LE. This is also the final result of our method.

5 Conclusion

In this paper, we propose a new multilingual recognition network LLRN based
on the attention mechanism, which can be used as the baseline of future mul-
tilingual recognition research. The LLRN is 1) length-sensitive that adapts to
different lengths of text images; 2) language-bound that fits for characteristics of
different languages. Based on the LLRN, we further propose a language-balanced
data augmentation approach to expand the multilingual dataset and solve the
problem of data imbalance between different languages. Experiments show that
we achieve the best results on the MLT19 dataset. In the future, we will continue
to do research on multilingual text recognition and try to apply the method that
proved to be good in Latin recognition to more languages.
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