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Abstract. IoT devices supporting business processes (BPs) in sectors
like manufacturing, logistics or healthcare collect data on the execution
of the processes. In the last years, there has been a growing awareness of
the opportunity to use the data these devices generate for process mining
(PM) by deriving an event log from a sensor log via event abstraction
techniques. However, IoT data are often affected by data quality issues
(e.g., noise, outliers) which, if not addressed at the preprocessing stage,
will be amplified by event abstraction and result in quality issues in the
event log (e.g., incorrect events), greatly hampering PM results. In this
paper, we review the literature on PM with IoT data to find the most
frequent data quality issues mentioned in the literature. Based on this,
we then derive six patterns of poor sensor data quality that cause event
log quality issues and propose solutions to avoid or solve them.
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1 Introduction

As IoT devices, i.e., sensors and actuators, are becoming increasingly more
important for supporting the execution of business processes (BPs), there is a
growing awareness of the opportunity to use the data collected by these devices
for process mining (PM). Such IoT data can serve as a source for the derivation
of an event log of the process around which IoT devices are placed, which can
then be used to apply PM techniques (e.g., discovery, conformance checking).

However, IoT data (in particular sensor data) are well-known to be of poor
general quality, i.e., suffering from noise, containing missing data, etc. There is a
risk that underlying sensor data quality issues lead to data quality issues in the
event log extracted from them, e.g., erroneous activity names, missing events,
imprecise event-case relationships, etc.

Previous research has identified various event log quality issues [3] and pat-
terns leading to some of those issues [27]. This being said, no work to date has
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studied how the intrinsic characteristics of sensor data lead to event log quality
issues and which specific patterns characterise event log quality issues stemming
from quality issues in the source sensor data. This is of interest for research as
identifying and understanding these patterns makes it easier for other researchers
and practitioners to improve their IoT data quality to prevent event log quality
problems and ultimately improve PM results.

In this paper, we address this gap and investigate data quality issues in PM
that make use of IoT data. To do so, we review papers from the literature on
IoT PM that mention data quality issues, both in sensor data and in the event
logs derived from the sensor data. Based on this, we identify patterns of event
log quality issues caused by quality issues in the source IoT data.

The remainder of the paper is structured as follows. In Sect. 2, we first go
over the literature on data quality in general, before mentioning data quality in
PM and IoT and outlining PM using IoT data. Then, in Sect. 3, we introduce
our research questions and detail the methodology we followed to review the
literature on data quality in IoT PM and derive patterns from it. After this, in
Sect. 4, we present the results of our literature review and the patterns found in
the literature. The results and the patterns are discussed in Sect. 5. We conclude
our paper with suggestions to improve the quality of sensor data in IoT PM and
ideas for future work.

2 Background

2.1 Data Quality

Data quality is a vast research topic and many definitions of data quality exist.
In general, data quality is seen as the extent to which data meet the require-
ments of their users [25,30]. Various dimensions have been defined to describe
and quantify data quality, among which: accuracy, timeliness, precision, com-
pleteness, reliability, and error recovery [16]. Note that the importance of each
of these dimensions depends on the use case and the type of data.

2.2 Data Quality in Process Mining

Process mining assumes as input an event log consisting of all the events that
took place in the process that is being analysed within a certain time frame. In
order to apply process mining, an event log should include at least the following
data elements: a case ID, indicating to which instance of the process an event
belongs; a timestamp; and the label of the activity performed [24].

Data quality issues in PM revolve around errors, inconsistencies and missing
data in event logs. The authors of [3] propose to classify these issues along two
axes: the type of issue (incorrect, irrelevant, imprecise or missing data) and
the event log entity affected (case, event, event-case relationship, case attribute,
position, activity name, timestamp, resource, and event attribute). Some issues
affecting events, timestamps and activity names are argued to be more important
and are therefore analysed in further detail.
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In [27], the authors build upon this framework and identify 11 event log
quality issues in the form of imperfection patterns. For each of these patterns,
a usual cause is identified, an example is given, a link is made with a event log
quality issue from [3], and advice to detect and solve the issue is provided.

However, both seminal works focus on data quality issues arising in tradi-
tional event logs, while process mining on IoT data is faced with event log quality
issues stemming from intrinsic characteristics and limitations of IoT devices.

2.3 IoT Data Quality

IoT data quality is a broad topic ranging from detecting IoT data quality issues
to improving data quality through cleaning methods [16,28]. IoT applications
often rely on low-cost sensors with limited battery and processing power, fre-
quently deployed in hostile environments [28]. This leads to sensor issues such
as low sensing accuracy, calibration loss, sensor failures, improper device place-
ment, range limit and data package loss. Such sensor faults, in turn, cause various
types of errors in the generated data complicating further analysis.

The authors of [28] reviewed the sensor data quality literature and listed the
following error types (in decreasing order of frequency): outliers; missing data;
bias; drift; noise; constant value; uncertainty; stuck-at-zero. When left untreated
these errors result in incorrect data, and subsequent analysis will yield unreliable
results, ultimately leading to wrong decisions.

To prevent misguided decision making, it is important to assess the underly-
ing data quality. To this end, the authors of [21] introduced measures for sensor
data quality: completeness, timeliness, plausibility, artificiality and concordance.

2.4 Process Mining with IoT Data

IoT devices usually sense the environment and produce at runtime a sequence
of measurements called a sensor log, usually in the form shown in Table 1.

Table 1. Example of a sensor log generated by in smart spaces.

Timestamp Sensor Value

... ... ...

2022-05-31 12:34:52 M3 ON

2022-05-31 12:34:58 M5 OFF

2022-05-31 12:35:04 M3 OFF

2022-05-31 12:35:22 T2 22

2022-05-31 12:38:17 M29 OFF

... ... ...

The vast majority of the process mining literature involving IoT data focuses
on deriving an event log from a sensor log. Traditional process mining techniques
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can then be applied to this event log to, e.g., discover control-flow models of
the processes. Typical steps include preprocessing the raw data (i.e., cleaning,
formatting), event correlation to retrieve the cases each event belongs to and
event abstraction to derive meaningful process events from sensor data (see,
e.g., [5,15,18,26,29]).

These papers often report errors in the event logs derived from sensor data,
which cause issues in the PM results (e.g., spaghetti models due to irrelevant
events). In this paper, we argue that a large portion of the errors in the event log
are due to data quality problems in the source sensor log, which are amplified
by the event abstraction step and result in errors in the event log used for PM.

3 Methodology

In this section, we detail the methodology followed to review the literature on
PM with IoT data and to derive patterns from the literature. It consists of three
main steps: research question definition, literature selection and data extraction.

3.1 Research Questions

Three research questions (RQs) are addressed in this research:

– RQ-1: Which IoT data quality issues do IoT process mining papers face?
– RQ-2: Which event log quality issues do IoT process mining papers face?
– RQ-3: Which patterns can be found between IoT data and event log quality

issues in IoT process mining?

3.2 Literature Selection

To answer these RQs, we scanned the literature on IoT PM that mentioned IoT
data and event log quality issues. To do so, we devised a query consisting of three
parts: process mining keywords, IoT data keywords and data quality keywords.
After some refinements, the following query was finally selected:

(“process mining” OR “process discovery” OR “process enhancement” OR
“conformance checking”) AND (“sensor data” OR “iot data” OR “internet of
things data” OR “low-level log” OR “low-level data”) AND (“data quality” OR
“data challenges” OR “data issues” OR “data preparation” OR “data challenge”
OR “data issue”)

The query was executed on the Scopus and Limo online search engines, which
access articles published by Springer, IEEE, Elsevier, Sage, ACM, MDPI, CEUR-
WS and IOS Press. Because the literature tackling data quality in PM with IoT
data is still very scarce, all fields were searched, yielding 177 results in total.

After removing duplicates and non-English results, papers were scanned
based on title and abstract, before a full paper scan was performed. Papers
were included based on their ability to answer the RQs, i.e., they had to apply
PM with sensor data and mention data quality issues in sensor data or event
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logs derived from sensor data or both. Review papers that could answer RQs
were usually very generic and for this reason were excluded and replaced with
the original studies, which answered the RQs in more detail. At the end of the
review process, 17 studies remained for analysis (see Fig. 1 for more detail).

Fig. 1. Literature selection: included and excluded papers.

3.3 Data Extraction

The following information was extracted from the studies: The environment;
The types of IoT data used and whether process data (i.e., a traditional event
log) were also available; the IoT data and event log quality issues, following the
classifications of [3,28], respectively; and the analytical goal of the study (i.e.,
the type of PM to apply ).

Based on this, patterns linking IoT data quality issues with event log quality
issues were derived. For each pattern, its origin (cause of IoT data quality issue),
effects (resulting event log quality issues) and potential remedies are discussed.

4 Results

4.1 Mapping of Data Quality Issues in IoT PM

The results of the data extraction can be found in Table 2. As can be seen, most
of the papers report on process mining conducted in an industrial or healthcare
environment. The vast majority of the literature uses only sensor data, from
which an event log is derived (occasionally, mined models are shown in the
papers), as discussed in Sect. 2.4. In line with the two most frequent environments
considered by the papers, two main types of sensor data emerge: individual
location sensor (ILS) data in healthcare and time series (TS) and discrete sensor
data in industrial scenarios. These different data types are often affected by
different data quality issues, which are discussed in the next paragraph. Finally,
a slight upward trend can be seen in the number of publications over time, with
a peak in 2018.

Concerning data quality issues, the most frequent IoT data quality issues
encountered (RQ1) are noise (7), outliers (4) and missing data (4). Next to this,
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many papers also mention volume (5) as a sensor data issue, which does not
make the data erroneous, but can make the data considerably more difficult to
analyse. Regarding event log quality issues (RQ2), the most frequent is incorrect
event (7), followed by missing event (3), incorrect activity name (2) and incorrect

Table 2. Summary of the information extracted from the literature.

ID Environment Data type(s) Data quality issue(s) Goal Year Ref

IoT data Event log

S1 Healthcare Process data,
TS sensor
data

Outliers, noise Incorrect events,
irrelevant events

Process
discovery

2012 [17]

S2 Healthcare Individual
location sensor
(ILS) data

Outliers, noise / Process
discovery

2013 [11]

S3 Logistics, healthcare Process data,
TS sensor
data
(simulated)

/ Missing event-case
relationship, missing
event attributes

Decision
mining

2014 [9]

S4 Industry TS sensor
data

Volume, variety,
velocity

/ Event log
creation

2016 [20]

S5 Healthcare ILS data Inaccurate,
granularity

Incorrect activity
names, incorrect
event-case
relationship, missing
events

Process
redesign

2016 [31]

S6 Commerce ILS data / Imprecise event-case
relationship

Process
discovery

2017 [14]

S7 Industry GPS data Missing data,
volume

/ Predictive
process
monitoring

2018 [1]

S8 Industry TS sensor
data, discrete
sensor data

Outliers, noise,
duplicates

Incorrect event-case
relationship

Event log
creation

2018 [5]

S9 Industry TS sensor
data, discrete
sensor data

Volume,
granularity

/ Event log
creation

2018 [6]

S10 Healthcare ILS data Volume Incorrect events,
incorrect timestamps

Queue
mining

2018 [12]

S11 Healthcare Hospital
information
system (HIS)
and ILS data

Missing data,
inaccurate data,
granularity

Incorrect events Event log
repair

2018 [23]

S12 Home ILS data Noise Incorrect events Habit
mining

2019 [8]

S13 Industry TS sensor
data, discrete
sensor data

Outliers, noise / Event log
creation

2020 [4]

S14 Industry TS sensor
data

Noise Incorrect events,
duplicate events

Anomaly
detection

2020 [22]

S15 Various Process data,
sensor data

Noise, missing
data, volume,
granularity

/ Event log
creation

2021 [2]

S16 Healthcare ILS data Noise , missing
data

Missing events,
incorrect events,
duplicate events

Process
discovery

2021 [10]

S17 Home Video camera
data

Noise Incorrect events,
missing events,
incorrect activity
names

Event log
creation

2022 [19]
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event-case relationship (2). Note that slashes in Table 2 indicate that the paper
did not report data quality issues, which does not necessarily mean that no issue
was encountered in the study.

4.2 Patterns Description

In this section, we present the patterns we have derived from the literature
(RQ3). Note that papers that mention only either IoT data or event log quality
issues cannot be used to derive patterns and, in addition to this, S11 cannot be
used because the IoT data and event log quality issues described are unrelated
(the event log is not derived from the IoT data). For each pattern, we discuss
its origin, effects and potential remedies. Table 3 provides an overview.

Pattern 1: Incorrect Event-Case Relationship Due to Noisy Sensor Data. In
many cases, when trying to derive an event log from sensor data, one of the
main issues is that no case ID is present in the sensor log (e.g., in S8, S14, S17).
To solve this problem, an event correlation step has to be performed, which will
annotate events derived from the sensor log with the ID of the case they relate to.
This correlation can be done either based on domain knowledge or using data-
driven techniques. However, as noted in S8, this step is highly sensitive to the
quality of the sensor data. In particular, noise and outliers can lead data-driven
techniques to split cases mistakenly, resulting in labelling events with incorrect
case IDs.

To avoid this issue, the use of sensor data cleaning methods is very impor-
tant. The authors of S8 recommend in their follow-up paper S14 to use robust
quadratic regression to clean and smoothen noisy sensor data.

Pattern 2: Erroneous Events Due to Inaccurate Location Sensor. ILS data is
often used for PM, the assumption that different activities take place in different
locations enabling a straightforward conversion of the sensor log into an event
log (see, e.g., [13]). However, when different activities are executed in adjacent
locations, there is a risk that several sensors will register the passage of a user
(e.g., a patient, a resource) simultaneously. This generates erroneous events in
the sensor log, which hinder the event abstraction step and result in incorrect
events and activity names in the event log. This can have important consequences
on PM: S16 reports that less than 0.5% errors in the event log already have a
considerable impact on the quality of the process models mined.

This issue can best be treated by improving the sensor infrastructure. Using
more accurate sensors or placing them further from each other can help avoid the
issue completely. Otherwise, ex-post treatment can be applied by, e.g., deleting
passages that last less than a given threshold (e.g., one minute in [7], cited by
S12; 24 s in S5).

Pattern 3: Missing Events Due to Sampling Rate. Inadequate sampling rates
can cause missing events in the event logs. It arises when the sampling rate of
the sensors is too low, hence events that should be detected by these sensors are
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not. In S5, for instance, the sampling rate of the system is 12 s, which means that
passages of less than 12 s through a given location might not be recorded (which
is realistic when the location is, e.g., a corridor), resulting in missing events.

The authors of S16 also propose a post-hoc solution to impute missing events
based on the characteristics of the physical process environment. For example:
given rooms A, B and C, if C is only accessible via B, then a user must have
been through B even if the sensor log only contains passages in A and C. Other
possibilities involve improving sensor logging a priori by fine-tuning the sampling
rate for each location (so there are neither missing events nor incorrect events),
e.g., lowering the sampling rate of the sensor in the corridor while increasing
the sampling rate of the sensor in the doctor’s practice. A second possibility is
to filter out passages that are too short (e.g., in S5, passages of less than 24 s
are considered as noise and removed). This technique can be refined by using a
low sampling rate in all locations and filtering out events that are obviously too
short or too long, depending on the location.

Pattern 4: Missing Events Due to Sensor Range Limit. A similar pattern arises
in the dimension of space rather than time. In this case, the range of sensors (e.g.,
location sensors) is too narrow and does not encompass the whole area where
an activity could take place. This issue leads to missing events that happened
beyond the sensor’s reach. For instance, in S5, the range of location sensors
is two meters, which means that any movement beyond this range will remain
unnoticed, hence if an activity of the process is executed more than two meters
from the sensor, it will not be detected.

The post-hoc solution suggested by S16 (see Pattern 3) can be applied to
impute missing events that are caused by a lack in sensor range. In addition to
this, improving the coverage of the physical process space by installing additional
sensors can help prevent this issue from happening.

Pattern 5: Erroneous Events Due to Noisy Sensor Data. In this pattern, noise is
present in the sensor data due to issues during logging or due to the presence of
noise affecting the phenomenon measured by the sensors (e.g., in S17, video data
contain sequences that are irrelevant for the process). This noise in the sensor
data is picked up in the event abstraction phase and translates into noise in the
event log in the form of incorrect events and events that carry incorrect activity
name.

To solve this issue, S17 uses the inductive miner - infrequent (IMf) discovery
algorithm, which has a parameter that can be adjusted to determine the level
of infrequent behaviour to include in the model mined. The same approach is
followed by S14, also using the noise threshold of the IMf algorithm to determine
which events to leave out of the model.

Pattern 6: Incorrect Timestamps Due to Sensor Range Limit. This issue is
related with P4, and arises when the arrival of a user in a room/at a location
does not coincide with the beginning of the activity executed here. This causes
the beginning of the activity to be recorded earlier than the actual beginning of
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the activity. E.g., in S10, it is assumed that the beginning of a consultation with
a doctor is the moment when the patient is detected by the location sensor in
the office of the doctor. However, as noted by the authors, it may be that the
doctor is still busy in another room, or finishing taking notes for the previous
patient. The same issue can also affect the end of the activity, when a user leaves
the room with a certain delay after the end of the activity.

This issue can sometimes be solved by modifying the placement of the sensors,
to make them detect users more precisely when events happen, or by adapting the
range of the sensors to make them only detect users when the activity actually
started or ended (and not after it started or before it ended either).

Table 3. Overview of identified patterns linking sensor faults and data quality issues
to the associated errors in process mining.

Sensor fault/characteristic References

=⇒ Sensor data issue

=⇒ Process mining errors

P1

Unstable environment S8,
S14,
S17

=⇒ Noisy sensor data & outliers

=⇒ Incorrect case ID

P2

Inaccurate sensor location

S16=⇒ Duplicate or inconsistent sensor readings

=⇒ Incorrect events, incorrect
activity names

P3

Inadequate sensor sampling rate

S5=⇒ Events not captured in sensor log

=⇒ Missing events

P4

Sensor range limit
S5,
S16

=⇒ Activities outside sensor range are missing

=⇒ Missing events

P5

Unstable environment S1,
S12
S14,
S17

=⇒ Noisy sensor data

=⇒ Incorrect events, incorrect
activity names

P6

Sensor range limit

S10=⇒ Activity start/end time is logged incorrectly

=⇒ Incorrect timestamps

5 Discussion

It is interesting to note that the most frequently IoT data quality issues are
among the most cited error types in the IoT literature. However, the high number
of papers mentioning noise as an issue and the absence of other, more refined,
IoT data quality issues from [28] makes us suspect that some of the papers
reviewed used noise and outliers as bucket terms for more specific sensor data
quality issues (e.g., drift, bias). This may have also had an effect on the precision
of the patterns we found.
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Next to this, it is remarkable that the patterns identified usually result in
issues with the most critical event log elements (i.e., event, case ID, activity
name, timestamp). This is mainly due to the fact that PM using IoT data often
focuses on extracting these required elements from the sensor log. Moreover,
these elements being the most essential also makes it more likely that errors
concerning them are searched for (and detected). This effect can also be observed
in [27], where most patterns detected cause event log quality issues affecting
events, activity names or timestamps.

The literature mentions two main strategies to improve sensor data qual-
ity: post-hoc data cleaning (e.g., removing outliers, smoothing; for a complete
discussion of sensor data cleaning techniques, see [28]) and fostering good data
logging practices (e.g., careful sensor data placement, constant environmental
conditions). While the latter has the advantage of preventing the issue rather
than solving it, it must be noted that completely preventing sensor data quality
issues is impossible. E.g., sensor failure is typically hard to detect, let alone pre-
dict [16]. Moreover, some of the patterns are interrelated, and avoiding one of
them sometimes comes at the cost of aggravating another one. For instance: ILS
can only avoid blind spots (Pattern 4) at the cost of having zones where multiple
location sensors overlap (Pattern 2). This means that some data cleaning will
always have to be performed, e.g., to impute missing events due to blind spots
in between location sensors.

Finally, it is worth noting that some papers use sensor data to repair tradi-
tional event logs collected by information systems. S11, for instance, uses ILS
data to detect sequences of events that are not realistic given the path followed
by patients in a hospital and correct them. S11 also argues that neither sensor
data nor event logs collected by traditional sources are fully reliable, and that
the main advantage of using two (or more) data sources is to be able to compare
them to find anomalous data and hopefully correct them.

6 Conclusion

In this paper, we investigated data quality issues in PM using IoT data. After
reviewing background literature and related works on sensor data quality and
event log quality, we scanned the literature to find the most common sensor
data quality issues (RQ1) and event log quality issues (RQ2) in IoT PM papers,
following well-established data quality taxonomies [3,28]. Based on this, we iden-
tified six patterns of sensor data quality issues that cause event log quality issues
and hinder IoT PM (RQ3), and mentioned possible remedies to the underlying
IoT issues.

Following this, our advice for improving sensor data quality for PM is to
first improve the logging practices, with 1) thoughtful sensor placement to avoid
missing and duplicate events; 2) use devices to identify the users tracked by
IoT devices to have case IDs at logging time; 3) careful choice of sensors to
obtain data at the best granularity level (i.e., accuracy, frequency) to avoid huge
volumes of data. Second, we encourage researchers to investigate more generic
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and more automated techniques (i.e., requiring little expert input) to detect and
correct sensor data quality issues, as data cleaning approaches mentioned in the
literature are often ad-hoc and highly tailored for data from specific sensors.
Finally, we align ourselves with [23] in advising researchers and practitioners to
try to combine different data sources whenever possible.

One key limitation of this study is the fact that we restricted ourselves to pat-
terns that could be derived from the existing IoT PM literature. Accordingly,
given the still fairly low maturity of this subdomain of PM, we cannot make
founded claims on completeness of these patterns. In particular, with IoT PM
focusing heavily on the derivation of events and subsequent control-flows from
sensor data, there is a lack of research into using IoT data for non-control-flow
related data, including event and case attributes, e.g., in function of decision
mining, trace clustering, etc. Such uses of IoT data are very likely to produce
additional data quality patterns. Another important area for future research con-
cerns the streaming nature of typical IoT data, given the additional complexity
this creates for data quality detection and rectification strategies. Finally, while
well-known as a data quality issue in the field of IoT, the level of measurement
precision of sensors is currently not yet taken into account within the IoT PM lit-
erature. Given the importance of delicately tuned thresholding approaches, e.g.
for event abstraction, we consider research on the impact of sensor data precision
on process mining results to be another promising area for future work.
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