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Chapter 11
Challenges and Recommendations 
on the Ethical Usage of Learning Analytics 
in Higher Education

Anna Mavroudi

11.1 � Introduction

Higher education actors have shown an increased interest in deploying Learning 
Analytics (LA) in their respective institutions, while research continues to shed 
light on LA benefits. A recent scoping review (Quadri & Shukor, 2021) mentions 
the most important ones for the higher educational institutions, such as monitoring 
of students’ dropout and retention, and improving tutors’ performance. LA refers to 
“the process of measurement, collection, analysis and reporting of data about learn-
ers and their contexts” (Siemens, 2012, p. 4). The hidden link between the premises 
of Quadri and Shukor (2021) and the definition of LA set out by Siemens (2012) is 
that LA can monitor and predict students’ performance. In turn, this can provide the 
opportunity for the tutor to identify which students perform poorly in which subject-
matter areas. This enables the tutor to obtain a better understanding of the students 
that are facing problems and thus, to intervene timely; something that could prevent 
students from failing the course or from dropping out. Yet, student failure (i.e. how 
it is conceived) and the type of tutor intervention are both context-dependent; for 
example, in the case of Arnold and Pistilli (2012) LA assisted teachers to provide 
real-time feedback to students at risk of not reaching their potential. An algorithm 
using as input a set of context-dependent factors (student performance, effort, aca-
demic history, and demographics) determined the risk level for the individual 
student.

Ferguson and Clow (2017) argue that LA can improve learning practice in higher 
education institutions (HEI) based on four propositions: (1) they improve learning 
outcomes, (2) they support learning and teaching, (3) they are deployed widely, and 
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(4) they are used ethically. This chapter revolves around the last aspect focusing on 
the ethical uses of LA in higher education. A recent systematic review by Viberg 
et  al. (2018) revealed that only 18% of the research studies mention “ethics” or 
“privacy”. The authors of the review argue that this is a rather small percentage 
considering that empirical LA research should seriously approach the relevant eth-
ics and they call for a more explicit reflection on the topic. In relation to that, Tsai 
and Gasevic (2017) mentioned the lack of research work with respect to appropriate 
LA policies on ethics and privacy as one of the main challenges that hinder LA 
adoption in higher education.

Concerning the scope of this chapter, it considers the ethical uses of LA sug-
gested by the research literature as well as by non-academic sources. In addition, it 
examines the respective policies at several selected universities in three countries 
that have a long tradition and presence in the use of LA in higher education: the UK, 
Canada and Australia. Nine universities were selected based on three criteria: (1) 
both traditional and distance education universities should be included (seven tradi-
tional and two distance education universities), (2) they have public policies written 
in English that freely accessible online, and (3) they are geographically distributed 
(three different continents).

The aim of the chapter is to contribute to the ongoing discussion about the topic 
of ethical issues pertaining to LA use in higher education by providing insight and 
critical reflections on the different challenges that might interplay and how different 
policy frameworks address these challenges. In doing that, the chapter focuses on 
and discusses three common aspects concerning ethical use of LA in higher educa-
tion: transparency, access, and privacy. The analysis and the discussion focus on 
these particular aspects as well as on the corrective measures in LA policy frame-
works at the selected higher educational institutions to address associated challenges.

11.2 � Background

The ethical use of LA in higher education is a multifaceted and complex task. There 
are many ethical dilemmas associated to it today (Slade & Prinsloo, 2013). Tzimas 
and Demetriadis (2021) touch upon LA ethics as a field of study by unpacking its 
concept, but also any contradictory viewpoints emerging among the several stake-
holders in a university. Concerning the former, they present LA ethics as a field that 
addresses moral, legal, and social issues that apply to educational data of any size. 
Concerning the latter, they present several examples, such as the importance of 
striking a balance between the availability of student data and limitations imposed 
on it. Also, the contradiction of using deterministic data-driven algorithms to cap-
ture evidence of learning in line with learning theories, which are more complex 
than behaviorism. Slade and Prinsloo (2013) mention several ethical challenges 
related to the collection and use of digital student data associated to several pro-
cesses, such as interpretation, informed consent, privacy, de-identification, and 
management. Although HEIs have committees with expertise on how to carry out 
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endeavours involving the collection of personal student data or conducting research 
using such data, LA poses some new conditions. For instance, the ethical issue of 
equity of treatment, that is, the fact that additional resources and guidance are being 
directed to just some students (e.g. students at risk of falling out), but not to all of 
them (Scheffel et  al., 2019). Also, one relevant condition involves ensuring data 
privacy in the case of implementing LA interventions that call for personalised 
assistance or guidance to the student. Still, a systematic review focusing on the 
intersection of personalised learning and the use of LA revealed that most studies 
did not mention how they ensured data privacy or data security (Mavroudi et al., 
2018). Adding to that complexity, the new General Data Protection Regulations 
(GDPR) came in effect in 2018 in EU and EU-associated countries and along with 
that many potential consequences on LA research and practices (Karunaratne, 
2021), such as the importance of the possibility for a student to opt-out from a LA 
endeavour without stating any reason for that.

According to the literature, principles frequently related to LA deployment poli-
cies are (Slade & Prinsloo, 2013; Pardo & Siemens, 2014; Steiner et  al., 2016): 
informed consent, privacy, de-identification of data, transparency, student control 
over data, the possibility of error or bias and associated concerns of LA interpreta-
tion, right of access to one’s records of data, accountability, and the right to opt-out. 
One influential relevant framework that manifests these principles is the code of 
practice for LA launched by the UK Joint Information Systems Committee in 2015 
(JISC, 2015). In addition, the framework mentions the importance of minimizing 
adverse impacts and enabling positive interventions. Yet, the definitions, interpreta-
tions as well as the implications of these principles are still elusive for many. For 
instance, Prinsloo and Slade (2018) challenge the notion of consent in the digital 
arena as well as the notion of control over one’s data. Furthermore, it has been sug-
gested that it is almost impossible to define the concept of privacy in the context of 
LA (Prinsloo & Kaliisa, 2022). Still, there exist context-dependent definitions of the 
notions of these principles (ibid) in relevant LA policy documents of higher educa-
tion institutions, or codes of ethics for LA in HEIs. Consequently, in the context of 
this chapter the main concepts are understood as follows:

–– Transparency is mostly understood in two ways: transparency related to human 
judgement and transparency related to automated decision-making. The former 
type pertains to processes that enable stakeholders (and first of all, data subjects 
that is, individual students) to make informed decisions on LA held about them 
by providing to them clear and timely information about the parties have access 
to data, the data collected, and the ways that they visualised (Tzimas & 
Demetriadis, 2021). The starting point of this type of transparency is transpar-
ency of purpose i.e. why will LA benefit the data subjects. The latter type relates 
to transparency in automated decision-making. Automated decision – making is 
realised through the processing principles of machine learning and predictive 
models embedded in LA systems and it is often referred to as algorithmic trans-
parency (Karunaratne, 2021). There is a dialogic relationship between these two 
types of transparency, which is nicely manifested in the GDPR context. GDRP 
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caters for transparency related to human judgment, but it also secures algorith-
mic transparency by linking it to the right of the data subjects to know all the 
related information on “the existence of automated decision-making, including 
profiling and […] meaningful information about the logic involved, as well as the 
significance and the envisaged consequences of such processing for the data sub-
ject.” (GDPR, 2018)

–– Access involves primarily students’ right to access all LA performed on their 
data in meaningful, accessible formats, and to obtain copies of this data in a por-
table digital format (JISC, 2015). Students have a legal right under the GDPR to 
be able to correct inaccurate personal data held about them (JISC, 2015). In more 
generic terms, this principle requires that the respective LA policy describes the 
type of operations allowed in the LA dataset and also which users have access to 
which areas of the LA application (Pardo & Siemens, 2014).

–– Privacy is defined as “the regulation of how personal digital information is being 
observed by the self or distributed to other observers” (Pardo & Siemens, 2014, 
p. 438). In the specific context of LA, it involves restricted access to those identi-
fied by the institution as having a legitimate need to view the respective LA 
datasets. If LA are used anonymously, care must be taken by higher education 
institutions to avoid identification of students from metadata and re-identification 
by aggregating multiple data sources (JISC, 2015).

11.3 � Limitations of LA Mentioned in the Literature

Tsai and Gasevic (2017) identified in the literature six LA challenges related to 
strategic planning and policy in the context of higher education. The lack of policies 
that address LA privacy and ethics issues was among them. With respect to ethical 
issues, their findings indicate that the analyzed policies included relevant consider-
ations of data identification, data access, informed consent, and the possibility to opt 
out of data collection. Wilson et al. (2017) stresses the difference between capturing 
students’ activity in some digital environment and capturing evidence of student 
learning, in effect, the difference between accessing a digital learning resource and 
meaningfully engaging with it. The authors refer to the former type of analytics as 
‘activity analytics’ which act as ‘questionable proxies for learning’ and they outline 
limitations such as conflicting outcomes from empirical LA studies on predictive 
analytics. Predictive analytics are LA types which “are used to identify learners who 
may not complete a course, typically described as being at risk” (Herodotou et al., 
2019, p. 1273). Furthermore, the authors mention potentially biased algorithms, the 
ethics around personalised guidance, and disciplinary differences. Similarly, both 
Wilson et al. (2017) and Ellis (2013) have raised concerns on the pedagogical mean-
ingfulness of what can be captured via LA. For instance, Ellis (2013) argues that LA 
is not possible in face-to-face learning sessions that still prevail in higher education 
institutions because the learning interactions and the learning outcomes cannot be 
capture in these sessions. Thus, making judgement about student engagement solely 
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from LA evidence sources is not valid. In general, Ellis (2013) posits that LA design 
and decision-making should be led by pedagogy and not by data. The overall con-
clusion with respect of LA challenges is that of equating student activity as assessed 
via LA in a digital learning ecosystem with student engagement. In turn, this con-
veys the idea that student performance and engagement should not be characterised 
solely by information on their LA profile.

Furthermore, one of the most crucial barriers of LA adoption in higher education 
touches upon the presence of biases, either associated to the design of the LA algo-
rithms or to the human judgement and decision-making that stems from using LA – 
or from both (Uttamchandani & Quick, 2022). In relation to that, several researchers 
have stressed the need for methods in identifying and dealing with biases in LA 
(Pelánek, 2020). A recent empirical study examining university students’ attitudes 
towards LA revealed that the potential of bias was one of the main ethical concerns 
raised by the students (Roberts et al., 2016). In addition, the recent relevant litera-
ture pinpoints to an interesting tension between empowering learners via person-
alised learning approaches enabled by LA on the one hand while diminishing their 
agency in the LA lifecycle process on the other hand (Tsai et al., 2020). In other 
words, how many degrees of freedom do university students have in being actively 
involved in all the phases of the LA lifecycle? Another relevant and interesting 
problem that arises is whether the lack of students’ active involvement manifests 
asymmetrical power relationships between higher education institutions and stu-
dents (Slade & Tait, 2019). And if so, whether that could inhibit the principles of 
transparency and access?

Finally, insufficient university staff training and professional development of 
tutors are frequently mentioned in the literature are barriers of meaningful LA adop-
tion. For instance, Tsai and Gasevic (2017) mention the importance of data literacy 
skills needed to evaluate the impact and the effectiveness of LA.

11.4 � The Central Concepts Manifested in LA Frameworks 
at the Selected HEIs

The focus of this section is firstly on the ways that the selected LA policy frame-
work integrate the main concepts (transparency, access, privacy) discussed in the 
previous section. The remaining of this section presents selected points of each 
framework with respect to these concepts. It also provides secondarily a few rele-
vant comments and interesting points from each framework, for example, about 
how the respective framework addresses uncertainties/problems with LA.

Interestingly, a few elements are common in all frameworks:

•	 A description of how the frameworks facilitate transparency of purpose 
(transparency)

•	 That students have the right to request a copy to see their data (access)
•	 The LA privacy policy builds on the generic privacy policy concerning data pri-

vacy (privacy).
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(These are taken for granted hereafter and thus they not repeated in Sects. 11.4.1, 
11.4.2, 11.4.3, 11.4.4, 11.4.5, 11.4.6, 11.4.7, 11.4.8, and 11.4.9). Furthermore, all 
selected higher education institutions introduce their respective framework of ethi-
cal use of LA with a description of how it aligns with core organizational principles 
and values.

11.4.1 � The Open UK

According to the policy of Open UK (2014a, b)

•	 the LA privacy policy adheres to a wider university privacy policy which  
covers topics such as timeframe for retaining personal data, de-identification, 
and consent

•	 algorithmic transparency focuses on statistical models that use standard tech-
niques which can be reviewed and tested

•	 students do not have the right to opt-out from LA interventions (in the sense that 
students cannot ask to exclude data about them)

•	 Students can update their personal data.

Other points: Modelling and interventions based on analysis of data should be sound 
and free from bias; predictive analytics reflect on what has happened in the past to 
predict the future, thus attention should be placed on calculation of error rates, the 
acknowledgement of atypical patterns, and guarding against stereotyping.

11.4.2 � University of Edinburgh, UK

According to the policy document of the University of Edinburgh (2018).

•	 algorithmic transparency is seen a requirement to be assured during procurement 
of external services

•	 students can access and correct any inaccurate personal data held about them.
•	 the LA privacy policy adopts the already existing wider data privacy statement 

which caters for data security and restricting access.
•	 access and privacy are examined under the legal basis of legitimate interest.

Other points: it is crucial that the analysis, interpretation and use of the data does not 
inadvertently reinforce discriminatory attitudes or increase social power differen-
tials; potentially adverse impacts of the analytics and steps taken to remove or mini-
mise them.
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11.4.3 � University of Glasgow, UK

According to the policy document of the university (n.d.)

•	 LA lifecycle processes should be transparent to all stakeholders
•	 students have the right to rectification of personal data held about themselves
•	 students have the right to opt out
•	 the GDPR also raise questions about who has access to data stored in third-party 

platforms
•	 privacy and access are examined under the legal basis of on legitimate interest.

Other points: recognition that LA data does not give a complete picture of a stu-
dent’s learning; interventions or actions stemming from LA must be inclusive.

11.4.4 � Central Queensland University (CQU), Australia

The CQU policy and procedure document (2021) refers to:

•	 transparency (which data sources are used, how LA are produced, how students 
may use LA, and the type of interventions that employees may implement) cou-
pled with student consent

•	 de-identification of information kept about students to protect privacy
•	 access restricted to those that have a legitimate interest
•	 the students’ right to rectification of personal data held about themselves.

Other points: Training and professional development on LA for university staff to 
minimise the potential for adverse impacts; recognition that LA data does not pro-
vide a complete picture of a student.

11.4.5 � University of Sydney, Australia

The university has adopted a policy (2016) that caters for:

•	 students’ right to access and correct LA data about them
•	 students’ right to be notified about privacy breaches and file a formal complain
•	 de-identification of (statistical) data and associated privacy concerns
•	 transparency of how LA will be collected, used and disclosed.

Other points: regularly reviews of LA processes to ensure relevance with the univer-
sity goals.

11  Challenges and Recommendations on the Ethical Usage of Learning Analytics…



200

11.4.6 � University of Wollongong, Australia

The policy of the university of Wollongong (2017) is characterised by:

•	 transparency on data sources, the purposes, the metrics used, different access 
rights, the boundaries around usage, and data interpretation

•	 algorithmic transparency that focuses on how predictive analytics algorithms 
should be validated, reviewed and improved by qualified staff

•	 students’ right to access and correct personal data about them,
•	 access rights and restrictions for all stakeholders including external ones
•	 not complying with the students’ right to opt-out of inclusion in LA initiatives.

It should be mentioned that the last point is due to the duty of care obligation towards 
students enacted by monitoring student progress towards learning goals. (The same 
applies for the case of Open UK, Sect. 11.4.1).

Other points: minimizing adverse impacts, which relates to recognition that LA 
data does not provide a complete picture of a student and to the fact that opportuni-
ties for “gaming the system” are minimised.

11.4.7 � Athabasca University, Canada

The Athabasca University in Canada has adopted a comprehensive set of principles 
for ethical use of personalised student data (2020) which is in line with:

•	 transparency on LA lifecycle processes and associated data accuracy controls
•	 transparency on data sources and datatypes collected
•	 privacy in connection to the “data-minimization” principles.

Other points: consideration of potentially de-motivating effects is required so that 
LA can help towards supporting and developing student agency; benefit all students 
(not just at-risk students) in enhancing their academic achievements via LA 
interventions.

11.4.8 � University of British Columbia, Canada

The UCB policy (2019) highlights:

•	 students’ agency and their active role as collaborators and co-interpreters of LA 
(as opposed to just being able to see and access LA or passively receive 
recommendations)

•	 algorithmic transparency especially in the case of predictive analytics algorithms 
(they should be validated, reviewed and improved by qualified staff)

•	 “data minimization” (i.e. accessing only what is necessary) as a means to miti-
gate the effects of biases.
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Other points: acknowledge the possibility of unforeseen consequences and mecha-
nisms for redress; benefit all students (not just at-risk students) in enhancing their 
academic achievements via LA interventions.

11.4.9 � University of Alberta, Canada

The university has adopted a code of ethics (2020) focuses on:

•	 algorithmic transparency especially in the case of predictive analytics algorithms 
(they should be validated, reviewed and improved by qualified staff)

•	 informed consent and the possibility to opt-out (privacy self-management)
•	 students must be able to access their data and to correct any inaccurate personal 

data held about them
•	 access based on legitimate interest
•	 re-identification of data and data anonymization whenever possible.

Other points: inaccuracies in LA data are understood and minimised, and mislead-
ing correlations are avoided; the implications of incomplete LA datasets are under-
stood; adverse impacts are minimised i.e. recognition that LA data does not provide 
a complete picture of a student, opportunities for “gaming the system” are mini-
mised on behalf of the students.

11.5 � Discussion and Conclusions

Theoretically, LA holds the promise of promoting the effectiveness of teaching and 
learning at a large scale in HEIs. There is research work in the LA field providing 
ample empirical evidence on that. Yet, in practical terms, there are associated ethical 
challenges that hinder the adoption of LA at a large scale in HE. This state of affairs 
coupled with the willingness of the research and the educational community to pro-
vide solutions to the emerged ethical challenges has motivated the LA research 
community and the HEIs to work on the ethical concerns: to identify them, and to 
address them by suggesting proactive and/or corrective measures. The chapter dis-
cusses challenges of LA ethics mentioned in the relevant literature as well as by 
external to the universities organizations, such as JISC that provided one of the lead-
ing frameworks in 2015 which still inspires HEIs policies.

The chapter aimed to: (1) identify and define the main theoretical concepts that 
pertain to the ethical use of LA in HEIs (e.g. transparency, privacy, access), (2) 
identify and critically discuss principles and limitations associated to these theoreti-
cal concepts, and (3) analyse relevant policies in several HEIs coming from three 
continents (Europe, America, and Australia). The policies adopted by the HEIs 
included in the review addressed issues that were revolving around the skepticism 
and the associated ethical challenges of LA deployment mentioned in Sections 11.2 
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and 11.3. All the main concepts that pertain to ethical issues of LA use in HEIs are 
tackled in the policies. That does not mean that all policies address equally well all 
the main issues. This is an expected finding, since the LA policies are fully in line 
with contextual parameters in HEIs governance such as the vision, the mission, and 
the core institutional values of the respective HEIs.

All frameworks were characterised by four common elements: (1) a description 
of how the policy aligns with the principles and values of the respective university, 
(2) a description of how the framework facilitates transparency of purpose, (3) 
granting to the students the right to request a copy to see their data, and (4) a descrip-
tion of how the LA privacy policy builds on the wider university policy concerning 
data privacy. Perhaps then we could consider these core elements as the starting 
point of an LA policy on ethical uses for higher education institutions.

With respect to transparency, the most basic measure that the HEIs should take is 
to clarify transparency of purpose by providing proper justifications to all stake-
holders on the reasons that lead to embarking into an institution-wide LA analytics 
endeavour. Besides that, a critical examination of the selected frameworks shows 
that transparency is understood by its two main aspects: transparency related to 
human judgement and algorithmic transparency. The former relates to the transpar-
ency of communicating all the main processes of LA lifecycle to all the main stake-
holders in the most effective way. As a means to encourage this type of transparency, 
the policies suggest as a good practice effective communication between all the 
stakeholders involved with the aim of providing information on: the sources and the 
metrics used, the purpose, different access rights, and data interpretation. The latter 
relates to the design of LA algorithms. Two main measures are proposed in the 
examined policies to encourage algorithmic transparency. Firstly, LA algorithms 
based on standard statistical techniques that can be transparent, tested and audited 
from the HEIs. This applies especially to predictive LA. Secondly, proposing algo-
rithmic transparency as a procurement requirement for external stakeholders (e.g. 
learning management system providers). In general, it can be concluded from the 
above that a holistic framework addresses all the different aspects of transparency 
that stem from its definition (Tzimas & Demetriadis, 2021). Yet, addressing equally 
well all these different aspects seems to be a resource-intensive endeavour that calls 
for expertise that might be difficult and costly to find and recruit internally, espe-
cially in a small HEI.

With respect to access, the most interesting finding is its conceptual connection 
to student agency. What makes this connection the most interesting one, is that (a) 
it seems to be less apparent than other ideas that one could directly associate to the 
concept of access, such as one’s right to view the LA dataset about themselves and 
(b) it was not explicitly discussed in the majority of the frameworks presented 
herein. A critical analysis of the frameworks presented in Chap. 4 with respect to 
access concludes on the existence of three levels of in relation to student agency on 
LA in HEIs:

–– Level 1: students have a right to easily access and see the LA dataset that HEIs 
keep about them
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–– Level 2: students have the right to rectification of (personal) data held about 
themselves

–– Level 3: students have an active role as collaborators and co-interpreters.

Each level has as prerequisite the previous one. That is, students having an active 
role as collaborators and co-interpreters presupposes that students have easy access 
to the LA dataset that HEI keeps of about them (which corresponds to level 1) and 
that they have the right to correct data in this dataset (which corresponds to level 2). 
At level 2, one could further distinguish between (sensitive) personal student data 
and data related to students’ academic achievement. The latter touches upon the 
question: do the students have the right to change any data related to their academic 
achievement with which they do not agree? This is a controversial question, espe-
cially since it encourages student agency and addresses the asymmetric power rela-
tionship between the student and the HEI. At the same time, the majority of the 
policies recognise (either by stating it directly or by implying it indirectly other-
wise) that LA data does not give a complete picture of a student’s learning. This is 
an important point taking into account that some researchers have expressed skepti-
cism on the power of LA to articulate students’ academic achievement and learning 
progress – see for example Wilson et al. (2017). Consequently, this chapter is a call 
for implementing LA policies in HEIs that strive for level 3 with respect to student 
autonomy. This could favor the idea of using LA as a means to promote honest and 
constructive dialogue between the tutor and the students on the students’ academic 
achievement (or on the opposite, on the students’ failure).

Other ensuing recommendations that stem from the recognition that LA data do 
not provide a complete picture of student’s academic achievement are (1) to think 
critically on the power of LA to gauge deep learning, (2) to use them complemen-
tary with other methods, and (3) to avoid using them as a means of formal student 
assessment. These recommendations could partially counteract the presence of 
biases, which is raised in all frameworks presented in Sect. 11.4 and stands out as 
one of the most important ethical issues on LA in HE. Especially with respect to 
combatting biases, additional measures suggested by the policies involve continu-
ously assessing the potential of bias in all LA activities and mitigating the effects of 
biases via “data minimization” e.g. tutors should not have access to students demo-
graphics; something that could have a positive impact also on data privacy.

With respect to privacy, in addition to the data minimization technique, the de-
identification of data is one of the main measures suggested in the frameworks 
examined herein. Taking into account that the definition of privacy touches upon 
access of LA datasets to those identified by the institution as having a legitimate 
need to view the datasets, it can be concluded that at some extent privacy is inevita-
bly interwoven with access, something that might complicate the study of the 
frameworks. It is worth noting that some of the universities included in this study 
did not have in place a comprehensive privacy policy specifically dedicated to 
LA. Yet, they explicitly stated that the use of LA follows the wider policy of the 
university on student data (which was quite comprehensive). Something that gener-
ates the question whether a dedicated privacy LA policy is actually needed taking 
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into account that the wider privacy policy of the university provides among others 
recommendations on what constitutes a legitimate need to access and view student 
data. Yet, student agency could be an answer to what makes a LA privacy policy 
unique. Similarly, to the concept of access, privacy was ope-rationalised in different 
levels with respect to student agency in the selected frameworks, ranging from stu-
dent privacy coupled with access rights and restrictions imposed by the HEIs to 
privacy self-management on behalf of the students.

Finally, a recommendation that emerges is to promote training of all stakeholders 
and professional development of tutors to optimise the use of LA in HEIs, some-
thing that has been suggested in some of the selected policies. This recommendation 
could also be viewed as part of a wider and more holistic approach to exploit LA as 
a means to promote the Scholarship of Teaching and Learning in technology-
enhanced learning. That can be crucial in the current post-COVID19 digital era. Yet, 
there is a fine line between tutor’s professional development and tutor’s account-
ability. Since it emerges that LA do not provide a complete picture of the student 
and that multiple interpretations of LA can be equally valid, the view of the author 
is that LA should not be used as a part of an accountability system in HEIs.

This chapter would not have been possible if the universities listed herein had not 
published their LA policies freely available online. The author joins the voices of 
Tsai and Gasevic (2017) who encouraged all HEIs to follow that example that pro-
motes opportunities for widening the discussion in the research community and for 
sustaining the quality of the LA policies in HEIs. Limitations of this work include 
that it was not clear whether the HEIs selected have more detailed or updated ver-
sions of their policies available only for internal usage (Tsai & Gasevic, 2017). 
Also, that the number of the selected HEIs is rather small and by no means repre-
sentative of the current situation as a whole. Yet, the purpose of the paper was not to 
judge how HEIs respond to LA ethical issues as a whole, but to highlight the main 
challenges described both in the literature and in the selected policies as well as the 
proposed measures found in the selected policies to address them. The contents of 
this chapter could be useful to those HEIs that wish to embark in a LA policy, as 
well as to researchers that study the topic of ethics in LA in HE.
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