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Preface

For over twenty-five years the EDOC conference has been the primary annual event
for disseminating and discussing the latest developments in enterprise computing. In
addition to the main track, EDOC 2022 offered a forum, a demonstration track, and a
doctoral consortium. It also hosted three workshops of interest to the community. All of
these events were held in-person, together with the main conference in Bozen-Bolzano,
Italy.

The forum was introduced this year as a track within the main conference where
authorswere given a platform to present and discuss early-stagework. In this first edition,
we accepted four forum papers for presentation and publication in this proceedings
volume.

The demonstration track offered a highly interactive outlet for researchers and prac-
titioners to present prototypes and applications in the context of enterprise computing.
This year, we accepted five tools for presentation, each of which was accompanied with
a short paper published here.

The doctoral consortium is a track designed to encourage early-stage doctoral can-
didates to present their research projects and exchange with other researchers in their
fields. All accepted projects are reviewed by senior researchers, who then provide valu-
able feedback to the candidates. This year, we accepted three projects for presentation
and publication in this proceedings volume.

Workshops within EDOC cover more focused topics and allow for the presentation
and discussion of work that is in the earlier development stages. As such, the workshops
provide an excellent venue for discussing enterprise computing topics that can become
important research streams in the future, as well as topics that are already important
in a smaller and more focused setting. This year, we are proud to have hosted three
workshops, namely:

– Workshop on Trends in Enterprise Architecture Research (TEAR)
– Workshop on Service-Oriented Enterprise Architecture for Enterprise Engineering

(SoEA4EE)
– Workshop on Intelligent Digital Architecture, Methods, and Services for Industry 4.0

and Society 5.0 (IDAMS)

These workshops were selected based on their fit with EDOC’s topics of interest,
their format and target audience, and their potential to attract high-quality papers. Each
of the workshop programs was established in collaboration with the workshop chairs
and their accepted papers have undergone a rigorous reviewing and selection process.
As the competition for the main track was high, some submissions were redirected to
the relevant workshops, where they were accepted for presentation and publication. All
in all, 14 workshop papers are published in this proceedings volume.

A noteworthy change we made this year at EDOC was the adoption of a “post-
proceedings” format for this volume. With this change, the authors of papers accepted
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for one of the workshops, the doctoral consortium, the forum, and the demonstration
track were allowed to improve their papers after receiving feedback at the conference.
We believe this led to better and more mature publications.

Lastly, we would like to thank everyone involved in the organization of EDOC 2022.
Their contribution was key to the success of the conference and its satellite events. We
give a special thankyou to our workshop organizers, the chairs of the forum, doctoral
consortium, and demonstrations track, as well as to the authors of the papers published
here.

October 2022 Tiago Prince Sales
Henderik A. Proper
Giancarlo Guizzardi

Marco Montali
Fabrizio Maria Maggi
Claudenir M. Fonseca
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Intelligent Digital Architecture, Methods, and Services
for Industry 4.0 and Society 5.0 (IDAMS 2022)

Preface

The digital transformation of global industries and value chains and the associated need
for structured research and standardization has given rise to major global and national
initiatives. These initiatives address the potential and challenges of digitalization. Enter-
prises and societies currently face crucial challenges,while Industry 4.0 becomes increas-
ingly important in the global manufacturing industry. Industry 4.0 offers a range of
opportunities for companies to increase the flexibility and efficiency of production
processes.

The development of new business models can be promoted with digital platforms
and architectures for Industry 4.0. Industry 4.0 is dedicated to research and practice for
industry and supports the implementation of this vision, especially in manufacturing
companies. According to the Japanese government, Society 5.0 is more general and can
be defined as a fusion between cyberspace and physical space, addressing economic
progress aligned with solving social problems by providing goods and services to meet
repeated latent needs regardless of location, age, gender, or language.

Contemporary advances in the field of artificial intelligence have led to a rapidly
growing number of intelligent systems that can operate entirely independently of human
intervention or enable interactions of unprecedented complexity with humans. Data
plays a central role in intelligent digital architecture and allows automation of decisions
impacting all stakeholders.

The use of artificial intelligence techniques enables decisions that were previously
reserved for humans to be made autonomously. Intelligent systems augment processes
by creating automated interfaces to human beings and replacing human decision making
with machine-based decision-making. Intelligent digital architectures support requests
for, configuration of, and fulfillment of services.

Digitalization promotes the creation of intelligent systems and services with an
intelligent digital architecture. Products based on intelligent digital architectures become
aware of their environment, act upon it, are able to interact with human beings, and can
change their functionality during their lifetime. Products and services based on intelligent
digital architectures have local autonomous capabilities and extend them dynamically
by accessing external services.

Platformsbecome feasible bymatching the supply anddemandof services, resources,
and products. Intelligent digital architectures also enable and enhance business models
by integrating resources and leveraging decision making in unprecedented ways, for
instance, by applying a Digital Enterprise Architecture Framework such as the Adaptive
IntegratedDigital Architecture Framework (AIDAF). Public discourse on “autonomous”
algorithms which work on “passively” collected data contributes to this view.
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The EDOC Workshop - Intelligent Digital Architecture, Methods, and Services for
Industry 4.0 and Society 5.0 - covers fundamental and practical aspects to support dig-
ital transformation. This disruptive change interacts with all information processes and
systems, which for years has been important business enablers for the digital transfor-
mation. Intelligent digital architectures enable intense interaction with customers and
products. The customer is closely integrated with business processes and interacts like a
co-worker by using implicit touchpoints, which are provided by mobility and wearable
systems and the Internet of Things. In this way, customer experience is fostered with
disruptive transformation and continuous improvement.

The IDAMS 2022 workshop was a half-day workshop in conjunction with EDOC
2022. All submissions have been peer-reviewed by at least three members of the EDOC
2022 and IDAMS international program committee.

We wish to thank all authors for having shared their work with us, as well as the
members of the IDAMS 2022 Program Committee and the organizers of EDOC 2022
for their help with the organization of the workshop.

October 2022 Alfred Zimmermann
Yohimasa Masuda

Rainer Schmidt
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Digital Architectures Under Society 5.0:
An Enterprise Architecture Perspective

Jean Paul Sebastian Piest1(B) , Yoshimasa Masuda2,3 ,
and Maria Eugenia Iacob1

1 University of Twente, Drienerlolaan 5, 7522 NB Enschede, The Netherlands
j.p.s.piest@utwente.nl

2 Carnegie Mellon University, 5000 Forbes Avenue, Pittsburgh, PA 15213, USA
3 Tokyo University of Science, 1 Chome-3 Kagurazaka, Shinjuku City 162-8601, Tokyo, Japan

Abstract. As Japan’s vision regarding Society 5.0 is unfolding, several digi-
tal architectures are (being) designed and constructed. Although Society 5.0 is
extensively researched and its application is illustrated in several domains, lit-
tle research is conducted regarding digital architectures under Society 5.0. The
aim of this paper is to identify and analyze digital architectures that are (being)
designed and constructed under Society 5.0 from an enterprise architecture per-
spective. Extending the results of related studies, a systematic literature review
is conducted to find out which enterprise architecture frameworks and principles
are utilized to create digital architectures under Society 5.0. The initial search in
three scientific databases resulted in a sample of 857 documents. After removing
duplicates and screening based on abstracts, 116 documents have been analyzed.
This revealed a variety of 37 digital architectures in different domains. The main
finding is that the analyzed digital architectures mainly use conceptual and system
representations, make little use of established enterprise architecture frameworks,
are not based on explicit principles, and do not refer to a reference architecture for
Society 5.0. This paper presents an enterprise architecture perspective on Society
5.0 and is considered of value for scholars and enterprise architects that are inter-
ested in digital architectures under Society 5.0. This study is limited to scientific
databases and selected published articles. Empirical research is required to vali-
date the findings. As the interest in Society 5.0 is increasing, it is recommended to
develop reference architectures and guiding principles to support digital transfor-
mation processes. Future research can contribute to develop prescriptive design
knowledge and supporting methods for designing, constructing, and evaluating
digital architectures under Society 5.0.

Keywords: Society 5.0 · Digital architecture · Enterprise architecture ·
Frameworks · Principles · Systematic literature review · VOSviewer

1 Introduction

Since its introduction in Japan’s 5th Science and Technology Basic Plan 2016–2021, the
topic Society 5.0 (hereafter S5.0) attracted the interest of scholarly and policy makers

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
T. P. Sales et al. (Eds.): EDOC 2022 Workshops, LNBIP 466, pp. 5–24, 2023.
https://doi.org/10.1007/978-3-031-26886-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-26886-1_1&domain=pdf
http://orcid.org/0000-0002-0995-6813
http://orcid.org/0000-0001-6186-3158
http://orcid.org/0000-0002-4004-0117
https://doi.org/10.1007/978-3-031-26886-1_1
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around the globe. S5.0 is defined as “A human-centered society that balances economic
advancement with the resolution of social problems by a system that highly integrates
cyberspace and physical space” [1]. Originally developed in Japan, S5.0 is being adopted
in many other countries and closely related to Industry 4.0 (hereafter I4.0) and the
Sustainable Development Goals (SDGs) [2–4]. I4.0 refers to four distinct industrial
revolutions and the national strategic initiative in Germany that focuses on realizing
the smart factory based on Cyber-Physical Systems (CPS), Internet of Things (IoT), and
Artificial Intelligence (AI) [3]. The SDGs are part of theUnitedNationsMember States’s
2030 agenda for sustainable development and provides a shared blueprint for peace and
prosperity for people and the planet, for now and towards the future [5]. The S5.0 vision
and related development programs in Japan are compared, amongst other countries, to
I4.0 in Europe, advanced manufacturing in the US, and Made in China 2025, and more
recently linked to the emergence of I5.0 [3].

With the completion of the 5th Science and Technology Basic Plan various digi-
tal architectures are (being) constructed under S5.0. Surprisingly, S5.0 attracted fairly
limited attention in the Enterprise Architecture (EA) discipline. In order to guide the
large-scale implementation of I4.0, reference architectures and standards have been
developed, including the Reference Architecture Model for Industry 4.0 (RAMI4.0). On
the contrary, no publicly available reference architecture for S5.0 seems to exist.

The main aim of this paper is to identify and analyze digital architectures that are
(being) constructed under S5.0. The following research questions are formulated:

• Which digital architectures are developed under S5.0?
• Which enterprise architecture frameworks and/or principles are used to design and
construct S5.0 applications?

• Is there a reference architecture for S5.0? If not, is there a need for developing a
reference architecture?

Extending the scope of earlier conducted Systematic Literature Reviews (SLR), an
updated SLR is conducted using the PRISMA 2020 guidelines (https://prisma-statem
ent.org/). The envisioned contribution of this research is to provide a common ground to
start developing EA perspectives regarding S5.0. and supporting digital transformation
processes. More specifically, this paper provides scholars and enterprise architects an
overview of digital architectures that are (being) designed and constructed under S5.0.
in relation to EA frameworks and principles.

This paper is structured as follows. Section 2 lays down the theoretical foundation
by summarizing related work regarding S5.0, EA frameworks and design approaches.
Section 3 is concerned with the methodological approach of the SLR. Section 4 presents
the results and findings of the SLR regarding digital architectures under S5.0, empha-
sizing the use of EA frameworks and principles. Section 5 discusses the SLR outcomes.
Section 6 concludes and positions opportunities for future research.

2 Related Work

This section summarizes relevant related work regarding S5.0 and EA frameworks.
Section 2.1 discusses the topic S5.0. and related SLRs. Section 2.2 highlights established

https://prisma-statement.org/
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EA frameworks and principles. Section 2.3 presents related work concerning the design
of S5.0 solutions.

2.1 S5.0

The Hitachi-UTokyo Laboratory published a book regarding S5.0 encompassing the
people centric, super smart society [4]. The authors contextualized the five societies
in terms of productive approach, material, transport, settlement form, and ideals. S5.0
is categorized as the super smart society in which cyberspace and the physical space
are merged, that is built with smart materials, provides transport based on autonomous
driving, and is organized in autonomous decentralized cities. The city ideal is human-
ity. This is emphasized in the statement that S5.0 is leveraging technology to balance
economic development with the resolution of social problems, taking into account the
demographic developments, and bringwealth, comfort, and quality of life to people. S5.0
leverages technology to establish a knowledge-intensive and data-driven society. Here,
digital platforms play an important role. Various examples are presented to illustrate
the S5.0 vision, including personal health robots, autonomous transport, smart energy
consumption, and data-driven governmental services. Establishing smart cities requires
a massive transformation to integrate IT and sensors into urban planning, public infras-
tructure, energy systems, and individual households. This raises the important question
and/or concern how to balance the needs of society and individuals. The habitat inno-
vation framework presents a set of Key Performance Indicators (KPIs) and formulas to
balance structural transformation with technological innovation and quality of life. The
KPIs support measuring residents quality of life, evaluating social issues, and predicting
drivers for social issues. From an EA perspective, the so-called urban datarization will
raise challenges regarding integrating data and systems. The trends and development of
smart cities in Japan are compared by the authors with developments in the US and the
EU. The book provides an extensive overview of S5.0. Additionally to the book, some
related review studies and SLRs are identified regarding S5.0.

Shahidan et al. [2] conducted a SLR regarding S5.0 tomap the emergence of S5.0 and
its core concepts. Their SLR is based on the PRISMA guidelines (version not reported),
included 142 documents from the Scopus database (initial sample not reported), and a
bibliometric analysis using VOSviewer version 1.6.16. Their SLR shows that S5.0 is a
relatively young research field and is predominantly studied in engineering disciplines,
but has interdisciplinary traits. The research indicates a strong link betweenS5.0 and I4.0.
and its related technologies to build smart cities. Furthermore, the study shows that S5.0
is studied in 41 countries. The authors conclude that S5.0 is an under researched topic
that requires further research. More specifically, the authors recommend that additional
databases (e.g., Web of Science) should be included and research can be done based on
analysis of co-citations and bibliographic couplings.

Roblek et al. [3] conducted a similar SLR regarding S5.0 and the relation to I4.0
and I5.0. Their SLR is based on a three-step approach, includes 37 documents from an
initial sample of 916 documents from the Web of Science database, and a bibliometric
analysis using VOSviewer version 1.6.16. The authors examined S5.0 from a histori-
cal, economical, and technological perspective. Furthermore, the author emphasize the
transformation challenges to transition from S4.0 to S5.0. The authors recommend to
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develop a set of good practices to foster implementation (in other countries) and pay
more attention to the risks related to the digital society.

2.2 EA: Frameworks and Principles

In the past decades, the discipline of EA evolved to a well-known practice of business
and IT alignment. A review illustrates how the discipline first focused on understanding
and modelling EA, and gradually switched focus to managing EA [6].

EA frameworks have various approaches, levels of granularity, and abstraction.
A comparison study [7] identified several established EA frameworks, varying from
generic EA frameworks to specific EA frameworks. Generic EA frameworks include the
Zachman framework for EA and The Open Group Architectural Framework (TOGAF).
Domain specificEA frameworks include theDepartment ofDefenseArchitecture Frame-
work (DoDAF) and Federal Enterprise Architecture Framework (FEAF). A similar
review study complements previous studies with more recent EA Frameworks, includ-
ing, amongst others, the Adaptive Integrated Digital Architecture Framework (AIDAF)
[8]. AIDAF is based on modern development paradigms and emphasizes the need to
support digital transformation processes. Furthermore, another review study identified
the main EA implementation methodologies, which are concerned with the practices
to model, develop, and maintain EA [9]. Reference architectures contribute to effective
implementation of EA. A review study revealed a variety of 162 reference architectures,
including RAMI4.0 and smart cities [10]. However, to the best of our knowledge, a
reference architecture for S5.0 is not publicly available.

Principles are important elements of EA frameworks. A review regarding design
principles indicated the lack of a general accepted definition and conceptual frame-
work for enterprise architecture principles [11]. The author illustrates that principles
exist on different levels (e.g., business, IT, data) and architectures essentially can be
seen as networks of interrelated principles. The author presents a conceptual foundation
for enterprise architecture principles in which principles are described as fundamental
propositions related to the design, guiding both the construction and evaluation, and/or
the representation, guiding the description andmodelling, of architectures. Furthermore,
the author differentiates generic and enterprise-specific principles.

2.3 Designing S5.0 Solutions

Bartoloni et al. [12] present a design approach for S5.0 solutions based on design think-
ing and the quadruple helix innovation framework. The proposed conceptual model is
constructed around circular, multilateral S5.0 logic and applied to design and implement
the SMARTAGE platform based on action design research in a single case study. The
authors acknowledge the presence of design principles for I4.0, but emphasize that S5.0
solutions require a holistic approach and design principles for S5.0 are lacking. Further-
more, the authors stress that S5.0 is lacking empirical studies that provide understanding
in the design and development processes and interactions between stakeholders to realize
solutions that leverage I4.0 technologies to solve societal problems to benefit the entire
society. The authors argue that the application of S5.0 logic is based on human-centric
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design, goes beyond the political-ideological concept, and should be based on an inter-
disciplinary approach to ensure that stakeholder needs are incorporated in the design
and implementation of S5.0 solutions.

3 Methodology

This research is based on a SLR using the PRISMA 2020 guidelines [13]. Section 3.1
highlights the use of the PRISMA 2020 guidelines. Section 3.2 describes the topic
identification process and scope of the SLR. Section 3.3 summarizes the screening
process within the SLR. Section 3.4 describes the SLR in- and exclusion process.

3.1 Overview

The PRISMA 2020 guidelines are utilized to identify the topic and scope of the SLR,
screen scientific databases for literature, and create a sample by extracting documents
based on in- and exclusion criteria, as shown in Fig. 1. The PRISMA 2020 checklist
is used to assess 27 items. Next, the use of PRISMA 2020 is visualized and described
based on the guidelines and checklist.

Fig. 1. Overview of the SLR regarding digital architectures under S5.0 (adapted based on [13]).
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This study is identified as SLR. The abstract is checked using the checklist. The
rationale of the SLR is described in the introduction together with the objective and
research questions. In- and exclusion criteria are specified. The information sources and
date of search are specified, including the search strategy and filters. The selection and
data processing process are conducted independently by the first author without the
use of automation tools. The study selection process and individual selected studies are
described. The data items are listed and defined in this paper. The synthesis methods
are described, visualized, and tabulated. The second author assessed the results and
methodology. The risks of bias in studies are assessed for each individual study. The
results of the syntheses are assessed to identify biases. Specific attention is given to the
certainty of evidence. The risk of bias and certainty assessment are reported. The third
author assessed the risks of bias. The research is conducted independently and received
no funding or financial support. The authors declare no conflict of interest. All details
are published in this paper and were subject to peer-review by multiple anonymous
reviewers. The review is not registered.

3.2 Identification of Topic and Scope

The main topic of the SLR is S5.0 in relation to architecture to extend related studies [2,
3, 6] and book regarding S5.0 [4]. Three scientific databases were selected: Web of Sci-
ence (https://www.webofscience.com/), Scopus (https://www.scopus.com/), and IEEE
Xplore (https://ieeexplore.ieee.org/). No restrictions were set given the fact that S5.0
is a relatively new topic. The TITLE-ABS-KEY (“society 5.0”) was used to query the
databases for an initial search andTITLE-ABS-KEY (“society 5.0”AND“architecture”)
was incorporated to refine the results for the purpose of this study.

3.3 Screening

The three databases are queried on the 25th of June 2022 and resulted in a sample of 857
documents. The refined search yielded a sample of 129 documents (15% of the sample).
Due to the relatively limited sample size all 857 documents were screened.

3.4 In- and Exclusion

First, 211 duplicates were removed from the sample. Next, 7 documents were excluded
based on document type. This concerned 3 editorials, 3 notes, and 1 short survey. Then,
523 documents were excluded based on analysis of the title and abstract. Here, the
main criteria were the relatedness to the main topic S5.0. and presence of a system or
application. Documents that did not contain a clear relation to S.5.0 or lack a system
or application in the title or abstract were excluded. This reduced the sample to 116
documents, whichwere obtained and analyzed in detail for the presence of either a digital
and/or an enterprise architecture. Documents that lacked content regarding digital and/or
enterprise architectures were excluded. Based on the analysis of the 116 documents, a
total of 35 documents are included in this SLR.

https://www.webofscience.com/
https://www.scopus.com/
https://ieeexplore.ieee.org/
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4 Results and Findings

In this section, the results and findings of the SLR are presented to answer the research
questions. Section 4.1 summarizes the results of the bibliometric analysis of the research
topic S5.0. Section 4.2 lists and categorizes the identified digital architecture under S5.0.
Section 4.3 analyzes the identified digital architectures under S5.0 in relation to EA
frameworks and principles.

4.1 Bibliometric Analysis

VOSviewer (https://www.vosviewer.com/) version 1.6.18 is used to visualize, explore,
and analyze bibliometric networks. The bibliometric database files fromWeb of Science
and Scopus can be imported in VOSviewer. VOSviewer does not support the import of
multiple databases. Therefore, the database with the most documents is used first for
bibliometric analysis. The procedure is repeated for the other database.

Based on420documents from theWebofScience database, a keyword co-occurrence
analysis is conducted to determine the relatedness of items based on the number of docu-
ments in which they occur. The sample includes 1857 keywords. Based on the minimum
occurrence of 5, a total of 49 keywords meets the threshold. VOSviewer calculates the
strength of the co-occurrence link with other keywords for each of the 49 keywords. The
keywords that have the greatest link strength will be selected. The following keywords
are manually removed “0”, “Society 5”, “Industry 4”, and “Industry 5” to remove noise.
The keyword “enterprise architecture” occurs 2 times and “architecture” is part of 12
keywords.

Figure 2 shows the visualization of keyword co-occurrence based on the bibliometric
data. The scale is set to 2.0 to emphasize links with other keywords.

Fig. 2. Keyword co-occurrence >5 regarding S5.0 in Web of Science (image from VOSviewer).

https://www.vosviewer.com/


12 J. P. S. Piest et al.

Next to the visualization, VOSviewer identified six clusters based on the 45
keywords. Table 1 presents the discovered six clusters and keywords from Web of
Science.

Table 1. Clusters and their keywords in the Web of Science database.

Cluster Number of keywords Keywords

1 (red) 11 Digital transformation, digitization, industry 4.0, industry
5.0, innovation, japan, smart society, society 5.0, systems,
technologies, technology

2 (green) 10 Augmented reality, challenges, education, future, impact,
information, management, model, performance,
sustainability

3 (blue) 10 Big data, cloud computing, internet, internet of things, iot,
privacy, security, smart cities, smart city, things

4 (yellow) 6 Blockchain, deep learning, design, framework,
implementation, system

5 (purple) 4 Anxiety, covid-19, online learning, stress

6 (sky blue) 4 Artificial intelligence, cyber-physical systems, internet of
things (iot), machine learning

A similar bibliometric analysis is conducted based on the 327 documents from the
Scopus database, which revealed significant differences in terms of keywords (2328)
and keyword co-occurrence of >5 (58 keywords), as shown in Fig. 3. The keyword
“enterprise architecture” occurs 3 times and “architecture” is part of 12 keywords.

VOSviewer identified six clusters based on the 58 keywords. Table 2 presents the
discovered six clusters and keywords in the Scopus.

Comparing both figures shows that using a single database introduces a risk of bias.
The difference is also reflected in the relatively limited number of duplicates (−211).
Therefore, the results must be cross-validated by (manually) merging both databases.
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Fig. 3. Keyword co-occurrence >5 regarding S5.0 in Scopus (image from VOSviewer).

Table 2. Clusters and their keywords in the Scopus database.

Cluster Number of keywords Keywords

1 (red) 18 Biospherics, case-studies, curricula, data acquisition, digital
transformation, e-learning, education computing, engineering
education, higher education, indonesia, industrial revolutions,
learning systems, personnel training, students, surveysm teaching,
technological innovation, virtual reality

2 (green) 15 Artificial intelligence, cyber physical system, cyber physicals,
cyber-physical systems, embedded systems, information
management, internet of things, internet of things (iot), iot,
philosophical aspects, science and technology, smart cities, smart
city, social systems

3 (blue) 10 Article, big data, climate change, covid-19, digitalization, human,
innovation, japan, robotics, sustainability

4 (yellow) 9 Digital technologies, industry 4.0, industry 5.0, planning, quality of
life, smart society, social problems, society 5.0, sustainable
development

5 (purple) 5 Block-chain, blockchain, deep learning, health care, machine
learning

6 (sky blue) 1 Information and communication technologies

4.2 Digital Architectures Under S5.0

Based on the SLR and the selected 116 documents, a total of 37 digital architectures
are identified. Table 3 lists and categorizes the digital architectures by domain, year and
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source(s). Figure 4 shows the publications containing digital architectures under S5.0
by year. Figure 5 categorizes digital architectures under S5.0 by domain.

Table 3. Identified digital architectures under S5.0.

ID Digital architecture Domain Year Source(s)

1 Group management system design Generic 2017 [14]

2 Future energy system Energy 2017 [15]

3 Cone-X-ion system Retail 2018 [16]

4 Gurarda framework for smart cities Smart cities 2018 [17]

5 Civil registration and population data system Government 2018 [18]

6 Visual analytics framework for condition monitoring
in cyber-physical systems

Manufacturing 2019 [19]

7 Digital healthcare platform Healthcare 2020 [20, 21]

8 Cyber-physical system setup for predicting tool wear
in machining

Manufacturing 2020 [22]

9 Facemask and physical distancing detection with
alarm systems

Security 2020 [23]

10 Enhanced living environments with ambient assisted
living

Living 2020 [24]

11 Societal security concept for society 5.0 Generic 2020 [25]

12 Human-machine system for finishing mill process Manufacturing 2020 [26]

13 Learning health system Healthcare 2020 [26]

14 Marketplace of services Generic 2020 [27]

15 Human-centred management system for scheduling
in operations and maintenance

Manufacturing 2020 [28]

16 Smart state net scheme Smart cities 2020 [29]

17 Teleoperation system Generic 2021 [30]

18 Secure hash algorithm (SHA)-256 accelerator Generic 2021 [31]

19 AI-based communication-as-a-service Generic 2021 [32]

20 AI-based heart monitoring system Healthcare 2021 [33]

21 Intelligent health service Healthcare 2021 [34]

22 AIoT based picking algorithm eCommerce 2021 [35]

23 Robotics and digital platform (IoT) Healthcare 2021 [21]

24 Reference architecture for framework for MNCRP Generic 2021 [36]

25 530-mW multicore blockchain accelerator Generic 2021 [37]

(continued)



Digital Architectures Under Society 5.0 15

Table 3. (continued)

ID Digital architecture Domain Year Source(s)

26 Anticipatory smart energy system Energy 2021 [38]

27 Flexible/modular manufacturing system architecture Manufacturing 2021 [39]

28 Digital twin for smart cities Smart cities 2021 [40]

29 A generalized framework for tactile internet Generic 2021 [41]

30 Shiojiri environmental data compilation platform
and IoT network

Generic 2021 [42]

31 SMARTAGE platform Healthcare 2022 [12]

32 Delay-tolerant public blockchain network in
healthcare systems

Healthcare 2022 [43]

33 Cipher policy-attribute-based encryption for smart
healthcare systems

Healthcare 2022 [44]

34 Dialog and recommender system Retail 2022 [45]

35 A platform for integrated/connected government Government 2022 [46]

36 Long-range real-time monitoring for precision
irrigation and rural farming

Smart cities 2022 [47]

37 Cyber-physical network architecture for data stream
provisioning in complex ecosystems

Smart cities 2022 [48]

Fig. 4. Publications containing digital architectures under S5.0.

The list is numbered and sorted by year of publication, but is limited to published
articles in the selected databases and the sample based on the in- and excluding cri-
teria. Therefore, the list is non-exhaustive and should be seen as a starting point to
identify digital architectures under S5.0. The sample presents digital architectures from
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Fig. 5. Digital architectures under S5.0 by domain.

various domains. However, not all domains are represented (e.g., education, transporta-
tion, finance). Moreover, the certainty that the identified architectures are designed and
constructed under S5.0 can not properly and solely be assessed based a SLR.

4.3 EA Frameworks and Principles

The identified digital architectures are analyzed using an EA perspective. Table 4
presents an additional overview of the representation(s) of the digital architectures under
S5.0 and the use of EA framework(s) and principle(s). Figure 6 visualizes the use of
representations of selected digital architectures under S5.0.

The majority of the digital architectures is based on conceptual and system represen-
tations. Quite some digital architectures contain a layered viewpoint and some present
a framework. Furthermore, a variety of detailed representations are used, including spe-
cific layers, application components or algorithms. Only 2 publications do not contain
any representation.

In terms ofEA frameworks, 25 publications do not state the use of anyEA framework.
Most of the digital architectures are based on a domain specific approach, e.g. AIDAF in
Healthcare [7, 23]. Interesting EA developments are reported in Indonesia using TOGAF
[35]. None of the publications refer to a reference architecture for S5.0.
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Table 4. Representation(s), use of EA framework(s), and principle(s) in digital architectures.

ID Representation(s) EA framework(s) Principle(s)

1 System Not stated Not explicit

2 Conceptual; Layered;
System; Reference

Smart Grid Architecture
Model

Not explicit

3 Conceptual ZEF framework Not explicit

4 Conceptual; Framework;
Living Lab

ASEAN Smart Cities
Network; Garuda Smart City
Framework (own contribution)

Living lab; Scientific
method

5 System Not stated Not explicit

6 Framework; Conceptual;
System; Lab

CPS framework (own
contribution)

Not explicit

7 Conceptual; Framework;
System

AIDAF; RAMI4.0 AIDAF; Agile; Design
Thinking; GDPR

8 Conceptual; Prototype Not stated Not explicit

9 Algorithm Not stated Not explicit

10 Conceptual; Framework;
Domain

Not stated ELE-Industry 4.0; Human
habitat innovation

11 Conceptual Not stated Crowd

12 System; Functional Not stated Not explicit

13 Conceptual Not stated Not explicit

14 Layered Not stated Not explicit

15 Conceptual; System;
Functional

Not stated Not explicit

16 Conceptual Not stated Society 5.0

17 Conceptual; Network;
Infrastructure; Prototype

Not stated Not explicit

18 System; Component;
Data flow

Not stated Not explicit

19 Layered; Conceptual;
Network

Not stated Not explicit

20 System; Algorithm Not stated Not explicit

21 Conceptual; Layered Not stated Not explicit

22 System; Information
flow; Data; Algorithm

Not stated AIoT

23 - AIDAF; RAMI4.0 AIDAF

(continued)
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Table 4. (continued)

ID Representation(s) EA framework(s) Principle(s)

24 Conceptual; Layered;
Reference

ArchiMate; Unified
Architecture Framework

Modeling by Angelov;
General architecture

25 Conceptual; System;
Component; Data flow

Not stated Not explicit

26 Conceptual; Layered;
System; Data

Not stated Society 5.0

27 System Not stated Digital Twin

28 System Not stated Gemini; Circular

29 Conceptual; System;
Network; Reference

International mobile
telecommunications
framework; Tactile internet
framework (own contribution)

Not explicit

30 System Not stated SDG

31 – Quintuple helix framework Human-centric design;
Design thinking; Quintuple
helix

32 Conceptual; Layered;
Information flow

Not stated Not explicit

33 Conceptual; Layered;
Data flow

Not stated Not explicit

34 System; Interaction Not stated Not explicit

35 Framework TOGAF; Indonesian EA
framework (own contribution)

IEA Development Method

36 Conceptual; System Absolute innovation
management framework

Principles of workplace;
Design principles I4.0;
Industry 5.0

37 Conceptual; Layered;
System; Network;
Algorithm

iFog framework (own
contribution)

Clustering spatial-temporal
data system

Similar to EA frameworks the use of principles is not stated in 21 publications. 2
publications [16, 26] refer to S5.0 principles, but it remains unclear how these principles
are used for the design, construction and evaluation of S5.0 applications. 2 publications
[7, 23] report the use of AIDAF principles in combination with design thinking and agile
development principles and GDPR principles.

The synthesis is based on the analysis of selected published articles. There is a
risk that the article does not (fully) report the use of EA frameworks, principles, and
digital transformation processes. Therefore, the certainty can not be assessed properly
and solely based on the SLR. Empirical research is required to validate the findings.
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Fig. 6. Representations of digital architectures under S5.0. by type.

5 Discussion

Extending the scope of related SLRs, this research adds anEAperspective regarding S5.0
to the knowledge base by identifying 37 digital architectures. These digital architectures
are analyzed based on their representation(s), the use of EA framework(s), and prin-
ciple(s). The majority of digital architectures are based on a conceptual and/or system
representation. Others are based on a layered architecture representation or represented
as a framework. Some digital architectures focus on specific layers (e.g., network, pro-
cess). EA frameworks (e.g., TOGAF, AIDAF) are used fairly limited and lack explicit
principles. None of the publications contains, nor refers to, a reference architecture for
S5.0.

The SLR results regarding S5.0 indicate a strong link with I4.0 and related tech-
nologies. This is in line with related work. On the contrary, the link to the SDGs is not
clearly visible. However sustainability and sustainable development are among the key-
words with a co-occurrence>5, none of the identified and analyzed digital architectures
specifically addresses SDGs in relation to goal realization.

The bibliometric analysis in VOSviewer shows that the keyword “enterprise archi-
tecture” only occurs 2 times in the sample fromWeb of Science and 3 times in the sample
fromScopus. The keyword “architecture” occurs in 12 keywords in both databases. There
seems no direct link between the ideas and vision of S5.0 and the design, construction
and evaluation of digital architectures. This supports our initial assumption that S5.0
and digital architectures are loosely coupled. This is where reference architectures and
principles can be of value.

Taken together, the SLR and related work show that the interest in S5.0 is increasing
and tends to evolve to an interdisciplinary topic. This makes S5.0 a relevant topic for the
EA discipline. However, given the increasing number of publications, it is remarkable
that S5.0 attracted little attention in the EA discipline. This can be explained by the
fact that S5.0 is a relatively new research topic. Next to that, S5.0 extends the scope of
individual enterprises and domains. This raises the question whether EA frameworks
are suitable for S5.0. There are several reference architectures that guide the design
of smart cities. Furthermore, interesting related work illustrates how TOGAF can be
applied to create a governmental EA perspective regarding S5.0. The identified digital
architectures can serve as a starting point to developEAperspectives, but S5.0 needs to be



20 J. P. S. Piest et al.

further examined using disciplinary knowledge, exceeding the current scope regarding
EA frameworks and principles. The design approach, discussed in Sect. 2.3, and habitat
innovation framework, introduced in Sect. 2.1, can offer a starting point together with
existing EA frameworks, principles and reference architectures, referred to in Sect. 2.2.
Alternatively, existing domain specific approaches can be extended with guiding S5.0
principles, e.g. AIDAF for Healthcare under S5.0.

Based on the assessment of risks of bias and certainty, empirical research is needed
to validate the findings of the SLR. Moreover, the current SLR revealed a bias in bibli-
ographic analysis using a single database (which may effect related SLRs). Therefore,
the results of this study must be cross-validated.

6 Conclusion

The main aim of this paper was to identify and analyze digital architectures that are
(being) designed and constructed under S5.0. The SLR illustrates the increasing knowl-
edge base regarding S5.0 and presence of a variety of digital architectures in different
domains. More specifically, this study links S5.0 to the EA discipline and adds an EA
perspective regarding S5.0 by identifying, listing, categorizing, and analyzing 37 digital
architectures in different domains in terms of representation(s), use of EA framework(s),
and principle(s). Themain finding is that the digital architectures are based on conceptual
and system representations and make fairly limited use of established EA frameworks
and principles. Although some relevant and related reference architectures are present,
a dedicated reference architecture for S5.0 is not found in this study based on the SLR
in the three selected scientific databases.

From an EA perspective, scholars and practitioners can leverage this study and
available disciplinary knowledge, including existingEAframeworks,methods, and tools,
to support the design, representation, construction, implementation, and management
of digital architectures under S5.0. EA frameworks can support the development of a
holistic and systematic approach to support the lifecycle of digital architectures under
S5.0. Given the broad scope of S5.0, a reference architecturemay support the realization.
Existing principles can guide the design and representation, but specific principles are
required to ensure incorporation of the core ideas of S5.0 (in other countries).

Despite the systematic approach of this study, there are several limitations to address.
The main limitation is that the current study is based on scientific literature in three
selected databases in the English language. Extending the scope of related SLRs, this
study focused on developing an EA perspective, but its scope is limited to EA frame-
works and principles. The list of digital architectures provides an overview of digital
architectures under S5.0, but is a non-exhausting list. Therefore, the list should be treated
as a first starting point to develop EA perspectives regarding S5.0. Empirical research
is required to validate the results and findings of the SLR. The bibliometric analysis of
Web of Science and Scopus revealed a risk of bias in (existing) single database studies.
Therefore, the resultsmust be cross-validated by (manually)mergingmultiple databases.
Due to practical limitations this cross-validation has not taken place. For this reason, the
identified future work based on bibliographic coupling and co-citation analysis are not
included in this SLR.
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Additional research is required to develop a theoretical foundation for EA research
regarding S5.0. First, the results of this SLR should be cross-validated by (manually)
merging multiple databases. Then, depending on the outcomes, further analysis can
take place regarding bibliographic coupling and co-citation. Based on related work
and this SLR, existing guiding principles and reference models can be evaluated, or
if needed developed or extended, to support the design, construction and evaluation of
digital architectures under S5.0 and supporting digital transformation processes. For the
broader adoption of S5.0 (in other countries), it is recommended to develop both general
principles for S5.0 and specific principles (e.g., per country, domain and/or application).
Furthermore, the development of a risk and security perspective is considered to be an
interesting avenue for future research.
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Abstract. Context awareness is critical for the successful execution of processes.
In the abundance of business process management (BPM) research, frameworks
exclusively devoted to extracting context from textual process data are scarce.With
the deluge of textual data and its increasing value for organizations, it becomes
essential to employ relevant text analytics techniques to increase the awareness
of process workers, which is important for process execution. The present paper
addresses this demand by developing a framework for context awareness based on
process executions-related textual data using a well-established layered BPM con-
text model. This framework combines and maps various text analytics techniques
to the layers of the context model, aiming to increase the context awareness of pro-
cessworkers and facilitate informed decision-making. The framework is applied in
an IT ticket processing case study. The findings show that contextual information
obtained using our framework enriches the awareness of process workers regard-
ing the process instance urgency, complexity, and upcoming tasks and assists in
making decisions in terms of these aspects.

Keywords: Context awareness · Textual data · Text analytics · Business process
management

1 Introduction

Business processes are one of the key assets of organizations through which they pro-
vide products and services to their customers. To lead to an outcome that is valuable for
customers, activities, events, and decisions are instrumented within business processes
by process workers [1]. Moreover, how such process elements will be instrumented is
influenced by the context of the processes, i.e., the environmental properties [2]. For
example, a typical order processing is likely influenced by various situational factors
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necessary for process execution, such as weather, terms and conditions, customer and
order type. Hence, business processes are bound to their context. In fact, many Busi-
ness Process Management (BPM) projects are known to fail as they base on standard
guidelines and schemes neglecting the context [3]. In empirical research, context is fre-
quently viewed as an outside threat that needs to be controlled or removed [4]. There
are multiple attempts in information systems research to develop solutions to control
the context, such as promoting generalizability [7], increasing causality, and improving
robustness [8]. However, one of the most profound and prominent theoretical findings
in information systems research is that context matters [4].

In line with the importance of context in business processes, to be able to exe-
cute processes appropriately, workers need to comprehend their context. Specifically,
decision-making of humans while performing processes requires awareness and pro-
cessing of all possible information about the process context. However, humans are
constrained in their ability to effectively comprehend and process large amounts of data.
As the majority of the information on process context is textual data and unstructured,
how to facilitate contextualization of such data is considered rather challenging [5, 6].

BPM literature introduces a number of methods to deal with context. For example,
in the recent work [9], building on a special type of directed graph, the authors present
an approach incorporating contextual information in the analysis and visualization of
the process execution data, i.e., event log. Other research focuses on the development of
holistic frameworks [10], ontologies [11], taxonomies, and specific event log- [12] and
business process model-based [6] methods. Despite the abundance of these approaches,
the potential of textual data for context awareness and decision-making support of pro-
cess workers in process execution has not been comprehensively explored [13]. Human
workers have limited ability to process large amounts of data [14].Hence, their awareness
of certain process-relevant information, such as customer-related or expected process
complexity, naturally supports efficient process execution. Additionally, most studies
lack addressing the practical implementation of context awareness approaches and focus
on conceptual work [9]. However, providing or using publicly available tools and tech-
niques as well as specifying the implementation details are important aspects of the work
reproducibility and value for research and practice.

In this paper, we propose a framework for context awareness, explicitly focusing on
textual data related to process executions. In particular, we focus on linguistic features
of textual data (such as syntactic structure, meaning, style, text parts, word choice, and
order) that can provide process context and assist process workers in executing processes
in a proper way.We take an established BPM context model as a basis [2] and adopt it for
leveraging textual data on context awareness. Specifically, we enhance the model, par-
ticularly its external, internal, and immediate context layers, with common text analytics
techniques. This way, we aim to “practically implement” or operationalize the model,
which forms our theoretical andmethodological contribution. Practical contributions are
demonstrated in an IT ticket processing case study. The awareness regarding the process
instance urgency, complexity, as well as expected tasks can help processworkers to prior-
itize their work, facilitate task assignment and resource allocation in the short run. In the
long run, it may be beneficial for successful and fast process executions increasing the
satisfaction of multiple stakeholders, e.g., managers, process workers, and customers.
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Further, as we use a well-established comprehensive context model and common text
analytics techniques, we believe that the framework can be applied in several real-life
settings and domains with justified effort.

The remainder of the paper is as follows. Section 2 summarizes the related litera-
ture on context awareness in BPM. The research methodology is explained in Sect. 3.
Section 4 describes how we conceptualize the framework for context awareness based
on textual process data. Then, we provide the case study-based insights, evaluate the
framework, and discuss the findings and limitations in Sect. 5. Finally, in Sect. 6, we
draw conclusions and present ideas for future work.

2 Related Work

The context of processes and information about such context received much attention
in BPM [15, 16]. At the same time, detecting and incorporating contextual factors in
processes is considered rather challenging [17]. These factors may be encountered at dif-
ferent levels, and their number and range can be diverse [2]. Moreover, they can be close
to the process itself, for example, a minimal time required to execute a process or far
beyond, like country import regulations. Therefore, developing context-aware solutions
requires a profound knowledge of internal and external factors impacting the processes
[18, 19]. In this regard, various context awareness approaches in BPM are suggested for
detecting contextual factors. We analyzed state-of-the-art studies about context aware-
ness in BPM aligned with our goal. With this, we aim to identify a comprehensive BPM
context model serving as a basis for our framework. We elaborate on the studies1 that
are relevant to our framework development.

The research on contextual BPM is still in its early stages [15] and demands more
context awareness inclusion in BPM method design and exploration [20]. However, we
could identify both rather extensive, like [15], and very specific, such as [12], approaches
to context awareness. In recent context awareness studies, various topics are covered, for
example, process modeling [21], decision-making [22], process mining [23], IoT [6],
and cloud computing [24].

At the same time, automated analyses of the language and text characteristics are
valuable in various settings [25]. Text generated as communication via emails, chats,
socialmedia, and documents can naturally imply rich information on different contextual
factors. Hereby, big data analytics in general [26] and text analytics in particular [27]
have become popular techniques to extract contextual information from large amounts of
textual data. In BPM, we observe that context awareness approaches inherently consider
textual data. However, this consideration is prevailingly limited to textual data employed
in process models [28], event logs [12], and ontologies [6]. Moreover, no studies suggest
the linking of various semantic aspects inherent in textual data to context types. For
example, one of the latest studies on BPM context [20] proposes linking various BPM
contexts to appropriate BPM methods leaving the contextual aspects and textual data
focus out of scope.

1 The overview of the studies and literature search process can be found on the Github page.

https://github.com/IT-Tickets-Text-Analytics/Context-Awareness/blob/main/Context_Awareness_BPM.pdf
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Hence, our study aims to address these shortcomings while developing the frame-
work. To base our framework development, we searched for the groundwork in the
related literature, i.e., a BPM context model that could incorporate varying multilayered
knowledge inherent in textual data [29]. In this regard, the context model by [2] is one of
the earliest efforts in BPM context awareness, providing a foundation for future, more
focused research [30, 31]. It represents a comprehensive universal taxonomy as an initial
reference for process contextualization in organizations. Unlike other approaches, the
model is characterized by a layered structure, each layer (immediate, internal, external,
environmental) having a broader coverage. For example, whereas the immediate layer
covers the aspects influencing process execution, like data and resources, the environ-
mental layer addresses the aspects outside the business network of an organization, such
as national policies [2]. These layers are intertwined so that the innermost layer gathers
data from all the outer layers. Such a structure provides the necessary flexibility and
semantics to integrate various knowledge extracted from textual data.

Nonetheless, the selected BPM context model [2] reveals certain limitations. For
example, it provides only a high-level construct that lacks a strategy on how to practi-
cally implement the model in the sense of necessary data, analysis methods, and tech-
niques, i.e., make it operational for an organization. Further, the demonstration of how
a process worker can benefit from the model is also missing. The next section describes
the methodology used to address these limitations while developing the framework.

3 Methodology

Taking Design Science Research Methodology (DSRM) as a basis [32], this study aims
to build a framework for context awareness based on textual data. In the first phase of
DSRM, we define the problem we focus on as follows: (1) process workers must be
aware of the process context to be able to carry out the business process properly, (2)
textual data inherently contains such contextual information, (3) however, workers have
limited capability to comprehend textual data, especially in large amounts.

In the second phase, we set the objectives of the envisioned framework. Relying on
solid prior research in this context [2] and dealing with its limitations, the envisioned
framework aims to analyze available textual data relevant for process execution using
various text analytics methods. With this, process-related insights can be extracted at the
immediate, internal, and external contextual layers [2] and provided to process workers
in a comprehensive manner.

In the third phase, we employ conceptualmodeling. It serves the purpose to abstractly
represent specific aspects of a domain with the help of graphical representations [33].
In this paper, we use conceptual modeling to develop our framework based on the
context of a selected organization. As the context itself may imply an endless amount of
information, the decision wasmade to select an organization interested in such a solution
and involve its experts in the framework development. Hence, the framework has been
conceptualized in an industrial IT Service Management (ITSM) Change Management
(CHM) [34] process from a large international telecom provider. The CHM department
of the company started a project to get insights into its CHM operations using the textual
data of IT tickets issued to perform changes in IT products and services offered by
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the company. The complexity of these change requests varies from clearly formulated
simple requests such as “please grant the user XYZ on application Y admin rights” to
rather complex ones like “install the hotfixes on XXX production environment: YYY, ZZZ,
HHH, XXXMUSTNOTBERUNNING during the fix installation, expected time up to ten
hours!!!!!! NOTE pre and post installation tasks”. All the requests must be entered into
a sophisticated IT ticket processing system. Hereby, estimation of complexity, priority,
risks, breakdown to tasks, identification of teams, and assignment of tasks take place.
To achieve data-driven service delivery and provide real-time decision-making support
for the workers, the CHM department declared an interest in creating context awareness
solutions using textual data.

As this setting is highly relevant to our framework, we conceptualize it in the CHM
department. Hereby, we worked with 12 domain experts (CHM managers and coor-
dinators) who handle IT tickets daily and are well-versed in this process. In a one-day
workshop, the experts provided us with the necessary knowledge of the problems related
to IT ticket processing. Moreover, they explained the information contained in textual
data, which is important for and related to the process context.

In the fourth phase, we use the case study to evaluate our framework and demonstrate
its applicability. We use the real-world IT ticket textual data and related process goals
to showcase the value of the framework for process worker decision-making support.

Fig. 1. Design of a framework for context awareness
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4 Conceptual Framework Development

As presented in the related work section, Rosemann et al. introduce four layers of the
model serving as a basis for our framework: immediate, internal, external, and environ-
mental [2]. We take the first three context layers and enrich them with text analytics
and process worker support in decision-making. We exclude the environmental layer,
i.e., society, nature, and technological developments, as being far from process opera-
tions. According to [2], this layer addresses weather, strikes, policies, and work norms.
Although this information can be considered in our framework, impactful cases involv-
ing such information are rare compared to others. Hence, we propose considering the
environmental layer as a part of our future work.

The framework design reveals the exemplary elements in each layer based on [2]
and enriching elements, i.e., text analytics, linguistic features, and process worker (see
Fig. 1). Below, we elaborate on the conceptual framework layer by layer, starting with
the external context layer. While doing that, we base the elaborations on our previous
work [13, 35, 36]. The main reason is that, in this work, we showed the textual data
potential in decision-making and awareness of process workers.

As shown in Fig. 1, the external layer includes concepts such as law, regulations,
standards, and external entities, i.e., customers, suppliers, and investors. According to
the experts from the CHM department of the organization where the framework is con-
ceptualized, the most significant external layer information is related to the customers,
i.e., the authors of the tickets. Further, at the internal layer addressing the organization
or department-specific information, such as goals, plans, and policies, ticket processing
implicit guidelines would play an important role. Finally, the immediate layer deals with
the process execution and involves applications, resources, tasks, and process instances.
While the experts consider all this information important, we focus primarily on the
tasks necessary to process an IT ticket due to the organizational privacy policy.

4.1 Framework Layers

External Context. As presented in Fig. 1, the external context represents the outer
layer of our framework comprising regulations, laws, standards, and external entities.
Referring to a definition of a process [1], the ultimate goal of any process is bringing
value to its customers. Knowledge about customers, essential for building sustainable
businesses [37], naturally belongs to the external context layer and has also been identi-
fied as the most relevant for the organization by the experts. Hereby, sentiment analysis
allows extracting subjective, i.e., customer-related, information such as attitude, opinion,
and emotions from the text [38]. This can help process workers better understand the
customer’s pain points and react accordingly while executing the processes. Hence, we
suggest sentiment analysis as an operational and easily applicable approach to obtain
external information regarding customers.
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In brief, at the external context layer, with the help of sentiment analysis, the process
worker receives important latent information regarding the author of the IT ticket, i.e., the
customer anxiety level. This knowledge extends the awareness with the customer context
element. Hence, the worker can assess the urgency and significance of the request,
which facilitates the planning. For example, if the number of urgent tickets gets high, a
delegation of work or involvement of other colleagues can occur.

Internal Context. The internal context denotes the middle layer of the framework. It
includes information about the internal organizational environment affecting process
execution, such as a company or department structure, goals, and work plan (see Fig. 1).
In BPM, knowledge, i.e., awareness of the organization- or department-specific rules,
can be regarded as the next level of decision-making support closer to direct process
operations. The extraction of this information is known to be achieved with the help of
text analytics related to organizational knowledge management, like lexicons, thesauri,
taxonomies, and ontologies [39]. Such knowledge representation can not only help expe-
rienced workers to manage the processes efficiently and faster but also enable novice
workers to execute any process instance. Thus, we propose using taxonomies to include
organizational knowledge in the decision-making support of process workers.

In short, at the internal context layer, the process worker gets an understanding of
the process cognition in the organizational unit context based on the mutually agreed
meaning of keywords formalized in the form of taxonomy. Then, using this knowledge
enriched by personal, contextual experience, the worker can estimate the complexity of
the effort and time needed to execute the process and its tasks.

Immediate Context. The immediate context constitutes the innermost layer of our
framework. According to [2] and Fig. 1, the immediate context includes those aspects
directly assisting in process execution, for example, information on required data, organi-
zational resources, activities, IT, and applications. In its meaning, the immediate context
is somewhat similar to the internal context. The distinction is its proximity to the direct
process execution. Hence, we draw on the same considerations of the internal context
in our choice of text analytics technique. Hereby, we highlight the difference related to
the thematic specificity of the text analytics commonly applied for knowledge manage-
ment, i.e., lexicons, thesauri, and taxonomies. In the immediate context, this thematic
specificity should reflect tasks of processes that should be realized in the taxonomic
approach.

Thus, at the immediate context layer, the process worker gets an understanding of
those tasks and their content based on the keywords grouped in the form of taxonomy.
Using this knowledge enriched by personal, contextual experience, the worker can plan
specific tasks and resources needed to execute them.

4.2 Decision-Making Support Enabled by the Framework

After getting a meaningful representation of the three context layers, we elaborate on
the solution for decision-making support of a process worker: (1) assessment of the
process instance based on the textual data related to the process execution in terms
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of (i) the customer-related information (sentiment, external layer) and (ii) unit-specific
knowledge (taxonomies, internal and immediate layers) related to the processing of
the similar process instances, (2) based on (1), recommendation of possible actions.
Together with the experts, we searched for a simple technique enabling us to integrate
all the knowledge from three context layers within one text analytics approach. Due
to their common usage and implementation simplicity, association rules represent an
appropriate technique to enable such integration.

To sum up, based on the information collected in all the layers with the help of asso-
ciation rules, the process worker gets (i) an immediate comprehension of the current
situation, i.e., process instance urgency, complexity in terms of time and resources, and
(ii) a recommendation of tasks relevant for the process execution. Using this recommen-
dation, the worker is able to adequately assess the situation and plan the implementation
of the ticket.

5 Case Study

We used both ticket and corresponding task textual descriptions from the same organi-
zation to evaluate and demonstrate the applicability of the framework in a case study.
After cleaning and preprocessing, the final dataset is comprised of 4623 entries. The
time of dataset covers prevailingly the first half of 2019. In the case study, experiments
were performed using Python 3.6, and the association rules were implemented in R,
using the arules package. As further important textual data sources, we used ITIL hand-
books and process descriptions in the company. These data have been used to develop
case-study-specific vocabularies and taxonomies necessary in each context layer.

For illustration, we provide an anonymized IT ticket example from our case study.
A CHM worker receives the following customer request via email: “Dear colleagues,
we need a service pack installation on production SAP HANA. Online installation is
possible. Kind regards, XXX”. This request is entered into the IT ticketing system, as a
rule, in its original form. However, it might be slightly modified or extended by the CHM
workers. Afterward, while planning the ticket execution, the CHM worker breaks down
the ticket into separate tasks. In the example, the following three tasks were planned:
“execute SAP HANA service pack installation on YYY”, “4EP”, “QA task, QA task will
include healthcheck validation by ZZZ, check of logs, check of application”. Below, we
explain the application of the proposed framework layer by layer and illustrate it using
the example.

5.1 External Layer

In linewith the consideration of the context at the external layer (see Sect. 4.1), we deploy
a lexicon-based context-specific Business Sentiment (BS) to measure the “emotional”
component, or level of anxiety, implied by the customer in the request description. As a
rule, standard lexicons do not function well in domain-specific applications [40]. This
prompted us to create a domain-specific BS lexicon utilizing the state-of-the-art VADER
[41] and Latent Dirichlet Allocation (LDA) algorithm [42]. For details, we refer to [36]
and the Github page. Using VADER, we, first, identify the emotionally loaded keywords

https://github.com/IT-Tickets-Text-Analytics/Business-Sentiment


Towards a Framework for Context Awareness 33

and expressions and create the BS lexicon. Afterward, we enrich the BS lexicon with
the keywords obtained from the LDA implementation. To do so, two sources are used:
(1) IT ticket texts and (2) CHM process descriptions from the ITIL handbook. Each
keyword is associated with a positive, negative, or neutral sentiment. Keywords with
valence scores greater than 0 are considered positive, whereas those with less than 0 are
marked as negative. Other keywords are denoted as having a neutral sentiment. Second,
we compute the normalized total score of BS keywords with the pre-assigned valence
and unique significance markers (syntactic and semantic intensifiers) for each ticket text
in the dataset. Third, using the CHM workers’ feedback, threshold rules are developed.
Fourth, based on the normalized score and threshold rules, the BS is measured as the
customer anxiety level for each ticket on the qualitative scale of normal, moderate, and
severe anxiety [45].

In the motivating example, we observe the BS lexicon keywords with neutral valence
(dear, kind regards) and no syntactic and semantic intensifiers, i.e., normal anxiety.

5.2 Internal Layer

Based on the contextual information considerations at the internal layer in Sect. 4.1, we
apply the taxonomic approach. Its realization is accomplished in two steps.First,webuild
a hierarchical taxonomy to determine a process cognition level. Thus, we call it Decision-
Making Logic (DML) taxonomy. With this, we aim to discover the decision-making
character of activities inherent in processes.We differentiate between the following three
DML levels: routine, semi-cognitive, and cognitive. Themost significant keywords in the
IT ticket texts are identified using LDA. Combined with the CHM workers’ feedback,
we organize these keywords into one of the three DML levels. For details of DML
taxonomy building, we refer to [35] and the Github page. Accordingly, the internal
context is realized by assigning the contextually associated keywords to the DML levels
based on the knowledge intensity and process complexity [43].

In our motivating example, the keyword online indicates a routine, i.e., simple,
activity as no service outage needs to be planned for this ticket. The keyword colleagues
refers to the semi-cognitive level as one needs to have a contextual understanding and
know the history of similar requests to determine who will process the ticket. Second,
we calculate the relative occurrence of detected keywords in the IT ticket text and
determine the DML level using the context-specific threshold rules defined by the case
study employees. Our motivating example reveals four routine online, install, pack,
need (4/7 = 0.57) and three semi-cognitive (3/7 = 0.43) colleague, service, production
keywords. Thus, the overall DML level of such a ticket is routine.

5.3 Immediate Layer

According to the conceptualization of the immediate layer in Sect. 4.1, to get a mean-
ingful representation of task sets, we develop a typology of ticket types and task types
and subtypes in the form of a hierarchical taxonomy [44]. Under ticket and task type,
we infer an actual activity that the customer requests. In the motivating example, the
type of ticket is install. First, to build a ticket and task types taxonomy, we extract topics
from the ticket and task descriptions using LDA. Afterward, we fine-tune the topics

https://github.com/IT-Tickets-Text-Analytics/Decision-Making-Logic-Taxonomy


34 A. Revina et al.

with the involved CHM workers. In the case of tasks, we used the IT ticketing system
manual, where three types of tasks are distinguished: (1) projected service outage (PSO),
(2) implementation of the ticket itself, and (3) quality assurance (QA). The PSO task
means the service disconnection for performing requested changes. The implementa-
tion task directly references activities such as installation, update, and migration. QA is
necessary for ensuring service level quality, for example, the four-eyes principle (4EP).
As a result, ticket types and task types (including subtypes) are organized into one hier-
archical taxonomy. Second, we label tickets and tasks in our dataset with the types and
subtypes using the developed taxonomy. For details on typology building, we refer to
the Github page.

In the motivating example, the ticket type installation reveals one implementation
task (subtype installation), two QA tasks (four-eyes principle, i.e., 4EP, and healthcheck
subtypes), and no PSO task since the installation can be executed online.

5.4 Decision-Making Support Enabled by the Framework

As suggested in Sect. 4.1 and shown in Table 1, we enhance the association rules with the
information obtained at the internal and external layers, i.e., DML/process cognition and
BS/customer anxiety values. In particular, the association rules are applied to determine
possible sets of task types and subtypes (rule body, i.e., consequent) based on the ticket
type (rule head, i.e., condition). For details of the implementation and more examples,
we refer to the Github page.

In Table 1, using our motivating example, row 1 represents association rules based
on ticket types and task types and subtypes. Our ticket of type installation is predicted
to have three tasks with the support of 7%: implementation (subtype installation) and
two QA tasks (subtype 4EP and healthcheck). It means that such a pattern occurs in 7%
of the cases, i.e., rows in the dataset. The confidence of 55% shows how frequently the
rule head {Ticket: Installation} appears among all other rows containing the rule body
{Implementation: Installation, QA: 4EP, QA: Healthcheck}. The rows below indicate the
contextual enhancements of the same ticket, i.e., ticket type (rule head) is enhanced with
DML/process cognition and BS/customer anxiety values. Performing this experiment,
we could make the following main observations: (1) on average, when adding the con-
textual information, the support and confidence values increase, (2) using the support
and confidence values, the most frequent patterns can be identified, (3) the influence
of specific contextual information in the rule head, i.e., DML/process cognition and
BS/customer anxiety, on the task sets in the rule body can be identified. Based on this
information, the process worker can assess the urgency of the customer request (ticket)
and how to better deal with/contact that customer, estimate the ticket complexity, and
get a recommendation of task sets needed to process the ticket.

https://github.com/IT-Tickets-Text-Analytics/Tasks-Typology
https://github.com/IT-Tickets-Text-Analytics/Association-rules
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Table 1. Association rules based on motivating example

No Association rule
Sup-
port
(%)

Confi-
dence
(%)

1 {Ticket: Installation} => {Implementation: Installation, QA: 4EP, QA: 
Healthcheck} 7 55

2 {Ticket: Installation (routine)} => {Implementation: Installation, QA: 
4EP, QA: Healthcheck}

13 88

3 {Ticket: Installation (routine, normal)} => {Implementation: Installa-
tion, QA: 4EP, QA: Healthcheck} 12 89

4 {Ticket: Installation (routine, moderate)} => {Implementation: Instal-
lation, QA: 4EP, QA: Healthcheck} 10 83

5 {Ticket: Installation (semi-cognitive)} => {Implementation: Installa-
tion, QA: 4EP, QA: Healthcheck, QA: Backup} 10 71

6 {Ticket: Installation (semi-cognitive, normal)} => {Implementation: 
Installation, QA: 4EP, QA: Healthcheck, QA: Backup} 9 70

7 {Ticket: Installation (semi-cognitive, moderate)} => {Implementation: 
Installation, QA: 4EP, QA: Healthcheck, QA: Backup} 11 72

8 {Ticket: Installation (cognitive, normal)} => {Implementation: Instal-
lation, QA: 4EP, QA: Healthcheck, QA: Backup, QA: Test} 8 66

In Table 2, we summarize all the steps and inputs necessary to apply our framework,
from data collection and preprocessing to developing decision-making support.

Table 2. Framework for context awareness based on textual data. Overview of steps

1. Data collection and preprocessing

Input: textual data serving as input to a process (i.e., containing requests), tools: standard NLP
processing software, e.g., Python and NLTK library
Processing: 1) special preprocessing (retaining capitalization, exclamation and question marks,
specific symbols), 2) standard preprocessing (removal of numbers, special symbols,
punctuation, converting to lowercase, stemming),
Output: files 1) and 2) with preprocessed textual data

2. External context knowledge extraction

Input: file 1), BS lexicon, threshold rules for BS level assignment, tools: Python, NLTK
Processing: identification of BS keywords and their valence, intensifiers, calculation of the
normalized total score, BS level assignment
Output: file 3) with BS total scores, normalized total scores, assigned BS level for each textual
entry

3. Internal context knowledge extraction

Input: file 2), DML taxonomy, threshold rules for DML levels assignment, tools: Python, NLTK
Processing: identification of DML keywords, calculation of the relative occurrence of the
keywords of each category, DML level assignment
Output: file 4) with DML keywords and assigned DML for each textual entry

(continued)
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Table 2. (continued)

4. Immediate context knowledge extraction

Input: file 2) enriched with textual data related to process execution (i.e., containing tasks or
activities), task typology taxonomy, tools: Python, NLTK
Processing: identification of ticket types, task types and subtypes based on the principle of the
maximum relative distribution
Output: file 5) with ticket type, task type and subtype keywords/expressions and their number,
assigned ticket type, task type and subtype for each task text

5. Decision-making support

Input: files 3), 4), 5), tools: R (arules package)
Processing: application of association rules
Output: file 6) with the association rules (see Table 2)

Below, we provide the evaluation details and findings with validity and limitations.

5.5 Evaluation and Discussion

When performing the evaluation, we set out to test how far the association rules can
predict a potentially relevant task set for an incoming ticket. The prediction consid-
ers the following: contextual information describing the ticket content, i.e., ticket type,
DML/process cognition, and BS/customer anxiety. While assessing the prediction qual-
ity, we rely on two indicators: (1) support and confidence values and (2) a proprietary
rule-based algorithm based on [45] involving the following steps:

• Training and test dataset generation (70%:30%) to assess the prediction quality.
• Deriving prediction rules by transforming the association rules obtained at the mining
stage from the training dataset into condition – consequent pairs. Condition is the
head of the association rule in one of the three formats: (1) ticket type, (2) ticket type
and DML/process cognition, (3) ticket type, DML/process cognition, BS/customer
anxiety. Consequent is the rule body, i.e., a set of tasks associated with a given
condition.

• Forming a rule-based algorithm for the assessment of prediction quality consisting of
the following. (a) We look for the conditionmatching the condition in the test dataset
(in one of the three formats) to perform prediction and use the top-3 consequents as
predictions of a task set ordered by the support score. (b) We evaluate the quality of
our prediction by the number of attempts to find an exact or partial match between
the top-3 consequents and the corresponding task sets from the test dataset.

• Finally,we evaluate the consequents and compare the results for three different types of
conditions. Hereby,we determine howoften the next task set can be correctly predicted
in the first three prediction attempts (top-3). We suppose that the three suggestions
are a reasonable number to display to a process worker as a recommendation.

Thus, we correctly predicted the task set, i.e., rule body or consequent, based on
the ticket type condition in 43% of cases using one attempt. With increasing attempts,
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this number has grown to 50% (three attempts). Ticket type and DML/process cognition
in the rule head (condition) demonstrated an evident increase in prediction quality, i.e.,
59% of cases (one attempt) and 65% (three attempts). Finally, adding the BS/customer
anxiety contextual information in the rule head showed no substantial influence: 57%
(one attempt) and 63% (three attempts).

The described two-fold evaluation of the prediction quality allows the processworker
to choose the best option from the top-3 recommended task sets. The enrichment of the
rule head (condition) with the DML/process cognition contextual information posi-
tively influences the support and confidence values, in contrast to BS/customer anxiety.
Similarly, DML/process cognition apparently impacts the task sets from the content
viewpoint, i.e., task types and subtypes. The higher the DML/process cognition is, the
higher the amount of QA and PSO tasks are. On the contrary, BS/customer anxiety has
a minimal impact on the task sets. However, this information can be used by the process
workers to make a correct prioritization in the process execution.

Due to the nature of context information [46], our study reveals several threats to
validity and limitations, which we have either partially addressed or plan as a part of
future work:

• Context information has a range of temporal characteristics. Currently, a process
worker gets a recommendation in the form of a task set and needs to adjust the
correct execution order based on the individual experience. Using the task execution
time information, we plan to perform task mining at the immediate context layer to
provide recommendations on the task execution sequence.

• Context information is imperfect. It might contain issues in reflecting reality. In our
study, the decision support has a recommendation character and consists of a set of pos-
sible options. It is transparent regarding the deployed text analytics and recommended
task sets.

• Context information is highly interrelated. We have already managed to identify sev-
eral relationships between the DML/process cognition context information in the rule
head and certain task types in the rule body (or their absence in the case ofBS/customer
anxiety). While including the recommendation on the task execution order, we plan
to examine possible relationships in this regard.

A further limitation is related to the textual process data itself. As one can conclude
from the framework conceptualization section, two important requirements on the data
are the following: (1) these contain a request from a customer, and (2) textual data records
on the tasks or activities necessary to process the requests are available. The ITSM case
studyhas been selected as it fulfills both requirements.Although ITSMhas become rather
popular, especially in large organizations, we suggest other cases where our framework
can be applied. In particular, many cases exist where textual data used as input to a
process impacts its execution. In healthcare, for example, patients’ complaints arriving
via email or over a form on the website usually determine the required diagnostics and,
hence, activities necessary to address the reported health problem. Similarly, in public
administration, citizens’ requests directly influence the required activities to handle the
request. In other words, our framework can be applied in those settings where a process
execution relies on textual data input. An additional limitation related to the data is the
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focus onBPM. To address it, we envision considering the challenges of contextmodeling
and analysis for an improved system design.

There is another limitation related to obtaining linguistic features: same as context
and textual data, linguistic features can also potentially bring cognitive overload and sub-
consciously misinform process workers. To avoid the potential cognitive overload, in
future work, we aim to develop a dashboard with two focus points: (1) color-coded repre-
sentation of DML/process cognition and BS/ customer anxiety and (2) recommendation
of the tasks or activities and their order to solve the incoming request. For the second
limitation on possible errors in our recommendations, we highlight that our approach
and implemented text analytics techniques enable the transparency of those keywords
and phrases, which might lead to misinformation of the process worker. Further, our
approach has a recommendation character, i.e., process workers can decide to rely on
their own experience or other sources of information.

6 Conclusion and Future Work

Under conditions of increased remote communication, the amount and importance of
textual data in organizations cannot be underestimated. As humans are limited in pro-
cessing large amounts of data, decision-making support solutions extracting important
context-related aspects are in demand. In this study, we aimed to develop a framework for
context awareness based on textual process data. Specifically, we extended a prominent
BPM context model where we bring forward the human aspect in BPM through the tex-
tual data perspective. Hereby, the framework, our main theoretical and methodological
contribution, emphasizes the value of non-technical artifacts in BPM.

We developed the framework in the IT ticket processing case study that allowed us to
demonstrate its applicability and practical value. Specifically, we highlight the context
layers, linguistics features, and text analytics to extract the latter. As a result, process
worker context awareness is significantly improved, enabling specific decision-making
support on predicting process cognition and customer anxiety level, i.e., complexity
and urgency, implied in the text. Further, the process worker is supported with a list of
recommended task sets for handling IT tickets. For the recommendation, the framework
obtains additional contextual information from the textual data contained in IT tickets.
Our findings showed that considering the contextual information enabled by our frame-
work increases the quality of decision-making support. As a part of future work, from
the performance viewpoint, we aim to enhance our framework by employing predic-
tive process cognition and customer anxiety as well as develop a dashboard providing
recommendations. From the context viewpoint, we will consider cases to enrich the
framework with the environmental layer. Further, from the rigor viewpoint, we will test
our framework in other settings like healthcare or public administration.
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Abstract. Digital technologies in support of digitalization allows organizations
to improve their strategic and operational performance, but also harbors risks
of security, oversizing or loss of control, among others. While the management
of these risks is essential to promote the success of digital transformation, no
research offers an integrative framework to helpmonitor them. This study adopts a
design science approach to conceive amaturity model evaluating the risks of using
digital technologies. This framework is the initial step towards the supervision
of these digital risks to succeed in digital transformation. We relied on an in-
depth literature review and an empirical study using a Delphi approach and a
focus group with 19 practitioners. Accordingly, we identify three dimensions of
risks related to data, stakeholders and technology governance and distinguish
them according to each digital technology in the spectrum of SMAC and DARQ
technologies. We additionally define a maturity scale to assess these risks and a
protocol to implement thematuritymodel. The paper concludeswith its theoretical
and practical implications as well as a research agenda.

Keywords: Digital technologies · Digital transformation · Risk management ·
Maturity · SMAC · DARQ

1 Introduction

To reap the benefits of the recent digital technologies, companies in all sectors are
increasingly embracing deep digital transformation projects [1], for which expenditure
will reach two trillion dollars by the end of 2022 [2]. Digital transformation or digital-
ization refers to changes in working methods, roles and behaviors of individuals, and
commercial offers, that are induced by the intensive use of digital technologies in the
organization and in its operational environment [3]. To accomplish a digital transfor-
mation process, companies rely on digitization by dematerializing information [1] and
transforming their products, existing services and processes in digital variants [4]. This
wave of transformation was driven by the advent of SMAC (Social, Mobile, Analytics,
Cloud) technologies that enabled companies to improve their operational performance
through the reduction of costs and execution times [3]. These technologies have also rev-
olutionized the business models throughwhich the company delivers value to customers,
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while providing them with an innovative user experience [5]. Today, being digital-first
for a company is no longer an innovation or a competitive advantage, but a minimum
condition for surviving in a constantly changing market. Successful companies are those
that genuinely combine SMAC technologieswith the newgeneration ofDARQ technolo-
gies (Distributed ledger, Artificial intelligence, extended Reality, Quantum calculation)
marking the post-digital era [6].

Over the past five years, digital transformation has aroused growing interest among
practitioners and researchers in the Information Systems stream. Some scholars focused
on identifying opportunities to improve operational and strategic performance offered
by the use of digital technologies [7]. Others explored the changes in organizational
practices that accompany the adoption and acceptance of these technologies [8], as they
require different postures and capacities from previous technological waves [9]. Finally,
few researchers took an interest in identifying the risks induced by these technologies, in
particular security risks [10], compliance with standards and regulations [11], relation-
ships with third parties [7] and employee governance [12]. The exploration of such risks
concerned specific sectoral contexts, often the military [13] and health [14], or specific
technologies namely social networks [15] and artificial intelligence [16]. However, no
study offers a model to monitor the risks related to the use of digital technologies as a
whole, regardless of the organizational context. Designing such an integrative framework
to manage these risks simultaneously rather than in isolation, would allow researchers
to better understand the interconnected nature of digital technologies and the complex-
ity that their risks add to existing operational problems. Also, this model would help
firms implement preventive practices to better benefit from investments and efforts in
deploying digital technologies.

In this respect, maturitymodels are often used to evaluate the organization’s abilities,
identify the most critical issues and initiate improvement activities [17]. They suggest
that an enhanced action will lead to a better outcome [18]. Accordingly, we raise the
following research question:How to design a maturity model assessing the risks of using
digital technologies in support to digital transformation? To answer this question, we
follow a Design Science approach [19, 20] for maturity model development [21]. This
approach relies on a thorough analysis of the literature, a Delphi method, and a focus
group with 19 practitioners. The resulting maturity model constitutes the initial step in
the successful monitoring of risks associated with the use of digital technologies. The
paper is structured as follows. Section 2 presents our conceptual foundations, namely
the technologies at the heart of digital transformation and the risks they entail. Section 3
explains the methodology adopted for this study. The results, consisting of the proposals
madeby the professionalswith regards to thematuritymodel, are presented anddiscussed
in Sect. 4. Finally, the conclusion highlights the study limitations and discusses the main
directions of future research.

2 Literature Review

2.1 Digital Transformation: A Change Supported by Digital Technologies

To respond to a digitally disrupted environment, many companies joined thewave of dig-
ital transformation or digitalization over the past decade [22]. This phenomenon reflects
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a profound and intentional restructuring of their capacities, resources, and value creation
pathways to benefit from the advantages offered by digital technologies [7, 23, 24]. This
alteration aims to seize revolutionary opportunities in three major areas [9]. First, it
seeks to improve the user experience by creating customized products and services and
establishing a transparent and personalized digital relationship with clients [5]. Sec-
ond, digital transformation offers opportunities for streamlining business processes that
improve agility and responsiveness [3]. Finally, it allows the creation of new business
models to increase the strategic benefits of using digital technologies [25].

Digital transformation is supported by digital technologies [26] encompassing all
systems, tools, devices, and electronic resources used to generate, store and process data
[27]. It was induced by the advent of SMAC technologies referring to Social, Mobile,
Analytics and Cloud [1], and continues to intensify with the emergence of DARQ tech-
nologies (Distributed ledger, Artificial intelligence, extended Reality, Quantum comput-
ing) which are moving companies towards a post-digital era [6]. These technologies can
quickly and severely alter the competitive dynamics of industries, that is why digitaliza-
tion is now a priority for many organizations [7]. If digitalization represents undeniable
advantages for companies, it nonetheless conceals major challenges. Scholars pointed
out that digital transformation carries risks related to IS adoption [28], data governance
[29], well-being at work [30], skills development [31], strategic alignment with IT [32],
etc.

The term “transformation” expresses the entirety of actions to be taken when orga-
nizations are faced with a disruption. It goes beyond functional thinking and addresses
the opportunities, but also the risks associated with change [33]. Hence, identifying and
managing the risks inherent in a transformation process is a prerequisite for its success
[34]. However, unlike the grey literature such as reports from consulting firms and white
papers from companies [e.g., 6, 35, 36], very few IS researchers characterized the risks
associated with digital transformation [e.g., 7, 37]. Even fewer proposed approaches to
monitor these risks [38]. This creates a real discrepancy: companies are increasingly
implementing initiatives to manage the risks of digital transformation, while the aca-
demic literature does not scientifically explore these practices. Such research would
promote the cross-fertilization of academic and practitioner knowledge.

2.2 Risks Related to the Use of Digital Technologies

Digital transformation involves a multitude of risks related, among others, to employee
well-being [30], strategic alignment [32] and skills development [31]. The characteriza-
tion and assessment of these risks constitutes a research gap that needs to be addressed
in order to provide a better understanding and support of digital learning pathways and
digital governance at individual, organizational and governmental levels. In this paper,
we chose to focus on the risks that accompany a key dimension of digital transformation:
the use of digital technologies. Their implementation forms the foundation of the digi-
talization process [39] and poses particular risks, as digital technologies require postures
and capabilities different from the previous technological waves [9]. Indeed, due to the
alterations in communication, work and more generally intellectual style induced by
these digital technologies, it is crucial to understand them, know how to interact with
them [40], and to manipulate the data they contain [41].
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We therefore conducted a literature review to assess the state of scientific knowledge
about the risks of using digital technologies. We relied on the reference platform “Web
of Science” to explore articles in peer-reviewed journals and renowned conferences in
the Information Systems’ field. We limited our search to articles written in English
and published since 2005, as this year marks the first scientific work on the digital
transformation of companies [42]. To define our keywords, we were guided by the
definition of digital technologies proposed by [27] and presented in the previous section,
and that of the term “risk”. According to [43], risk corresponds to something that can be
lost and the probability of actually losing it. This concept reflects a hazard or a potential
malfunction, more or less foreseeable, and which can cause damage [44]. Thus, we
combined the terms “Digital transformation” or “Digitalization”, with the keywords
“Risk”, “Threat” or “Danger”, and with “Technology”, “Digital technology” or one of
the eight digital technologies (SMAC, DARQ) involved in digital transformation. In
total, we selected 61 articles, the vast majority of which were published since 2016.
Most of this research is based on case studies or exploratory interviews and none offers
a classification of the risks associated with the use of digital technologies. To relate
the risks identified in this state of the art, we relied on the 5W approach (Who, What,
When, Where, Why) recommended by [45]. It delivers an exhaustive characterization of
a phenomenon by classifying it according to its different dimensions. Table 1 explains
these five classification criteria in the context of our study and provides examples of
risks for each criterion resulting from our state of the art. These risks are detailed in the
following paragraphs.

Who: The risks of using digital technologies have been analyzed at the levels of employ-
ees, companies and the government. Employee-specific risks mainly involve the lack of
skills, leadership, creativity and of entrepreneurial spirit related to digital technologies
[46]. They also include resistance to the change induced by these technologies [47] and
the hampering of learning efforts following the misuse of artificial intelligence [48].
At the organizational level, the most critical risks refer to the non-alignment of IT and
business strategies [32], the absence of a digital culture [49], and a low level of digital
maturity in the case of SMEs [50]. Finally, the risks identified for government authorities
concern the change in the structure of the labor market [51], the strengthening of social
inequalities [52] and the difficulty of interacting with citizens reliably and efficiently
across the multitude of social networks [15].

What: Although the existing theoretical corpus has addressed the risks associated with
different aspects of digital transformation, most studies focused on the operational pro-
cess aspect. Some authors pointed out that digitalization generates risks of substantial
production and infrastructure development costs [53]. Others specified processual issues
of data confidentiality [14], technology sustainability [13] and vulnerability [16], and
lack of competent digital actors [54]. The literature also addressed the risks associated
with the digital transformation of the user experience, namelymiscontrol over their com-
municated data [55], citizen security in smart cities [56] and the difficulty of establishing
an effective relationship with consumers through mobile marketing [57]. Finally, few
studies underlined the risks of business model digitalization, particularly the difficulty
to renew the strategies in light of new advanced technologies [58].
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Table 1. Analysis of the state of the art

Classification criterion Explanation of criterion Examples of results

Who Categorizes the risks according
to the level of analysis
considered

• Individual: Degradation of
skills, reluctance to change

• Organization: Lack of alignment
between IT and Business
strategies, lack of digital culture

• Government: Alteration of the
job market, reinforcement of
social inequalities

What Classifies the risks according to
the impacted transformation
component

• Operational processes:
Development costs,
infrastructure instability, lack of
competent actors

• User experience: inappropriate
use of technologies,
confidentiality of data
communicated

• Business model: disruption of
business activity, the
institution’s role in the
socio-economic landscape

Where Distinguishes the risks according
to the sector of activity

• Bank-insurance: Fraud, huge
flow of data that is hard to
process

• Military: Durability of
technologies

• Health: Data Privacy

Why Qualifies the risks according to
the technologies that cause them

• Artificial Intelligence: Ethical
issues, limits of algorithms

• Data Analytics: Data Privacy,
Cybersecurity

• Mobile: Network issues, device
obsolescence

• Blockchain: Lack of standards,
lack of competent actors

When Provides a reading of the risks
according to the moment of their
occurrence in the digitalization
process

• Development of technology:
Integration of Privacy by design,
Inadequacy of certain digital
project methods

• Day-to-day use: Cybersecurity,
data leakage
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Where: Several authors emphasized process transformation risks in specific sectors.
The health sector highlights the problem of data confidentiality [14], which results in
the difficulty of establishing effective collaboration between healthcare providers and
developers of specialized technologies [59]. The military sector is characterized by the
concern of technology sustainability [13], while the agricultural sector presents risks
of vulnerability and security of the connected objects used [16]. The digitalization of
processes in the field of logistics is accompanied by significant development costs and a
lack of experts with digital skills [54]. The financial and telecommunication sectors are
mostly concerned by business model risks, namely the need to review the role of certain
financial institutions [58] and telecommunications operators in the digital era [60].

Why: The ‘Why’ in our study qualifies the risks according to the originating technol-
ogy among the SMAC/DARQ spectrum. Most studies focus on the risks generated by
artificial intelligence, such as the ethical issues of unemployment [61], and the limits
of algorithms and their vulnerability [16]. A multitude of researchers also investigated
the issues of mobile technologies in terms of data confidentiality [62], network vul-
nerability [63], and rapid obsolescence of devices [64]. The risks associated with Data
analytics technologies are also very present, in particular fraud and cybersecurity [65],
the difficulty of processing the volume of data which continues to increase [66], and
data privacy [67]. This privacy issue also represents a significant risk when implement-
ing Cloud technologies [14, 67] and social media [65]. These media additionally involve
risks of inappropriate use to design an effective user experience [15] aligned with his
expectations [57]. Numerous authors highlighted the risks of adoptingDistributed ledger
technology (e.g., Blockchain), in particular the immaturity of the technology, the absence
of common standards [68], the scarcity of competent actors in this field, and the inef-
ficiency of the institutional environment [69]. Finally, to our knowledge, no research
deals with the risks of using extended reality and quantum technologies. Besides, some
studies underlined the risks associated with digital technologies as a whole [e.g., 51, 70].
We discuss these risks in depth in Table 3.

When: Regarding themoment of risk occurrencewithin the transformation process, our
analysis of the literature showed thatmost of the risks are present during the development
of technologies in support of digital transformation, for example the low quality of the
Cloud developed in agile mode [70], the sustainability of digital engineering outputs in
the military [13], the cost of developing digital technologies for warehousing [54], and
the consideration of privacy issues in technology design [67]. A large part of the risks also
takes place during the day-to-day use of digital technologies, for example resistance to
change [47], skill degradation [48], alteration of social structures [52], leaks of sensitive
data [62], and cybersecurity [55].

In short, no study offers an integrating framework or an overall classification of the
risks associated with the use of digital technologies. To cover this gap and enrich the
risks identified in our state of the art, we followed a design science approach to conceive
a maturity model assessing these risks’ management.
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3 Research Methodology

3.1 Data Collection

Maturity models have been extensively investigated in several domains as an instrument
for continuous improvement [17, 72]. They suppose that when activities are defined,
managed, and executed effectively, they lead to better performance [18]. In this research,
we follow the seminal design science methodology proposed by [21] to conceive a
maturity model. Additional to the design stage, the authors suggest that the models
should also undergo field applications and frequent updates for maintenance to comfort
their continuous validity.

The construction of a maturity model requires determining the key process areas
(KPAs), i.e., themes that are mutually exclusive and collectively exhaustive to describe
the evaluated object [21]. EachKPA is defined through associated practices, implemented
collectively to satisfy the goals of the area. These KPAs are described at a number of
levels of performance [73, 74]. The highest maturity level is where the KPA’s practices
are efficiently applied and culturally rooted [17, 75].

To determinate the KPAs and the maturity scale, we relied on an in-depth literature
review combined with a Delphi type approach. The Delphi method is generally used in
Information Systems’ research when the generation of ideas is necessary to convey a
consensual opinion on a well-determined subject [75]. This approach is based on the
remote surveying technique [76]. During our study, to collect a field reflection (bottom
up) on the risks associated with the use of digital technologies, we set up an electronic
survey system with 19 practitioners from 9 organizations. Table 2 summarizes the key
characteristics of the participants and their organizations. The latter were chosen because
of their in-depth knowledge of the subject and the richness of points of view that they
can provide based on their complementary profiles.

The survey was conducted in one-to-one sessions with participants and the entire
process was recorded to circumvect any missing point. Each session was initiated by
the introduction of the study objectives, namely to propose a structure of the maturity
model and an assessment protocol. We also provided examples of risks associated with
the use of digital technologies resulting from our 5W literature analysis. Subsequently,
the participants reacted to questions structured according to three interaction times:

First, each participant had to refer to his digital transformation experience in order
to propose risk management capabilities that are related to the use of digital technologies
as a whole, and explain their components or items. These capabilities would ultimately
represent the KPAs of our model.

Secondly, we asked them to provide us with a more detailed vision of these risks
according to each of the SMAC/DARQ technologies in support of digital transformation.

Finally, we invited each participant to share with us the maturity assessment
approaches he was knowledgeable of, and which could be suitable to the risks of using
digital technologies. We mainly requested them to suggest a definition and criteria of
maturity to be used in an evaluation scale.
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Table 2. Characteristics of the participants and their organizations

Characteristics of the
participants

Characteristics of the organizations

Number of
participants

19 Org Sector Type Size Disciplines

Youngest 31 Org 1 IT consulting Private 80 Analytics and
AI expert

Oldest 58 Org 2 Bank Private >50000 Analytics and
AI expert,
financial analyst

Average age 46 Org 3 Insurance Private ≈10000 Analytics and
AI expert,
financial
consultant

Male 14 Org 4 University Public 1000 Cybersecurity
expert

Female 5 Org 5 University Public 1000 R&D managers

Education
level

7 PhD, 10
Master, 2
Bachelor

Org 6 Electricity Private 300 CEO, R&D
manager,
Logistics
manager

Longest
experience

25 years Org 7 Pharmaceutical Private 500 CEO, Biotech
researcher,
R&D manager,
Purchasing
manager

Shortest
experience

9 years Org 8 Automotive Private > 50000 Purchasing
manager,
logistics
manager,
assembly
manager

Average
experience

15 years Org 9 Automotive Private > 50000 R&D manager,
logistics
manager

3.2 Data Analysis

To analyze the data collected from this panel, we proceeded according to the three themes
addressed during the survey, namely the capabilities related to the risks of using digital
technologies, the refinement of these risks according to the SMAC/DARQ spectrum, and
finally the proposal of a maturity evaluation scale. To analyze each theme, we carried
out a double purification as recommended by [77] which we explain below.
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Thefirst purification took place throughout the investigation process by relying on the
system in support of our Delphi approach. Indeed, the latter makes it possible to collect
feedback from participants following a structured and proven process. In addition, it
facilitates the development of a summary document synthesizing their responses. As we
implemented our data collection approach, we proceeded to clarify, reduce, and organize
participant feedback.

The second purification took place at the end of all the sessions. The participants
were invited to a full day focus group structured in two sessions of three hours each,
moderated by the researchers. A focus group is a discussion of a particular topic under
the direction of a moderator who promotes group participation and communication and
manages the discussion through a series of interactions [78]. During the first half-day, we
presented the results of the Delphi survey and refined them. This refinement involved the
reformulation, when necessary, of the answers, their consolidation, interpretation, and
the verification of the proposals. In this step, we were guided by two criteria: the non-
redundancy of ideas in the classification of participants’ feedback, and the relatedness
of each response to the topic of risks to use digital technologies.

During the second half-day, the developed maturity model was applied to a use case
with the participation of the group members. An electricity firm taking part in the focus
group was interested in implementing the model to assess the organization’s maturity
for managing the risks related to the use of digital technologies. This use case comforts
the validity of the model as recommended by [21]. We present and discuss the field
application in the findings’ section.

4 Findings

4.1 The Maturity Model’s KPAs

Thematuritymodel developed in this research aims to assess the overall ability tomanage
the risks related to the use of digital technologies. It informs the firm on its strengths
and weaknesses, that can serve on the definition of an action plan. To define the KPAs,
we relied on an in-depth literature review combined with the insights of our Delphi
approach. We asked the participants to refer to their experience of digital transformation
to describe the main risks that characterize the use of digital technologies in general,
and then each of the eight SMAC/DARQ technologies. This helped enrich our state of
the art with new risks emerging from our study.

Following the analysis of the collected data and the validation during the focus group,
we distinguished three classes of risks that are exhaustive and exclusive to represent the
KPAs of our maturity model. These risks are listed in Table 3, which mentions whether
each has already been highlighted in the literature or whether it emerged solely from
our empirical study. In the next paragraphs, we provide verbatim on the risks that were
heavily discussed during the focus group.

Data Sensitivity: Data sensitivity concerns information that should be protected from
unauthorized access or disclosure due to its delicate nature. Participants underlined that
“digital technologies by nature generate data without the knowledge of the individual.
The sharing of this data entails a risk in itself ”. This is even more critical when it comes
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to “personal data such as medical, financial or other sensitive data that could impact
the reputation of the person”.

Relationships with Third Parties: According to the participants, “digital technologies
enable opening up to other stakeholders (customer, supplier, partner, competitor), and
subsequently to more risks in terms of managing these relationships”. In particular, such
technologies “can cause a lot of formality in relationships, which harms the efficiency
of partnerships”. Furthermore, some group members highlighted that “the use of digital
technologies makes the organization more exposed to the outside world, which can
quickly put it at a disadvantage in the case of bad recommendations by customers”.

Governance of Digital Technologies: The groupmembers insisted that “the recent and
constantly evolving nature of digital technologies poses challenges to the management
of information systems within the company”. Indeed, “these technologies require time to
be mastered by the IT department and can quickly become obsolete”. The rapid mastery
of these technologies is even more necessary to “meet the instantaneous needs of the
businesses in the organization. The digital age is precisely characterized by the culture of
‘immediately’”. Tomeet their needs, businesses can “resort to Shadow IT,which can pose
a real governance problem for the IT Department. These technologies are increasingly
accessible with the advent of digital. Apps and technologies developed yesterday are
within everyone’s reach!”. Furthermore, the ITDepartment often encounters the problem
of “data overflow in case of poor management of the data generation and distribution
channels”.

Table 3. KPAs and their associated risks of using digital technologies

KPA Nature of the digital
technology

Risks

Data sensitivity Digital technologies in
general

Data generated without the
knowledge of individuals

Digital technologies in
general

Access to unauthorized personal
data (medical, financial, etc.)

Digital technologies in
general

Access to data that could damage
the reputation of individuals

Social Exposure (fishing, harassment,
grooming)

Mobile Access to private data

Mobile Cyberattacks

Mobile Identity theft

Mobile Data theft, Data alteration

(continued)
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Table 3. (continued)

KPA Nature of the digital
technology

Risks

Analytics Prohibited manipulation of data
(fingerprints, genomes, etc.)

Cloud Lack of protection of private data

Cloud Security/ data leakage

Distributed ledger (e.g.,
Blockchain)

Fraud

Relationships with third
parties

Digital technologies in
general

Difficulty to manage digital
relationships with a multitude of
stakeholders*

Digital technologies in
general

Rigid professional relations*

Digital technologies in
general

Risky outdoor exposure

Social Bad reputation and negative
publicity resulting from social
amplification

Social Professionalization of the means to
harm the person

Cloud Pressure from the suppliers to
implement inadequate Cloud

Artificial Intelligence Financial opportunism at the
expense of other social classes

Governance of digital
technologies

Digital technologies in
general

Difficulty to align with the
evolving nature of digital

Digital technologies in
general

Investments to master technologies
that can quickly become obsolete

Digital technologies in
general

Difficulty to meet the immediate
needs of businesses*

Digital technologies in
general

Excessive use of Shadow IT

Digital technologies in
general

Overflow by large data flows

Mobile Poor technology design

Analytics Wrong measurement

(continued)



Digital Technologies Supporting Digitalization 53

Table 3. (continued)

KPA Nature of the digital
technology

Risks

Analytics Non-compliance with GDPR

Cloud Non-performance of technology

Cloud Data and country sovereignty

Cloud Loss of assets and their location

Distributed ledger (e.g.,
Blockchain)

Oversizing*

Distributed ledger (e.g.,
Blockchain)

Deployment by mimicry*

Distributed ledger (e.g.,
Blockchain)

Unnecessary investments*

Artificial Intelligence Algorithms not mastered

Artificial Intelligence Irresponsible innovation

Artificial Intelligence Inappropriate use

Artificial Intelligence Poor choice of use cases*

Artificial Intelligence Misleading use

Extended Reality Unnecessary investments to align
with a fad*

Quantum computing Overcapacity, oversizing to
respond to simple problems*

* Risk emerging from the empirical study.

Regarding the risks associated to the particular use of a technology within the
SMAC/DARQ spectrum, we note that a large part of the risks related to SMAC and Arti-
ficial Intelligence technologies have previously been identified in the literature, while the
risks of usingDistributed ledger, extendedReality andQuantum computing technologies
have almost entirely emerged from our empirical approach.

4.2 The Maturity Scale Adopted in Our Model

Most studies that designed maturity models rely on the definition of maturity and the
scale proposed in the CMMI (Capability Maturity Model Integration), a seminal model
developed by [79]. CMMI definesmaturity as the degree to which processes are formally
organized and executed to produce the desired results [73]. Most of the participants
were aware of the CMMI and, consequently, responded in the Delphi questionnaire by
referring to its definition of maturity and its scale composed of four levels namely ad
hoc, exploring, managing, and optimizing.

However, when discussing with the group participants the adequacy of this scale
to assess the risk management of using digital technologies, we concluded that it does
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not meet the peculiarities of this evaluated topic. Indeed, digital risk management does
not correspond to institutionalized processes as is the case of CMMI-based models
and additionally integrates a behavioral dimension of awareness. Thus, based on the
practitioners’ feedback, we propose to evaluate the maturity in our model not only in
terms of the organization’s ability to operationally implement practices dealing with the
risks in Table 3, i.e. ‘Capable to do’, but also its propensity toward these practices, i.e.
‘Willing to do’.

To evaluate the organization’s maturity according to these criteria, we adopted a
hybrid descriptive approach as recommended by [21] for topics that were never oper-
ationalized from a maturity perspective. It consists of asking a question conveying the
highest level of maturity for each evaluated item. In our case, for each risk, we ask
two questions associated with the two maturity criteria. For the capability criterion, we
evaluate if the organization is able to implement the methods and tools to prevent this
risk and control it when it occurs. For the willingness criterion, we assess whether the
organization perceives the relevance of managing the risk and is willing to implement
the necessary practices in order to monitor it. After discussing with the focus group
participants, we defined 4 levels of maturity associated with these two maturity criteria.
A level of maturity is granted to the organization depending on its answers to the two
questions on a scale of 1 to 4.

For capability, if the organization states that it perfectly masters the methods and
tools to monitor the risk, it is considered (4)expert. If it feels capable but needs more
formalization, the maturity level is (3)capable. If the organization has some ideas but
does not know how to proceed to mitigate the risk, it is (2)novice. If it does not have any
idea, method or tool to proceed with the risk, it is (1)not capable.

As for willingness, the organization is a (4)firm believer if it is fully convinced
with the benefits of managing the risk and is inclined to implement all the necessary
practices. It is (3)culturally rooted if it perceives the interest of managing the risk and
would eventually agree to implement some practices in this respect. The organization is
(2)potentially receptive if it is not against managing the risk but is not convinced with the
interest of this action. Finally, it is (1)culturally resistant if it does not find any relevance
in monitoring the risk.

4.3 Feedback from the Field Application

4.3.1 Presentation of the Case Application

We performed a field application during the second half-day of the focus group to
improve the designed maturity model and evaluate its usability, usefulness, and com-
pleteness [73]. The CEO of the company “Org 6”, expressed his interest to assess the
maturity of his organization with respect to the management of risks related to the use of
digital technologies. This SMEoperates in the electricity sector. It proposed solutions for
electrical mobility and energy storage that respect the principle of planned sustainability,
in contrast to planned obsolescence.

This principle aims to face the uncertainties related to health, financial and ecolog-
ical crises, by adopting a design and manufacturing mode that fosters sharing, reuse
and cooperation. Sustainability is at the heart of this organization’s activities: from the
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design, production, maintenance of its products and the logistical choices, to the man-
agement of its employees. Org 6 relies on digital technologies to implement this planned
sustainability principle. Therefore, it found extreme relevance in evaluating its maturity
in terms of digital use, considering the importance of this dimension for its activities
and performance.

4.3.2 The Maturity Evaluation Protocol

During the second half-day of the focus group, the 3 participating members of Org 6
(CEO, R&D manager, Logistics manager) applied our maturity model. The model was
implemented in a VBA tool prior to the focus group and was adjusted as we discussed
with the practitioners during the first half-day. The evaluation was split into four phases.
After each one, a debriefing was performed with these 3 actors as well as with the rest
of the focus group members.

The first phase consisted in an introduction to the maturity tool’s structure and
functionalities. The participants were invited to browse a one-page documentationwhich
recalls the objectives of the model and the instructions to guide its implementation.
Following the debriefing, the content of this introductory page was improved according
to the participants’ comments to make it a frame of reference enabling future firms to
use the model without the presence of the researcher as an external moderator.

During the second phase, the 3 firm actors proceeded to self-assessment by com-
pleting a questionnaire adapted from the Delphi survey to assess the organization’s
maturity according to the established maturity scale. The discussion with the partici-
pants following this stage enabled to clarify some maturity items by reformulating them
or illustrating them with examples.

In the third phase, participants scrolled, togetherwith themoderator, the assessment
results that are automatically generated in a summary report. It depicts an aggregated
score for each KPA accompanied with detailed results for each risk according to the
two maturity criteria. Participants unwrapped their results from the least to the most
performant KPA and discussed the reasons for the maturity gap of each KPA’s items.
Accordingly, recommendations for improvement were formulated with the help of the
focus group members to enable cross fertilization of best practices.

The fourth phase aimed at verifying the success related to the usage of the model by
asking all the focus group members to answer a set of questions assessing its usability,
completeness, and utility [73]. Also, the participants could fill blank spaces to provide
any further feedback that was not delineated through the proposed questions. Besides
collecting their comments and propositions in writing, the researchers made sure to
record the oral, gestural, and visual reactions of the participants throughout the evaluation
session which had served to improve the content of the model.

4.3.3 Results of the Maturity Assessment

The assessment showed that Org 6 was very mature regarding the relationships with
third parties. It was using digital technologies efficiently with its suppliers, particularly
the Cloud and AI, while controlling for their risks. Org 6 applies these technologies to
monitor the supply and demand and enable more flexibility on its partnerships. It also
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harnesses the power of social media to observe the trends and collect the users’ feedback
on its products. Regarding this topic, we noted a difference of understanding among the
three evaluatingmembers.While the CEOwas aware of the digitalization projects within
the company aiming at fully benefitting from the potential of social media, the R&D and
logistics’ manager thought that Org 6 is still immature regarding these aspects. After
deep discussions, they agreed that the organization is mindful that social media could
eventually harm its reputation and was implementing an AI based scanning to spot any
negative tweets or comments and resolve the related issue.

This firm depicted several maturity problems regarding the KPA of Data sensitivity.
In fact, it was in the process of implementingGDPRprinciples in its organization, such as
the assignment of a chief digital officer and the collection of consent when personal data
is eventually extracted. This firmwas also lacking cybersecurity protocols and protective
actions for its Cloud. Nevertheless, all these issues concerned the capability maturity
criterion and not the willingness. Org 6 was convinced with the necessity to act on these
risks and had indeed started an internal reflection on the actions to put in place.

4.3.4 Evaluation of the Model’s Utility, Completeness, and Usability

In the fourth phase of the model’s application underlined in the evaluation protocol
(Sect. 4.3.2), we asked the focus group members to answer a set of questions regarding
the model’s completeness, usability, and utility. A debriefing was then performed to
understand the pros and cons of our operationalized model and enhance it accordingly.

Regarding themodel’s completeness, we asked the participants to compare the accu-
racy of its content with classifications or frameworks of risks associated with the use of
digital technologies that theywere aware of. None of the participants was knowledgeable
of such risks’ classification. Nevertheless, they were informed of some tools to assess
digital maturity, for instance the DQ framework by the DQ institute [80], the European
Digital Competence Framework for Citizens by the European Commission [81], and the
Digital Quotient by McKinsey & company [82]. A participant from the insurance sector
stated the existence of a risk management process in a concurrent organization, entirely
designed in-house, and built according to the life cycle of data in the insurance world.
However, it only deals with the risks related to data. Compared to all these tools, the
participants stressed that the maturity model developed in this study was “more accurate
in comparison to well-known generic tools. It follows a rigorous scientific approach far
from any speculation and is co-constructed with practitioners to align with their frame
of reference”. Also, the fact that its design involved organizations from different sectors
made it an integrative framework that “would promote mutual learning between orga-
nizations from a variety of sectors, especially as it is difficult for each company to have
individual access to constructive feedback about these emerging technologies”.

For themodel’s usability, the participants appreciated the content of the introductory
page which methodically explains how to use the model at each step. They then insisted
that “a collective evaluation involving key actors of the organization and representatives
of its trades is crucial to capture the firm maturity profile and identify trouble spots”,
and “discern differences of understanding within the same firm that could hinder the
implementation of any change management initiative”. Such interactivity would even
foster “actions to correct behavioral issues regarding digital technologies”. Indeed, “a
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collective feedback based on the implicit recommendations of the model would guide
the firm toward a better distribution of responsibilities with respect to the governance
and use of digital technologies”.

As for the utility of themodel, two key findings of the focus group discussion and the
field application should be underlined. Thefirst onewas the participants’ ability to clearly
distinguish digital technologies fromother types of InformationTechnologies. In fact, the
group now understood that “digital technologies are more ‘data’ oriented and involve
a new cognitive framework”. These technologies “alter our ways of communicating
and working and require capacities and postures different from IT”. The respondents
explained that “classical IT is more closed, internal to the company” while “digital
technologies involve the generation and exchange of data between several internal and
external actors, whose volume and speed are important”. In addition, “digital extends
information and communication technologies and leads to new practices such as Do It
Yourself and Bring Your Own Device”.

The second utility finding was particularly highlighted by Org 6. The CEO stressed
that the model “clearly ascertains the risks to be managed. It helped us take a step
back on our abilities and pointed out our weaknesses and strengths of which we were
not necessarily aware. This makes it easier to initiate targeted improvement actions to
manage the alarming risks”. However, a participant underlined that “this risk manage-
ment should extend to all dimensions of digital transformation and not only to the use
of technologies”. In this regard, another group member explained that “digitalization
involves risks of different kinds: legal risk, image risk, financial risk, ethical risk, time to
market risk, usage risk, security risk, risk of non-availability, risk of monitoring, etc.”.
Finally, the group participants argued that an adjustment phase of the model prior to its
use “can make the results more significant and concise by focusing the evaluation on
the risks that are most relevant to the firm”. This scoping step could address “all the key
individuals within the organization and external experts to revise the model according
to the firm’s strategic and operational concerns and then apply it”.

5 Conclusion

The advent of digital technologies has induced a wave of transformation within orga-
nizations. The latter aims to redefine operational processes, business models, and user
experiences to capitalize on the potential offered by digital technologies. However, this
digitalization also harbors risks, among others, ethical, technical, and intellectual, of
which companies must be aware in order to manage them throughout the transforma-
tion process. In this sense, this paper focused on the risks associated with a particular
dimension of digital transformation, the use of digital technologies, as it constitutes the
foundation of the digitalization process.

Our results combine both the insights of the literature and of an empirical study
with practitioners following a Delphi approach and a focus group. From a theoretical
standpoint, they contribute to defining the concept of digital risk capability by charac-
terizing its dimensions and components. In this respect, they underline the existence of
three classes of risks for using digital technologies, namely risks related to data sen-
sitivity, relationships with third parties, and the governance of digital technologies. In
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addition, this research brings out new risks specific to the SMAC/DARQ spectrum and
accordingly enhances our understanding of these technologies’ common and different
properties. Furthermore, our findings provide a definition of maturity specific to digi-
tal risks that is aligned with the conceptual nature of these items and the practitioners’
cognition. From a managerial standpoint, the present study answers a contemporary
practical need of firms who embrace digital transformation projects to prosper in this
post-digital era. It raises managers’ awareness of the risks they should prevent and mon-
itor and provides them with a user-friendly tool to accompany the implementation of
digital technologies within their organizations and initiate the necessary improvement
actions to capture digital benefits in a secure manner.

This study, however, has some limitations that represent promising research per-
spectives. First, this paper focused only on the dimension of using digital technologies.
It would be relevant to address in depth the risks related to the other aspects of the
digitalization such as the alignment between the business strategy and the digital one
or the development of employee skills. This would enable a better understanding of
the interconnection between digital technologies, but also their relation to the different
aspects of organizational performance. Second, the panel of respondents was limited
to some specific sectors and, thus, was not statistically representative of the various
industries that possess disparate levels of digital maturity. Further case studies would
enrich our results and evaluate their applicability in other organizational contexts. Such
studies can also inform the digital learning pathways and governance at the individual,
organizational and governmental levels. Finally, this research was limited to the design
of a maturity model for managing the risks associated to the use of digital technologies,
without addressing the most appropriate way to manage them through concrete actions.
Future field applications across different sectors could help build a framework of actions
to be undertaken with respect to the maturity deficiency of each risk. Also, a quanti-
tative study can help build a predictive model to prioritize the risks according to their
probability of occurrence in an organization considering its contextual peculiarities.
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Abstract. Modelling and developing digital twin solutions is a grow-
ing and promising trend followed by enterprises with the ambition to
improve decision-making and accelerate risk assessment and production
time. However, as a current emerging trend, there is no recognised stan-
dard nor a unique solution that provides support for all the characteris-
tics of a digital twin. This article builds upon the result of a literature
review that we conducted to extract the main characteristics attributed
to Digital Twins. The identified characteristics guided the proposal of a
Digital Twin Modelling Notation (DTMN). In this work we present the
DTMN meta-model supported by a graphical modelling notation. This
modelling notation can be used as a starting point to design and reason
about Digital Twin solutions.

Keywords: Digital twin · Meta-model · Modelling notation

1 Introduction

The recent advancement in technological fields such as the Internet of Things,
Artificial Intelligence, Cloud Computing, Virtual and Augmented Reality,
Robotics, Embedded Systems, 3D Modelling, and Simulation are contributing to
the rise of Digital Twins that benefit from the mentioned technologies, and that
have become more affordable and promise to drive the future of complex systems
[29,35]. A digital twin is generally defined as the virtual replica of a real-world
entity or process that can be used to run simulations and, therefore, see the effect
of changes and choices before deploying them on the actual entity [3]. Gartner’s
report on Emerging Technologies predicts that the digital twin market will cross
the chasm in 2026 to reach $183 billion in revenue by 2031, with composite digi-
tal twins presenting the most significant opportunity [48]. Using digital twins can
help organisations improve quality and productivity by optimising their decision-
making process, reducing costs, and flavouring individual stakeholder demands
while optimising resource consumption [23,36]. For this reasons, Digital Twins
are recognised as one of the key pioneers of the current industrial revolution
[40]. Digital twins enhance the value produced by traditional information sys-
tems, allowing the automatic control and information exchange between all the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
T. P. Sales et al. (Eds.): EDOC 2022 Workshops, LNBIP 466, pp. 63–78, 2023.
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entities involved, such as services, products, clients, transactions, suppliers and
many more. This information must be managed optimally to allow continuous
adaptations and improvements so to enhance the value of the whole system,
which is not feasible in traditional information systems [10].

Although digital twins constitute a growing and promising trend, there is no
recognised standard definition or a unique solution to implement all the char-
acteristics and functionalities of a digital twin within the research community
[5]. Industry pioneers and researchers have interpreted the Digital Twin concept
during the last years, each reporting and emphasising different characteristics.
Also, standard organisations attempted to provide a definition of the term digi-
tal twin (e.g., ISO1, NIST2, Digital Twin Consortium3) [24]. Several definitions
can be found with different focus (e.g., 3D representation of the entity, data
retrieval and analysis, simulation and prediction) [6,33,38,44]. One of the open
challenges recognised by the literature is the absence of a modelling language for
representing digital twins [9]. Therefore, this paper focuses on the definition of a
meta-model and graphical notation that form the Digital Twin Modelling Nota-
tion (DTMN) that can be used to design and reason about digital twin solutions.
The designed digital twin solutions could then be implemented using platforms
as software instruments that recently started incorporating some digital twin
concepts [26,33,35].

Contribution. The contribution of this work consists in: (i) an overview of the
main characteristics of digital twins; (ii) a detailed description of the developed
Digital Twin Modelling Notation (DTMN), with its meta-model and graphical
notation provided within the ADOxx meta-modelling platform4; (iii) a com-
parison between existing platforms that can be used to implement digital twin
solutions. The result of our work can support digital twin solutions designers and
also guide: (1) the development of new digital twin platforms; (2) the extension
of already available platforms to fully incorporate the main digital twin charac-
teristics; (3) the development of cross-platform solutions that can benefit from
the digital twin characteristics already supported by multiple platforms.

Outline. The paper is structured as follows. Section 2 provides an analysis of
digital twin characteristics retrieved from the literature. Section 3 describes the
Digital Twin Modelling Notation. Section 4 reports a discussion on the imple-
mentation of digital twins. Section 5 discusses related work on the design of digi-
tal twin solutions. Section 6 concludes the paper highlighting current limitations
and proposing insights for future work.

2 Digital Twin Characteristics

A standard and well recognised definition of a digital twin is still missing [9,
20,32]. However, several studies shed light on the characteristics of digital twins
1 https://www.iso.org/standard/81442.html.
2 https://csrc.nist.gov/publications/detail/nistir/8356/draft.
3 www.digitaltwinconsortium.org/.
4 https://www.adoxx.org/live/home.

https://www.iso.org/standard/81442.html
https://csrc.nist.gov/publications/detail/nistir/8356/draft
www.digitaltwinconsortium.org/
https://www.adoxx.org/live/home
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and the functionalities they can support. In this section, we report on the results
of a study that we conducted to extract digital twin characteristics from the
available literature [17]. The identified characteristics are reported in Table 1
with references to the research work that mentions them. Focusing on specific
applications domain could have led us to include characteristics that are too
domain-specific therefore we mainly analysed research works that discuss the
general concept of digital twins without narrowly focusing on specific application
domains so to be able to generalise the retrieved characteristics to any digital
twin.

Table 1. The Digital Twin characteristics derived from the literature.

Characteristic/Paper [7] [31] [30] [37] [42] [8] [11] [38] [32] [47] [34] [20] [49] [43] [41] [39] [45] [3] [28] [46] Category

1
Graphical

/ Visual

Representation

2
Material Composition

/ Physics Dimensions

3
Multiple

Components

4 State

5 Context

6 DT - DT

Interaction

7
DT -

Information System

8
DT -

Physical World

9 Data Processing

Functionality

10 Data Analytics

11 Simulation

12
Augmented

Functionalities

The analysis of the literature revealed twelve main characteristics that are
attributed to digital twins. For presentation purposes, we grouped them into
three categories: Representation, Interaction, and Functionality.

Representation. A digital twin can be described as a virtual representation
of a real-world entity and its characteristics. In representing the digital twin,
the analysed definitions focus on different aspects of the real entity that can be
represented.

1. Graphic/Visual - A graphical or visual representation of the entity and the
data it produces through 2D/3D models can help visualise and reason about
the entity to better guide decision-making. Graphical representations could also
include the structural schema of the real counterpart (e.g., blueprints). This rep-
resentation could exploit Virtual and Augmented Reality concepts to represent
the digital twin’s physical counterpart as faithfully as possible.

2. Material Composition/Physics Dimensions - Information regarding the mate-
rials of which the physical counterpart and its components are made, together
with their physical dimensions and limitations (e.g., the degrees of freedom of the
entire entity or of a specific component) is essential for a proper representation
of the physical entity and its possible behaviour.
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3. Multiple Components - A physical entity is often composed of smaller com-
ponents (e.g., machinery can have several mechanical parts). Such components
can be represented by digital twins, leading to a holonic composition of digital
twins.

4. State - Keeping track of all the states in which a physical entity can be (e.g.,
turned on, turned off, active, idle, or error state) is essential to properly monitor
it and to reason about the actions it is performing so to plan further operations.

5. Context - Context information is necessary to uniquely describe, represent,
and categorise a digital twin and its relation with the environment and the
context in which it operates. This type of information can contribute to provide
a more specific representation of the virtual entity and its physical counterpart
[27].

Interaction. Digital twins are also attributed with the capability to interact
with each other and with traditional information systems and the physical world.
This interaction can be bidirectional, as digital twins can receive and send data.

6. DT - DT - The possibility for digital twins to exchange data is seen as an
important characteristic necessary for establishing networks or communities of
digital twins. Indeed, a digital twin should interact with other digital twins,
even outside the same organization. In this way, a digital twin can request and
exchange information with one another to learn additional information that
could modify or improve its behaviour. The information that an entity could
send or receive can report environmental data (e.g., an entity that senses the
temperature of a room could inform another regarding the room state) and those
that describe the physical entity itself (e.g., its battery percentage and energy
consumption so to advice if some problem occurs).

7. DT - Information System - Digital twins should exchange data with informa-
tion systems to collaborate and provide more elaborated services. This way, a
digital twin can send and receive data from/to external sources or services.

8. DT - Physical World - As a digital twin is a digital representation of a physical
entity, it is fundamental that a connection between the physical and the virtual
replica exists so that the digital twin can receive and send data from/to the
physical entity. This interaction is necessary to maintain the synchronisation
between the physical and virtual entities in such a way as to reflect changes
from the virtual world to the physical one and vice versa. This process is often
referred to as twinning process [28]. For example, when an action is requested
from a digital twin, a command could be sent to the physical counterpart so
that it also performs that action. Vice versa, a performed action in the physical
world will require updating the virtual replica with data and information about
the new reached state.

Functionality. All definitions analysed have inherent features for which a digital
twin can provide support.

9. Data Processing - It refers to operations that a digital twin can perform, such
as filtering, removing, merging and modifying data. According to all the works
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analysed, manipulating this data is an important characteristic of understanding
the conditions of the real environment and planning actions that the physical
counterpart will perform.

10. Data Analytics - It refers to the possibility of analysing historical data or
data streams to understand the occurred events and applying machine learning
and artificial intelligence to predict subsequent events or outcomes.

11. Simulation - A characteristic of DTs that is fully recognised by all the anal-
ysed works is the possibility to conduct a simulation of data and state variations
concerning the physical counterpart. This allows for foreseeing the outcomes of
some actions the physical counterpart could perform and predicting undesired
situations (e.g., reaching an error state).

12. Augmented Functionalities - The possibility of having a virtual replica of the
entity that enhances the characteristics of the physical counterpart to perform
additional tasks are highlighted in different works. Providing advanced mech-
anisms increases the value of the analysed data. For example, a digital twin
that can autonomously reason about its status and perform possible automatic
adjustments is something the physical counterpart could not do by itself.

The identified digital twins characteristics guided the proposal of a modelling
notation described in the following sections.

3 Digital Twin Modelling Notation

In this section, we introduce the Digital Twin Modelling Notation (DTMN) to
design and reason about digital twin solutions. We describe the meta-model and
the respective graphical notation showing its usage in a sample scenario. DTMN
is provided as a library within the ADOxx meta-modelling platform and made
available to the public.5

3.1 The DTMN Meta-model

The meta-model proposed in Fig. 1, aims to represent all the main characteristics
attributed to a digital twin, as described in Sect. 2. Here, we report a description
of the meta-model dividing it into different modules, each representing a spe-
cific concept related to digital twins: Entity Management, Data Manipulation,
Visualisation, Entity State, and Context. In the following, we provide a detailed
explanation of each module, highlighting which characteristics they fulfil.

Entity Management. This module describes all the information concerning a
digital twin entity. A digital twin is a virtual representation of a physical Entity
and it aims to represent it in its entirety. An entity could be also a device that
can be catalogued as a sensor, an actuator or a tag based on its functional-
ity. Information regarding the physical entity can be represented, such as the
5 The proposed library and additional information about DTMN are available on:

https://pros.unicam.it/dtmn/.

https://pros.unicam.it/dtmn/
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exact Coverage location of the physical entity in the geographic space (e.g., lat-
itude and longitude) and the geometric area of the coverage action range of the
entity in the actual physical environment. The Structure of an entity, together
with the composition of its materials and physical dimensions (e.g., the height,
width and weight), can be represented by referring to the parts that compose it
(Char. 2). Files that report such structural information could also be associ-
ated with the digital twin (e.g., CAD, XML, blueprints). Also, details regarding
the Software associated to the entity can be represented (e.g., operating system,
firmware). Information regarding the connection between the virtual and the
physical world can be defined. The Connection element incorporates the Net-
work and the Service elements, as they represent the possibility of defining an
entry point to interact with the physical world to send and receive data (Char.
8). The Network defines how the entity is connected and available to others (e.g.,
Bluetooth, WiFi, Ethernet or other kinds of networks) and has attributes such
as the entity’s address (e.g., IP address and MAC address). Instead, the Ser-
vice element describes the protocol that the entity uses to communicate (e.g.,
MQTT, HTTP and CoAP protocols). Such a connection permits a constant
data exchange with the digital twin that can be updated in real-time to prop-
erly reflect events in the physical world. The data sent and received from/to
the digital twin are represented in the meta-model by the Attribute element.
Attributes are data collected from the environment and the entity itself. The
former is referred to as telemetry data. (e.g., we can refer to the temperature
of a room produced on a virtual level by receiving and manipulating the data
provided by different temperature sensors). On the other hand, the latter are
entity attributes such as battery status, current voltage, and entity amperage.
A digital twin can also be described as the composition of one or more digital
twins of physical entities [7] that operate together to achieve a complex goal.
This is defined in the meta-model as a System. At the same time, a digital twin
can be seen as a system of digital twins when digital twins represent the parts
that compose the physical entity (Char. 3). However, having a digital twin of
each component may be an expensive, overkill and not useful approach in some
instances.

Context. Digital twins of entities have a strong relation with the environment
(Char. 5) in which their physical counterpart is deployed [21]. As reported
above, data from the environment can be captured by physical entities, which
allows for realising part of the connection between the physical and the virtual
world. The context can be represented textually, through a detailed description,
or through a graphical representation. This allows for a better representation
of the physical world and provides valuable solutions. Examples of a context
representation can be a description of the digital twin context, a 2D map, or a
3D model of a room, which reports the positioning of each entity.

Entity State. This module deals with the representation of the possible dig-
ital twin states. To represent them, we relied on state machine representation
that has already been used for similar purposes [1,51]. Therefore, we included in
the meta-model the concept of State, which allows representing all the states on
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which an entity can be (e.g., states can be on, off, occupied, idle, etc.) (Char. 4).
The passage from one state to another is represented through a Transition. Each
transition is labelled with the input Alphabet symbol that generates that transi-
tion. This concept is widely used with digital twins to express entity behaviour
by simulating it through attributes (e.g., affect what happens if an entity moves
from one state, defined as the current state, to another, defined as the desired
state).

Visualisation. This module describes all the information concerning the graph-
ical visualisation of the digital twin data and its physical characteristics (e.g.,
shape and structure) (Char. 1). Having a clear visualisation of these data allows,
also in real-time, performing analyses and forecasts on future events based on
current data generating improvements to the entire system. Usually, the visu-
alisation is provided through a graphical Dashboard that provides an intuitive
view of the system’s data from various entities. A dashboard can contain differ-
ent Widgets that exposes data, entity and context in a graphical format (e.g., a
numerical temperature value is displayed in a gauge widget, while its historical
data is in the tabular form). These widgets can be interactive and enable the
end-users to modify the physical environment’s parameters remotely (e.g., it is
possible to send a signal to the air conditioner system to change its state and
then turn it on or off, based on the end user’s necessities). Widgets can also
display a 2D/3D visualisation of the entity and allow a user to interact with the
virtual entity for inspection and simulate a real interaction with the physical
entity. The widget can be used to visualise the context in which the physical
entity has been deployed in a graphical representation of the surroundings and
of the other entities or digital twins that populate the area. The ability to have
Alerts in the dashboard is also crucial for analysing data and events in real-
time, especially for error events (e.g., excess current or unexpected error from
an entity).

Data Manipulation. This module represents how a digital twin can process
and exchange data. This characteristic involves collecting and processing data
streams coming from multiple entities to produce more valuable data (Char.
9) or to generate commands that can be sent to physical entities, as well as
other digital twins (Char. 6), and external systems (Char. 7). In the meta-
model the concepts of Node and Flow are used to describe the entire Application
Logic. A node can be seen as an atomic processing unit that receives input data,
operates over it and produces a specific output. We categorise nodes based on
the support they provide for the main characteristics of an information system:
Input, Process, and Output. These characteristics refer to the widely used IPO
(Input-Process-Output) model [50], an approach in software engineering to rep-
resent the structure of a process or an information processing program. The
Input element groups the operations that can be performed to retrieve data and
define data collections from different sources. The Process element groups the
operations that can be performed to modify data or elaborate them. The Output
element groups the operations that can be performed to send the obtained data
to a target. In particular, inside the Process element group, the Advanced Mech-
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anisms element can provide support for Data Analytics (Char. 10) through
such things as machine learning and artificial intelligence. This element can be
used for making an upcoming prediction about events or outcomes related to the
digital twin or the context of the physical counterpart. The Simulation service
can also enable the possibility of assigning fictitious values to data that usually
are retrieved from the physical entity environment or from the entity itself. This
would allow foreseeing effects on the digital twin activities and states, together
with the impact on the related digital twin system, the other digital twins, and
the entire context (Char. 11). Graphical representations for digital twins and
their context would also allow one to experience such a simulation visually; if
virtual reality is supported, the simulation could be even more immersive. Being
a virtual entity, the digital twin can easily be modified and enhanced to provide
Augmented Functionalities (Char. 12). The possibility to develop new applica-
tion logic - new software that can be directly assigned to a digital twin - allows
for enhancing the digital twin with capabilities that the physical entity does not
present.

3.2 The Proposed Notation

Based on the presented meta-model, we designed and implemented a graphical
notation made available as a library for the ADOxx metamodelling platform. The
proposed notation is intended to provide first support for digital twin solution
designers.

We present in Fig. 2 the usage of DTMN to design a digital twin solution for
a sample scenario regarding a smart meeting room.

Fig. 2. Models representing (a) all the entities involved in the meeting room system,
(b) a detailed visualisation of an air conditioner digital twin, (c) the air conditioner
state machine, and (d) the entire meeting room system application logic.
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Since a digital twin comprises numerous elements, the notation supports its
modelling from several perspectives. In the following, we describe the notation
elements highlighting their correspondence with the meta-model’s modules.

Figure 2(a), shows the Context perspective through a model of the meeting
room and the various entities involved. It is possible to assign basic information
such as the name and description of systems and entities. Then, for each entity,
additional specific information can be inserted.

Figure 2(b) shows this Entity Management perspective, representing an
Air conditioner that could be further detailed with additional elements corre-
sponding to digital twin characteristics such as its structure, attributes, location,
connection, or corresponding description files, as described in the meta-model. In
addition, there is the possibility to provide a graphical Visualisation about the
entity data, inserting a widget. Representing each entity in a system as a digital
twin may be overkill. DTMN makes it possible to avoid treating all entities as
digital twins. The choice is left to the modeller and system developer based on
the needs of that scenario.

It is also possible to model each Entity State. Figure 2(c) refers to the
perspective of the Air conditioner state machine. For each digital twin, it is
possible to design a state machine that represents the states in which it can be
and the transition that can cause a state change.

Finally, Fig. 2(d) shows the Data Manipulation perspective: a model
describing the logic that guides the interactions between entities, digital twins,
and external information services for the control management of the smart meet-
ing room. Different nodes represent different and specific functionalities. In this
case, nodes and flows allow to: handle the air conditioner based on temperature
and humidity, email the manager, activate an alarm in an overcrowding situation,
and handle the light system automatically through luminosity sensors.

4 Digital Twin Implementation

The model designed with our DTMN notation allows the representation of high-
level digital twin concepts without considering the actual implementation of the
system. Given all the different digital twin characteristics, Sect. 2, identifying a
unified solution that can allow the implementation of a digital twin entirely is
a non-trivial task. In fact, at present, no tool or platform can fully support the
development of a digital twin [35].

The Internet of Things (IoT) has been recognised as the backbone for devel-
oping and using digital twins [25]. In particular, IoT platforms are software
instruments generally used to organise and handle: IoT devices and their inter-
actions, the data they capture from the environment, and the manipulation,
processing, the visualisation of such data. In addition, they also provide support
for the interaction with external services. All of these IoT platforms functional-
ities allow managing some digital twin characteristics [26,33] and making them
become a suitable option for implementing digital twin solutions [6,7,35]. We
performed scouting and reported in Table 2 the available IoT platforms that
provide support for digital twins.
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Table 2. Comparison of Digital Twin characteristics and IoT Platform functionalities.
( for supported; * for partially supported; empty for no support)

Platform/

Characteristic

Virtual

Representation

Physical and Virtual

World Connection
Enabled Services

.1. .2. 3 .4.. 5 .....6..... .....7..... 8 ..9.. ..10.. ..11.. 12

Amazon AWS IoT * *

Microsoft Azure * * * *

IBM Watson * * * *

Bosch IoT * *

Google Cloud IoT Core * * *

Losant * * *

Thingsboard * * * *

KAA * * * *

Particle * *

Carriots * * *

SAP Leonardo * * * *

ThingWorx * * *

MindSphere * *

Lumada * *

Predix * * *

Most analysed platforms can implement the data exchange from and to phys-
ical entities and external services (Char 6–8). Also, the possibility to represent
an entity as a composition of multiple ones is a peculiarity of IoT platforms
which often refer to such a concept with the name asset (Char. 3). All the plat-
forms support the collection, aggregation, and manipulation of a vast amount
of data coming from different entities and sources (Char. 9). Most platforms
also provide support for storing data which enables the possibility to perform
data analytics, with the use machine learning and artificial intelligence, to derive
insights that could guide decision making (Char. 10). IoT platforms can also
be used to develop additional functionalities that the physical counterpart of a
digital twin does not present (e.g., sending an email when the entity is in an
error state) (Char. 12).

Some IoT platforms provide a form of graphical representation (Char. 1).
Digital twin data representation is provided through dashboards and widgets.
Few platforms allow storing information regarding the material composition of
the physical entity and its physics dimensions (Char. 2). Almost all the plat-
forms support simulations (Char. 11). Still, they do not provide advanced mech-
anisms of simulation integrating virtual reality.

None of the analysed platforms fully provide a precise way to represent the
context in which an entity is deployed (Char. 5). Platforms can only support
the description of the digital twin’s space and who can interact with it. None
of the platforms provides a specific representation or model of the digital twin
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state space (e.g., state machines) (Char. 4). Most of them rely on the data the
entity provides that need to be analysed to understand their state.

Different solutions could be applied to overcome the partial support provided
by IoT platforms in supporting digital twins. A first solution would require a
high IoT expertise of the actors involved, high-level programming skills and a
high amount of time and resources to develop a digital twin platform [22] that
incorporates support for all the digital twins’ characteristics. Studies discourage
the development from scratch of a new platform as it requires too much effort in
terms of cost, time and resources. It is estimated that approximately 2.5 years
are needed to develop a new platform [2]. To avoid the development of a new
platform, a second solution could involve extending one of the already existing
IoT platforms adding the missing support for digital twins’ characteristics. In
this case, advanced knowledge of the chosen IoT platform is required. Therefore
the IoT platform company itself, or at its place, an open community of developers
(if the platform is open-source), could take care of extending it.

The use of a cross-platform approach that allows the design of a digital twin
solution once and the deployment on multiple target platforms can be envisaged
as another possible solution [18]. This approach would allow digital twin solution
designers to select multiple target platforms based on their specific support for
each digital twin characteristic.

5 Related Work

Several characteristics are attributed to digital twins, as also emerged from the
study we conducted and reported in Sect. 2. As well as for other domains (e.g.,
Business Process Management, Internet of Things), modelling notations (e.g.,
BPMN, UML) can be used to design and reason about complex systems [14–16].
Concerning digital twins, the design of a modelling language has been recog-
nised as a potential means to manage the complexity of digital twin solutions
design [4,9,12,13]. Different works provide designing approaches to develop dig-
ital twins but refer to specific application domains. As examples in the man-
ufacturing environment, a re-configurable digital twin model has been used to
implement a shop-floor configuration [52], as well as a digital twin for an injec-
tion moulding system [19]. The authors design digital twins and define cockpits
to view, monitor and aggregate digital twin data. In [36], the authors analyse
the suitability of enterprise modelling and capability management for develop-
ing and managing business-driven digital twins. The models reported in those
related works include some of the elements provided in our meta-model, such as
those referring to physical entities (physics, geometry, capability information),
virtual models representing behaviour and rules, services, digital twins data and
connections.

Referring to the implementation of the digital twin solutions, several tools
and technologies have been analysed [35]. In particular, the Internet of Things is
seen as the key enabler to filling the gap between the physical and virtual worlds,
implementing digital twin characteristics [11]. Therefore, it seems reasonable to
start implementing digital twin solutions from already available IoT platforms.



DTMN a Modelling Notation for Digital Twins 75

6 Conclusions and Future Work

In this work, we provided an overview of the main digital twin characteristics
and presented our proposal for a Digital Twin Modelling Notation (DTMN).
The first version of DTMN is implemented within the ADOxx meta-modelling
platform and can be extended to incorporate additional or domain-specific char-
acteristics. Overall, our contribution aims at supporting digital twin solution
designers providing them with an instrument to design and reason about digital
twin solutions. The result of our work can also be taken as a reference to guide:
the development of new digital twin platforms, the extension of already existing
ones, or the adoption of a cross-platform approach to support the development of
the digital twin across multiple platforms. In such a direction, we discussed IoT
platforms that may be used to implement the designed solutions, highlighting
the digital twin characteristics they support.

As future work, we consider conducting a validation through real scenar-
ios involving domain experts and developers. We also foresee the possibility of
providing support for implementing the designed digital twin solutions.
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Abstract. Today, it is difficult for companies to react to unfore-
seen events, e. g., global crises. Highly standardized manufacturing pro-
cesses are particularly limited in their ability to react flexibly, creat-
ing a demand for more advanced workflow management techniques,
e. g., extended by artificial intelligence methods. In this paper, we
describe how Case-Based Reasoning (CBR) can be combined with auto-
mated planning to enhance flexibility in cyber-physical production work-
flows. We present a compositional adaptation method complemented
with generative adaptation to resolve unexpected situations during work-
flow execution. This synergy is advantageous since CBR provides specific
knowledge about already experienced situations, whereas planning assists
with general knowledge about the domain. In an experimental evalua-
tion, we show that CBR offers a good basis by reusing cases and by
adapting them to better suit the current problem. The combination with
automated planning further improves these results and, thus, contributes
to enhance the flexibility of cyber-physical workflows.

Keywords: Case-based reasoning · Automated planning · Industry
4.0 · Adaptive workflow management · Cyber-Physical Workflows

1 Introduction

Recently, global crises have shown that manufacturing processes and in general
supply chains cannot easily be adapted to respond to unforeseen and dynamic
events. This is among others because manufacturing processes are often highly
standardized and therefore only provide a limited degree of flexibility [12,16].
One of the goals of the Fourth Industrial Revolution (Industry 4.0) [12] is to
enhance this limited flexibility by applying Artificial Intelligence (AI) methods
[13] in Cyber-Physical Production Systems (CPPSs) [20]. Consequently, failure
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situations that occur during production should be resolved in an autonomous,
self-adaptive way, strengthening resilience of workflows against failures and
unexpected situations during their execution [15,25]. To adapt workflows auto-
matically and, in turn, to ensure their continuing execution in problem situa-
tions, current research applies search-intensive approaches such as AI planning
(e. g., [7,17,24]) and knowledge-intensive approaches such as Case-Based Reason-
ing (CBR) [1] (e. g., [19,21,28,29]). However, search-intensive techniques require
fully observable planning domain descriptions, which are rather rare and difficult
to obtain in real-world applications, to generate appropriate solutions [22,30].
In addition, AI planning is sometimes not applicable for large problems due to
the high computational complexity [4,5,27]. To remedy these issues, the com-
bination of AI planning and CBR offers significant potential for improvement,
leading to research directions such as Case-Based Planning [4,5,27,30] in which
plans are reused in similar situations. CBR, in this regard, provides specific expe-
rience knowledge that can be utilized in similar problem situations, limiting the
knowledge acquisition and modeling effort for a comprehensive planning domain.
However, today, existing approaches are not examined for production planning
or for advanced adaptive workflow management in which currently either pure
planning techniques or pure CBR methods are applied (e. g., [17,18,28,29]).
For this purpose, this paper presents application scenarios in which Case-Based
Reasoning (CBR) [1] can contribute to enhance the flexibility of cyber-physical
manufacturing workflows. Thereby, we focus on automatic workflow adaptations
in the Reuse phase to resolve unexpected failure situations that can occur dur-
ing workflow execution (see [15] for the architectural framework). Compositional
adaptation is used with AI planning to overcome the outlined disadvantages and
to apply both methods in a synergistic way. A key advantage of our approach is
that it limits the knowledge acquisition and modeling effort typically required for
creating comprehensive planning domains by incorporating experiential knowl-
edge during problem-solving. To evaluate the approach, we use a physical smart
factory model from Fischertechnik (FT), which enables us to conduct laboratory
experiments while maintaining real world environmental conditions of produc-
tion lines. In the following, Sect. 2 presents the used physical smart factory and
describes application scenarios in which CBR can contribute to enhance flexibil-
ity of production workflows. Our approach for automatic workflow adaptation by
combining compositional adaptation and AI planning is presented in Sect. 3. To
measure the effectiveness and suitability of the approach, we present an experi-
mental evaluation in Sect. 4. Finally, Sect. 5 summarizes the paper and gives an
outlook on future research directions.

2 Foundations and Related Work

We describe the main characteristics of cyber-physical workflows and present the
used smart factory model in Sect. 2.1. Afterwards, we discuss in Sect. 2.2 related
work using AI-based methods for adaptive workflow management. Finally,
Sect. 2.3 introduces Process-Oriented Case-Based Reasoning (POCBR) [3] as a
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special kind of CBR for reusing procedural experiential knowledge. In addition,
application scenarios in which POCBR can contribute to enhance flexibility in
cyber-physical workflows are described.

2.1 Cyber-Physical Workflows and Physical Smart Factory

Cyber-Physical Workflows (CPWs) [18,25] are a new branch of workflows in
which the presence of Internet of Things (IoT) technologies influences the exe-
cution of workflows in the real world and vice versa. For example, actuators
such as machines are used to execute tasks in the environment and sensor data
from IoT devices can be used for guiding workflow execution or to detect fail-
ures during production. Based on these detected situations, AI techniques can
be applied to resolve problems and to continue workflow execution in the phys-
ical world [16,17]. These advantages can be achieved for workflow management
by exploiting the bidirectional coupling between process-based systems and the
smart environment [26] and, thus, by using the variety of IoT sensor data from
it. The environment itself benefits by using well-established methods from work-
flow management research [10]. However, to profit from these advantages, sev-
eral challenges must be addressed (cf. [10]), which is why the use of advanced
AI methods in this area is still in its infancy.

Using IoT environments such as real manufacturing shop floors for research
purposes poses many difficulties [16]. Thus, small-scale physical models can be
used for executing manufacturing workflows. We use a smart factory model from
Fischertechnik (FT) to conduct process-oriented research for Industry 4.0 [14,
16,26]. The custom model1 emulates two independently working production lines
consisting of two shop floors that are linked to exchange workpieces (see Fig. 1).
Each production line consists of six identical machines. In addition, there are
individual machines on each shop floor, i. e., a Punching Machine (PM) and a
Human Workstation (HW) on the first shop floor and a Drilling Machine (DM)
on the second one. For control purposes, there are several light barriers, switches,
and capacitive sensors on each shop floor. The workpieces used for simulating
manufacturing are small cylindrical blocks. Each workpiece is equipped with an
NFC tag with information about the individual workpiece such as the current
production state and the production history with time stamps.

2.2 AI-Based Methods for Adaptive Workflow Management

To enhance workflow flexibility by automatic workflow adaptations, two types
of situations [17] that can occur during execution must be handled: expected
and unexpected situations. Whereas expected situations that are known in
advance can be handled by appropriate exception handling techniques (cf. [23]),
unexpected situations require ad-hoc changes during runtime and, thus, more
advanced techniques. The ADEPT framework by Dadam and Reichert [6] is one

1 More information about the smart factory model and a video can be found at https://
iot.uni-trier.de.

https://iot.uni-trier.de
https://iot.uni-trier.de
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Fig. 1. The physical Fischertechnik smart factory model [16].

of the earliest and most prominent approaches for increasing process flexibility
via ad-hoc changes of running processes. Thereby, monitoring for process fail-
ures and adapting a process is mainly performed manually. If an error occurs, the
user selects a suitable ad-hoc change pattern such as inserting and deleting tasks
or changing their execution order. To enable fully automatic ad-hoc changes,
AI-based methods, which can be divided into search-intensive and knowledge-
intensive [27], can be applied (e. g., [7,17–19,24,28,30]): Search-intensive tech-
niques aim at finding a solution in the search space, which is usually implemented
by using AI planning. In addition to the high search effort that is needed to gen-
erate solutions for large problems, a full and comprehensive planning domain
description is required for problem-solving. However, such comprehensive plan-
ning descriptions are rather rare in real-world application domains. In addition,
planning domain descriptions are sometimes sparse and only incomplete domain
models with partial knowledge are available for planning [22,30]. Knowledge-
intensive methods such as CBR use experiential knowledge, e. g., gained from
employees working on the shop floor, to generate solutions. This significantly
reduces the effort required to solve problems but also means that sufficient
experiential knowledge must be available. This is especially difficult in dynamic
IoT environments, where many unexpected problem situations can occur. Con-
sequently, the resulting adapted workflows are sometimes not executable and
require additional manual adjustments by users (e. g., [21,29]). Even though the
individual methods provide good adaptation results, executability and correct-
ness of adapted cyber-physical workflows are important as improperly configured
and adapted workflows can cause considerable damage. To overcome the weak-
nesses of the methods in this regard, the combination of search-intensive and
knowledge-intensive techniques promises valuable advantages [4,5,27,30].
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2.3 Process-Oriented Case-Based Reasoning for Cyber-Physical
Workflows

In our research, we apply Process-Oriented Case-Based Reasoning (POCBR) [3]
as a knowledge-intensive method for advanced workflow management. POCBR
integrates Case-Based Reasoning (CBR) [1] with process-aware information sys-
tems [23] such as workflow management systems or enterprise resource planning
systems. A case in POCBR expresses procedural experiential knowledge gained
in previous problem-solving situations, and the case base consists of best-practice
workflows for reuse. To represent procedural experiential knowledge, we use a
semantic workflow graph representation called NEST graph introduced in [3]:
A NEST graph is a quadruple G = (N,E, S, T ) where N is a set of nodes and
E ⊆ N ×N represents the edges between nodes. Semantic descriptions S can be
used for semantic annotations of individual nodes or edges. T specifies the type
of the node or edge.

An exemplary cyber-physical manufacturing workflow represented in the
NEST graph format is depicted in Fig. 2. It represents a sheet metal produc-
tion process that can be physically executed in the smart factory model2 (see
Sect. 2.1). We use these kinds of manufacturing workflows because they are well
suited for the factory layout used, and they are highly customized for a client,
which also implies increased flexibility during execution. However, the used sheet
metal workflows are placeholders for other arbitrary industrial processes. In the
shown workflow, an unprocessed steel slab is unloaded from the high-bay ware-
house and transported to the oven. In the oven, the steel slab is burned and
rolled into a thick, middle-sized sheet metal. Afterwards, the processed sheet
metal is transported to and stored in the high-bay warehouse.

In cyber-physical workflows, task nodes (TN ⊆ N) denote the production
steps that are executed by actuators in the physical IoT environment. The
semantic descriptions of task nodes can be used to further describe the properties
of each activity, e. g., the concrete machine parameters. In the illustrated work-
flow, the Burn task is configured by the size and thickness parameters to produce
the required sheet metal. In addition to this, the state of the task is captured in
the semantic description (COMPLETED, ACTIVE, EXECUTABLE, FAILED,
or BLOCKED). A task is blocked or fails during execution if the IoT resource
needed to perform the activity is not functional, e. g., due to a defect. Data
nodes (DN ⊆ N) can be consumed or produced by task nodes. Data-flow edges
(DE ⊆ E) represent a consumption of a data node with an ingoing edge to the
task node and a production of a data node by an outgoing one. A data node
represents the state of the workpiece during this point in the manufacturing
workflow. The semantic description of a data node features the properties of
the workpiece, e. g., the position of the workpiece and the production properties
such as size and thickness. Consequently, state changes of a single workpiece are
represented by data nodes in the context of the overall workflow (similar to the
usage of data nodes in [29]). Thus, a task node can only be executed after a
2 More information about the execution of workflows in the Fischertechnik smart

factory model can be found in [14,16,26].
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Fig. 2. Graph representation of a cyber-physical workflow.

previous task has produced the required properties. In this context, the control-
flow can be derived from the data-flow by using control-flow edges (CE ⊆ E)
that are specified between task nodes. One important aspect of cyber-physical
workflows is the point of execution: As they are workflows executed by actuators
in a physical IoT environment, the workflows need to be safely executable. For
the smart factory used, it means that the machines need to be active and the
activities represented by task nodes need to be configured correctly. Addition-
ally, the state of the workpiece must be a valid input for the executing task. For
example, the drilling machine can only drill holes into the workpiece if it is a
sheet metal and not an unprocessed steel slab. In addition, the workpiece must
be located at the drilling machine.

Application Scenarios for Cyber-Physical Workflows. One application
scenario of POCBR for cyber-physical workflows is the retrieval of suitable work-
flows for execution based on a product specification and the currently available
production capacities. For example, a client can specify the properties of the
desired product in an order. These requirements are then used as a query to
retrieve a suitable production workflow that can satisfy it. Afterwards, the work-
flow can be executed by a workflow management system. A further application
scenario for using POCBR for cyber-physical workflows is the topic of workflow
adaptation in the Reuse phase (see [15] for a generic architectural framework).
Much of the current work in POCBR deals with retrieving similar workflow
cases (e. g., [3,9,11]) and only few approaches (e. g., [19,21,28,29]) investigate
the complex topic of automatic adaptation of retrieved workflows. Assume that
the exemplary manufacturing workflow depicted in Fig. 2 is currently executed
in the smart factory (see Sect. 2.1). During the execution, a failure due to a
defect of the required oven occurs which leads to the task being blocked and not
executable, i. e., the production cannot be continued. The goal of using POCBR
in this scenario is to retrieve a case where a similar situation occurred pre-
viously, involving similar states of the machines and a similar not executable
workflow. This retrieved case builds the basis for solving the current problem.
The stored solution in the case is a Change Plan [17] that, when applied to the
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non-executable workflow, recovers the workflow to be further executed and, thus,
to produce the final product. However, it is rather unlikely that a retrieved case
solution solves the problem completely (see Sect. 2.2). For example, a similar
case for the given problem is retrieved in which the oven in the second pro-
duction line (OV_2 ) is used as alternative. However, the transports from the
current position to the second oven and back are not contained. In these cases,
the change plan should be adapted to better suit the current problem situation.

3 Adaptive Management of Cyber-Physical Workflows
by CBR and Automated Planning

Based on the presented application scenarios of POCBR for cyber-physical work-
flows, we present our approach for combining experience-based adaptation by
POCBR with automated planning for adaptive management of cyber-physical
workflows in this section. The approach can be applied in the Reuse phase in
the generic architectural framework presented in [15]. First, we examine how
the compositional adaptation with workflow streams [21] can be used for cyber-
physical workflows (see Sect. 3.1). Afterwards, we describe how experience-based
adaptation can be enhanced by using AI planning (see Sect. 3.2).

3.1 Compositional Adaptation with Workflow Streams
for Cyber-Physical Workflows

Compositional adaptation by using Workflow Streams [21] decomposes a work-
flow into smaller suitable sub-workflows, each of which produces a partial work-
flow output that is essential for achieving the overall workflow goal. More pre-
cisely, partial workflow outputs are intermediate steps in the workflow that are
combined for achieving the final workflow goal such as the end product. Manu-
facturing workflows often consist of such intermediate produced subcomponents
that are finally combined into an end product. Each partial output and, thus,
each workflow stream represents a self-contained part of the workflow that can
be replaced by another stream, e. g., with a different task sequence or parame-
terization, but producing the same output during adaptation. Learned streams
from several previously experienced cases can be used for: 1) replacing streams
in the case solution, 2) adding new streams to the case solution, or 3) deleting
not needed streams in the case solution. The goal of adaptation is to modify the
change plan, i. e., the solution in the retrieved case, in such a way that, on the
one hand, the workflow goal of the current problem workflow is still reached and,
on the other hand, only currently functional machines are used (see Sect. 2.3).
In the following, we describe how the compositional adaptation method works in
detail for cyber-physical workflows. Thereby, we distinguish between the auto-
matic learning of workflow streams and applying them during adaptation in the
Reuse phase.

Learning Workflow Streams. Each workflow stream produces a partial out-
put of the workflow, i. e., a data node called creator data node. The task node
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that produces this special data node is called creator task and also marks the
end of each workflow stream. In contrast to the native approach by Müller and
Bergmann [21] in which creator tasks are defined by using the data-flow edges
in the graph, this definition cannot be used for cyber-physical workflows. This is
because data nodes in cyber-physical workflows are used to represent the state
changes of the workpieces (see Sect. 2.3). Definition 1 specifies the modified def-
inition for creating appropriate creator tasks in cyber-physical workflows:

Definition 1. A task node t is a creator task ct, iff it adds at least one new
property to the manufactured product. In the graph representation used, a new
property can be determined by a larger number of attributes in the semantic
description of the produced data node, i. e., the creator data node, compared to
the consumed data node. The set of creator tasks CT is defined as follows:

CT = {t ∈ TN | ∃d1, d2 ∈ DN : ((d1, t) ∈ DE ∧ (t, d2) ∈ DE) ∧ |S(d1)| < |S(d2)|}

Figure 3 depicts a manufacturing workflow with its marked creator tasks
(�) and corresponding workflow streams. The tasks Burn, Deburr, and Drill are
creator task nodes since they add a relevant property to the produced workpiece.
Following Definition 1, the data nodes produced by the creator tasks have a larger
number of attributes in their semantic descriptions than the previously consumed
data nodes. For example, the Burn activity adds a concrete size and thickness of
the produced sheet metal to the state of the workpiece. After specifying the tasks
in the workflow that are creator tasks, the workflow can be partitioned into a set
of workflow streams with the restriction that each task node t ∈ TN is exclusively
assigned to one workflow stream. The streams are constructed by applying the
following rules [21,29]: A task node t ∈ TN \ CT is assigned to a stream WS,
1) iff t is executed before the creator task ct ∈ CT in the workflow, 2) iff t is
not already contained in another stream, and 3) iff t is directly or transitively
data-flow connected (cf. [21]) to the creator task ct ∈ CT . For example, the
Transport from Oven to Milling Machine task is executed before the creator
task Deburr, it is not already assigned to a stream, and there exists a data node
that connects the Transport from Oven to Milling Machine task directly with
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Fig. 3. Problem manufacturing workflow as part of the query.
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the Deburr creator task (see Fig. 3). However, it could also be the case that
several normal tasks are between this task node and the next creator task. In
this case, the data-flow connectedness is transitively given.

Applying Workflow Streams. After the partitioning of the workflows in the
case base and the construction of workflow streams, the learned streams stored
in a stream repository can be applied in the Reuse phase. During adaptation,
streams in the retrieved case solution are replaced or deleted, or new streams
are added. The goal of the adaptation is to modify the case solution in such
a way that it resolves the current problem by continuing workflow execution.
More precisely, the adapted change plan leads to the fact that the currently
not executable workflow can be continued while retaining the workflow goal (see
Sect. 2.3). As an example, assume that the illustrated manufacturing workflow
in Fig. 3 is currently executed in the smart factory. During production, a failure
occurs at the Transport from Oven to Milling Machine task since the workstation
transport machine in the second shop floor is not functional. After detecting this
problem situation, the statuses of all tasks are updated. During this process, it
is determined that the following tasks are blocked since the milling machine, the
sorting machine, and the drilling machine in the second shop floor also cannot
be used. A query consisting of the problem workflow graph and the described
factory states is generated and a retrieval for a similar problem situation is
performed.
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Fig. 4. Compositional adaptation of cyber-physical workflows.

Figure 4a illustrates the change plan as case solution from the most simi-
lar retrieved case. Instead of using the currently defective milling machine, the
change plan uses the human workstation, which is currently ready to deburr
the workpiece. Although no defective machines are used anymore, inserting this
change plan into the currently non-executable workflow and, thus, replacing
streams 2 and 3 would not lead to the desired workflow goal marked with � in
the problem workflow. For this reason, the stream repository is searched for fur-
ther streams that are executable based on the current machine states and that
generate the goal data node of the problem workflow. Figure 4b depicts a work-
flow stream learned from another case from the case base. Adding this stream to



88 L. Malburg et al.

the retrieved change plan fully satisfies the adaptation goal. For this reason, it
is added to the change plan and the modified change plan replaces the currently
non-executable parts, i. e., streams 2 and 3, in the problem workflow. Adding
a stream to the change plan requires maintaining the connection to the other
nodes in the change plan. The creator data node is the final partial output of a
stream. In addition to this output data node, the data node consumed by the
first task in each stream is also marked with ∞ since it is required that this input
must match with the output of the previous stream during insertion. These data
nodes are called anchor data nodes. This means that the output of the change
plan must be a valid input for the inserted stream. In the example, it is the case
since the only condition for processing the workpiece during human drill is that
the workpiece must be a sheet metal. Please note that for the validity check,
only the workpiece attributes and not the position that represents the current
physical location of the workpiece are considered. This is because otherwise it
would prevent using suitable streams achieving the workflow goal. For example,
if the learned stream from the repository (see Fig. 4b) uses the milling machine
in the first shop floor for drilling holes, it could never be added to the change
plan since the positions did not match. However, it would also achieve the goal
data node that is required in the problem workflow.

To ensure that only streams are replaced or added in which no defective
machines are used and by considering the goal data node of the problem work-
flow, a semantic similarity measure based on the measure presented in [3] is used.
This similarity measure assesses the similarity between the goal data node of the
problem workflow and the partial workflow output of the stream. In addition,
the similarity between the current machine states and the machines needed to
execute the stream is determined. If the similarity increases after a replacement
or an addition of a stream, the modification is suitable for solving the current
problem. At the end, we check if unnecessary streams can be deleted from the
change plan while still achieving the workflow goal.

3.2 Integrating Automated Planning for Resolving Inconsistencies

Cyber-physical workflows are executed in physical IoT environments by actua-
tors (see Sect. 2.1). For this reason, adapted workflows must be valid for execu-
tion since misconfigured workflows could lead to damage to machines or products
or could lead to dangerous situations for humans. However, the compositional
adaptation method cannot guarantee that adapted workflows are finally seman-
tically correct and, thus, executable [21,29]. In addition, appropriate adapta-
tion knowledge for solving the problem situation may not be available. One
possibility to overcome these issues is to present the adapted workflows before
execution to users. In this process, users can fix inconsistent parts (similar to
[28]). Although this is a viable possibility, it requires a domain expert to perform
these adjustments manually (cf. [6]), which can be complex and time-consuming.
Another possibility is to use a further adaptation technique to fix inconsisten-
cies in the adapted workflow that cannot be solved by compositional adaptation.
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To overcome these problems, we propose to combine POCBR as a knowledge-
intensive technique and automated planning as a search-intensive method. The
main advantage of this combined approach is that the complete adaptation prob-
lem is divided into smaller and, thus, easier to solve sub-problems (Divide and
Conquer), some of which are solved by the POCBR system and the compositional
adaptation and some by AI planning. This combined approach also compensates
incomplete planning domain models that are often common in real-world appli-
cations [22,30]. In the following, we present how this combination can be used
for automatic workflow adaptations.

In the example in Sect. 3.1, a learned stream from the stream repository (see
Fig. 4b) is added to the retrieved change plan (see Fig. 4a) to achieve the adap-
tation goal. However, the modified change plan requires that the workpiece is
located at the oven in the first shop floor and not at the oven in the second
shop floor. Thus, the adapted workflow is syntactically correct but not semanti-
cally and, therefore, not executable in the smart factory. Since the change plan
does not include a transport, it must be added to the adapted workflow to ensure
executability. In this context, we check after replacing the failed part of the prob-
lem workflow with the change plan whether the semantic correctness is given or
whether inconsistencies exist. An inconsistency exists, for example, if the work-
piece is not located at the correct position or if the workflow goal is not achieved
with the change plan used. In these cases, we automatically determine the incon-
sistencies and generate a corresponding planning problem that consists of the
current environmental conditions, i. e., the machine states, the initial state, and
the goal state that should be reached by planning. Figure 5 depicts the adapted
workflow with marked inconsistencies. To generate the planning problem, we use
the output anchor data node of the first stream as the initial state and the input
anchor data node of the second stream as the desired goal state of the planning
problem. To maintain executability, the current state of the IoT environment,
i. e., the machine states, are also defined in the planning problem so that only
executable tasks can be used by the planner. Giving the generated planning
problem to a state-of-the-art planner, it can easily solve the problem by adding
actions/tasks that transport the workpiece from the oven in the first shop floor
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Fig. 5. Manufacturing workflow as result of compositional adaptation.
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to the oven in the second shop floor. By adding these tasks, the adapted workflow
is finally semantically correct and, thus, executable. The generative adaptation
in our approach mainly needs knowledge about possible transportation routes
since the knowledge about production steps such as Burn, Drill, or Deburr is
already considered by the creator tasks in the workflow streams. In this way, the
laborious and error-prone task of creating a complete planning domain as needed
to generate appropriate solutions from scratch can be limited [4,17,22,24,27,30].
However, it could be possible that some situations cannot be solved since the
required knowledge is not available in the POCBR system and in the (incom-
plete) planning domain. In these cases, the approach can support users with a
pre-adapted workflow that builds the basis for performing final modifications to
ensure executability manually (cf. [6,28]).

4 Experimental Evaluation

In this section, we present the experimental evaluation of the proposed app-
roach conducted in our physical smart factory (see Sect. 2.1). For this purpose,
we implemented the approach in the open-source POCBR framework ProCAKE3

[2]. We use Fast Downward [8] with an A* search using the landmark-cut heuris-
tic (lmcut) as a planner. Moreover, we create a full planning domain description
since it is manageable for our rather small smart factory use case, and it allows
us to use AI planning as gold standard in the experiment. The domain is written
in PDDL 2.1 by using non-durative actions with action costs and negative pre-
conditions. In total, 256 planning actions with several parameters, 27 relational
predicates, and one functional numeric fluent, i. e., the total-cost function for
the action costs, are contained in the domain4. To evaluate the approach, we
measure the fulfillment of the performed adaptations by measuring the semantic
similarity and the costs for executing the change plan in the factory. In addi-
tion, we check whether the adapted workflows are semantically correct and, thus,
executable or not. In the experiment, we investigate the following hypotheses:

H1 The compositional adaptation (CA) results in equal or better adapted work-
flows w. r. t. the described criteria than only using the retrieved case without
adaptation (w/o).

H2 Using the combined approach consisting of compositional and generative
adaptation (CGA) leads to better results in terms of executability and
semantic correctness than the pure compositional adaptation (CA).

H3 The results generated by the combined approach (CGA) have similar total
costs than solving the adaptation problem from scratch by using AI planning
(GA).

3 http://procake.uni-trier.de.
4 The PDDL 2.1 domain and all planning problems are available at https://gitlab.rlp.

net/iot-lab-uni-trier/edoc-2022-idams-workshop.

http://procake.uni-trier.de
https://gitlab.rlp.net/iot-lab-uni-trier/edoc-2022-idams-workshop
https://gitlab.rlp.net/iot-lab-uni-trier/edoc-2022-idams-workshop
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4.1 Experimental Setup

The Fischertechnik smart factory (see Sect. 2.1) represents two independent pro-
duction lines and is used for the experiment. The goal of the experiment is to
check whether it is possible to modify currently executed workflows after a fail-
ure so that they can still be executed, e. g., by using machines from the other
production line that can perform the required activities (see application scenario
in Sect. 2.3). To obtain real-world problems, a failure during the production is
injected in a manufacturing resource of the smart factory. For this purpose, we
use a failure generation engine that randomly selects machines and switches
them to defective. We parameterized the engine to have at most two failures
simultaneously, where each individual failure lasts at least 25 and at most 45 s.
During the entire runtime of the workflows (approx. 6 to 9min for each run),
several machine resource failures are generated. If a failure occurs in the smart
factory, the affected workflow is stopped and its current state is captured to use
it for AI planning (GA) and as a query for the POCBR system (w/o, CA, and
CGA) [15]. We utilize four different production workflows throughout the experi-
ment that are executed in pairs of two. The used workflows deal with sheet metal
production, as already introduced before (see Fig. 2 for an example). Thereby,
each shop floor executes a single production workflow at a time: W1.1 and W1.2
are executed on the first shop floor and use 6 out of 7 different machines; both
containing 12 tasks. W2.1 and W2.2 are executed on the second shop floor, use
all 7 different machines, and contain 16 and 19 tasks. We apply a Train and
Test scenario in which we first generate 20 random problems (10 for each pair
of workflows) that are solved by using AI planning (GA) if failures occur during
execution. Four generated problem situations could not be solved, since no other
machines are available as alternative. However, these four problems and the 16
adapted workflows are stored in the case base as best-practice solutions. Based
on these 16 correctly adapted workflows, we partitioned each workflow into its
workflow streams and store them as adaptation knowledge (Train phase) in a
stream repository. Finally, we generate 10 (5 for each pair of workflows) further
problems that are used for evaluation (Test phase).

4.2 Experimental Results

The experiment focuses on the executability of adapted cyber-physical workflows
for resolving failure situations during runtime. Table 1 depicts the experimental
results of 10 random-generated failure situations conducted in the smart factory.
We measure the semantic similarity between the solution and the goal to achieve
(first row for each method) and the total-costs for executing the change plan
(second row for each method). The total-costs reflect the execution time of the
adapted workflow in seconds, i. e., the time required in the smart factory to
execute the adapted part of the production process. A space in the table indicates
that the measured values are equal to the method above it. In addition, we
indicate whether the adapted workflows are semantically correct (✓) and, thus,
executable or not (✗). As a gold standard, we use generative adaptation (GA) to
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Table 1. Results of adapting cyber-physical workflows

compare the POCBR approach against it. For queries Q1, Q3, and Q8, the failure
situation can be solved immediately, since similar problems already occurred
during training. In this context, complete solutions are contained in the case
base and, thus, no further adaptations are required. For the generated failure
situations Q2, Q7, and Q10, the retrieved cases are part of the 4 problems
that could not be solved by AI planning in the Train phase before. For this
reason, the POCBR system can only provide limited support to the user, since
no more similar cases exist that can be used to solve the problem. However, the
system could provide a complete solution for Q10 if it had previously included
Q7 as a new experienced case, which shows the potential of the proposed self-
learning approach. The workflows adapted in Q5, Q6, and Q9 are executable
but only after they were modified by the combined approach. The sole use of
CA only leads to an increase in similarity for Q4 and Q6. Q4 is a special case
since a rather similar case is retrieved and adapted, but no solution could be
generated as all required machines for recovery are not functional, i. e., workflow
executability cannot be achieved. All in all, the experiment shows high potential
for using POCBR for adaptive cyber-physical workflows. Some problems can be
solved even without adaptation since the solution has already been experienced
during training. Whenever an adaptation has been performed, it always results
in the same or a slightly higher similarity in contrast to pure retrieval (see
Avg. column). Thus, we accept H1. In addition, the combined approach CGA
leads to a higher number of executable workflows compared to CA (see Q5, Q6,
and Q9 ). However, during CGA adaptation, the total costs sometimes increase
strongly and are significantly higher than the costs for generating the solution
from scratch. For this reason, we accept H2 but reject H3. To conclude, the use
of the combined adaptation approach leads to adapted workflows that can be
further executed by achieving their goals in 6 out of 10 cases in the experiment.

5 Conclusion and Future Work

We present an approach for using Case-Based Reasoning (CBR) to enhance
the flexibility of cyber-physical workflows. In this context, we focus on combin-
ing compositional adaptation with generative AI planning for resolving failures
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during manufacturing. The proposed approach utilizes procedural experiential
knowledge and, thus, limits the typically high knowledge acquisition and mod-
eling effort to create comprehensive planning domains. In this context, com-
plete planning domains are required for planning from scratch but often only
incomplete domain models are available for planning in real application domains
[22,30]. In contrast, planning in the proposed approach is used to solve smaller
sub-problems, requiring general knowledge about transportation routes rather
than specific knowledge as stored in cases. However, AI planning is needed in
the approach to satisfy the challenging requirement of executability of automatic
adapted cyber-physical workflows (see Sect. 2.1 and 2.2). Otherwise, improperly
configured and adapted workflows can lead to considerable damage. In an exper-
imental evaluation conducted in a physical smart factory, we showed that the
approach can solve most problem situations and can adapt workflows suitably.
This is performed either by reusing the case without modifications or by subse-
quent adaptation with the combined approach. Although the proposed approach
has been implemented and validated in the domain of cyber-physical workflows,
it can also be applied to other workflow domains (e. g., [21,29]). This is because
compared to other domains, cyber-physical workflows have more specific require-
ments w. r. t. executability and correctness of the adapted workflows.

In the future, more than one case should be used for adaptation and the best
adaptation result should be returned. Moreover, using conversational techniques
(e. g., [28,29]) may promise better adaptation results while integrating domain
experts. Transferring the proposed approach to real production lines with larger
production workflows and more possible actions is also an interesting aspect
for future work but also requires faster workflow retrieval methods (cf. [9]). In
this context, it should be investigated how scalable the approaches are w. r. t.
the workflow size and the domain complexity. We expect an improved solution
quality since the case base contains more and larger workflows of already solved
problems and a significantly better computation time than applying a solely
generative approach (cf. [4,5,27]). Finally, it should be examined how much
formalized knowledge is inevitably required in the planning domain, i. e., how
incomplete the planning domain can be, for the approaches.
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Abstract. Enterprises are driven by specific business objectives which
should be delivered in the best possible manner within constrained busi-
ness environments. In this paper, we propose a new ontology for goal
modeling frameworks that enables enterprises to formally capture the
business objectives and constraints associated with business goals as an
optimization problem. We associate optimization problems with goals in
such a manner that the solutions to the problems at the lower levels of
the goal decomposition tree can be combined to obtain the solution for
goals higher up in the tree. As a proof-of-concept, we have developed a
web-based supply chain configuration management tool, deployed over
the Ethereum blockchain, that relies on the Google OR-tools API to find
optimal solutions. The interface allows the user to specify business objec-
tives and constraints and then provides the best possible supply chain
configuration that optimizes the business objectives.

Keywords: Optimization ontology · Business objectives · Business
constraints · Goal models · Goal optimization

1 Introduction

The research community has been enabling requirement engineers with enriched
goal ontologies for better analysis and management of requirements. The com-
munity has facilitated the advent of goal-oriented frameworks like i∗ [17], KAOS
[8], NFR [7] and Tropos [5]. These frameworks have further evolved to more
enriched frameworks like Secure Tropos [15], Formal Tropos [9], and many more.
Although different directions of enrichment have been explored in the past, a
literature survey shows that there has been limited research with respect to
optimization ontologies for goal models. Some of the initial works in this direc-
tion have been documented in Sect. 2.

The existing enrichment for requirement goal models is insufficient to repre-
sent optimization objectives and constraints associated with requirement goals.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
T. P. Sales et al. (Eds.): EDOC 2022 Workshops, LNBIP 466, pp. 96–108, 2023.
https://doi.org/10.1007/978-3-031-26886-1_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-26886-1_6&domain=pdf
https://doi.org/10.1007/978-3-031-26886-1_6


An Optimization Ontology for Goal Modelling Frameworks 97

In this paper, we intend to make a conscious attempt in this direction. We pro-
pose to enrich goal model specifications using optimization ontologies. The main
research challenge here is to correlate the optimization objectives and constraints
associated with a parent goal to its child goals and ensure that they are consistent.

The optimization ontology proposed for goal models makes certain assump-
tions. We use a canonical representation of optimization problems where the
objective function is always represented in minimization form and the constraints
can be of inequality and equality types [4]. Inequality constraints are only rep-
resented using the ≤ operator. We adopt a bottom-up approach and define the
optimization problem for the leaf level goals using the proposed optimization
ontology. Next, we compose the optimization problem of child goals to derive
the optimization problem of the parent goals. This approach ensures that the
optimization problems associated with goal decompositions are consistent.

As a proof of concept, we have deployed the optimization ontology on a
blockchain-based Supply Chain Management framework. Ethereum is used as the
underlying blockchain technology. The use of smart contracts allows immutabil-
ity and transparency in the movement of product batches across different stake-
holders involved in the supply chain. The goals of the supply chain are derived
from the demands placed on it while minimizing specific parameters like cost (or
time). The proof-of-concept demonstrates how the optimization ontology can be
adopted for the Covid-19 Vaccine Supply Chain.

The main contribution of this paper are as follows -

– Offering a richer ontology for formalising goal optimization problems.
– Offering a formal definition for correlating (or aligning) goal decompositions

and goal optimizations.
– A proof-of-concept that aids the above correlation or alignment.

The rest of this paper is organized as follows. Section 2 presents the existing
body of literature that exists in this direction. This is followed by Sect. 3 where
we present our optimization ontology in detail. In Sect. 4, we demonstrate a
deployment of the optimization ontology over a blockchain-based supply chain
management web-app. Section 5 discusses some limitations of our proposed work.
Section 6 concludes the paper.

2 Related Works

Although an optimization ontology for goal models is fairly new, there exists a
body of literature that focus on norms and obligations and how they relate to
business objectives. The encoding of norms as objective functions in [11] puts
forward the notion of norm compliance as satisfying objective functions. We
intend to illustrate a similar relation with goal decompositions. We build on the
concept of refinement of an objective function in [10], bringing a new objective
function composition as detailed in Sect. 3.2.

Optimization aligned with goal fulfillment is discussed in [6], however the
objective function here is random. The focus of their model is to find the prob-
ability of success in achieving the goal and an expected level of shortfall.
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Business contracts essentially have an ultimate goal. In the common set-
ting of RuleML, [12] works toward forming business contracts from a human-
oriented form into an executable representation, and [13] enables software agents
to create, evaluate, negotiate, and execute business contracts with substantial
automation and modularity. Both these papers correlate representation of busi-
ness contracts while we focus on the broader goal modelling framework.

For a set of agents, [3] discusses the idea of obligations - task assigned to
a group of agents based on their roles and responsibilities, and negotiations -
distribution of set of obligations among the agents. Obligations and negotiation
in [3] is akin to constraints in an objective function and finding an optimal solu-
tion, respectively. Moreover, the approach of [3] focuses on multi-agent systems
whereas our approach brings in objective functions along with goal modelling.

Two recent works discuss fuzzy goal modelling and preference relations. [2]
brings forward a model to balance the trade-off between fuzzy goals and pref-
erence relations. [1] discusses that preference relations are provided in terms of
linguistic relationships, which brings a certain ambiguity. Although the discus-
sions focus on fuzzy goal programming, it applies to requirements engineering
and goal modelling as well. Further bringing it our ontology, optimization prob-
lems can be viewed as a kind of preference relations, where we focus on solutions
that fit the preferences (or constraints in the case of optimization). We formally
define the ontology without the ambiguity of linguistic relations.

The works [16] and [14] are more closely related to the idea of constraints
and preferences in goal modelling. [14] addresses preferences in requirements, i.e.
some requirements have more importance over others. However, it provides a plan
which is a series of tasks to be completed. Our proposition focuses on a solution
for the optimization problem in the form of a preferred plan among the possible
plans and in agreement with the objective function. [16] proposes a constrained
goal model with the main focus being the CGM-tool, whereas our efforts attempt
on bringing forward a new ontology that would allow optimization to be a part
of the goal modelling framework.

3 A Goal Optimization Ontology

In this section, we introduce the Goal Optimization Modeling Language (GOML)
for augmenting goal semantics with optimization structures. The proposed ontol-
ogy enables requirement engineers to define optimization problems with every
goal in the goal decomposition tree of a system.

3.1 General Structure

We propose a goal optimization problem to contain the following:

1. Goal: A goal defines a state of affairs that an organization intends to achieve
in the real world. (e.g., a vaccine manufacturer could have the goal of “deliv-
ering vaccines for immunizing people against Covid-19”).
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2. Objective Function: An objective function is a popularly used construct
in operations research that allows us to define a preference relation on the
feasible solutions of an optimization problem. These constructs are typically
captured as minimize f (or, maximize f ) where ‘f ’ is a function defined on
the decision variables ‘x’. For the purpose of this paper, we consider only
the minimize f construct assuming that every maximization function can
be converted to a corresponding minimization function using the negation
operator. We represent the objective function defined over a goal as follows -

min
x

f(x)

Objective functions are used to capture business strategies that involve the
measurement of performance metrics (or indicators) that are relevant for that
particular enterprise. (e.g., the vaccine manufacturer could have the objective
of “minimizing the costs of producing vaccine vials”).

3. Constraints: The feasible solution space - on which an objective function
establishes a preference relation - is defined by a set of constraints. Constraints
are defined using the set (or subset) of decision variables ‘x’ that were used
to define the objective function. The structure of a constraint consists of the
following three components:

– Function - defined over the set (or a subset) of the decision variables ‘x’.
– Threshold - that bounds the value which the function may take.
– Operator - which connects the threshold with the function. Operators

could be any of {=,≤,≥}.
For the purposes of this paper, we restrict the constraints to only two types
based on the set of Operators - namely {=,≤}. The underlying assumption
is that ≥ constraints can be converted to ≤ constraints with the help of the
negation operator. The two types of constraints are as follows -
(a) Inequality Constraints: These are represented for the function g(x)

and the threshold C as follows -

g(x) ≤ C

or, g(x) − C ≤ 0

An example of inequality constraint could be that “every manufacturer
can contribute a maximum of 40% of the total vaccine requirement”.

(b) Equality Constraints: These are represented by the function h(x) and
the threshold C as follows -

h(x) = C

or, h(x) − C = 0

An example of equality constraint could be that “the total contribution
from all manufacturers should be equal to 1.2 million doses”.
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Combining the above concepts, we fix the structure of the optimization prob-
lem associated with a goal. The general structure of the optimization problem
associated with a goal GA would be as follows -

min
x

fA(x)

s.t. gAi (x) ≤ 0,

hA
j (x) = 0

where fA(x) is the objective function, gAi (x) ≤ 0 are the ‘n’ inequality con-
straints (1 ≤ i ≤ n), and hA

j (x) = 0 are the ‘m’ equality constraints (1 ≤ j ≤ m)
defining the solution space of the optimization problem associated with goal GA.

3.2 Goal Optimization Composition

Solving the optimization problem (structure shown above) involves assigning
values to the set of decision variables from the feasible solution space, defined by
the constraints, such that the objective function is minimized. This is equivalent
to saying that the objective function specifies a preference relation on the feasible
solution space, i.e., a solution which gives a lower value for the objective function
is given higher preference. We use an ordered set {si, sj} to denote that the
objective function prefers si over sj , where si and sj are feasible solutions to our
optimization problem. In general, the solution at the i-th position is preferred
over the solution at the j-th position of the ordered set, if i < j.

Next, we define the notion of consistency between two objective functions
- f1(x) and f2(x) - defined over the same set of decision variables x. Let S1

and S2 denote the sets of feasible solutions for the two optimization problems,
respectively. 〈f1, f2〉 are said to be consistent if the preference relation between
every pair of solutions si and sj (that are present in both S1 and S2) is preserved.
Preserving the preference relation between two solutions si and sj implies that
both S1 and S2 must satisfy the order {si, sj} (or {sj , si}). It should be noted
that this notion of consistency is dependent on the solution sets S1 and S2. We
may have a different set of solutions S′

1 and S′
2, for the same pair of objective

functions, which renders them inconsistent with respect to some s′
i and s′

j .

Definition 1. Objective Function Composition. Let {f1, f2, · · · , fn} denote a
set of objective functions defined over the same set of decision variables x. Also,
let Sk represent the solution set for objective function fk, respectively, for all
k. A composition of the set {f1, f2, · · · , fn} into an objective function F =
mink(wk.fk), with a solution set SF , is a valid composition if and only if the
following conditions hold:

(i) All weights wk are normalised on the range [−1, 1].
(ii) SF is contained in the union of the solution sets of the individual objective

functions, i.e., SF ⊆ ⋃n
k=1 Sk.

(iii) SF is minimal, i.e., there does not exist any S′
F ⊂ ⋃n

k=1 Sk such that SF ⊆
S′
F .
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(iv) No preference relation {si, sj} in SF is contradicted in the solution spaces
Sk, for any k.

(v) The objective functions 〈F, fk〉 are consistent, for all k. �

The first condition allows us to compose an objective function from a set of
given objective functions. In certain situations, if it is observed that p = q+ r or
p = q∗r, then we can conclude that minimize p implies minimize q and minimize
r. This is equivalent to assigning positive weights in the composition function,
i.e., 0 < wq, wr ≤ 1. If in certain other situations it is observed that p = q− r or
p = q/r, then we can conclude that minimize p implies minimize q and maximize
r. For the purposes of this paper, we have defined objective functions as being
only minimization problems and, hence, maximize r is represented as minimize
-( r). Thus, in the latter case, we assign positive weight to q (0 < wq ≤ 1) and
negative weight to r(−1 ≤ wr < 0). The weight 0 is considered in a special case
which we will discuss in the next section.

The second condition ensures that the preference relations captured by the
composite objective function are preserved in the preference relations set up by
the individual objective functions. The third condition ensures that the compo-
sition of objective functions does not introduce redundancy (i.e., no additional
and unnecessary preference relations are added as a consequence of composi-
tion). The fourth condition states that the composition of objective functions
does not set up preference relations which are in direct conflict with the pref-
erence relations set forth in any of the individual objective functions. The fifth
condition requires the composite objective function to be consistent (as defined
earlier) with each of the individual objective functions.

Definition 2. Constraint Composition. Let {f1, f2, · · · , fp} denote the objec-
tive functions of the optimization problems that are to be composed. Let gki and
hk
j represent the ‘n’ inequality constraints (0 ≤ i ≤ n) and ‘m’ equality con-

straints (0 ≤ j ≤ m) for the objective function fk, respectively, for 1 ≤ k ≤ p.
The composition of the equality and inequality constraints, given by -

G =
p⋃

k=1

n⋃

i=1

wk.g
k
i and H =

p⋃

k=1

m⋃

j=1

wk.h
k
j ,

respectively, are valid compositions if and only if the following conditions hold:

(i) The weight wk is the same defined (in Definition-1) for the corresponding
objective functions fk, for all k.

(ii) Entailment: {⋃p
k=1 g

k
i } � G and {⋃p

k=1 h
k
j } � H.

(iii) Consistency: {⋃p
k=1 g

k
i } �⊥ and {⋃p

k=1 h
k
j } �⊥.

(iv) Minimality: �G′ ⊂ G such that G′ � G and �H ′ ⊂ H such that H ′ � H. �

The first condition ensures that the constraints are composed using the same
weights as their corresponding objective function. Composition criteria (ii)–(iv)
are identical to the goal refinement machinery proposed by Lamswerde in his
KAOS framework [reference]. The interpretations of entailment, consistency, and
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minimality are also on the same lines. This approach helps us to align the newly
proposed goal optimization ontology on top of the goal decomposition frame-
works existing in the literature.

3.3 Goal Decomposition with Optimization Composition

In this section, we elaborate on how the goal optimization ontology, described
in the previous sections, can be correlated with goal decompositions. We specif-
ically look at two simple structures within goal decomposition trees - AND-
decompositions and OR-decompositions - demonstrate how the proposed ontol-
ogy can be adapted for these structures.

We assume that a goal GA is decomposed to two child goals GB and GC . Let
the optimization problem associated with the child goal GB be as follows -

MB : min
x

fB(x)

s.t. gBi (x) ≤ 0,

hB
j (x) = 0

Let the optimization problem associated with the child goal GC be as follows -

MC : min
x

fC(x)

s.t. gCi (x) ≤ 0,

hC
j (x) = 0

The optimization problems of the child goals are based on the ontology struc-
ture proposed in Sect. 3.1. According to the optimization composition defined in
Sect. 3.2, the generic structure of the optimization problem at the parent goal
would be as follows:

Fig. 1. The optimization composition problem for goal decompositions.
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MA : min
x

(wB .fB(x) + wC .fC(x)

s.t. wB .g
B
i (x) ≤ 0, wC .g

C
i (x) ≤ 0,

wB .h
B
j (x) = 0, wC .h

C
j (x) = 0

Figure 1 captures this idea.Based on the type of decomposition that exists
between the parent goal GA and the child goals GB and GC , we need to define the
weights wB , wC . We look at the semantics associated with AND-decompositions
and OR-decompositions and comment on these weights as follows -

OR Decomposition. An OR-decomposition semantically implies that goals
GB and GC represent alternate strategies to achieve the state of affairs rep-
resented by goal GA. The weights wB , wC are assigned depending on which
strategy is chosen. We can list the possible weight assignments as follows:

(i) If strategy GB is selected and the optimization problem MB is a minimiza-
tion problem, then 0 < wB ≤ 1 and wC = 0.

(ii) If strategy GB is selected and the optimization problem MB is a maximiza-
tion problem, then −1 ≤ wB < 0 and wC = 0.

(iii) If strategy GC is selected, then wB = 0 and wC lies in (0, 1] or [−1, 0)
depending on whether MC is a minimization or maximization problem,
respectively.

AND Decomposition. An AND-decomposition semantically implies that
both goals GB and GC are required to achieve the state of affairs represented
by GA. The weights wB , wC are assigned as follows:

(i) If MB ,MC are both minimization problems, then 0 < wB , wC ≤ 1.
(ii) If MB ,MC are both maximization problems, then −1 ≤ wB , wC < 0.
(iii) If either MB or MC is a maximization problem, then the corresponding

weight is kept in the negative range [1, 0) and the other weight is kept in
the positive range (0, 1], respectively.

It is to be noted that during the composition of optimization problems at
the parent level, the weights are treated as input parameters. For example, if we
want to minimize the cost of vaccination, then we would like to minimize the
cost of manufacturing and distributing the vaccines, separately. However, while
composing the optimization problem at the parent level, we may choose to give
more precedence to the distribution cost rather than the manufacturing cost (or
vice-versa). It is upto the supply chain owner (or manager) to choose the weight
parameters.
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4 Implementation of PoC

The theoretical concepts pertaining to the optimization ontology explained above
have been partially deployed through a web-app. In this section, we describe a
blockchain-based supply chain management tool that we developed and use it
to build a case study for the optimization ontology. We would like to mention
that the novelty of this paper is on the new optimization ontology and not the
web- app developed. The deployment only serves as a proof-of-concept (PoC) to
strengthen our claims made in the earlier sections.

4.1 PoC Technology Stack

The tool is build on a React based front-end and Django based back-end. We use
Ethereum blockchain alongside the back-end for transparency and immutability
purposes. The optimization problem is solved using the Google OR-Tools API.
A technology viewpoint for our PoC has been created using the Archi Tool and
presented in Fig. 2.

Fig. 2. Technology viewpoint of the deployed PoC.

4.2 Optimization Ontology Deployment

There are two types of users for the tool - the supply chain managers and the
participant stakeholders. Supply chain managers own and handle the multiple
participating entities. They also handle the product routes within the supply
chain. On the other hand, participant stakeholders have a product (or service)
that contributes to the supply chain. They can connect to other entities of the
supply chain.
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Fig. 3. Optimization and goal input interface.

We consider the Covid-19 Vaccine Supply Chain. It consists of multiple par-
ticipating entities. These entities could be manufacturers, distributors, trans-
porters, raw material providers, etc. A transportation company can then become
a part of the supply chain by becoming an instance of the transporter entity. Con-
nections between entities are specified by supply chain managers. An example
would be connections between manufacturers and distributors, as manufactur-
ers would require the vaccine vials to be distributed across different geographical
locations.

Fig. 4. Optimization solution graph.

In this deployment, we have demonstrated how the optimization problem
associated with the goal of manufacturing vaccines can be captured and solved
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using the ontology proposed in Sect. 3. The objective function is manufacturing
a certain quantity of vaccines with minimum cost. Each manufacturer provides
the cost per unit of manufacturing vaccines while registering into the Vaccine
Supply Chain. We take the vaccine quantity to be manufactured as input from
the supply chain manager. Figure 3 shows the goal as manufacturing 100 units of
vaccine. In create constraint, we capture the constraints on the amount of units
one instance can produce. For example, in this case we are constraining Bharat
Biotech to produce a maximum of 28 vaccine units in its contribution to the goal
(captured using the constraint 2 × BharatBiotech ≤ 56).

After fetching all the front-end data, we feed the objective function and the
constraints to our backend which uses Google OR tools to solve our constrained
optimization problem. The optimal solution is then pushed to the frontend and
displayed on a graph. Figure 4 shows the solution to the optimization problem.
The root node shows the total cost of manufacturing the 100 units of vaccine.
The child nodes show the number of vaccine units produced by each of the
manufacturers. The total vaccine cost (to minimize) is calculated automatically
at the backend as a sum of the contribution from each manufacturer multiplied
by the respective per unit cost of production. The details of each manufacturer
and its respective per unit cost of vaccine production is fetched from our backend.

The chain of activities being performed in our web-app deployment is shown
in Fig. 5.

Fig. 5. Control flow for solving optimization problems associated with goals.
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5 Limitations

The optimization ontology presented in Sect. 3 lacks a proper framework for
integrating with existing goal model frameworks like jUCMNav, Tropos, and
KAOS. It is open to the interpretation of the requirement engineers how they
would like to use the ontology within their framework. As part of our future work,
we intend to develop a plugin that would enable integration of the optimization
ontology into existing frameworks. Another limitation is that we have not done
a detailed empirical evaluation with other similar works in the literature. We
aim to take up this task as soon as a plugin is ready for easy integration and
deployment.

6 Conclusion

As part of this work, we propose an optimization ontology for goal model speci-
fications that capture goal decompositions between parent and child goals. The
optimization problem, associated with child goals, can be solved with the help of
standard operations research tools (for example, the Google OR API framework).
Combining the solutions at the child level is expected to generate the solution
at the parent level. We have demonstrated how we can deploy this ontology over
a blockchain-based supply chain management web app. The deployment is at a
PoC level and needs further work to become a fully functional tool.
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Abstract. The digital transformation of the IT consulting domain
recently gained momentum due to the Covid-19 pandemic. However, the
range of IT consulting services that are fully digital is still very limited.
Plus, there are no standardized and established methods for describing
digital IT consulting services, nor there is any suitable tooling for digital
IT consulting service provisioning. The present work aims to reduce this
gap by contributing to establishing a well-defined approach to formally
describing digital IT consulting services that could possibly be a can-
didate for standardization. Building upon (i) the ontology DITCOS-O,
which provides the semantic basis for our approach, and (ii) the YAML-
based description notation DITCOS-DN, which we leverage to describe
digital IT consulting service models, we propose a graphical, web-based
editor (called DITCOS-ModEd) to simplify service model maintenance.
Following a design science based research process, we developed a proto-
type and empirically evaluated its applicability with the help of IT con-
sultants. This first evaluation allowed us to identify some limitations and
to plan specific improvements, both to the underlying artifacts DITCOS-
O and DITCOS-DN, as well as to DITCOS-ModEd itself.

Keywords: Digital transformation · IT consulting · Service ontology ·
Service description · Virtualization · Consulting platform · Graphical
editor · DITCOS-O · DITCOS-DN · DITCOS-ModEd · Design
science · YAML

1 Introduction

During the Covid-19 pandemic the digital transformation (DT) of the IT con-
sulting (ITC) domain gained momentum. The core of the ITC business is to
advise clients on how to digitally transform their respective processes and busi-
nesses models. Gartner defines ITC services to be “. . . advisory services that help
clients assess different technology strategies and, in doing so, align their technol-
ogy strategies with their business or process strategies. These services support
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customers’ IT initiatives by providing strategic, architectural, operational and
implementation planning” [7, term: ‘it consulting’].

In this work we use the terms digitization, digitalization, and digital trans-
formations in line with the definitions of Gartner. Digitization is the conversion
of physical resources to digital representations; digitalization is the use of digital
resources within IT systems; and digital transformation refers to digitalization in
the context of business processes in ITC [7, terms: ‘digitization’, ‘digitalization’,
‘digital transformation’].

However, digital ITC services and suitable tools for the digital provision of
these services are still rare. We use the term digital ITC service as defined in [3]:
“Digital IT consulting services are technology-based consulting services repre-
sented by standardized, modularized, re-combinable, reusable, and customizable
service assets that carry specific service commitments and are provided either in
an automated, hybrid, or manual mode by human and/or technical agents or in a
self-service manner and are instantiated, delivered, monitored, and orchestrated
by digital consulting platforms.” [3].

In the literature of digital ITC, to the best of our knowledge there are here-
only a small number of examples, such as the eConsulting Store provided by
Werth et al. (2016) and the customer-tailored web-based self-service project
assessment solution provided by Nissen et al. (2019) [10,13]. These artifacts
have in common that they are tailored to a special problem context and do
not aim on solving issues such as semantic standardization, modularization, or
reusability as we identified to be necessities regarding the digital transformation
of ITC [3].

To address these gaps in our recent research, we have lately contributed two
artifacts [4]: (1) DITCOS-O, an ontology covering relevant concepts of digital
ITC, and (2) DITCOS-DN, a formal description notation based on DITCOS-O
providing a YAML syntax for service model definition. DITCOS-O constitutes
an ontological sound basis to build upon. DITCOS-DN consumes these concepts
and acts as a kind of ‘programming language’ to define ITC service models that
are understandable for humans as well as interpretable by technical systems,
such as digital ITC platforms.

With the current paper we build upon the published artifacts [4] DITCOS-O
and DITCOS-DN and contribute a new artifact, namely the editor DITCOS-
ModEd that supports end users to easily describe DITCOS-DN-based service
models web-based and graphically. Our editor was empirically evaluated for
suitability and usefulness by means of a two-step evaluation study, including
perception-based research and experiments.

The remaining paper is structured as follows. Section 2 presents our research
goals. Section 3 is on background and related work. Section 4 is on our research
process. Section 5 describes our application of design science in order to create
and evaluate our prototype editor. Section 6 discusses our results and Sect. 7
concludes.
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2 Research Goals

As stated in the introduction, this article leverages our previously published
results [4], namely the ontology DITCOS-O and the description notation
DITCOS-DN. Both were empirically evaluated [4] with practitioners in a study
that investigated the understandability of the YAML-based DITCOS-DN nota-
tion. Our evaluation results indicated that manual maintenance of DITCOS-O
models using DITCOS-DN is well-supported by existing tools, since we assured
automatic syntax checking, code completion and code formatting by means of
integrated development environments (IDEs). However, during our evaluation
it became apparent that even if good tool support for the textual creation of
DITCOS-O service models described in DITCOS-DN exists, this might not be
the preferred method from the practitioners’ point of view. In fact, it became
clear to us that practitioners would much more prefer working with a visual
service description editor over using a tool for textual descriptions. Moreover,
by means of a graphical editor, we believe we will create an important scientific
instrument, which will be extremely useful and necessary for us in the context
of our short-term future research activities especially in collaboration with prac-
titioners. With this in mind, we set out the following goals with the present
work:

1. To provide a graphical editor for the maintenance of DITCOS-O service mod-
els to be described in DITCOS-DN.

2. To apply experimentally the graphical editor in a real-world context with the
participation of practitioners and to evaluate the suitability and usefulness
of the solution in order to collect feedback for improvement of the underly-
ing artifacts DITCOS-O and DITCOS-DN, as well as the graphical editor
DITCOS-ModEd.

3 Background and Related Work

There are two streams of related work that are relevant for this paper: pub-
lications on service description approaches and on graphical service modelling.
Regarding service description, the existing approaches are of two types: ontology-
based and textual approaches using frameworks like IT Infrastructure Library
(ITIL). As this research adopts an ontology-based approach, in what follows we
provide related work concerning approaches of this type. One example approach
is LinkedUSDL [5]. LinkedUSDL (Universal Service Description Language) was
designed as an upper ontology with the aim to cover all relevant service contexts
and concepts [5]. It uses the Resource Description Framework (RDF) to describe
concepts based on triples, using the structure subject → predicate → object.
LinkedUSDL follows the linked data principles [6] in the sense that it requires
each element of the triple to be an Uniform Resource Identifier (URI), which, in
the optimal case, points to additional content related to the respective RDF ele-
ment. LinkedUSDL was organized into different sub-ontologies that complement
and build upon each other.
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Next, regarding graphical service modeling, an example is OBELIX [1], an
ontology-based approach that helps to describe real-world services and ser-
vice bundles based on the flow of resources and generated value (value webs).
OBELIX defines service elements that have input and output interfaces, each
of which supports an arbitrary number of ports. Output ports connect to input
ports, while multiple service elements could form service bundles.

While searching for related work for the purpose of this research, we found
that even though numerous approaches exist in the literature on technical service
or real-world service description, we were not able to find approaches dedicated
to the description of digitalized real-world ITC services provided through digital
consulting platforms. We noticed that either the approaches aim on being as
generic as possible (LinkedUSDL) and require complex RDF based descriptions
or mainly focus on value flow, such as OBELIX.
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Fig. 1. The DITCOS-O and DITCOS-DN core concepts

Unlike the existing ontology-based approaches, with DITCOS-O and the cor-
responding YAML-based description notation DITCOS-DN, we want to provide
a notation that aims on covering relevant core concepts of the ITC domain (see
Fig. 1 how the core concepts relate), being easy to learn, to understand, and
to use by practitioners (IT consultants), and is at the same time interpretable
by systems (see Listing 1 for an simplified, reduced and invalid example. For a
full example see [4]). It is meant to describe ITC services that are digitally pro-
vided through digital consulting platforms. The provisioning process might be
either (1) only aided by helping agents, e.g., IT consultants, to conduct certain
activities, (2) orchestrate incorporated agents, such as consultants, clients, or
technical systems, or (3) fully automate the service provisioning process. To the
best of our knowledge, none of the approaches in the literature covers this.
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1 ditcosModel:
2 metadata: [id, name, version, description, author, entryService]
3 businessRoles: [businesRoleA, businessRoleB, ...]
4 resources: [resourceA, resourceB, ...]
5 services: [atomicServiceA, ..., complexServiceA, ...]

Listing 1. Simplified Example of a DITCOS-DN Service Model

4 Our Research Process

This section explains and motivates the process used to develop the DITCOS-
ModEd artifact. We note that this work is part of a larger research project and
builds upon already contributed artifacts [4]. Our research process adopted the
design science (DS) research methodology of [11]. We chose it, because DS is rec-
ommended to research contexts such as ours where solutions (called ‘artifacts’)
are designed to counter industry-relevant problems and issues [11]. Following
Peffers et al. [11], our research process consists of the stages: (1) problem identi-
fication, (2) definition of objectives, (3) design and development, (4) demonstra-
tion, (5) evaluation, and (6) communication. In the following section we report
on our execution of these stages, except stage six which is covered by the overall
paper implicitly.

5 Designing the DITCOS-ModEd Graphical Editor

5.1 Problem Identification

In our recently published work [4], we already created and evaluated DITCOS-
O service models using the YAML-based notation DITCOS-DN. These kind of
service models are stored in a service repository (SR) to be later consumed by
a digital ITC platform [2]. A central part of the platform should be an editor
that supports textual (YAML-based) as well as graphical creation of DITCOS-O
service models described using DITCOS-DN (see Fig. 2). We emphasize that the
SR and the digital ITC platform are subject of our immediate future research.

DITCOS-
ModEd

Digital IT
Consulting
Platform

part of

DITCOS-O
Ontology

DITCOS-DN
Description

Notation
consumes

based on

Service
Description

instance ofinterprets generates

Service
Repository

part of

manages

Fig. 2. Interplay of our research artifacts

Even though graphical service model creation is not technically required, as
all descriptive power is provided by DITCOS-DN, the practical application of the



118 M. Bode et al.

textual modeling approach remains more complex and technical as it needs to
be. Hence, we decided to provide the possibility to graphically create DITCOS-
DN-based service models with the help of an appropriate, web-based editor. By
providing this graphical editor, we also aim to increase its possible adoption by
practitioners who may not be familiar with programming languages and have
more of a business focus. It is worthwhile noting that our decision to provide
a graphical and web-based editor component is also consistent with the archi-
tectural requirements identified in our previous exploratory study focused on
practitioners’ requirements elicitation [2]. We refer to a subset of these require-
ments in column ‘Source’ in Table 1.

5.2 Definition of Design Objectives

Our two goals for this research were stated in Sect. 2. Linked to them, we defined
the following objectives in form of functional and non-functional requirements
[9]. These requirements listed in Table 1 are then later to be used during the
evaluation of our newly proposed editor. We assigned to each requirement in
Table 1 an identifier (ID), a name, a description, a type (either functional or
non-functional), and the source we collected the requirement from.

Table 1. Functional and non-functional requirements for DITCOS-ModEd

ID Name Description Type Source

R1 Web-based Build the editor using web-based technologies NF [2]
R2 Component-

based
Design the editor to be built from reusable components NF

R3 External
Lookups

Enhance JSON-Schema based value lookups to support
web-services

F [4]

R4 CRUD
Support

Support creation, reading, updating, and deleting service
models

F [2]

R5 Graphical
View

Support the graphical rendering of service models and
component interconnection

F

R6 YAML View Support the YAML code inspection F
R7 DITCOS-O

Coverage
Support concepts of the DITCOS-O ontology expressible in
DITCOS-DN description notation, such as Atomic Service,
Complex Service, Business Role, Capability, Resource,
Service Commitment

F

5.3 Design and Development

This section briefly describes the architecture and the design we chose for our
proposed editor as well as the tools we used for development. Below we present
the elements included in our design and the choices we made in regard to each
element.



Visual Description of Digital IT Consulting Services Using DITCOS-DN 119

Editor Architecture. Based on the software design pattern model-view--
controller (MVC) [12] we structure the editor artifact into three layers: (1) pre-
sentation, (2) business logic, and (3) data access. The data access layer consumes
an externally provided data services layer. These layers will be discussed in the
next sections in more detail. Overall, the graphical editor will be implemented
as a standalone prototype application that is not yet embedded into a larger
architecture as we depicted in [2]. The reason for this is, that we mainly want
to test the graphical modeling approach of DITCOS-DN and the generation of
valid YAML-based service descriptions. The integration of DITCOS-ModEd into
the overall architecture will therefore be covered in our future research.

Presentation Layer. Important requirements on the graphical editor are
web-based and component-based design. Today, web-applications follow either
the backend-rendering, the frontend-rendering, or a hybrid approach. For our
implementation we decided to go for the frontend-rendering approach using
the REACT framework, because it is a recent framework and the main author
already has experience using it. We checked other options, such as Vue or Angu-
larJS but decided against it as this would have meant to learn a new framework.

The loading and execution of a REACT application is initiated after the
page that references the REACT JavaScript-based logic was transferred to the
browser. The JavaScript logic then renders the entire web-application document
object model (DOM) dynamically and manages subsequent page updates and
data acquisition by executing HTTP requests on demand. REACT aims on the
design and implementation of simple and independent components which can be
combined to build more complex applications. The REACT components render
out HTML5 compliant code by directly manipulating the DOM. For styling the
HTML elements cascading style sheets (CSS) are being used. We used the com-
mon and widely-used web component theme ‘Material Design’ for our REACT
components. We decomposed the prototype into 17 independent REACT com-
ponents that work together. All components are described in Table 2.

Business Logic Layer. Next to the presentation layer and the associated
presentation logic, REACT applications contain their required business logic.
This is due to the fact, that the web-application is self-contained. All application
logic gets loaded during the initialization phase after the stub of the application
has been transferred from the web server to the browser. Upon initialization,
the REACT App component (see Table 2) gets executed, which itself triggers
initialization and execution of all other components in the REACT component
hierarchy. All component executions load their required data either individually
or shared from remote sources, which are usually provided by the server that also
serves the web-application stub and its logic. Additional business logic might be
externalized to the server side and exposed by web-based API to consuming web-
applications, such as duplicate checks or other kind of data validations before
being persisted to a store. This kind of APIs often provides common or shared
functionality that can be used by different (web) applications.
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Table 2. REACT components of DITCOS-ModEd

Name Description

App Represents the central component of an REACT application. It embeds the
ModelManager, ModelView, and the ModelEditor top-level components

ModelManager A top-level component that represents the interface to existing DITCOS-O
service models and supports their creation, deletion, and loading

ModelViews A top-level component that embeds the components GraphicalView and
YAMLEditor

ModelEditor A top-level component that embeds the components ModelMedatadata,
BusinessRoles, Resources, and Services. It provides the functionality to persist
the currently loaded model

GraphicalView Provides the graphical representation of the defined DITCOS-O service model
currently loaded in form of a directed graph consisting of nodes and edges. It is
based on the external REACT component REACTFlow. It supports
interactions such as zooming in and out, shifting the graphicalized graph
around, the selection of nodes and edges. It also provides a MiniMap
component that represents a minimized version of the whole graph for quick
navigation

YAMLEditor Provides the textual representation of the currently loaded DITCOS-O service
model. It is based on the external REACT code editor component Monaco. It
supports line numbering, folding, formatting, coloring, and indent

ModelMedatadata Represents input elements for model metadata, such as id, name, description,
author, and version

BusinessRoles Represents all business roles defined by the model and supports their creation,
deletion, and modification by linking to BusinessRoleDetailsDialog component

BusinessRole-
DetailsDialog

Provides input elements to model a business role and link to the capabilities
that constitutes it

Resources Represents all resources defined by the model and supports their creation,
deletion, and modification by linking to ResourceDetailsDialog component

ResourceDetails-
Dialog

Provides input elements to model a resource generated, consumed, or updated
by service commitments of defined atomic services

Services Represents all atomic and complex services defined by the model and supports
their creation, deletion, and modification by linking to
AtomicServiceDetailsDialog and ComplexServiceDetailsDialog components

AtomicService-
DetailsDialog

Provides input elements to model an atomic service and its service
commitments by linking to ServiceCommitmentDetailsDialog component

ServiceCommit-
mentDetailsDialog

Provides input elements to model a service commitment and to refer to
resources by linking to InvolvedResourcesDetailsDialog component

InvolvedResource-
DetailsDialog

Provides input elements to refer to a certain defined resource and its type of
involvement in the related service commitment

ComplexService-
DetailsDialog

Provides input elements to model a complex service and to link to its
constituting atomic and complex services by linking to
InvolvedServiceDetailsDialog component

InvolvedService-
DetailsDialog

Provides input elements to refer to a certain defined atomic or complex service
and to define its dependencies on other services

Data Access Layer. The data access of REACT applications usually is realized
by consuming REST-based APIs exposed by the server side. Other HTTP-based
communication protocols, such das GraphQL or OData are also common. The
data exchange format can vary, but nowadays mostly JSON formatted messages
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are interchanged with incorporating the data service layer. For our editor we
chose a combination of REST-API and JSON as message format.

Data Service Layer. The data services used by our prototype are provided by
a JavaScript based server component. All data entities used are represented by
corresponding REST-API endpoints which support the CRUD pattern by incor-
porating different HTTP methods, such as GET, PUT, PATCH, and DELETE.
For our prototype we use a simple server component without applying extended
validations. This is sufficient, as building such an API would be delegated to a
dedicated service repository which would be part of a larger digital ITC platform
architecture as proposed in [2].

Fig. 3. DITCOS-ModEd showing the available service models and the graphical view
as well as the details of the currently loaded service model (left to right).

5.4 Proof-of-Concept Study Demonstration

We set up a proof-of-concept study [14] to explore the practical applicability
of our proposed editor from the perspective of IT consultants. The underlying
motivation for this was to have a very first prototype demonstration and collec-
tion of first feedback from practitioners. We wanted to assure that our prototype
design work goes in the right direction and that the editor matches the possible
expectations of practitioners. To this end, DITCOS-ModEd was demonstrated
by the first author to five practitioners. Each joined a one-on-one 60min long
session with the researcher. The five participants in our proof-of-concept study
are all working for a midsize IT consultancy in Germany. Three were technical
experts, while two were business process analysis experts with relatively little
technical background. The areas in which the five participants were consulting
their clients varied from SAP Finance, SAP Business Intelligence, SAP Logistics,
Business Strategy, and Microsoft Azure Cloud.
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Proof-of-Concept Session Setup. We prepared the editor and run it locally
at the computer of the first author using the IDE built-in features. Every session
started with an empty and clean editor instance.

Session Execution. We conducted all sessions remotely via Microsoft Teams
due to the lockdown work-from-home policies. We prepared a note form which
we used to take notes during the each session. For all sessions we executed the
following process described in Table 3.

Table 3. Session execution phases

Phase and Description

Phase 1 (~5 min) We welcomed the practitioner and explained what are the aims of the session
are and how we will proceed
Phase 2 (~15 min) We introduced DITCOS-O and DITCOS-DN shortly to the practitioner to
make him familiar with the concepts of ITC service description. In particular the concepts of a
DITCOS-O service model, such as atomic vs. complex service, service commitments, business
roles, capabilities, and resources (see Fig. 1)
Phase 3 (~10 min) We introduced the practitioner to the DITCOS-ModEd editor and referred
to the concepts presented in phase 2. Furthermore, we explained the user interface and its
functionality to the practitioners. Using an example DITCOS-O service model, we showed how the
previously introduced concepts can be modeled using the editor and how the graphical modeling
reflects to the resulting YAML-based DITCOS-DN textual service description
Phase 4 (~25 min) We asked the practitioner to model a selected ITC service using the editor.
This was done with the help the first researcher concerning the use of the editor’s interface and
navigation. Each expert did the conceptual modeling work himself, while the researcher took over
the handling of the interface. This was since the session would have required a much longer
training of the practitioner at this early stage of the editor’s development. During this phase we
continuously discussed the current state of the DITCOS-DN model and inspected the resulting
YAML code. During this very short phase of 25 min, the aim was to give the practitioner a feeling
for creating DITCOS-O service models using the editor with the goal of gathering his feedback
which we would consider for inclusion in our future design cycles of the editor. A complete
realization of a DITCOS-O service model would not have been possible within the time frame of
25 min
Phase 5 (~5 min) This phase was to wrap-up and let the practitioner tell us about his
experience with the editor. We asked for feedback related to (i) the graphical user interface (GUI),
(ii) the usability and concepts, and (iii) general suggestions and comments on possibilities to
extend the prototype. The last included possible ‘nice to have’ integration to other tools that
consultants use. In addition to that, we also noted our own (researcher) suggestions and
observations during the sessions

5.5 Collected Feedback and Suggestions

All five of the practitioners liked the representation and the Look&Feel of the
editor. One had the impression that it supported all the relevant DITCOS-O
concepts well (see Fig. 1). Another practitioner stated that the interaction and
working process with the GUI was particularly fluent. In addition, we received
seven feedback items (see Table 4) to our notation concepts and components of
the editor and four suggestions (see Table 5) for improvement of the artifacts.
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Table 4. Feedback on usability and concepts

ID Concept/Component Name and Description

F1 AtomicServiceKind,
BusinessRoleKind,
Capability

Insufficient Coverage Realistic modeling requires more choices
of the named concepts. Add more kinds of each concept for
subsequent experiments

F2 BusinessRole Agent Occupation Mode Add an attribute to the business role
concept that indicates the ‘agent occupation mode’ to indicate
that a certain role must be fulfilled by a dedicated agent that
cannot have other roles assigned within the same service
commitment

F3 BusinessRole Capability Level Modeling levels of a capability is not possible
in the sense that a certain business role requires ‘SAP FI Senior’
and ‘SAP ABAP Intermediate’ skill levels. Actually one can only
define the overall level of a business role by assigning the
capability ‘Knowledge. Experience.(Junior, Intermediate, Senior)’

F4 BusinessRole Decision Power Modeling of ‘decision power’ of a business role is
not possible. This might be relevant if a business role must make
decisions during the service provisioning. This flag seems to be rel-
evant in cases necessitating the modeling of client-side roles.
Example: A client subject matter expert is required to decide to go
for a certain customization variant related to the chart of accounts

F5 ServiceCommitment Inline Definition of Concepts The current version of the editor
requires that the service modeler defines all resources and business
roles before starting with the modeling of service commitments of
atomic services. This does not feel ‘natural’ because, sometimes
required resources or business roles only become obvious during
the service modeling itself. In the current editor’s version, the user
would have to abort and step out of the service modeling and
create additional resources or business roles and then re-enter the
service modeling

F6 ServiceCommitment Planned Duration Add ‘planned duration’ as attribute to the
service commitment concept. Based on this, it would become
possible to calculate estimated time consumption for a DITCOS-O
service model. (Added by researcher)

F7 GraphicalView Drill Down Add a recursive drill down functionality to the
service nodes

5.6 Reflection on How the Editor Reaches Its Goals
and Requirements

An important part of the DS research process, according to Peffers et al. [11]
includes an analytical reflection on how the designed artifact meets its goals set
at the beginning of the research. This section reports our analytically reflection
on the results obtained throughout the design of our editor and the proof-of-
concept evaluation. The reflection is in two regards: (1) how the editor meets
our main research goals defined in Sect. 2, and (2) how it meets the additional
design objectives formulated in Sect. 5.2 as requirements.
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Table 5. Suggestions and comments regarding nice-to-have extensions

ID Name and Description

S1 BPMN Diagram Add a BPMN diagram to graphicalize a DITCOS-O service
model as BPMN process

S2 Gantt Diagram Add a Gantt diagram to graphicalize the sequence/parallel
dependencies of a DITCOS-O service model

S3 Integrated Help System The editor requires an integrated help system to guide
the service modeler continuously

S4 Service Reuse Avoidance of duplicated names for model entities. This is
important when services shall be reused in complex services

S5 Tags Allow arbitrary tags for all model concepts to assign non-service-related
information. Predefine tags to avoid duplicates

Results Pertaining Our Research Goals. We formulated two main research
goals. We present the results in the next paragraphs:

Provide an Editor for DITCOS-O Service Models. We aimed on deliv-
ering an editor to graphically create DITCOS-O models defined in DITCOS-
DN. We were able to achieve this goal. DITCOS-O services models created
using the DITCOS-ModEd editor cover all DITCOS-DN concepts, such as
atomic and complex service, service commitment, business role, capability,
and resource. We checked the completeness and syntactic correctness for each
of the mentioned concepts as well as the interaction of the concepts in the
context of a DITCOS-O service model.
Proof-of-Concept Evaluation of the Artifact. We presented the
DITCOS-ModEd editor to five practitioners in an experimental setting where
each session last around 60min. Beside an introduction to the DITCOS-O,
DITCOS-DN artifacts, as well as the editor, we modeled jointly with the
practitioner an ITC service, without the aim of being complete. Our goal was
to utilize the features and functionalities of the editor and not to create a
fully elaborated DITCOS-O service model. During the modeling process we
constantly discussed the activity and collected feedback as well as suggestions
from the practitioners.

Results Pertaining the Design Objectives

R1: Web-based. We built DITCOS-ModEd using REACT, one of the latest
JavaScript frameworks to build recent web-applications. REACT applications
are self-contained in sense of logic and consume web-based APIs, such as
REST. With our artifact we were able to fulfill this requirement.
R2: Component-based. Our artifact is based 17 independent and reusable
REACT components. All components consume a common data layer, that
represents the currently active DITCOS-O service model expressed in
DITCOS-DN. All components interact with their respective part of the
DITCOS-DN description. This requirement could be fulfilled.
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R3: External Lookups. This requirement is twofold. First, we provide
certain value completion functionality to the different REACT compo-
nents. Examples for value helps are AtomicServiceKinds, BusinessRoleKinds,
ResourceKinds, or Capabilities (see Fig. 1). If a certain component gets acti-
vated it consumes an external REST API, that provides e.g., a constant list of
capabilities as a response. This list gets consumed by the REACT component
to provide a value help to the user. This first perspective could be fulfilled.
Second, another perspective relates to dynamically created instances of con-
cepts, such as atomic or complex services, business roles, or resources. Typi-
cally, these instances would have been created by other users and within other
DITCOS-ModEd instances. They would have been persisted in a central ser-
vice repository and provided to DITCOS-ModEd by appropriate REST-APIs.
This functionality will only be supported by a later prototype of DITCOS-
ModEd. The reason is, that we are at an early stage of the artifact develop-
ment. Hence, our focus is on the required basic functionality to support the
creation of DITCOS-O service models. A later prototype will support reuse
of defined concept instances, what was also suggested (S4) by a practitioner
(see Sect. 5.5). Overall we were able to fulfill this requirement partly.
R4: CRUD Support. With the current prototype of DITCOS-ModEd
we fulfill this requirement for the following DITCOS-O primary concepts:
atomic and complex service, service commitment, and business role. For these
concepts we created dedicated REACT components, that support creation,
update and delete completely (see Table 2). The existing components enable
users to create feature-complete DITCOS-O service models. Nevertheless,
with the current prototype we decided not to support CRUD for instances of
supporting concepts, such as AtomicServiceKind, BusinessRoleKind, Capabil-
ity, ResourceKind, ResourceInvolvementType MIMEType, ServiceCommit-
mentKind, and ServiceCommitmentExecutionFlavor (see Fig. 1). Instead, we
decided to focus only on the creation of DITCOS-O service models and the
required primary concepts and to assume the existence of the named sup-
porting concepts. We simply provide instances of the supporting concepts
in form of constant lists, as already described. In other words, for these
supporting concepts, we only provide ‘read’ functionality with the current
DITCOS-ModEd prototype. In light of this discussion, we could say that this
requirement could be only partly fulfilled.
R5: Graphical View. With the current prototype we where able to provide
a sophisticated graphical view on DITCOS-DN based DITCOS-O services
models already. The view supports nodes, edges, zooming, change of view-
port just to mention some features. Related to DITCOS-O service models
anyhow, we only support a subset of the concepts with the current proto-
type. These are namely atomic and complex services as well as the edges to
connect subsequent concepts (see Fig. 1). Nevertheless, the current prototype
of the editor can provide a graphical representation of the two core concepts
and also supports the required visualization of hierarchical organized complex
services, which may contain sub-services which themselves could be complex
services again. Based on this reasoning, we think that overall we fulfilled this
requirement partly.



126 M. Bode et al.

R6: YAML View. The current prototype of DITCOS-ModEd supports
the complete rendering of DITCOS-DN based DITCOS-O service models in
YAML representation. The YAML viewer supports code formatting, code-
indent, and coloring. The current implementation only supports one-way
YAML rendering based on an in-memory representation of the corresponding
DITCOS-DN. Changes to the YAML code therefore, do not trigger changes
to the REACT components dynamically. As this was not our aim with this
early prototype of DITCOS-ModEd, we fulfilled this requirement completely.
R7: DITCOS-O Coverage. With the current prototype of the DITCOS-
ModEd we realized a DITCOS-O coverage regarding to DITCOS-DN based
service models a 100% completeness. Therefore, we conclude that we achieved
this requirement completely.

6 Discussion of the Findings in Our First Evaluation

Our proof-of-concept study with the ITC practitioners showed that the current
prototype of DITCOS-ModEd, even though it is at early stage, already was
recognized as a helpful tool that supports the modeling process of DITCOS-
O service models compared to the pure textual modeling by manually coding
the necessary YAML using DITCOS-DN description notation. The feedback on
GUI and the Look&Feel of DITCOS-ModEd is clear (see Sect. 5.5). Anyhow, the
feedback on concepts we collected, as well as our own experience with DITCOS-
ModEd made clear, that the editor is not yet ready to be transferred to the
consulting practice. While this was expected, our proof-of-concept study indi-
cated that the proposed editor did meet our research goals and requirements (to
a very large extent).

Our immediate future research that builds upon DITCOS-ModEd must
explicitly respond to the feedback (F1) related to insufficient coverage regarding
to the concepts of AtomicServiceKind, BusinessRoleKind, and Capability (see
Sect. 5.5). These concepts are consumed during the modeling process at different
stages. For the current prototype it was sufficient, to only provide a small set of
instances of each concept, as we only aimed on supporting the general modeling
approach and not to be complete. During follow-up empirical evaluation we will
ensure that the set of instances of these concepts are more complete.

Feedback F1 has no direct impact on the underlying artifacts DITCOS-O
and DITCOS-DN, as only instances of these concepts are required, and they can
be created at runtime as required. However, feedback points F2 to F6 directly
affect the concepts BusinessRole and ServiceCommitment. These points require
changes to the underlying ontology DITCOS-O and adjustments related to the
description notation DITCOS-DN.

Related to the DITCOS-ModEd, we collected one suggestion (F7) namely, to
add a drill down functionality to the graphical representation of the underlying
DITCOS-DN description. From our point of view this makes absolutely sense.
During the design cycles we experimented with different levels of details we added
to the view. To ensure clarity, we opted for a rather reduced view of the model
concepts. A drill-down to display further relevant details seems very useful here.
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The general suggestions we received where also very helpful and interesting.
In particular, the improvement ideas to add a BPMN and a Gantt representation
to the underlying DITCOS-DN representation of the DITCOS-O service model
seem worthy of attention. The question arises, which further requirements and
additions to DITCOS-O/DN would be necessary for this?

Even though our aim is to provide an easy-to-use service description notation,
the concepts might not always be self-explaining. Adding an integrated help
system (S3) to DITCOS-ModEd is a desirable goal.

The practitioners’ suggestions to reuse defined services (S4) and to allow arbi-
trary tags attached to all concepts, are also very good. As one participant indi-
cated, service reuse is considered very important. Anyhow, we suggest ‘concept
reuse’ as a more general improvement. In future prototypes of DITCOS-ModEd
we plan to support the reuse of concepts in the sense, that concepts defined by
a certain user can be referenced from other concepts created by another user.
A prerequisite to support this feature is to implement a service repository as
depicted and described in our digital ITC platform architecture proposal [2].
We will evaluate how to tackle the feedback items F2-F7 and suggestions S1-S5
during future research.

Finally, we reflected on the limitations of our empirical findings. We involved
five practitioners and clearly it might be the case that if we could have included
many more, it would have been possible to collect feedback points different from
those that we have now. However, we note that we selected participants with
exposure in a variety of consulting areas (ranging from finance, to logistics to
cloud). Their perceptions and experiences of the 60min sessions overlapped,
specifically regarding the mater that they liked the editor and thought it indeed
filled a gap in the consulting practice. We think that it might well be possi-
ble that similar perceptions might come if we possibly include in our sessions
other consultants who might share the context in which our participants work.
Consultants working in client organizations in the same business sector, imple-
menting the same technology and following the same consulting approach, might
well have similar conceptual modeling experiences and similar needs of an editor
such as our participants do. As Ghaisas et al. indicate, similar contexts might
possibly create similar work experiences [8]. However, as we plan to create more
prototypes of the editor, a more empirical and longer-term evaluation is needed
to fully assess its applicability, usefulness, and usability in a real-world context.
This is our priority in the future.

7 Conclusions and Future Work

With this work we contributed the web-based, graphical editor DITCOS-ModEd
to create DITCOS-O service models described using the DITCOS-DN descrip-
tion notation. Following the DS methodology [11], we developed a prototype
of the editor and evaluated it in a proof-of-concept experimental study with
ITC practitioners. The latter revealed some limitations of DITCOS-ModEd and
enabled us to collect valuable and interesting feedback and improvement sug-
gestions to enhance both the underlying artifacts DITCOS-O and DITCOS-DN,
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as well as the editor DITCOS-ModEd itself. Our reflection on the limitations
helped us formulate immediate future research steps towards creating the next
and improved prototype of our proposed editor.

References

1. Akkermans, H., Baida, Z., Gordijn, J., Peiia, N., Altuna, A., Laresgoiti, I.: Value
webs: using ontologies to bundle real-world services. IEEE Intell. Syst. 19(4), 57–66
(2004). https://doi.org/10.1109/MIS.2004.35

2. Bode, M., Daneva, M., van Sinderen, M.J.: Digital IT consulting service provision-
ing – a practice-driven platform architecture proposal. In: 25th IEEE International
Enterprise Distributed Object Computing Workshop. The Gold Coast, Australia
(2021). https://doi.org/10.1109/EDOCW52865.2021.00056

3. Bode, M., Daneva, M., van Sinderen, M.J.: Characterising the digital transfor-
mation of IT consulting services - results from a systematic mapping study. IET
Softw. (2022). https://doi.org/10.1049/sfw2.12068

4. Bode, M., Daneva, M., van Sinderen, M.J.: Describing digital IT consulting ser-
vices: the ditcos ontology proposal and its evaluation. In: 2022 IEEE 24th Confer-
ence on Business Informatics (CBI), Amsterdam, The Netherlands (2022). https://
doi.org/10.1109/CBI54897.2022.00029

5. Cardoso, J., Pedrinaci, C.: Evolution and overview of linked USDL. In: Nóvoa,
H., Drăgoicea, M. (eds.) IESS 2015. LNBIP, vol. 201, pp. 50–64. Springer, Cham
(2015). https://doi.org/10.1007/978-3-319-14980-6_5

6. Frank, A.G., Mendes, G.H., Ayala, N.F., Ghezzi, A.: Servitization and Industry 4.0
convergence in the digital transformation of product firms: a business model inno-
vation perspective. Technol. Forecast. Soc. Change 141, 341–351 (2019). https://
doi.org/10.1016/j.techfore.2019.01.014

7. Gartner: Gloassary. https://www.gartner.com/en/information-technology/
glossary (2022)

8. Ghaisas, S., Rose, P., Daneva, M., Sikkel, K., Wieringa, R.J.: Generalizing by
similarity: lessons learnt from industrial case studies. In: 2013 1st International
Workshop on Conducting Empirical Studies in Industry (CESI), pp. 37–42. IEEE,
San Francisco, CA, USA (2013). https://doi.org/10.1109/CESI.2013.6618468

9. Lauesen, S.: Software Requirements: Styles and Techniques. Addison-Wesley,
Boston (2002)

10. Nissen, V. (ed.): Advances in Consulting Research. CMS, Springer, Cham (2019).
https://doi.org/10.1007/978-3-319-95999-3

11. Peffers, K., Tuunanen, T., Rothenberger, M.A., Chatterjee, S.: A design science
research methodology for information systems research. J. Manag. Inf. Syst. 24(3),
45–77 (2007). https://doi.org/10.2753/MIS0742-1222240302

12. Starke, G.: Effektive Softwarearchitekturen, 7th edn. Hanser, München (2015)
13. Werth, D., Greff, T., Scheer, A.W.: Consulting 4.0 - Die Digitalisierung der

Unternehmensberatung. HMD Praxis der Wirtschaftsinformatik 53(1), 55–70
(2016). https://doi.org/10.1365/s40702-015-0198-1

14. Wieringa, R., Daneva, M.: Six strategies for generalizing software engineering theo-
ries. Sci. Comput. Program. 101, 136–152 (2015). https://doi.org/10.1016/j.scico.
2014.11.013

https://doi.org/10.1109/MIS.2004.35
https://doi.org/10.1109/EDOCW52865.2021.00056
https://doi.org/10.1049/sfw2.12068
https://doi.org/10.1109/CBI54897.2022.00029
https://doi.org/10.1109/CBI54897.2022.00029
https://doi.org/10.1007/978-3-319-14980-6_5
https://doi.org/10.1016/j.techfore.2019.01.014
https://doi.org/10.1016/j.techfore.2019.01.014
https://www.gartner.com/en/information-technology/glossary
https://www.gartner.com/en/information-technology/glossary
https://doi.org/10.1109/CESI.2013.6618468
https://doi.org/10.1007/978-3-319-95999-3
https://doi.org/10.2753/MIS0742-1222240302
https://doi.org/10.1365/s40702-015-0198-1
https://doi.org/10.1016/j.scico.2014.11.013
https://doi.org/10.1016/j.scico.2014.11.013


Implementing a Service-Oriented Rural
Smartness Platform: Lessons Learned

from a Technical Action Research in West Java,
Indonesia

Iqbal Yulizar Mukti1(B) , Setiaji2, Indah Dwianti2, Adina Aldea1,
and Maria E. Iacob1

1 Department of Industrial Engineering and Business Information Systems, University of
Twente, Enschede, The Netherlands

i.y.mukti@utwente.nl
2 Information and Communication Agency, West Java Provincial Government, Bandung,

Indonesia

Abstract. Despite the growth of the digital economy in many developing coun-
tries, rural communities are still marginalized in the current digital business
ecosystems, which are highly urban-oriented. To address this issue, we have pro-
posed in our previous works a reference architecture of a digital platform based
on the principles of service orientation. In this paper, we evaluate the real-world
applicability of the proposed reference architecture by using a technical action
research approach in the West Java province of Indonesia. Our study demon-
strates the feasibility of implementing the proposed architecture in a real-world
setting, and analyzes its effectiveness in improving the economic climate in rural
areas.

Keywords: Smart rural · Service-oriented architecture · Digital business
ecosystems

1 Introduction

Agglomeration of economic activities in urban areas, particularly, in many of the devel-
oping countries, has stimulated a rapid rural-urbanmigration [1].Although thismigration
has the economic benefits of fueling economic activities in the urban areas, the unman-
ageable pace of rural-urban migration often results in serious negative consequences.
Overpopulation in urban areas puts critical urban infrastructures under a lot of stress
which causes various urban problems, such as, traffic congestion, energy crisis, and
degradation of environmental quality [1]. Rural areas, on the other hand, lack the talent
needed to fuel their economic engine since much of the population at a productive age
is pulled towards cities [2]. This, in turn, makes alleviation of poverty, which mostly
occurs in rural areas [3], more difficult. Lastly, because a large proportion of rural-urban
migrants lack the skills necessary for well-paid jobs in urban areas, they typically end
up in low-wage jobs, which traps them in a vicious cycle of poverty [1].
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To slow down rural-urban migration and reduce its negative consequences, the rural
economic climate needs to be improved. A better economic climate in rural areas will
allow rural citizens to have a decent livelihood without having to migrate to urban areas.
In this regard, recent studies pointed out that the improvement of rural economic climate
could be achieved by enabling rural communities to participate in a digital business
ecosystem (DBE): an environment of interacting organizations and individuals that co-
create value through shared digital platforms [4]. In practice, the leading sectors of a
DBE are online commerce, online media, online travel, and online financial services [5].

DBEs are growing rapidly in many developing countries and are seen as a promising
vehicle for economic growth. As an example, the internet economy in Southeast Asian
countries has tripled from $32 billion in 2015 to $100 billion in 2019 [6] and is projected
to exceed 8% of the GDP by 2025, closing the gap with a developed market like the
United States where the internet economy accounted for 6.5% of the GDP in 2016 [6].

However, despite its promising economic potential, rural communities are still
marginalized in the current DBE which is highly urban-oriented [7]. The situation in
Indonesia and Vietnam illustrates this phenomenon. In Indonesia, the online sales vol-
ume from rural sellers only accounts for 0.5% of the total sales volume in 2017 ($ 0.024
billion compared to $ 5 billion) [8], and in Vietnam, 75% of the total e-commerce sales
were generated only from its two big cities: Hanoi and Ho Chi Minh City [7].

Several barriers contribute to the marginalized situation of rural communities in the
current DBE. First, rural communities have insufficient IT infrastructures and limited
digital literacy [9] that hinder them fromusing the services provided in aDBE. Second, as
the party responsible for rural development, the government has a strict financial budget
[10] that limits its capacity to facilitate digital services for rural communities. Lastly,
facilitating the rural communities to participate in a DBE is not economically attractive
for service providers from the private sector [11]. Reasons behind that argument are
the low purchasing power of the rural communities and the investment to improve their
digital readiness seen as unprofitable [11].

With the aims to lower the aforementioned barriers and increase the participation
of rural communities in the DBE, we have proposed in our previous works a reference
architecture of a digital platform based on the principles of service-oriented architecture
(SOA) that we refer to as the rural smartness platform [12, 13]. Through the platform,
the provisioning of digital business services for rural communities is realized by a col-
laboration between the government and third-party service providers. We put forward
the idea that the platform can work as an efficient mechanism to unlock the economic
potential of the rural economy and stimulate the establishment of a rural DBE.

This paper aims to evaluate the implementation feasibility of the proposed reference
architecture in the actual situation and identify readiness factors that must be satisfied
to ensure a successful implementation. To achieve these aims, we carry out a technical
action research (TAR) that will be further explained in the following section.
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2 Research Methodology: Technical Action Research

TAR is a research methodology to evaluate a design artefact in a real-world setting by
helping real actors with implementing it [14]. It is the process where the researcher
is scaling up the evaluation of the design artefact from “laboratory” conditions to the
unprotected conditions of practice [14]. In this study, we adapt the nested structure of
TAR provided by Wieringa [14] into the systematic steps shown in Fig. 1. The structure
provided in [14] is chosen because it comes with very clear steps to evaluate a design
artefact in a real situation and it can be aligned to the evaluation phase of the design
science research methodology (DSRM) that we used to design the proposed reference
architecture in our previous works [12, 13].

Fig. 1. Structure of TAR for this study (adapted from Wieringa [14])

In its essence, the nested structure of TAR consists of three research cycles: technical
design cycle, empirical cycle, and client-engineering cycle [14]. The design cycle (the
left column of Fig. 1) is a cycle where the researcher develops a design artefact to address
a class of problems. The empirical cycle (the middle column of Fig. 1) is a cycle where
the researcher evaluates research questions concerning the applicability of the design
artefact in a real setting. Lastly, the client engineering cycle (the right column of Fig. 1)
is a cycle where the researcher helps a real-world actor to implement the design artefact.

In our context, the technical design cycle has been carried out through the DSRM
research activities in our previous work [12, 13], where we ultimately proposed a ref-
erence architecture for the rural smartness platform that is summarized in Sect. 3. The
empirical cycle and the client-engineering cycle, which are the primary focus of this
paper, are presented in the subsequent sections. We start the empirical cycle in Sect. 4
with the definition of research questions and research design for this TAR. Then, we
continue with the client-engineering cycle in Sect. 5. Finally, based on our findings in
the client-engineering cycle, in Sect. 6, we go back to the empirical cycle with analysis
to answer the research questions.



132 I. Y. Mukti et al.

By carrying out the research activities as prescribed by the above methodology, the
study presented in this paper makes two contributions. First, the implementation app-
roach and lessons learned presented in this paper can be used by practitioners as starting
point for implementing the reference architecture of the rural smartness platform in their
own context. Second, we propose an extension and adaptation of the TAR methodology
(see Fig. 1), which can be used in future work as an evaluation method for a design
artefact developed with DSRM.

3 Reference Architecture of the Rural Smartness Platform

The rural smartness platform is a digital platform aimed at improving the rural economic
climate designed based on the SOA principles [15]. It provides digital services to accel-
erate the participation of rural businesses in a DBE through a collaboration between the
government and the third-party service providers.

We follow the SOA approach as the basis for designing the platform because of
the limitations in the previous approaches: top-down, community-driven, and single-
partnership approaches [16]. The top-down approach, where the government acts as
the main actor that provides end-to-end digital business services for rural communities,
requires a large amount of government investment [17] which would be difficult to apply
in low-middle income countries. The community-driven approach, in which different
actors collectively drive and self-organize themselves to establish a DBE, takes time and
does not always evolve into the desired state, especially when the rural areas have low
digital readiness [16, 18]. Lastly, in the single partnership approach, the establishment
of a rural DBE is done through exclusive cooperation between the government and a
major digital service provider [16]. This approach is found to be successful in China,
where the DBE is dominated by a single player and has strong legitimate support from
the government [19]. However, it could be challenging to apply the same approach in a
DBE environment dominated bymultiple players (e.g., Southeast Asian countries, India,
and Brazil), since a single partnership can threaten the healthymarket competition which
is essential for long-term economic vitality [20]. Therefore, with the above limitations
in mind, we propose a multi-partnership approach based on SOA to establish a rural
DBE.

In our previous work [12, 13], we have carried out DSRM research activities to
propose a reference architecture of the rural smartness platform that operationalizes our
approach. It is depicted with the ArchiMate standard [21] and consists of several view-
points. A layered viewpoint of the reference architecture that summarizes our proposed
approach is presented in Fig. 2.
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Fig. 2. Layered architecture of the rural smartness platform (adapted from [13])

Table 1. Rural smartness business services

Business service Description

Rural digitisation service Service that facilitates rural communities to convert their
business-related information (e.g., business profile,
offerings, or local attractions) into a digital form

Third-party collaboration service Service that enables the provision of digital services
through collaboration with third-party providers

Rural sales service Service that facilitates rural businesses to sell their products
to a broader market. The sales processes are carried out
through a data exchange mechanism where the rural
products are registered and managed in the rural smartness
platform, and the products’ sales fulfillment is facilitated by
the third-party online marketplaces

Rural funding service Service that facilitates rural businesses to obtain funding
from external funding sources. The funding processes are
carried out through a data exchange mechanism where the
funding requests are managed in the rural smartness
platform, whereas fulfillment of the funding is facilitated by
the third-party marketplace lending providers

(continued)
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Table 1. (continued)

Business service Description

Rural promotion service Service that disseminates information on rural touristic
attractions. The touristic information is conveyed to broader
audiences through a data exchange mechanism with tourism
portals that share information on tourism destinations over
the internet

Resource collaboration service Service that facilitates online collaboration among rural
businesses for resource procurement

Affiliate marketing service Service that enables citizens to participate in promoting
rural offerings over the internet to support the rural sales
service

Data analytics service Service that facilitates analytics process on the data
collected by the platform

The layered viewpoint (Fig. 2) depicts the interaction between the service broker,
the service requester, and the service provider. In the context of the proposed platform,
the government takes responsibility as the service requester and the service broker,
establishing the rural smartness business services since rural development activities are
seen as unprofitable by the private sector [11]. On the other hand, third parties from the
private sector play the role of the service provider.

In essence, the layered viewpoint explains that the third-party collaboration service
provided by the service broker enables the service requester to collaborate with the ser-
vice provider to realize the rural sales service, the rural funding service, and the rural
promotion service. Meanwhile, the service requester provides, by itself, the rural digi-
tization service, the resource collaboration service, the affiliate marketing service, and
the data analytics service. As for the technological components, the web API technol-
ogy facilitates the information exchange between the service requester and the service
provider.

With this collaborative approach, the government could concentrate its efforts on
ensuring the digital readiness of the rural communities, without large investments in
the development of functionality needed for the required services. On the other hand,
the third-party service providers are able to offer the rural communities access to their
digital services without the burden of ensuring their digital readiness.

The focus of this paper is to evaluate whether our approach presented in the reference
architecture is feasible to be implemented in a real setting and is perceived to be effective
by the actual users. Therefore, the process of constructing the proposed reference archi-
tecture and its detail is not part of the scope of this paper. Those belong to our previous
works which can be found in [12, 13].
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4 Research Questions and Research Design

The aim of TAR in this study is to evaluate the applicability of the rural smartness
platform reference architecture in a real-world setting. Therefore, to achieve that aim, we
investigate the following research questions: 1) can the proposed reference architecture
of the rural smartness platform be implemented in a real-world setting? (TAR RQ1), 2)
is the rural smartness platform, which instantiates the proposed reference architecture,
perceived to be effective in improving the rural economic climate by the actual users?
(TAR RQ2), and 3) what kind of readiness factors must be satisfied to ensure a feasible
instantiation of the proposed reference architecture in a real setting? (TAR RQ3).

To be able to answer the above research questions, we need to acquire a real imple-
mentation case study. For that purpose, we collaborated with the ICT Agency of West
Java province, Indonesia, which took our reference architecture as a baseline for the
actual large-scale implementation of a rural smartness platform in the region.

5 West Java Implementation Case Study

We carry out several research activities to implement the proposed reference architecture
inWest Java, Indonesia. First, we investigate the problem concerning the rural economic
climate in West Java to see whether the implementation of the proposed reference archi-
tecture is relevant to the actual context (Subsect. 5.1). Then, we formulate an implemen-
tation plan that is suitable for the context in West Java (Subsect. 5.2). Finally, based on
the plan, together with the ICT Agency of West Java, we execute the implementation
project (Subsect. 5.3).

5.1 Problem Investigation

West Java has a lot of economic potential available in its rural areas. Depending on the
geographical location, local resources, and socio-economic situation, this potential can
materialise itself in agriculture (e.g., crops and livestock), consumer goods (e.g., culinary
products and crafts), or tourism (e.g., natural landscapes and cultural events). However,
rural businesses face difficulties to turn this potential into actual economic values,mainly
due to limited market access, limited awareness of rural attractions, inefficient supply
chain, and limited funding opportunities for rural entrepreneurs.

To address the aforementioned difficulties, the provincial government of West Java
has been accelerating the diffusionof IT innovation in its rural areas through theWest Java
Digital Village program. As part of this program, the government has been implementing
basic internet infrastructure throughout rural areas ofWest Java.As ofMarch 2020, 4,541
out of 5,342 villages (85%) have been equipped with internet access [22]. However, our
empirical study from a sample of 202 villages in West Java suggests that the current
advancement of internet penetration in rural areas has a low impact on the improvement of
the rural economic climate [23].Oneof themain reasons behind that finding, as suggested
from our survey in [23], is because the dominant usage of the provided internet services
is for social communication (e.g., social media and instant messaging) and information
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access (e.g., internet browsing), thus, mostly for entertainment purposes and not for the
online activities that have economic benefits.

To improve the impact of the current IT infrastructure advancement in its rural areas,
the provincial government aims to facilitate rural businesses with digital services to
improve their market access, supply chain, access to funding sources, and awareness
of rural attractions. However, due to limited budget and capabilities, the provincial
goverment cannot facilitate and manage the necessary digital business services to fulfil
the needs of the whole rural business community timely.

Furthermore, the government cannot rely on third-party providers from the private
sector to provide these necessary digital business services. This is because the citizens
in the rural areas of West Java have relatively low purchasing power. Additionally, since
the digital village program is still at an early stage, they still lag behind in terms of
digital literacy. Therefore, although the third-party digital service providers understand
the potential of the rural market and are interested in offering their digital services to
this market, engagement with rural businesses at this time is not economically attractive.
In addition, the government need to get accurate information concerning the economic
potential and business activities in rural areas to improve the effectiveness of their strate-
gic intervention for rural economic development. Such information would be difficult
to obtain if they fully rely on third-party service providers.

The above challenges in providing the necessary rural digital business services moti-
vate the provincial government of West Java to implement the proposed reference archi-
tecture of the rural smartness platform in its region. By implementing the proposed
reference architecture, the government could efficiently provide the necessary digital
business services since the fulfilment of those services is carried out by third-party ser-
vice providers. Thus, the government could focus its effort on improving the digital
literacy of rural communities. On the other hand, the third-party service providers no
longer need to make a high investment to facilitate the access of rural businesses to their
services. Instead, they just have to open their APIs to the rural smartness platform.

5.2 Implementation Plan

Together with the ICT Agency of West Java, we made a plan to instantiate the proposed
reference architecture for the use of rural businesses in West Java. The goal is to imple-
ment all of the rural smartness business services (see Table 1) that are covered by the
proposed reference architecture. However, considering the existing capability of the ICT
Agency of West Java, it is unrealistic to implement all of those services at once. There-
fore, we decided to split the implementation project into two phases: the foundation
phase and the enhancement phase.

The foundation phase aims to implement the SOA approach as the backbone of the
reference architecture and facilitates sales for rural products since it can trigger accel-
eration in rural business activities. Therefore, this phase includes the implementation
of the rural digitisation services, the third-party collaboration service, the rural sales
service, and the data analytics service. The remainder of the rural smartness business
services (i.e., the rural funding service, the resource collaboration service, the rural pro-
motion service, and the affiliate marketing service) are planned to be implemented in
the enhancement phase.
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5.3 Execution of the Implementation Plan

In this sub-section, we give an account on the execution of the implementation plan.
However, since the implementation project is still ongoing, we only report the imple-
mentation within the foundation phase, which has been carried out from March 2021
until March 2022.

The ICT Agency of West Java started the implementation project by establishing the
implementation project team. Initially, the implementation of the actual rural smartness
platform was planned to be fully developed by the ICT Agency of West Java. However,
due to the covid-19 pandemic, most of the agency’s resources were re-directed to handle
the pandemic in the region. Therefore, the government eventually formed a partnership
with a private company to develop the actual platform. In the partnership, the govern-
ment’s main responsibility is the stakeholder and user engagement, whereas the main
responsibility of the private company is the technical development and operation of the
platform. Although the platform is developed by the private company, the platform is
part of theWest Java Digital Village program, and the government has the right to access
the data within the platform. Meanwhile, our role during this implementation project is
to help the implementation team by explaining the details of the reference architecture,
supporting the day-to-day development activities, and assisting them in rolling out the
implementation to the actual users.

During the period of the foundation phase, the rural smartness business services
within the scope have been implemented. The rural digitization service has been realized
by facilitating the registration of rural products (see Fig. 3.a). The third-party collabo-
ration service has been realized by the API integration with two of the largest online
marketplace providers in Indonesia: Tokopedia and Shopee (see Fig. 3.b, Fig. 3.c and
Fig. 3.d). The rural sales service has been realized through the facilitation of an end-
to-end sales process that is done through the data exchange mechanism between the
rural smartness platform and the partnered marketplaces (see Fig. 3.e). Finally, the data
analytics service has been realized by the data reporting functionality that grants the gov-
ernment access to the data generated in the platform, including products, transactions,
and users’ demographical data (see Fig. 3.f).

To attract rural businesses to become users of this platform, we help the ICT Agency
of West Java to carry out several user engagement activities. To this end, we conducted
workshops for selected rural businesses and give them continuous assistance on the
usage of the platform after the workshops. However, due to the covid-19 pandemic, we
were not able to organize on-site workshops. Therefore, the all workshops took place
online.

We have conducted two online workshops with two groups of participants dur-
ing the foundation phase: rural micro-businesses (i.e., business entities owned by rural
entrepreneurs with fewer than 10 employees) and village-owned enterprises (i.e., busi-
ness entities owned by the village government that has the responsibility to carry out
business activities for the welfare of the community within that respective village). Dur-
ing the workshops, we explained the overall concept of the rural smartness platform,
demonstrated the use of the actual rural smartness platform, and then guided them to use
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it. In addition, for the rural smartness business services not coveredwithin the foundation
phase, we demonstrated to the participants our prototype of the applications that cover
those services. After the workshops, we added the participants to an instant messaging
group which was used as the communication channel for continuous assistance on the
usage of the platform.

Fig. 3. Screenshots of the actual platform: a) registration of the rural product, b) synchronization
setup with Shopee, c) synchronization setup with Tokopedia, d) synchronized products to the
partnered online marketplaces, e) dashboard panel to manage incoming orders from the partnered
marketplace, f) data reporting dashboard

6 Analysis: Answers to the TAR Research Questions

This section describes the last step of the TARwhere we provide answers to the research
questions based on our findings during the implementation of the foundation phase.
These answers are described below.

TAR RQ1: Can the proposed reference architecture of the rural smartness platform
be implemented in a real-world setting?
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As described in Subsect. 5.3, during the foundation phase, the rural smartness busi-
ness services within the scope have been implemented. These business services cover
the implementation of the SOA approach as the backbone of the reference architecture
and sales facilitation to trigger business activities in rural areas. The SOA approach has
been realised by the facilitation of data exchangemechanism between the ICTAgency of
West Java (as the platform operator) and the online marketplace companies (i.e., Toko-
pedia and Shopee) in providing the rural sales business service. In SOA terminology,
the West Java ICT Agency plays the role of both service requester and service broker.
On the other hand, the online marketplace companies play the role of service providers.

The aforementioned implementation results during the foundation phase confirm
the general feasibility of the proposed platform architecture. The main reason for this
claim is the fact that our platform architecture is essentially service-oriented, which is
a guarantee for the feasibility of plugging in other remaining services (i.e., the rural
funding service, the resource collaboration service, the rural promotion service, and the
affiliate marketing service) at a later phase.

However, for the successful implementation of the complete architecture, engage-
ment with the third-party service providers is a critical readiness factor that needs to
be ensured. This readiness factor concerns both business and technical aspects. For the
business aspect, it is essential to formulate a business model that can add value to the ser-
vice providers. Furthermore, it is also important to define a clear responsibility for each
party involved in the collaboration. On the other hand, for the technical aspect, it is crit-
ical to ensure interoperability with the service providers. This interoperability readiness
concerns with the differences in application processes, data fields, message formats, and
APIs used by themultiple service providers participating in the rural smartness platform.

TAR RQ2: Is the rural smartness platform, which instantiates the proposed reference
architecture, perceived to be effective in improving the rural economic climate by the
actual users?

We answer this question with the help of a survey of the rural businesses that have
been registered on the actual platform and participated in the workshop during the
foundation phase. The survey aims to assess their perception of whether their use of
the rural smartness platform will be more effective in supporting the rural business
ecosystem in comparison to their current situation (i.e., doing business without using
the platform).

The survey is operationalized with 6 measurement indicators described in Table 2.
These indicators are chosen because they represent innovativeness and competitiveness
that were proved to be the strong predictors of rural economic welfare improvement, as
has been empirically validated in the theoretical model of rural smartness [23].
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Table 2. Description of measurement indicators

Measurement indicators Description

Innovativeness

Business collaboration The degree to which the rural smartness platform helps the rural
businesses to carry out business collaboration

Value creation The degree to which the rural smartness platform helps the rural
businesses to create new economic value

Entrepreneurship The degree to which the rural smartness platform supports the
growth of entrepreneurship in rural areas

Competitiveness

Market access The degree to which the rural smartness platform helps the rural
businesses to sell their offerings to a broader market

Business productivity The degree to which the rural smartness platform helps the rural
businesses increase their productivity

Business efficiency The degree to which the rural smartness platform helps the rural
businesses to improve the utilization, sharing, and distribution of
their resources

We distributed the survey through an online self-administered questionnaire. The
respondents were asked to score their expected performance (on a five-point scale) with
respect to themeasurement indicators in the two scenarios: if they use the rural smartness
platform and if they don’t.

Therewere 47 respondents that provided responses for both scenarios. Based on these
responses, we used the multivariate analysis of variance (MANOVA) to test whether the
use of the rural smartness platform has a better impact on the performance of the rural
business environment (which is measured by innovativeness and competitiveness) in
comparison to the existing situation. Table 3 shows the test results. Since the sample
size for each scenario was above 30 (i.e., a group size of 47), these results are robust
against the violations of the MANOVA assumptions [24].

To identify the difference between the two scenarios (i.e., with and without plat-
form use), we utilised Pillai’s Trace statistic. Pillai’s Trace was chosen because it is
more robust than the other multivariate test criteria [25]. The results of the Pillai’s Trace
(F6,87 = 13.308, p < 0.001) provide empirical evidence that a significant difference
exists between using the rural smartness platform and relying on the current situation.
Further assessment of the mean score of each measurement indicator shows that the use
of the rural smartness platform is perceived by the respondents to bring a significant
improvement to the rural business ecosystem compared to the current situation. More-
over, according to Richardson [26], the value of the partial eta squared (η2p) on each
measurement indicator, that is greater than 0.14, indicates that the use of the rural smart-
ness platform has large effects on improving the innovativeness and the competitiveness
of business ecosystem in rural areas.
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Table 3. MANOVA results

Measurement
indicator

Using the rural
smartness
platform

Current situation p-Value η2p Multivariate test

Mean Std. Mean Std.

Innovativeness Pillai’s Trace:
F = 13.308
df = 6
error df = 87
p < 0.001

Business
collaboration

3.9787 0.92052 2.7234 0.99350 <0.001 0.305

Value creation 4.0851 0.77543 2.6170 0.87360 <0.001 0.447

Entrepreneurship 4.0426 0.72103 2.7660 1.04700 <0.001 0.340

Competitiveness

Market access 4.1277 0.79720 2.6596 1.14733 <0.001 0.361

Business
productivity

4.0851 0.77543 2.6596 0.96181 <0.001 0.405

Business
efficiency

4.0213 0.84672 2.6383 0.87042 <0.001 0.399

TAR RQ3: what kind of readiness factors must be satisfied to ensure a feasible
implementation of the proposed reference architecture in a real setting?

To answer this question, we analyze our experience in carrying out the foundation
phase of the implementation project. We extract factors that must be satisfied to imple-
ment the proposed reference architecture in three contexts following the TOE framework
[27]: technological, organizational, and environmental. The technological context relates
to the required technological elements enabling the implementation of the proposed ref-
erence architecture. The organizational context captures the organizational capabilities
needed to ensure the implementation of the reference architecture is feasible. Lastly, the
environmental context includes the necessary readiness factors in the social structure
surrounding the implementation of the proposed reference architecture. This framework
is chosen because it has been widely used to study the diffusion of technology innovation
in various contexts and has a high explanatory power [28].

Table 4 lists our findings. Our results show that the capabilities of the regional gov-
ernment (readiness factors for the organizational context) hold a crucial role in driving
the implementation of the proposed reference architecture as it determines the fulfilment
of the requirements in both technological and environmental contexts. From our experi-
ence during the implementation project in West Java, the readiness of IT infrastructure
and digital literacy in rural areas are strongly reliant on the government because they
are not economically attractive and feasible for the private sector. Furthermore, imple-
mentation of the proposed reference architecture requires an active collaboration of the
government (as the operator of the rural smartness platform) with the third-party ser-
vice providers. However, this collaboration is unlikely to happen if the government does
not initiate it, because rural communities are not the priority of the third-party service
providers as they have predominant urban-orientation [7, 8].
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Table 4. Readiness factors to implement the proposed reference architecture in a real setting

Context Readiness factors

Technological 1. Internet access and IT devices for internet connectivity are available in rural
areas, at least at the level of the formal rural business units (e.g.,
village-owned enterprises and rural cooperatives)
2. The third-party digital services (i.e., the online marketplace platforms, the
online marketplace lending platforms, and the tourism portals) are possible to
be connected with the rural smartness platform (e.g., through the availability
of open APIs)

Organisational 1. The regional government has a strong commitment to adopting IT
innovation to improve the rural economic climate
2. The regional government drives the initiatives to provide IT infrastructure
in rural areas (internet connectivity and IT devices) and to improve the digital
literacy of rural citizens
3. The regional government has the necessary resources and capability (owned
by the government or provided through collaboration) to develop and
implement the rural smartness platform
4. The regional government is capable to collaborate with the related
stakeholders, including the third-party service providers, the related
government agencies within the region, and the rural communities

Environmental 1. Rural areas in the region have potential offerings that can be turned into
economic values
2. Rural businesses are willing to utilise technology in their business activities
3. Rural businesses have sufficient digital literacy to use an internet-based
application, at least at the level of the formal rural business units (e.g.,
village-owned enterprises and rural cooperatives)
4. The third-party service providers are willing to collaborate in the
implementation of the rural smartness platform

In particular, we found an important finding in the environmental context. The
reliance of the rural businesses’ digital readiness on the government has a practical
consequence on user engagement, especially at the early stage of the implementation
project. Instead of engagingwith random rural businesses, the user engagement activities
should focus on attracting rural business units that are part of the government’s structure,
such as village-owned enterprises, to become users of the platform as its early adopters.
The main argument for this preference is that the government has already an established
relationship with them and can easily support them in achieving digital readiness (IT
infrastructure and digital literacy). Our observation during the implementation of the
foundation phase justifies this approach. We observed that the village-owned enterprises
have a better digital readiness and are more active in using the platform than the rural
micro-businesses. In addition, the village-owned enterprises can act as a hub that also
sells the rural microbusinesses’ products. This way, the rural micro-businesses can focus
their effort on creating the products instead of struggling with their digital readiness.
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7 Conclusion and Future Work

In this paper, we evaluate whether the reference architecture of the rural smartness
platform that we proposed in our previous work [12] is applicable and effective in a
real-world setting. For that purpose, we carry out a TAR by working closely with the
ICT Agency of West Java provincial government, Indonesia, which took our proposed
reference architecture as the baseline for the actual large-scale implementation of the
actual platform in their region.

The implementation results of TAR in West Java confirm the general feasibility of
the proposed platform architecture. During the foundation phase of the implementation
project, we have implemented the SOA approach, which is the backbone of the reference
architecture to facilitate the acceleration of rural business activities. Furthermore, the
statistical analysis based on the survey data from rural businesses that participated during
the foundation phase of the implementation project provides empirical evidence that the
use of the rural smartness platform is perceived to have large effects on improving the
innovativeness and competitiveness of the business ecosystem in rural areas. In addition,
we have extracted from our experience in the TAR, the readiness factors that must be
satisfied to ensure a feasible implementation of the proposed reference architecture in a
real setting.

Finally, this paper has several limitations that provide directions for future work.
First, since the implementation of the proposed reference architecture during the period
of this TAR has just reached the deployment stage, the size of the economic benefits
resulting from the implementation is not yet visible. Therefore, the next step would be
to measure the actual economic impact following the deployment of the rural smartness
platform in West Java, which is currently in progress. For this, a longitudinal study is
necessary to understand how the impact of the platform changes overtime depending
of speed and scale of the adoption. Second, we did not study the willingness of rural
businesses to use the actual rural smartness platform as part of their business activities.
This limitation leaves room for future work to explore motivations and factors affecting
the use behavior of the platform.
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in-person TEAR workshop since the Covid-19 pandemic, as reflected by the titular
“connecting people in a connected world.” TEAR 2022 was co-located with the 2022
EDOC conference in Bolzano, Italy. We received 12 submissions, of which six papers
were selected for presentation and inclusion in the workshop proceedings. This year’s
TEAR papers cover diverse topics, roughly divided into papers studying EA-related
phenomena and design-oriented EA modeling papers.

When it comes to studying EA, the paper by Plessius, Steenbergen, Ravesteijn and
Versendaal reports on the results of a survey among enterprise architects and EA stake-
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Abstract. Nowadays, many organizations have adopted an agile way of working
where agile teams are responsible for the architecture, design and implementation
of transformations in business processes. To get some recent empirical data on how
this influences the value of EA as perceived in organizations, a survey has been
created based on the Enterprise Architecture Value Framework (EAVF), a model
to categorize value items. The survey has been distributed among (enterprise)
architects and stakeholders of EA. Only small differences were found between the
answers of these groups and the overall picture is that the respondents find the con-
tribution of EA (average) important. A more detailed exploration of the outcomes
shows that in areas which have a long-standing tradition with EA such as compli-
ance, risk prevention, data management and information systems, the contribution
of EA is perceived as (very) important, while in areas such as sustainability, mar-
ket strategy and technology research the contribution of EA is assessed as less
important. The results also suggest that the maturity of the EA processes can be
improved.

Keywords: Enterprise architecture · Enterprise architecture value · Enterprise
architecture value framework · Enterprise architecture value survey

1 Introduction

Since the proliferation of agile practices in organizations, the discussion about the use-
fulness and value of Enterprise Architecture (EA), has revived [1, 2]. Some authors
claim that EA has to adapt itself to new ways of working [3–5], while others state that
members in agile teams should be able to think like an architect [6] or even that EA has
outlived its usefulness [7]. The discussion about the value of EA originated around the
turn of the century with the emergence of EA as a means to achieve better alignment
between the business and the information technology function in an organization [8, 9].
In practice EA has many interpretations that result in major differences between the way
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EA is organized and governed in organizations [10, 11], making the value of EA, in the
words of Kaisler and Armour [12], an ‘elusive question’.

In discussions about the value of EA, it is important to keep in mind that value
is not restricted to financial value alone, but has many more dimensions [13]. EA can
bring value in areas such as risk reduction, innovation capability, logistics management,
compliance and many more. While some of these areas are measurable (given adequate
accounting), many are not quantifiable [8]. Moreover, while the visible outcomes of EA
are mainly documents, its real value lies in what is done with the artifacts created [14].
Because many different stakeholders are involved in the process leading to implemen-
tation, it is difficult to say to what extent success can be explained by EA alone [8]. To
mitigate these limitations, we decided to ask (enterprise) architects and stakeholders of
architecture how they assess the value of EA. While the results of such an approach are
subjective, literature shows us that self-assessments are a reliable instrument [15] and
can be quite useful in practice where architects get feedback on their efforts and may use
the results to optimize the alignment of their activities to the strategy and goals of their
organization. Moreover, as empirical data about the value of EA are scarce [9, 16], the
results may provide a detailed insight in the current state of EA, especially in an agile
world. Motivated by the need for empirical data, this paper addresses the research ques-
tion: “Where can the most important contribution to the value of enterprise architecture
be found, according to architects and stakeholders of enterprise architecture”?

To answer the research question, we created a survey consisting of 62 questions about
the perceived value of EA, complemented with 10 questions about the background of the
respondents. The questions about the perceived value of EA are based on our previously
published Enterprise Architecture Value Framework (EAVF) [17, 18], in which benefits
and costs of EA are classified along two axes: organizational goal and architectural
activities. We discuss this model in the next section, followed by a short overview of
relevant literature. In Sect. 4, the research method including the construction of the
questionnaire is explained and Sect. 5 is dedicated to the outcomes of the survey. We
end the paper with a discussion of the results.

2 The Enterprise Architecture Value Framework

After a structured literature research, Boucharas et al. [19] conclude that EA value
concepts such as goal, benefit and cost are not defined in most research papers and that
the way in which EA benefit categories are derived, lacks transparency. This makes it
almost impossible to compare studies into the value of EA or to develop a common set
of metrics [19–23]. Hence, we started our earlier research into the value of EA [17] with
definitions of the basic concepts of EA value, based upon definitions of these concepts in
business literature, particularly the definitions as given by Renkema and Berghout [13].
For example, an EA benefit/cost is defined as “The positive/negative contribution from
(one or more) EA activities towards the desired state of affairs for an organization as
stated by some goal of that organization” where an EA activity is defined as: “The work
that a company or organization performs to create a certain output that is carried out
by the EA function of the organization”.
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From this definition we concluded that EA benefits and EA costs can be classified
by organizational goal and EA activity. Peppard and Ward [24] argue that organiza-
tional goals and performance measures are often made explicit by means of a balanced
scorecard (BSC) analysis [25], so we decided to use the four goal-perspectives of the
BSC to classify organizational goals. This decision is supported by the fact that the BSC
is widely used in practice [26] and by the research of Boucharas et al. [27] who have
assessed several frameworks for classifying organizational goals and found the BSC the
most suitable in the context of EA value.

To classify EA activities, we used the three organizational processes to which EA
activities according to Ahleman and El Arbi [28] are closely related: strategic planning
in which the EA is developed, the project life cycle in which the EA is implemented
and operations and monitoring in which EA exploitation activities take place. Based
on these classifications we have created a two-dimensional framework to classify EA
benefits and costs: the Enterprise Architecture Value Framework (EAVF) as depicted in
Fig. 1.

Fig. 1. The enterprise architecture value framework [17]

A more substantial discussion on the EAVF and its background can be found in a
previous published paper [17]. In that study it is also shown that the EAVF complies
with the necessary conditions for a taxonomy as formulated by Nickerson, Varshney and
Muntermann [29] and that it can be used as a reference model for other classifications of
EA benefits as well. An important aspect of the EAVF is that it is based on the outcomes
of EA activities and not on the way these activities are carried out, making the EAVF
independent of how the EA function is organized or which methods and tools architects
use.

In a follow-up study [18], the four categories of organizational goals were subdi-
vided in 31 goal-subcategories where a contribution of EA may be expected. In Table 1
these goal-subcategories are summarized (in this table ‘Costs’ should be read as: goals
concerning costs’, etcetera). Definitions of the various goal-subcategories can be found
in [18], including their validation by a panel of 13 (Dutch) EA experts in a Delphi
study. While, according to these experts, EA may contribute to all goal-subcategories,
it remains unsure whether they are complete.
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Table 1. Abbreviations of the goal-subcategories in the EAVF [18]

Financial and
accountability

Customer and
partnerships

Internal processes Learning and growth

Costs
Revenues
Investments
Compliance
Governance
Risk management
Societal
responsibility

(Customer)
experience
(Customer)
relationships
Product position
Market strategy
Ecosystem

Logistics
Procurement
Business processes
Marketing and sales
Service delivery
Data management
Information mgt
Technology (nonIT)
General mgt
Quality mgt
HRM
Innovation

Competences
Culture
Communication and
knowl. mgt
Alignment
Agility
Technology research
Evaluation and re-use

3 Related Work

As stated in the introduction, there are many interpretations of what EA is (or should be),
both in practice as well as in the literature. Interesting overviews can be found in [30, 31].
In this study, building on the definitions given in [31], we view EA as ‘a discipline that
directs enterprise transformations’, which implicates that we are effectively accepting a
very broad range of interpretations of the concept of EA. This is in line with the diversity
of EA implementations in practice [11].

When studying the value of EA, we have to take into account both the benefits of
EA and the costs of EA [32, 33]. Papers on the benefits of EA are numerous, including
a number of meta-studies. However, papers on the costs of EA are almost non-existent.
If costs are mentioned, it is in the context of cost reductions by the implementation of
EA [34–36], which we consider a benefit of EA.

As a complete overview of all that is written about EA benefits is out of scope for
this paper, we will limit ourselves to meta-studies about the topic. One of the first papers
giving an overview of existing literature on the subject of EA benefits is by Niemi in
2008 [8]. In an extensive literature study, he identified 27 classes of EA benefits, which
are validated by a focus group. Next, Niemi uses the IS classification model of Giaglis,
Mylonopoulos and Doukidis [37] to classify these benefits, resulting in 4 classes of EA
benefits. Somewhat later, Boucharas et al. [19, 27] conducted a systematic literature
review and they identified 100 mutually exclusive benefits which they classified in the
strategymap [38] – an extension of the balanced scorecard [25]. In 2011 Tamm et al. [39]
counted 213 benefits in a systematic literature review which they classify in 12 different
types of EA benefits, but they do not explain how these categories were developed. More
recently, in 2017,Yusuf andKurnia [40] identified 40different types ofEAbenefitswhich
they classify in 5 categories, based on the benefit framework for enterprise systems of
Shang and Sheddon [41]. In 2019, Niemi and Pekkola [42] discerned 250 EA benefits
which they – without further explanation – classify in 40 types. In the same year, Gong
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and Janssen [9], based on a structured literature research, discern 9 different categories
of EA benefits, without explaining where this classification is based upon.

The meta-studies above are grounded in literature research. However, only a small
number of authors have used a survey as a means to get empirical data on EA value.
Shanks et al. [16] in 2018 found eight publications where a survey was used as the
researchmethod.Only the survey conducted byFoorthuis et al. in 2010 [34] and an earlier
survey by us conducted in 2014 [43] are aimed at gathering data about the perceived
value of EA. The other studies focus primarily on how EA benefits are achieved, rather
than on the benefits themselves.

4 Research Design

As shown in the research of Shanks et al. [16], older literature on EA value/EA benefits
is mainly conceptual in nature. Empirical studies about how the value of EA is perceived
in organizations are still scarce [16] andwe did not find any recent empirical studies even
though in the last decade a proliferation of agile implementation methods has occurred
[1]. In order to get an overall picture of the current perception about the value of EA
and at the same time get an impression of the adaptation of EA to agile implementation
methods, we decided to use a survey as our research method. Based on the EAVF, we
decided to discern three target groups:

• EA Developers: architects who create, adapt and maintain (parts of) the enterprise
architecture such as enterprise architects, domain architects, business architects and
information architects.

• EA Implementers: architects and non-architects who are accountable for the imple-
mentation of parts of the enterprise architecture, usually in projects. Examples are
solution architects, system architects, program- and project managers.

• EA Users: non-architects who in their line of work are confronted with the results of
enterprise architecture, such as business line managers, staff and project owners.

As there may exist some overlap between the three groups, in the survey we let
respondents decide for themselves whether they are developing, implementing or using
EA (or none of these) and in this way choose their viewpoint towards EA.

The survey for each of these groups consists of two parts: the first part contains
general questions about the background of the respondents (this part is the same for all
respondents) while the second part implements the questions about the value of EA.
As we wanted the questionnaire to be based on value items as reported in literature, we
started the construction of the second part of the survey with an inventory of EA benefits,
using studies as mentioned in the previous section. In this way we gathered 112 specific
EA benefits, which were categorized in the 31 goal-subcategories as depicted in Table 1.
In order to keep the survey comprehensive, in the overloaded subcategories we com-
bined various benefits into one value item. For example, benefits such as ‘reduce costs in
general’, ‘reduce specific costs like IS/IT costs’ and ‘reduce administrative costs’, were
combined in one item ‘lower operational costs.’ This resulted in 62 unique value items
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where each item is a statement about the contribution of EA, for example ‘lower oper-
ational costs c.q. higher revenues’, ‘the (expected) effects on customer experience and
customer satisfaction’ or ‘the willingness and ability to cooperate in the organization’.

Next, for each item we established the relevance for the three groups of potential
respondents. For example, an item about the manageability of projects is relevant for
EA implementers, but not for EA developers. The value items and their distribution over
the three groups can be found with the outcomes of the questions (see Sect. 5).

The value items can be scored on a 5-point scale ranging from ‘not important at all’
(score 1) to ‘very important’ (score 5), supplemented with the option ‘don’t know’ for
items where the respondents are not aware of the value delivered by EA to that item.
For each of the three groups of respondents, a base question was formulated asking
for the perceived value of EA on the value items. In the version for the EA developers
this base question is: ‘Please state with a score from 1 to 5 the importance of the next
items in developing and updating the overall architecture’. In the version for the EA
implementers this is replaced by: ‘Please state with a score from 1 to 5 the importance
of the next items in preparing solution/systems architectures during implementation
processes’ and in the version for EA users by: ‘Please state with a score from 1 to 5 the
importance of the contribution of architecture with respect to the next items’. The items
were ordered within the four goal-perspectives of the EAVF and to each set of questions
an open question was added asking for the completeness of the questions in the eyes
of respondents. To prevent a systematic bias from weariness, the four sets of questions
were presented to the respondents in random order. After all questions were answered,
the questionnaire ended with the calculated average scores on the four goal-perspectives
from the EAVF and respondents could comment on this feedback. Finally, the questions
were made ready for distribution using the online tool Limesurvey.

The survey was tested by 2 persons and based on their remarks, ‘contribution’ was
used instead of ‘value’ as to the testers, ‘value’ was too strongly associated with financial
value alone.

After completion, the survey was accessible for a period of two months in the spring
of 2021. In this period potential respondents were approached via different channels such
as the ‘Nederlands Architectuur Forum NAF’, a community of practice for architects,
the research groups ‘Digital Ethics’ and ‘Process Innovation and Information Systems’
of the University of Applied Sciences Utrecht as well as via colleagues of the authors.
Furthermore, it was brought to attention in LinkedIn groups on architecture.

The survey was conducted anonymously, but after completion of the survey respon-
dents were given the possibility to receive the analysis and conclusions. To guarantee
anonymity, the email address of the respondents was stored separately from the survey
data.

5 Results

In the period the survey was accessible, 256 people opened the link to the survey but
only 136 of these started with the questionnaire. This resulted in 105 full responses from
which 7 indicated that they were not in any way involved with architecture. All questions
and their outcomes can be found on http://eduples.nl/index.php/results2021.

http://eduples.nl/index.php/results2021
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The statistical analysis of the data has been done with the statistical package SPSS,
version 28.

5.1 Characteristics of the Organizations of the Respondents

Almost all economic sectors were present in these responses, with an emphasis on
the governmental sector (Table 2). Compared to other surveys on EA value in the
Netherlands [34, 43], we see more respondents from the industrial sector, but less in
the financial and insurance sector. As over the past decade the financial and insurance
sector in the Netherlands has diminished considerably, we assume the distribution to be
representative.

Table 2. Distribution over economic sector

The organization I work for can be classified in the following
economic sector

This survey [34]
(2010)

[43]
(2014)

No answer
Agriculture, fishing, forestry and mining
Industry (nutrition and manufacturing) and construction
Energy, water and waste production/processing
Education and research
Health and community work
Government (including Defense)
Financial and insurance services
Information, communication, entertainment/recreation
Trade, transport and other services

0%
0%
13%
4%
7%
11%
28%
14%
7%
15%

0%
1%
6%
5%
2%
3%
31%
30%
12%
10%

0%
2%
3%
5%
6%
5%
24%
35%
6%
13%

In line with other research [34, 43], in terms of size larger organizations are in the
majority (Table 3), which is to be expected as smaller organizations usually do not
employ architects.

Table 3 also shows the distribution of the number of architects over architectural
task areas. As we expect the number of architects to grow with the size of the orga-
nization, we performed a correlation test on the variables ‘organizational size’ against
‘number of architects’. In correspondence with the ordinal character of the variables we
used Spearman’s rank correlation and found moderate positive correlations: ρs = 0.435
for organizational size vs. number of enterprise/domain architects and ρs = 0.524 for
organizational size vs. number of solution/systems architects; both with p < 0.001.

Almost half of the organizations (49%) have more than 10 years experience with
architecture, but still 7% of the respondents state that the organization they work for
has less than 1 year of experience with architecture. Most respondents (60%) have
ample (over 6 years) of experience in their current function but we found no significant
correlation with the architectural experience of the organization. Finally, in about 10%
of the organizations the focus of architecture is on business and information only, while
in one-third the focus is on application and infrastructure. In the remaining half of
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Table 3. Distribution over organizational size and architectural task area

How many employees are
there in the organization
you work for?

How many architects
does the organization
you work for
employ?

Enterprise/domain
architects

Solution/system
architects

Don’t know/No
answer
Less than 10
10 to 100
101 to 500
501 to 2000
More than 2000

0%
2%
6%
14%
27%
50%

Don’t know/No
answer
0
1
2 to 5
6 to 10
11 to 20
More than 20

4%
4%
15%
22%
22%
14%
19%

7%
11%
9%
16%
11%
15%
31%

the organizations, the respondents indicate an equal focus on business/information and
application/infrastructure architecture. These results are comparable to those in [43].

Of the 105 respondents, 56 (53%) indicated they are EA developer, 27 (26%) as
EA implementer and 15 (14%) as an EA user. The remaining 7 respondents found they
have no or insufficient experience with architecture. Their responses will not be used
in the next sections as they did not answer the questions about the contribution of EA.
The number of respondents is relatively low, especially in the group of EA users, but
when taking the three groups together we have in our outcomes – with a confidence
level of 95% – a margin of error less than 10% (using the sample size calculator of
Surveymonkey on https://www.surveymonkey.com/mp/sample-size-calculator/).

5.2 Perceived Contribution of EA

In the survey, the questions about the contribution of EA are divided over the four
goal-perspectives of the BSC. In Table 4 the averaged results in these goal-perspectives,
categorized by group of respondents, are given, together with the percentage of the
respondents who found the contribution of EA important to very important (score 4 or
5).

As the differences between the values in Table 4 are very small, not much can be
concluded from these results – except the fact that in all four goal-perspectives and for all
three groups the contribution of EA to the organizations of the respondents is considered
between average important and important. Although the averages of the EA developers
are marginally higher than those of the other two groups, the differences are very small
and due to the relatively small number of respondents, no hard conclusions can be drawn
from the outcomes.

More can be learnt by looking at the answers to the individual questions – especially
the outstanding ones, the positive (average score ≥ 4, important to very important) as
well as the negative results (average score < 3, less than average important). These
results are shown in Tables 5 and 6 and they give a good picture of the items where the

https://www.surveymonkey.com/mp/sample-size-calculator/
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Table 4. Averaged results and positive percentages by group and goal-perspective

Category Number Finance and
accountability

Customer and
partnerships

Internal
processes

Learning and
growth

EA developers 56 3.6/56% 3.4/54% 3.6/59% 3.6/59%

EA
implementers

27 3.6/58% 3.4/53% 3.5/56% 3.3/49%

EA users 15 3.4/50% 3.3/53% 3.5/54% 3.4/52%

All 98 3.5/55% 3.4/53% 3.6/57% 3.5/55%

contribution of EA to the goals of the organization is perceived high (Table 5) or low
(Table 6).

Table 5. Outstanding positive scores

Items with average score ≥ 4 Dev
N = 56

Imp
N = 27

Exp
N = 15

All
N = 98

Finance and accountability

Compliance with laws, regulations and internal standards
Prevention of risks in business and information processes

4.4
(3.9)

4.7
4.2

(3.9)
(3.6)

4.4
(3.9)

Customer and partnerships

The exchangeability of data with partners (3.9) (3.8) 4.1 (3.9)

Internal processes

Digitization of business processes
The quality of stored data
The interoperability of data between information systems
The quality of information systems and IT infrastructure
The security of information, systems and infrastructure
‘Outsourcing’ and ‘cloud’
The involvement of stakeholders

4.1
4.3
4.3
(3.7)
4.4
(3.9)
4.0

(3.7)
(3.9)
4.2
4.4
4.6
4.1
(3.6)

4.2
(3.9)
(3.9)
(3.8)
(3.5)
(3.4)
(3.4)

4.0
4.1
4.2
(3.9)
4.3
(3.9)
(3.8)

Learning and growth

Insight into current and desired situation and the road map 4.2 4.1 (3.7) 4.1

The outstanding positive scores (Table 5) show that the contribution of EA to the
goals of the organization are found in particular with value items that are linked to
information management and with compliance, risk prevention and providing insight in
planneddevelopments; areas that have a long-standing traditionwith enterprise architects
and can already be found in older meta-studies on EA benefits [8, 27, 39]. On the
other hand, the outstanding negative scores (Table 6) where the contribution of EA to
organizational goals is perceived low, are concentrated in more recent areas of interest to
architecture such as societal responsibility, markets and market strategy, organizational
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culture, (agile) projectmanagement and technology research. However, value items from
evaluation and re-use are found here as well, which may indicate that the maturity of the
EA processes can be improved.

Table 6. Outstanding negative scores

Items with average score < 3 Dev
N = 56

Imp
N = 27

Exp
N = 15

All
N = 98

Finance and accountability

Sustainability
Decent working conditions (internally and with partners)

(3.1)
(3.2)

2.7
2.7

(3.0)
(3.5)

(3.0)
(3.1)

Customer and partnerships

The expected effects on markets and market shares
Alignment with the market strategy of the organization
Supply chain integration

2.5
(3.4)
2.9

2.4
(3.0)
(3.5)

2.3
2.7
(3.6)

2.4
(3.2)
(3.2)

Internal processes

The support of business processes with logistics software
The “time-to-market” of new products and services
The use of customer journeys in modelling
Support with ‘agile’ project implementation

2.8
(3.1)
–
(3.3)

2.8
2.9
2.8
(3.3)

(3.4)
(3.1)
–
2.9

2.9
(3.0)
–
(3.2)

Learning and growth

The professionalization of project management
The culture in the organization
Research of and gaining experience with new technology
Experiences with previous results of architecture
Evaluations of project results
The creation of artifacts for reuse

–
–
(3.2)
2.8
–
(3.1)

2.9
–
2.8
2.9
2.7
2.8

(3.4)
2.9
(3.4)
–
2.9
–

–
–
(3.1)
–
–
–

In both tables we observe a reasonable agreement between the three groups. To
research if a consensus between the three groups is supported and can be found for all
value items, we performed a Spearman’s correlation test. We found moderate positive
correlations between the three groups: ρs = 0.689 for EA developers vs. EA imple-
menters, ρs = 0.538 for EA developers vs. EA users and ρs = 0.487 for EA implementers
vs. EA users – all with p< 0.001, so a moderate degree of agreement between the three
groups may be assumed.
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Anotherway to look at the scores is to classify the responses in the goal-subcategories
of the EAVF (Table 1). To test whether the outcomes are not the result of coincidence,
we performed a one-sided binomial test on these goal-subcategories. We divided the
responses by goal-subcategory in two sets: the first set being the responses corresponding
with a positive perceived contribution of EA (responses 4 and 5) and the second set
where no positive contribution was perceived (responses 1, 2 and 3). We then tested the
hypothesis: no positive effect of EA is perceived versus the alternative hypothesis: a
positive effect of EA is perceived by the respondents.

The hypothesis is accepted when in the first set (responses 4 and 5) the percentage
of responses is not significantly more than 40%. The alternative hypothesis is accepted
if significantly more than 40% can be found in this set.

Table 7. Distribution of answers over all respondents (legend below table)

Goal subcategories ≤3
#

>3
#

0
#

≤3
%

>3
%

Sig <3
%

<3
#

Financial and accountability

Costs and revenues
Investments
Compliance
Governance
Risk management
Societal responsiblity

38
37
16
34
35
46

58
55
80
61
62
42

2
6
2
3
1
10

39.6
40.2
16.7
35.8
36.1
52.3

60.4
59.8
83.3
64.2
63.9
47.7

<0.001
<0.001
<0.001
<0.001
<0.001
0.086

24.0
16.3
5.2
23.2
8.2
34.1

23
15
5
22
8
30

Customer and partnerships

Customer experience
Customer relationships
Product position
Market strategy
Ecosystem

35
40
68
48
29

57
53
21
46
66

6
5
9
4
3

38.0
43.0
76.4
51.1
30.5

62.0
57.0
23.6
48.9
69.5

<0.001
<0.001
>0.999
0.049
<0.001

18.5
19.4
52.8
37.2
25.3

17
18
47
35
24

Internal processes

Logisitics
Business processes
Marketing and sales
Service delivery
Data management
Information mgt
General management
Quality management
HRM
Innovation

43
18
63
39
19
15
42
32
43
41

52
80
33
58
77
82
54
64
53
55

3
0
2
1
2
1
2
2
2
2

45.3
18.4
65.6
40.2
19.8
15.5
43.8
33.3
44.8
42.7

54.7
81.6
34.4
59.8
80.2
84.5
56.3
66.7
55.2
57.3

0.003
<0.001
0.891
<0.001
<0.001
<0.001
<0.001
<0.001
0.002
<0.001

31.6
12.2
34.4
26.8
13.5
9.3
19.8
19.8
11.5
21.9

30
12
33
26
13
9
19
19
11
21

(continued)
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Table 7. (continued)

Goal subcategories ≤3
#

>3
#

0
#

≤3
%

>3
%

Sig <3
%

<3
#

Learning and growth

Competences
Culture
Alignment
Agility
Technology research
Communication and KM
Evaluation and reuse

33
34
18
27
63
45
58

63
62
79
71
34
52
38

2
2
1
0
1
1
2

34.4
35.4
18.6
27.6
64.9
46.4
60.4

65.6
64.6
81.4
72.4
35.1
53.6
39.6

<0.001
<0.001
<0.001
<0.001
0.864
0.004
0.572

19.8
20.8
11.3
18.4
24.7
17.5
41.7

19
20
11
18
24
17
40

≤3 # – number respondents scoring 1, 2 or 3
>3 # – number respondents scoring 4 or 5
0 # – number respondents scoring 0
≤3% – perc. respondents scoring 1, 2 or 3
>3% – perc. of respondents scoring 4 or 5
Sig – significance
<3% – perc. respondents scoring 1 or 2
<3 # – number respondents scoring 1 or 2

Given the relatively low number of respondents, especially in the group EA users,
we tested on the total population as there are moderate positive correlations between
the three groups. In Table 7 the results are given. In the tests, responses 0 (unknown/no
answer) were excluded.

For most value items, the tested hypothesis can be dismissed with certainty>95% in
favor of the alternative hypothesis with the exception of the goal-subcategories: societal
responsibility, product position, marketing and sales, technology research and evaluation
and reuse. These results match with the outcomes as found with the outstanding negative
scores (Table 6) as in these areas the scores given are generally low.

5.3 Perceived Value and the Characteristics of the Respondents

To determine if a relation exists between the outcomes on the questions about the per-
ceived value of EA and the characteristics of the respondents and their organizations (as
discussed in Sect. 5.1), we performed chi-square tests. In these tests, we combined again
the three groups of respondents and tested against the four goal-perspectives. Given the
relatively low number of responses, the number of 0’s in the cells of SPSS crosstabs
was in all cases above the threshold for a Pearson’s chi-square test, so we used the
Fisher-Freeman-Halton Exact Test instead. We found only three relations with p< 0.05
(Table 8) which could by all means be accidental.

The outcomes on the questions about the perceived value of EA seem independent of
the characteristics of the respondents. Whether this also holds true for the three groups
separately cannot be established due to the relatively low number of responses.
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Table 8. Relations between the respondents’ background and goal-perspective

Respondents’ background Goal-perspective p (2-sided)

Economic sector Internal processes 0.008

Number of employees Financial and accountability <0.001

Number solution architects Learning and growth 0.018

5.4 Open Questions

After each of the questions in the four goal-perspectives, an open question was added
asking if therewere any itemsmissing that could be important in determining the value of
the contribution ofEA.A few suggestionswere given: privacy, deprecating old-fashioned
technologies, large projects with specific architectures, commitment of stakeholders and
development of architecture as a competence throughout the organization. The current
survey is based on benefits as found in literature, but these may change and some of
these items could be added in a new version of the survey.

After the questions about the value items, feedback was given on the scores averaged
by goal-perspective. Almost 20% of the respondents found these scores did not give a
valid and reliable view on the contribution of EA. An interesting remark made here is:
‘the average is not interesting, the differences are’. While this may be true within an
organization, in a survey like this we see in many items the full range of possible answers
(with the exception of items where the average score is quite high or low), so we choose
to show these outstanding high and low scores (Tables 5 and 6) instead.

Other examples of remarks made here are: ‘I think having an architect is a bit of
old school’, ‘the summary above reflects how we value and approach architecture, but
not necessarily the priorities’ and ‘EA in my organization is an ivory tower, out of
touch with customers and stakeholders, only concerned with their own bureaucracy and
artifacts, self-serving’. Comments like these suggest a lack of communication between
the enterprise architects and the rest of the organization resulting in low scores as well.

6 Discussion and Conclusions

In this paper we have presented the outcomes of a survey concerning the contribution
of EA to organizations. When relating these outcomes to the results of other surveys,
it should be noted that the questions used in [34, 43] and this survey are not the same,
so detailed conclusions cannot be drawn. However, Boucharas et al. [27] in 2010 found
no benefits in the customer perspective of the balanced scorecard but in our earlier
survey in 2014 [43] and in this survey we see an increasing contribution of EA to value
items concerning the customer in this goal-perspective. This could be an indication that
the focus of EA has shifted from the internal workings of the organization alone to
include the organization’s environment as well. The same could happen in the future
with areas such as ‘societal responsibility’, ‘(organizational) culture’ and ‘technology
research’. This would be in line with the trends identified in recent EA publications in
[44]. However, the low scores in the goal-subcategory ‘evaluation and re-use’ cannot be
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explained by the available data but could point to a low maturity of the EA processes; in
the words of Robertson et al. [45]: “an EA programme exists but it is executed without
complete structure and accountability”.

Foorthuis et al. [34] found that EA creators (EA developers and EA implementors)
were more positive about the contribution of EA than EA users. In contrast – and in
line with our earlier results [43], we found only small differences between these groups,
but a clear conclusion in this aspect cannot be drawn as the number of EA users in this
survey is small. Also, we did not find convincing relations between the characteristics
of the respondents and the outcomes as categorized in the four goal-perspectives of the
balanced scorecard (Table 8), which suggests a commonly accepted view on what may
be expected of EA, independent of the organizations the respondents work for.

As empirical data on EA value are scarce [16], this research contributes to the sci-
entific community by providing empirical data about the value of EA, as perceived by
architects and stakeholders of architecture. Based on these data, insights about the value
items that currently score high and those that score low, is gained. Value items where
the contribution of EA to organizations scores high (Table 5) may be characterized as
belonging to areas that have a long-standing tradition within EA such as compliance,
risk prevention, providing insight and information management. It seems that architects
put much effort in these areas. The value items where in the eyes of the respondents
the contribution of EA is below average such as societal responsibility, markets, cul-
ture, project management and technology research cover in majority areas that are more
recently recognized as potential areas of interest to EA. These areas may become more
important with time as discussed above.

In practice, organizations can use the questionnaires to assess the contribution of EA
as perceived by their architects and stakeholders of architecture. Using the questionnaires
in this way gives an organization the opportunity to prioritize some items and/or to
add extra questions about aspects that are of interest to that organization. In upcoming
research, we have elaborated this line of thought by developing an instrument to assess
the contribution of EA in organizations. We are testing this instrument in case studies,
where more in-depth qualitative research may give insight into the ‘why’ of the answers.

Overall, the results give a picture of the current state of EA in the Netherlands: in
areas that have a long-standing tradition with EA the contribution of EA is perceived
as (very) important, while in areas that have more recently come into the focus of EA
the contribution of EA is assessed as less important. We also found indications that the
maturity of the EA processes can be improved.

This research has its limitations. First of all, as already stated above, the relatively
low number of respondents is responsible for a relatively high margin of error and
makes it impossible to say anything reliable about the group of EA users. Secondly,
the respondents to our survey are self-selected and as such are not necessary a random
sample of those working in or with EA. As a consequence, some bias in the answers
may be present, moreover so as the questions ask for the perceived value of EA. Finally,
as the survey involves only respondents from the Netherlands, care must be taken in
generalizing the results.
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Abstract. Enterprise Architecture (EA) was reported as powerful but also often
failed to be applied. It is necessary to clarify by which means EA brings its value
such as alignment. In this research, we explored how core EA deliverables, namely
EA Artifacts (EAAs), helped organizations achieve alignment, by observing and
analyzing recommended practices of a leading EA tool vendor. The results indi-
cated that, 1) Among 43 EAAs primarily recommended by the vendor, most of
them described “alignment” relationships among organizational elements, and in
a quite explicit way; 2) Two types of “alignment” relationships were described in
suchEAAs; 3) EAusers recognized such types of alignment relationships achieved
by leveraging such EAAs. Application of the findings might help organizations
more consciously define alignment goals by leveraging appropriate EAAs sets,
and accordingly, further achieve business success with better EA applications.

Keywords: Alignment · Enterprise architecture · EA artifacts · EA tools

1 Introduction

One of the greatest values that Enterprise Architecture (EA) brings to an organization
might be alignment [1]. To improve the less reliable and stable successful application
of EA [2], it is necessary to understand more about the mechanism by which EA con-
tributes to alignment. Traditionally, as the smallest deliverables of EA, EA Artifacts
(EAAs) were less discussed than EA Frameworks (EAFs). However, more recent empir-
ical studies suggested that EAFs tended to guide a holistic approach to architecture
rather than comprehensive modeling. Comparatively, some EAAs were commonly used
and have brought concrete values to organizations, even if they were only used sepa-
rately. Therefore, we argue that EAA is the core deliverable for EA help organizations
to achieve alignment. We tried to explore the means which helped EAA play this role. In
addition, we wanted to investigate whether alignment relationships described by EAAs
reflected organizational alignment goals for EA users or not. In this study, we aimed to
address the following Research Questions (RQs).

• RQ 1: If and to what extent do EAAs describe “alignment” relationships?
• RQ 2: What types of “alignment” do EAAs describe?
• RQ 3: To what extent do EA users recognize “alignment” described by EAAs?
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To answer these RQs, we observed and analyzed content about EAAs on the website
of a leading EA tool vendor. The rest of this paper is structured as below. Section 2
introduces some background information about EA, EAA, and alignment. Section 3
describes the research method. In Sect. 4, the research results are presented. Then, the
results are discussed in Sect. 5. Lastly, we conclude the paper in Sect. 6.

2 Background

2.1 EA and EAA

EA is generally defined as “the fundamental organization of a system, embodied in its
components, their relationships to each other and the environment, and the principles
governing its design and evolution [3]”. Here, an enterprise is viewed as a “system” [3].

EA is usually delivered as a set of abstract graphics covering the enterprise’s high-
level content across areas such as strategy, business, information, and technology. We
call these abstractions EA artifacts or EA models as they are usually in graphical forms.

2.2 Alignment

Alignment in dictionaries is defined as “the act of aligning or state of being aligned
[4]”, “arrangement in a straight line or in correct relative positions [5]”, and “the proper
positioning or state of adjustment of parts (as of a mechanical or electronic device) in
relation to each other [4]”.

When alignment is used in organizational contexts, it is defined as “the continuous
process, involving management and design sub-processes, of consciously and coher-
ently interrelating all components of the business-IT relationship in order to contribute
to the organization’s performance over time [6]”. Typically, organizational alignment is
often referred to but not limited to Strategy Alignment [7, 8], Business-IT Alignment
[6, 9, 10], and Partner Alignment [1]. Literally, the main difference among them is the
relationships that are primarily considered about or strive to achieve. For instance, strat-
egy alignment indicates that organizations’ resources shall be appropriately arranged to
realize strategies. Business-IT alignment cares about whether business and IT compo-
nents have supported each other. To summarize, organizational alignment is some kind
of expectation about relationships among organization components. It is about a status
that needs to be achieved by a continuous process that consists of a series of activities.

EA helps organizations achieve alignment primarily by describing/designing impor-
tant relationships among relevant elements [11]. By doing so, stakeholders are able to
perceive better knowledge and take actions to approach expected alignment status. As
indicated by Ross [12], who is a leading organizational EA theorist/ expert in MIT,
EA is a management approach and means to design interrelationships between people,
processes, and technology to get value.

3 Research Method

With the aim to shed some light on ways to better understand how EAAs help organi-
zations achieve alignment, we explored how EAAs described organizations’ alignment
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relationships (RQ1 and RQ2) and to what extent organizations embraced such EAAs
(RQ3).

To do so, we collected evidence from publicly available content on official EA tool
vendor websites. We primarily used the grey literature review approach [13] to collect
the data and content analysis to analyze the data. Grey literature reviews have been
acknowledged as a valid alternative to academic literature reviews, as they can give
substantial benefits when the state of the practice is concerned [13].

3.1 Data Collection

The evidence mainly came from the website contents of leading EA tool vendors. There
are three reasons for us to review such website contents. First, tools are instrumental and
very important in EA discipline (Korhonen et al. 2016). Second, tools in general make
it easier for users to accept one technology. For EA, user acceptance was perceived
as one of the critical challenges. Thus, we assumed that tool support could facilitate
EA application. Third, according to our preliminary observation, the content offered in
the tool vendor websites was rich and informative. Many white papers, use cases, and
feature descriptions were provided on the vendors’ websites to provide knowledge to
their potential customers and show vendors’ expertise.

The vendors were selected according to the vendor list administered in Gartner’s [14]
annual report named “Gartner Magic Quadrant for Enterprise Architecture Tools” [15],
which includes long-established manufacturers as well as insightful new challengers.
According to the report, the EA tool market has been expanding rapidly. This was
reflected in the growth of the included vendors whose revenues have grown between
15% and 30% in annual revenue since 2020. While in 2020, all included vendors have
already demonstrated their performance, market focus, and market momentum. For
example, the vendors have $8 million or more per year in EA tool perpetual licensing
revenue or equivalent performance. They usually have around an installed base of at
least 50 production customers. In addition, they have had 15 new customers in at least
three of the four major geographic regions in 12 months [15].

Itwas not easy to extract evidence frommultiple tool vendorwebsites, as the concepts
and structures often differed. In fact, terminology misalignment in scientific papers
is also a known issue [16]. Thus, we started by reading through the contents of the
websites and gaining an initial understanding of the overall breadth and depth of the
information and supporting evidence. Next, we extracted evidence relevant to the RQs.
As similar evidencewas presentedonmultiplewebsites,we chose themost representative
formulations (e.g., clear and complete statements).

As a result, we collected data primarily from the website of one of the leading EA
tool vendors, namely Capsifi [17]. Capsifi is one of the topping EA tool vendors and
has been rapidly growing during the past three years according to the list. In addition,
Capsifi presents quite comprehensive information about EAAs and how such EAAs
are embraced by their customers. We believe that the way of how this leading ven-
dor leverages EAAs represents the current trend of first-line EA applications. For RQ1
and RQ2, we analyzed description about “Key Features” in “Solutions” as these sec-
tions clarified what such EAAs mean and what benefits such EAAs can bring to an
organization. For RQ3, we analyzed description about “Capsifi Products” in “Customer
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stories” as there were some hints about which EAAs were embraced by organizations.
To complement the opinion and information declaimed by Capsifi, we also referred to
corresponding information from the websites of other vendors such as Avolution [18],
Ardoq [19], and LeanIX [20]. For instance, we read materials on such websites to get a
better understanding of the meaning and purpose of some specific EAAs.

3.2 Data Analysis

According to the information from thewebsite, there were 43 different “Features”/EAAs
which could be used to support “Solutions” including Strategy, Transformation, Gov-
ernance, Operations, Innovation, Architecture and Experience. For RQ1, we analyzed
the textual description of the EAAs by focusing on two aspects of information, namely
Intensity and Clarity. Intensity means to what extent describing “alignment” relation-
ships constitute EAA’s value, while Clarity indicates if alignment purpose is described
in the EAA in an explicit way or not. We evaluated Intensity and Clarity at three levels
as shown in Table 1. Strong represented that describing alignment relevant relationships
was the primary goal of the EAA. Medium represented that describing alignment rela-
tionships was one part of the primary goal of the EAA.Weak represented that alignment
might not or only contribute to some trivial part of the primary goal. We also evaluate
Clarity with three levels. Explicit represented that alignment was clearly described with
specific words like “alignment” and “aligned”.Medium represented that alignment pur-
pose was indicated by some hints. Implicit represented that alignment purpose could be
deduced in an implicit manner according to the overall description.

Table 1. Criteria for alignment intensity and clarity.

Intensity Clarity

Strong (S) Alignment as the primary goal
of the EAA

Explicit (E) Alignment clearly indicated
with specific words

Medium (M) Alignment as part of the
primary goal of the EAA

Medium (M) Alignment indicated with
some hints

Weak (W) Alignment as some kind of the
goal of the EAA or unclear

Implicit(I) Alignment indicated
implicitly

ForRQ2, we read the EAAdescriptions and classified different types of “alignment”
relationships that were described or pursued in different EAAs. We identified two main
Categories of alignment namely “Align towards/with others” (A2w) and “Align/fit togeth-
er” (A2g). Here, A2w represented that some element(s) should be aligned(adjusted)
according to some other element(s). A2g, on the other hand, represented that some ele-
ments should be adjusted with each other according to some implicit criteria (e.g., to
achieve the best performance together). These two categories also corresponded to the
literature meaning of alignment in the dictionary: arrangement in a straight line (A2w) or
in correct relative positions (A2g) [5]. We believe that distinguishing the two alignment
types could help clarify the purpose of EA modeling. In this way, modelers could focus
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more on describing or designing specific categories of relationships among elements.
The quality of EA models could be improved, and model-based communication and
collaboration could also be promoted.

For RQ3,we analyzed 10 customer stories presented on thewebsite. Among them, 15
“winning features” were highlighted. We identified three ways in which EAAs/features
contributed to organizational alignment. Firstly,Local EAAs represented (usually tradi-
tional) artifacts that were primarily used to describe one type or similar types of organi-
zational elements. Secondly, Linking EAAs represented artifacts that aligned elements
about different aspects of an organization or at different abstraction levels. Thirdly,EAA
Sets represented sets of artifacts that were used to align elements in a larger scope.

4 Results

In this section, we present relevant results to answer the proposed three RQs.

4.1 “Alignment” Intensity and Clarity

For RQ1, we investigated if and to what extent EAAs described alignment relationships.
According to the different levels of Intensity and Clarity defined in Table 1, we mapped
43 EAAs as shown in Fig. 1 and Fig. 2. Thirty out of the total 43 EAAs set alignment
as their primary goal. Only 3 EAAs did not set alignment as their direct goal. The
alignment could be recognized quite easily. Moreover, 41 EAAs in total described their
functions with specific words such as “align”, “alignment”, or clear hints such as “fit”,
and “support”.

Fig. 1. Alignment intensity of EAAs. Fig. 2. Alignment clarity of EAAs.

According to our analysis, most EAAs pursued alignment as the main goal, thus
were marked as “Strong”Alignment Intensity. For instance, EAA-002, namely Strate-
gic roadmaps, focused on aligning “planned initiatives with desired business outcomes”
(SA). Another instance was EAA-011, namely Products and services, which focused
on aligning technology with “the information, processes, and business capabilities they
support” (BITA). We also found that although some EAAs did not pursue alignment
as the primary goal (Weak Alignment Intensity), they provided views from a specific
perspective and therefore supported better collaboration within organizational elements
to achieve overall a better performance. For example, EAA-042 named Value propo-
sition whiteboard supported to “workshop customer needs & desired benefits” in a
collaborative way.
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Some EAAs described how organizational elements should be aligned in a quite
explicit way (e.g., marked as “Strong” Alignment explicity). They used very typical
terminologies such as “align”, “enable”, “deliver”, and “support”. Some EAAs were
marked as “Medium” as they employed comparatively clear words such as “sequence”,
“prioritise”, “consistent”, and “shared”. On the other hand, for some other EAAs, we
inferred alignment meanings according to the overall description or more subtle hints.
For instance, EAA-024, namely Idea capture, which aimed to “democratise innova-
tion by capturing ideas from teams” aligns ideas among teams. And EAA-030 which
shared “data models with external data sources” indicated that the EAA (i.e., Schema
import/export) aligned external data sources according to data models.

4.2 Types of “Alignment”

For RQ2, the results showed that there were comparatively fewer EAAs of A2w types
compared with those of the other two types. As shown in Fig. 3, 8 EAAs contributed
to aligning some organizations’ elements according to some other elements and were
labelled as A2w. Such EAAs were like Customer segments and personas (EAA-018)
which aligned “products and services” to “customer segments” and Reference model
mapping (EAA-033) which aligned “pre-packaged reference models” to “industry stan-
dards”. Moreover, 19 EAAs presented views to align multiple elements by adjusting
relationships in between, according to some criteria, and to pursue overall better perfor-
mance (A2g). Two examples are such as User cases (EA-001) which aligned business
actors and systems according to the sequence in the business transaction execution, and
Organisation structure (EA-007) which aligned “people and teams” to form specific
(e.g., efficient) ways of working.

In addition, we found that there were 16 EAAswhich present both “A2w” and “A2g”
relationships in one view (as labelled Mixed). For instance, Transformation planning
(EAA-003) aligned (by “budgeting, prioritizing and allocating”) resources (A2g) to
serve transformation initiatives, and such initiatives were aligned to strategies (A2w).
Another instance was Value streams (EAA-012). It aligned resources, skills, technology
and effort according to the flow of business transactions (A2g) and to deliver business
outcomes (A2w).

Fig. 3. Alignment types of EAAs.
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4.3 Popularity of “Alignment”

In 10 customer stories, 20 features were mentioned 37 times. Some of these features
were about EAAs which modeled one single type of organizational elements such as
Business requirements, Information, Process, Form, Interaction and Service. They were
labelled asLocal EAAs. Some features were about EAAswhichmodeled multiple types
of elements and link them together. We marked them as Linking EAAs. The samples
were such as Capability maps, Heatmap, Value stream, and Roadmaps. In addition,
some features were about using some EAAs at the same time as called as EAA sets. One
sample was ‘System to Application and Application’ to ‘Business capability heatmaps’.
Another sample was ‘Capability’ to ‘Business operating model’.

Another interesting finding was that “pain point impacts” and “risk points and
dependencies” have drawn much attention by customers (5 times) although they have
not been advocated in general EAA descriptions. In addition, capability relevant fea-
tures have played an important role according to the customers’ recognition. They were
mentioned 12 times in total, 8 times in Linking EAAs, and 4 times in EAA sets. More
information about the features recognized by users is presented in Fig. 4.

Fig. 4. Users recognized alignment by means of EAAs.

5 Discussion

The results showed that, the primary goal ofmost EAAswas alignment andwas achieved
in a fairly explicit manner. This not only showed that existing users might have inten-
tionally used EAAs to achieve alignment, but also demonstrated the potential of EAAs
to serve users’ needs in a more deliberate way.

Traditional thoughts usually understand alignment, at a very high level, as adjusting
organizational elements in one of two ways, either according to certain elements (e.g.,
SA) or in between (e.g., BITA). However, the research results indicated that alignment
in practice might involve quite complex ways of relationship adjustment. Fortunately,
EAAs could also do more than expected to help achieve such alignment goals. Some
EAAs could be used to present two or even more types of alignments at the same time.
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What is more, multiple EAAs have the potential to be used synergistically to serve
broader alignment goals.

Last but not least, attitudes of users indicated that alignment brought by EAAs was
quite recognized. Alignment was brought by not only local EAAs which traditionally
modeled single or a few types of organizational elements, but also emerging EAAs (and
even combinations of them) which linked artifacts of multiple types, at different levels,
or across domains.

To summarize, this study offered some thoughts which might be different from
traditional understanding on the value and usage of EAAs:

• Without having to be part of an EAF defined document, one single EAA could bring
independent value.

• Alignment is (if not one of) the most important value that EAA can bring to
organizations.

• The description of what to align and how to align in a single EAA has shown consid-
erable diversity. Alignment can be conducted to some elements in connection to some
other elements, or be conducted among a set of elements, or be the superposition of
the two. This reflected the diversity and complexity of organizations’ internal needs
for alignment.

• Some traditional EAAs defined by EAFs might bring more immediate and recognized
value to users than other traditional ones.

• Emerging EAAs could be used flexibly and within the context of the entire EA with-
out being bound by EAFs. For example, a single EAA, such as a Roadmap, might
describe organizational elements of multiple aspects and at multiple levels of abstrac-
tion.Another example, namelyCapabilitymap,might describe someabstract elements
which do not belong to any level or aspect of organizations proposed by traditional
EAFs.

• Artifacts could be used in sets. In this way, alignment scope of EAAs in a set was accu-
mulated/ expanded, and the value of alignment could be further enhanced by analyzing
and inferring such as dependencies and influence. Different from large and compre-
hensive traditional EAFs, such EAA sets could be quite small and flexible. More
importantly, they were more purposefully constructed and could be independently
measured about the value and cost.

6 Conclusion

This study observed and analyzed EAA relevant content on the website of a leading EA
tool vendor and explores by which means EA helps organizations to achieve alignment.
The results showed that the majority of 43 commonly used EAAs support organizations
to align elements by describing relevant relationships among the elements. There were
many types of alignment relationships with varying degrees of complexity. From the
perspective of customers, in addition to basic alignment relationships for single and
concrete types of elements, alignment relationships for abstract elements such as capa-
bilities, values and other elements, as well as further combination between them, were
all pursued. This indicated that EAAs did provide concrete and flexible mechanisms
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to support organizations to achieve alignment. By clarifying these mechanisms, it was
believed that organization might be able to consciously define alignment goals and use
appropriate mechanism (traditional/local EAAs, emerging linking EAAs, or EAA sets).
They would further achieve business success with better EA applications. The limitation
of this study was that the main information came from one website. In the future, we
plan to further expand the dataset to include details from other vendors, tool users, and
academic papers for better validation and improvement.

Appendix 1. Full List of 43 EAAs and Their Description

EAA name EAA description

EAA-01 Use cases Create structured representations of the
sequence of actions and steps between
business actors and systems in the
execution of common business
transactions

EAA-02 Strategic roadmaps Dynamic roadmap views that provide clear
visibility of the alignment of planned
initiatives with desired business outcomes

EAA-03 Transformation planning Scenario analysis for budgeting,
prioritising and allocating resources for
strategically aligned transformation
initiatives

EAA-04 Capability maps Develop a consistent, shared view of
business capabilities and their
inter-dependencies across the operating
model

EAA-05 KPI’s and metrics Define, manage, and monitor key
measurements and performance indicators
for tracking business performance

EAA-06 Heatmaps Configurable visual cues for tracking
diverse, user-defined business measures at
a glance, such as performance, maturity,
and risk across many of the standard
Capsifi visualisations

EAA-07 Organisation structure A dynamic map for organising business
units and territories that aligns people and
teams into hierarchical, matrix, regional or
agile ways of working

EAA-08 Roles & responsibilities Manage the categorisation and assignment
of entitlements and responsibilities to
individuals and teams in the roles that they
perform in delivering business outcomes

(continued)
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(continued)

EAA name EAA description

EAA-09 Skills and competencies Catalogue the required skills and
competencies of individuals and teams, to
enable the business capabilities that they
support

EAA-10 Products and services An interactive catalogue of the products
and services you offer, aligned to their
features, benefits, and value propositions

EAA-11 Technology portfolio A consolidated technology landscape of
your enterprise systems, their functions,
components, performance and alignment
with the information, processes, and
business capabilities they support

EAA-12 Value streams Visually analyse an inside-out perspective
on the stages in the flow of business
transactions to align resources, skills,
technology, and effort in the delivery of
business outcomes

EAA-13 Value maps A structured decomposition of the various
dimensions of business value and the
levers available to the organization for
moving the needle on value delivery

EAA-14 Value trees Decompose business value dimensions
and optimise the allocation of costs and
investment opportunities

EAA-15 Business motivation model A framework for defining and
communicating a strategic business plan,
based on the BMM template of Desired
Results, Courses of Action and Directives

EAA-16 Business requirements Manage the specification and lifecycle of
business needs as they guide the
development of enhancements to business
capabilities and/or technology systems

EAA-17 Business processes Manage a catalogue of common business
processes defining the sequenced flow
logic for tasks and the related alignment
of roles, information, and systems to
support business transactions

EAA-18 Customer segments and personas Leverage carefully considered customer
personas to develop targeted messaging
and the personalised delivery of products
& services to distinctly defined customer
segments

(continued)
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(continued)

EAA name EAA description

EAA-19 Customer journey maps An interactive canvas that tracks the
outside-in measurements of the experience
of customers on their interaction journeys
as they engage with your business across
the customer lifecycle

EAA-20 Digital whiteboard A free-form conceptual modelling canvas
for collaborative workshopping of concept
models and their properties

EAA-21 Digital wireframes A drag-and-drop wireframing canvas for
the design and configuration of
data-driven user interfaces and the flow
logic of digital interactions

EAA-22 Intelligent form design Component-based forms development for
assembling form layouts, UI controls and
decision logic for web-based forms.
Includes a packaged connector for
Salesforce Lightning

EAA-23 Interaction flow Freeform design of the flow of web-based
customer interactions including decision
tables for the flow-logic of pages and the
invocation of components and API’s

EAA-24 Idea capture Democratise innovation by capturing
ideas from teams at the coalface of user
interactions

EAA-25 Idea board Prioritise ideas, map design artefacts,
define the business case and flow work
through to the agile delivery backlog

EAA-26 Conceptual, logical and physical data
models

Create structured representations of the
sequence of actions and steps between
business actors and systems in the
execution of common business
transactions

EAA-27 Metadata management Manage the specification and maintenance
of data attributes, data types and the
ongoing governance and constraints on
controlled vocabularies

EAA-28 Dictionaries and glossaries Create, maintain, reconcile, and publish
common global definitions of business
terminology across an enterprise

EAA-29 Entity relation diagrams Visualise the logical schema of the classes
and relations in an enterprise data model
through the industry-standard template of
entity relation diagrams

(continued)



Achieving Alignment by Means of EA Artifacts 177

(continued)

EAA name EAA description

EAA-30 Schema import/export Ingest and publish logical data definitions
as XML schemas (XSD) for sharing data
models with external data sources

EAA-31 Ontology editing Support for the design and development of
RDF-based ontologies for the semantic
expression of enterprise classes and their
properties (attributes and relations)

EAA-32 Dataflow diagrams Visualise the flow of information within
an organisation from the role-based inputs
and outputs of stakeholders, through
process steps, application functions and
information repositories

EAA-33 Reference model mapping Leverage pre-packaged reference models
for operating model guidance and
alignment with industry standards

EAA-34 API management Coordinate the usage of a catalogue of
enterprise API’s, including SWAGGER
compliant import/export of interface
definitions with mappings to enterprise
data model schemas

EAA-35 Capability assessments Collaboratively assess capability maturity
to understand how well the business is
performing, identifying pain-points and
opportunities for uplifts

EAA-36 Portfolio management Coordinate and monitor portfolios of
change initiatives with strategic alignment
of resource allocations, budgets, business
cases and the delivery of value-aligned
outcomes

EAA-37 Project delivery Plan, manage and track, waterfall or
SAFe-aligned Agile project teams and the
flow of work through the stages of a
business or technology transformation

EAA-38 Project work schedule Manage the allocation of resources to
optimise the use of skills and effort in the
delivery of prioritised work packages

EAA-39 Enablement roadmap An interactive planning tool that addresses
the multi-dimensional challenge of
analysing, reconciling, and
communicating scope, impacts and
timelines across a portfolio of change
programs

(continued)
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(continued)

EAA name EAA description

EAA-40 Test management Manage a comprehensive testing plan for
technology implementations including the
ability to create, assign and monitor the
lifecycle and acceptance criteria of defects
and enhancement requests

EAA-41 Release planning Coordinate the scope and planning of
release cycles with end-to-end traceability
of the functional scope of a release, the
requirements addressed and the
auto-generation of release notes

EAA-42 Value proposition whiteboard Collaboratively workshop customer needs
& desired benefits as you design product
offerings aimed at targeted customer
segments

EAA-43 UI component library Manage and track the design and
configuration of UI components and their
usage in a library of digital forms
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Abstract. Many enterprise architecture (EA) projects face severe challenges and
risks and may even fail. Although the problems are well-known and identified
in the literature, the projects keep struggling. It is thus reasonable to ask why
they cannot exploit earlier experiences. In this paper, we try to find reasons for
these issues by conducting a comparative case study of twelve public sector EA
projects in Finland. By using the earlier identified obstacles, risks, and critical
success factors as a lens, we show, through participatory observations of the cases,
that the problems emerge very differently in different projects, contexts, and the
moments of time. This contextuality and temporality necessitates different coping
mechanisms as each case is unique andmake learning and the application of earlier
experiences and practices difficult. We argue that the problems with contextuality
and temporality and their inadequate consideration are the main reasons for often
failing EA projects.

Keywords: EA work · Problems · Architect · Qualitative case study

1 Introduction

With digital transformation, the organizations strive toward improvement by imple-
menting radical changes with information, computing, communication, and connectivity
technologies (Vial 2019). They thus significantly change their current practices and pro-
cesses, and create new business models, services, and products. Enterprise architecture
(EA) has potential to support this transformation (Lamanna and Kurnia 2022; Niemi and
Pekkola 2020; Korhonen and Halén 2017). Appropriate EA tools help to reach strategic
goals and outcomes of digital transformation.

However, implementing and applying EA into digital transformation is not an easy
task. Dang and Pekkola (2017), among others (Banaeianjahromi and Smolander 2019;
Seppänen 2014; Kaisler et al. 2005) have identified several problems in using EA in pub-
lic and private sector organizations. The problems range from communication problems
to problems with managers, EA work, EA artifacts, assessment, and EA frameworks
(Kaisler and Armour 2017). They hinder EA implementation and use, and may even
result a failure. For this reason, obstacles, risks, and critical success factors in EA work
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have been studied almost 20 years (Ylimäki 2006; Banaeianjahromi and Smolander
2019; Kaisler and Armour 2017) – but still the problems prevail. Thus, despite the stud-
ies on EA problems and their root causes (Dang and Pekkola 2017), it is reasonable to
ask why the problems constantly emerge despite the organizations have prepared for
them?

We argue the EA problems and failures are highly context specific. Consequently,
for example knowing that there typically are some communication challenges is not
helpful because the challenges appear differently. These dissimilarities, first, make it
difficult to identify the challenges and their root causes early enough, and second, they
require different coping mechanisms – depending on the context. This evidently hinders
the learning from the past EA projects. In this paper we study this argument through an
in-depth comparative case study of twelve public sector EA projects in Finland. We first
develop an analysis framework from the literature and then use it as a lens to study the
EA projects, their documents and the first author’s first-hand observations as their chief
enterprise architect or consultant.

The paper is organized as follows. First related research and our framework for
analysis are presented. This is followed by research settings and methods. Third, our
findings are summarized. The paper ends with discussion and concluding sections.

2 Related Research

Enterprise architecture aims at providing a holistic view of the organization and its
processes, data resources, information systems and information technologies, their cur-
rent and future states and how to reach the goals, and this way improve organizational
decision-making (Simon et al. 2013; Kaisler and Armour 2017). Due to its comprehen-
siveness, complex EA projects are infamous for their failures (Dang and Pekkola 2017).
These failures have been studied in various contexts. For example, in the public sector in
general (Lemmetti and Pekkola 2012; Dang and Pekkola 2017), in government offices,
municipalities and higher education institutions (Seppänen 2014), and in many other
settings (e.g. Ahlemann et al. 2012; Löhe and Legner 2013).

The challenges are identified being largely non-technical (Kaisler et al. 2005). Non-
technicality is apparent in the public sector, where Banaeianjahromi (2018) categorized
17 obstacles in EA development in Iranian governmental organizations in four groups:
management commitment, infrastructure preparation, personnel engagement, and gov-
ernment and politics. Similarly, Kaisler and Armour (2017) identified “classic” critical
problems being related tomodelling,managing, andmaintainingEA, and newones being
related to security and privacy, new technologies and their applications (e.g., cloud com-
puting, opensource software, sensors), big data, and microservices, all concentrating on
issues around technologies, not technologies per se.

The lackof communication and collaboration seem tobe amajor problem inmanyEA
projects (Banaeianjahromi and Smolander 2019). The other obstacles include the lack of
management support, the lack of knowledge among management, the lack of motivation
or knowledge among personnel, resistance to change, EA consultant-related issues and
government-related political issues. Niemi (2016) argued that there are potential prob-
lems with the stakeholders conflicting views and expectations on EA and EA benefits,
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while Dang (2018) stated the root causes origin from organizations, people, strategies,
and different institutional pressures. To make the situation even more complex, individ-
ual obstacles are tightly interwoven (Banaeianjahromi and Smolander 2019), and the
root causes are bound to organization conditions and environments.

In addition to obstacles, also critical success factors (CSFs) have been studied. CSF
are, by definition, critical for successful outcomes. If they fail, the become obstacles. In
the context of EA, determination, destination, and dexterity have been identified being
significant for successful EA work. (Seppänen 2014; Ylimäki 2006).

The third point of view for understanding the EA project problems is the risks.
Niemi and Ylimäki (2008) studied generic EA risks and factors that may lead to neg-
ative outcomes in the EA projects and negative outcomes resulting from these factors.
Their extensive list included: disagreement in the EA product and service requirements
and their inadequate implementation, their quality and costs, and difficulties in using
them, insufficient organizational security, resources or competencies, lack of manage-
ment support, information quality and access problems, poorly designed EA processes,
incompatibility between various work practices, and inadequate planning, control, and
management mechanisms.

Obstacles, critical success factors, and risks form a basis for our analysis framework.
Table 1 lists 11 obstacles, Table 2 12 critical success factors and Table 3 13 risks, all that
may occur and influence the EA projects. With the framework, critical and challenging
issues in EA work can be identified.

Table 1. EA obstacles (Banaeianjahromi 2018 unless otherwise stated).

ID Obstacle Description of obstacle

O1 Lack of communication and
collaboration

Lack of collaboration between other
personnel and architects, between members
of a team and between organizations

O2 Lack of management support Lack of management support to prioritize the
EA development and to assign enough budget
and resources

O3 Lack of knowledge among
management

Lack of knowledge about the EA method, the
importance or role of EA, using EA, or how
to manage and steer EA work

O4 Lack of motivation among personnel The personnel are not motivated to put efforts
and use resources to EA work

O5 Lack of knowledge among personnel, Lack of knowledge about the EA method, the
importance or role of EA, using EA, or the
objectives of EA

(continued)
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Table 1. (continued)

ID Obstacle Description of obstacle

O6 Resistance to change Personnel resist the change i.e., they do not
adapt to the changes that the EA would
introduce due to several reasons: lack of
knowledge, lack of trust, or fear of losing jobs

O7 EA consultant-related issues Internal or external consultants lack skills
like EA competence, guiding and mentoring
competence, motivating competence, or
communication competence

O8 Government-related political issues Inappropriate definition of operations, lack of
long-term goals, and political and
governmental changes

O9 Influence of institutional pressure on
organizations work life

Institutional pressures make EA to a part of
the organization’s work life, influencing EA’s
outcomes. (Brosius et al. 2018)

O10 EA Governance framework An EA governance framework is a critical
tool to ensure that the EA can be used
appropriately and in long-term. (Aziz et al.
2005)

O11 Enterprise Architecture Management Enterprise architecture management concerns
the establishment and continuous
development of EA. This includes the tasks
of planning and controlling business change.
(Aier et al. 2011, 645)

Table 2. EA critical success factors (Ylimäki 2006).

ID CSF Description of CSF

CSF12 Scope and Purpose Depth and wide of the EA definition in
terms of time and content

CSF13 Communication and Common Language Understandable architecture definitions,
legends for diagrams, Communication
channels and timing of communication

CSF14 Business Driven Approach Business Driven Approach to ensure that
EA initiatives are traceable to the business
strategy (Schekkerman 2004; Van Eck
et al. 2004)

(continued)
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Table 2. (continued)

ID CSF Description of CSF

CSF15 Commitment Commitment (support, leadership,
sponsorship, or involvement) of the key
stakeholder of project to EA work

CSF16 Development Methodology and Tool Systematic use of an EA method,
frameworks, specifications, and modelling
and repository tools

CSF17 EA Models and Artifacts Usefulness and understandable EA models
(e.g., a metamodel) and artifacts
(diagrams, tables, matrices, narratives)

CSF18 EA Governance Well documented EA governance model
including roles of stakeholders, period of
validity of EA and availability information

CSF19 Project and Program Management Managing, coordinating, facilitating, and
planning the EA projects

CSF20 Assessment and Evaluation EA evaluation is challenging, because it
may take years before the effects and
consequences can be measured

CSF21 IT investment and acquisition strategies Relationship between architectural and
investment decisions

CSF22 Skilled team, training, and education Defined and documented roles of team
members, adequate EA competence based
on training, education, or work experience

CSF23 Organizational culture Attitudes towards architecture approach or
changes, trusting environment, open
communication, and organizational
constraints

Table 3. EA risks (Niemi and Ylimäki 2008).

ID Risk Description of risk

R24 Lack of use of EA products and services Lack of use of EA modeling tools,
repositories, EA frameworks and EA
consultancy

R25 Dissatisfaction of customers Dissatisfaction with EA services,
consultancy, and EA tools

(continued)
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Table 3. (continued)

ID Risk Description of risk

R26 Misuse or misinterpretation of EA products Difficulty in using EA products or services,
insufficient competence for using them
correctly, inadequate instructions and
training

R27 Insufficient realization of EA objectives Inadequate implementation of EA,
inadequate compliance between EA and its
implementations, inadequate planning of
implementation, inadequate EA guidance
to the implementation project

R28 Inadequate EA process performance Inadequately designed, described, and
realized EA working processes

R29 Insufficient predictability of outcomes Inadequate planning and control
mechanisms, insufficient comprehension of
objectives, insufficient work practices,
insufficient feedback mechanisms

R30 Insufficient documentation Insufficient EA artefacts (diagrams,
matrices, tables, and narratives)

R31 Personnel problems Lack of skills and competences,
instructions and training, lack of motivation
and interest, poor conflict management,
incompatibility between characteristics of
participants and processes

R32 Participant frustration Inappropriate EA tools and consultancy,
insufficient resources, and guidance

R33 Information loss or theft Insufficient information quality,
accessibility, reliability, integrity,
presentation, or security, inadequate
amount of information

R34 Diminished EA work system performance
– environment

Insufficient management support, resources
(time, personnel, money), inconsistencies
with organizational culture, partners or
legislation, incompatibility between
environment and the EA work system,
between EA and reality, insufficient
flexibility, or competence for understanding
EA, high level of turmoil and distractions

(continued)
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Table 3. (continued)

ID Risk Description of risk

R35 Diminished EA work system performance -
infrastructure

Inadequate human support, unclear
responsibilities, insufficient competences,
separate siloes, inadequate information
system or technical infrastructure

R36 Ineffective EA work system performance Poor alignment between organizational
strategy and the EA, unclear or missing
“big picture” of EA, inadequate control
mechanisms for the strategy changes,
inadequate EA strategy, incorrect
comprehension of strategy

3 Research Method and Research Settings

Earlier listed obstacles, critical success factors and risks have been identified in certain
contexts. Although the researchers have discussed their applicability in broader settings,
i.e., they have generalized their findings, the problems have been found to be very context
dependent (e.g., Seppänen 2014; Ylimäki 2006). Consequently, to understand why the
problems constantly emerge despite they are well-known and documented, we analyzed
the problems and their causes in 12 public sector EA projects in Finland. From this
perspective, this is a comparative case study of twelve cases (Yin 2009).

The first author has been working several years as chief enterprise architect or con-
sultant in those projects. He thus had a unique chance to gain first-hand data about the
problems, and how and why they appeared in the projects. We thus rely on the partic-
ipatory observations (Clark et al. 2009) where the researcher just observes and reflects
different actions and situation. This is contrary to action research (Baskerville 1999)
where the researcher actively attempts to improve and change the situation. The use of
action research thus puts focus on the changes (improvements) and respective actions.
Thus, in this paper, our sample is cross-sectional, which we just observe without trying
to change it.

Our research material consists of several published and unpublished architectural
definitions and artefacts and different plans. The first author retrospectively analyzed
them by using our analysis framework and his own experiences as an actor there. Table 4
lists our EA projects and their different details, including our research material.

The first author started the data analysis by reviewing all the EA projects. He then
analyzed and classified theproblemsbyusingour analysis framework to list the obstacles,
critical success factors, and risks. We illustrate the analysis process in the next chapter
through an example of the Case RA06. The analysis results were regularly discussed
and reflected by both authors to ensure correct and consistent interpretations.
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Table 4. The case EA projects.

ID/period Architecture
descriptions

Domains
(Strategy,
Business,
Data,
Applications)

Volume Type of
customer

Number of
stakeholders

Size
of the
EA
group

RA01
Q3/2019 ->

Baseline
and target

S B D A 65
diagrams
13 tables

Ministry
(national)

4 5

RA02
Q1/2021 ->

Baseline B D 12
diagrams
8 tables

Ministry
(national)

6 15

RA03
Q1/2020->

Target S B D A 27
diagrams
16 tables

Ministry
(national)

3 7

RA04
Q3/2018-Q3/2019

Target S B D A 21
diagrams
12 tables

Ministry
(national)

~20 3

RA05
Q4/2020-Q3/2021

Target S B 18
diagrams
6 tables

Ministry
(national)

3 6

RA06
12/2017–11/2019

Target S B D A 27
diagrams

EU 11 2

EA07
Q2/2021–Q4/2021

Target S B 19
diagrams
1 table

Ministries
(national)

6 3

RA08
Q1/2020–Q2/2021

Target S B 50 pages
40
diagrams
10 tables

Ministry
(national)

15 5

EA09
Q1/2019 ->cont.

Target S B D A 56
diagrams
14 tables

Agency
(national)

4 6

EA10
Q3/2019 ->cont.

Baseline
and target

S B D A 41
diagrams
5 tables

Agency
(national)

4 5

EA11
Q3/2019–Q4/2021

Baseline T 14
diagrams
10 tables

Vendor
(private)

1 4

EA12
Q2/2019 -> cont.

Target S B 26
diagrams
6 tables

Department
in a
ministry)

2 5
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4 Observations

We will first present a summary of the cases. Then we will walk through the Case RA06
to show how the problems were spotted and classified, and what effects they had. This is
followed by two other cases and their main findings to allow case comparison. Finally,
we take a horizonal approach and analyze five problems in all cases to see how they
emerged there, and what was the impact of the contexts.

Table 5. The summary of the cases and the problems they faced. (Success -row: E = exceeded
expectations, ok = met the expectations, P = met the expectations partially, fail = failed).

Cases

Problems RA
01

RA
02

RA
03

RA04 RA
05

RA
06

EA
07

RA
08

EA
09

EA
10

EA
11

EA
12

Success ok ok ok E E P E ok E fail P P

O1 X X (x) X X
O2
O3 X
O4 X X
O5 (x) (x) (x) (x) (x) X (x)
O6 X
O7 ? ? ? ? ? X ? ? ? X ? ?
O8 (x) X (x)
O9 (x)
O10 (x) (x) (x) X (x) X (x)
O11 (x) X
CSF12 X X (x)
CSF13 (x)
CSF14
CSF15 (x) ? X
CSF16
CSF17
CSF18 (x) (x) (x) X (x) X (x)
CSF19
CSF20 X X X (x) ? (x) (x) X (x) X
CSF21
CSF22 X
CSF23 X
R24
R25 X
R26 X
R27 (x) (x) (x) (x) X X ? (x)
R28 X
R29
R30
R31 X
R32
R33
R34 X
R35 X
R36 X
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Table 5 summarizes the cases and their problems. They faced several problems,
and the same problems emerged in many cases. It is thus relevant to ask whether the
problemswere actually similar. Capital X refers to critical problems, small (x) in brackets
to challenging problems, and a question mark to unknown items. Empty cell refers to a
good situation. Shaded columns/rows show the cases and problems that are discussed in
detail later.

4.1 Case RA06: Reference Architecture for Education Sector

The RA06 was a part of a large, two-year-long EU funded project with eleven partners.
One of the deliverableswas a reference architecture for education domain. This consisted
of strategy, business, data, and application architectures. The project and the reference
architecture work were steered by the project plan. When the work was completed by
the project team, it was elaborated by numerous national and international actors. The
EA project got a lot of positive feedback so many of the architecture’s building blocks
were used in other architectures. In our analysis, RA06 received nine hits: 6 critical and
3 challenging.

All actors were not motivated to EA (O4). Some did not understand its role, and
because its notation language looked too technical for them, they were afraid that the EA
would hamper communication. This was discovered in the meetings where forthcoming
seminars were planned, and when people responsible for communication did not want
to show the architecture diagrams to other stakeholders. We classified this obstacle as
critical because the EA definitionwas one of themain project deliverables without which
the whole project would have failed. Luckily, the architects gradually gained the other
project members’ trust, so they began to better understand its importance.

Some project members protested the EA and resisted to change their practices (O6).
TheEAwas seen as a new tool formanaging the service development. Consequently, they
did not actively participate in the EAwork. This resulted in the EA project missing some
domain competences. Although some of this knowledge was compensated by common
understanding (about the education domain), the obstacle was not solved entirely. As
the distrust towards the EA remained, we considered this obstacle as critical.

When the project begun, theministry’s supportwas partlymissing (O8Government-
related political issues). This was observed in the steering group meetings where the
projectwas dictated,without further guidance, to a directionwhere noEAwork is needed.
The top management support and its absence were thus critical. Later, the support was
gained by demonstrating the importance and benefits of EAwork. Currently the ministry
reuses the architecture artifacts in other projects. This success means we classify this
obstacle as “challenging”.

EA Governance framework (O10) is critical obstacle because of a missing EA
governance model. Without a governance model the architecture definition is nearly
useless – it can neither be used nor further developed in a larger scale. We will discuss
this more in the Sect. 4.4.

The project used the Archimate modelling language in its work. Some partners
considered it difficult to understand. As the architecture definitions should be easily
understandable without any interpretation, Communication and Common Language
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(CSF13) CSF turned out to be very challenging. The situation alleviated when clear and
understandable narrative on the EA diagram descriptions was provided.

The project coordinator and main partners were committed to the project, but not so
much to the EA. The lack of commitment (CFC15) emerged similarly to the lack of
motivation (O4) and personnel’s resistance to change (O6) in the steering groupmeetings
and in the daily work. These three challenges are in fact strongly intertwined, making
them hard to distinct. During the project, the partners’ commitment increased when they
learned and understood the meaning and the importance of EA.

The architecture descriptions have not yet led to organizational or system changes
although somemock-ups, proofs of concepts, and pilot solutions have beenmade. Insuf-
ficient realization of EA objectives (R27) is thus a critical risk that may have its impacts
on the future EA activities. This issue will be discussed more in the Sect. 4.4.

The biggest challenge in the project was the partners’ attitude against the EA: some
were unfamiliar with the EA method, some were dubious about the utility of EA, and
some had unrealistic expectations and narrow understanding of the EA work. These
challenges resulted from the EA consultant-related issues (O7), which lead to the project
participants’ low motivation, commitment, and understanding of the role of the EA.

4.2 EA10: Enterprise Architecture for a Governmental Agency

The ministry funded EA10 project designed a first EA definition for a governmental
agency. The EA aimed to cover all business services, providing business, data, and
application architecture descriptions. Due to lack of commonly missing strategies in the
national agencies, the EA work was based on the national reference architecture of that
branch of administration. The EA work was about developing a baseline architecture
because the business services were deployed simultaneously when they were modelled.
The EA project team of twelve persons constitutes chief architects, customers, and ICT
provider representatives. The following problems were evident:

O1 Lack of Communication and Collaboration. The EA team had meetings sporad-
ically. Collaboration and communication were thus very weak.

O7 EA Consultant-Related Issues. The EA consultant failed in motivating the cus-
tomer to apply the EA. The customer was suspicious not only towards the EA, but it
trusted neither the ICT provider nor the architecture consultant. In fact, the customer
blamed the ICT provider if everything did not go smoothly.

O11 Enterprise Architecture Management. The EA management was weak due to
the customer’s inappropriate information on EA as a method and on its objectives.

CSF12 Scope and Purpose. The scopewas adequate, but the customer had not yet real-
ized the purpose of EA work. The customer assumed that the EA is only for technology
and application design.

R25 Dissatisfaction of Customers. The customer had not realized the importance and
meaning of the EA work. They were in a hurry to start to use the EA and felt that it was
not promoting the service development quickly enough.
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R31 Personnel Problems. Thecustomer lackedmotivation, interest, andunderstanding
of the purpose of the EAwork. This concretized in the project plan in terms of insufficient
human and time resources.

R35 Diminished EA Work System Performance – Infrastructure. The cus-
tomer was not motivated to participate in the EA work, so they postponed pre-arranged
meetings. This decreased the architecture descriptions quality and made the roadmap
and schedule development for the EA work difficult.

The problems accumulated when the obstacles and risksmaterialized. The root cause
was the unclear understanding of the importance and role of the EA work. This reduced
the customer’s motivation and commitment.

4.3 EA07: Reference Architecture for Five Agencies

The EA07 is an ongoing governmental project where a reference architecture for two
Finnish collaborative administrative branches is created. The architecture consists of
strategy, business, data, and application architectures. Currently five government agen-
cies participate the project, although the number is expected to increase. The project was
steered by the project plan and governmental funding.

O3 Lack of Knowledge. Some stakeholders disliked the idea that the EAwork changes
and manages their domain. They did not understand its role and meaning. This stopped
the project. Now, when the understanding has increased, the project is re-started.

O8 Government-Related Political Issues. The EA project was planned to start during
the previous government (before 2019). The project was postponed over the parliamen-
tary elections. After the election, there was a significant change in the governmental
policies that steered the project. A reason for the delay was the lack of collaboration
capability between two ministries. Such collaboration is not supported by the Finnish
administrative structures or traditions.

CSF12 Scope and Purpose. At the beginning, the scope and purpose were not explic-
itly set. This was assumed to take place during the project when the architects and other
stakeholders work together and update them. The definitions are expected to be based
on various strategies and other documents.

The Finnish governmental structure does not support inter-administrative collabo-
ration and EA work. Legislation is made in and for silos and siloed organizations, and
interoperability in business, data and application levels remains incomplete.

4.4 Horizontal Viewpoints on Problems

Next, we will look at the problems and how they emerged in different cases.
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Lack of Communication and Collaboration (O1). The lack of communication and
collaboration got four critical and one challenging assessments. In the cases RA01 and
RA03, initially the EA project teams consisted of only an EA consultant and the ministry
representatives. Later both teams were expanded by ICT architects and CIOs. There was
no collaboration with education providers or other administrative branches, i.e. domain
experts. In the case EA12, the team was lacking collaboration with other departments.
The case EA09 did not succeeded in collaborating with the steering ministry, although
later some workshops were organized with the architects. The EA10 team had meetings
only occasionally.

Poorly understood EA seem to be the main cause for the communication problems.
The architecture descriptions are only one of the goals. Equally important is learning by
doing the EA since this takes the work into broader use. Wider and deeper collaboration
means better learning and better learning means better architecture descriptions and
results. There were also practical reasons to not invest in collaboration. The EA work
was (and is!) traditionally done in small teamswhere it is easier andmore efficient towork
with familiar people, just publish the descriptions, and hope that the other stakeholders
adopt and start to use them. The EA teamswere not ready to improve their work practices
and processes. Collaboration also necessitates coordination and resources. Finally, the
EA work was usually perceived as a one-time project, not a continuous process.

EA Consultant-Related Issues (O7). The EA consultant-related issues were critical at
least in the cases RA06 and EA10. In all other cases, it was difficult to assess objec-
tively since the first author was the main EA consultant there. However, he has received
comments like: “The same enterprise architect is doing all EAs [descriptions]” and “The
architecture descriptions look too similar.” Thismeans a good architect can create similar
descriptions which are then interoperable, comparable, and consistent.

Nevertheless, these comments underline the importance of the consultants. Espe-
cially the EA consultants have a big influence on the architecture deliverables. Besides
architectural competences, the consultants are expected to have other skills like com-
municating, collaborating, motivating, or social skills (c.f. Ylinen and Pekkola 2020).
Consequently, the EA-consultant related issues emerged because the consultants did
not have all necessary skills in those projects. For example, they may have missed
communication or social skills which may have been adequate elsewhere.

EA Governance Framework (O10) and EA Governance (CSF18). The EA gover-
nance and governance framework (O10 & CSF18) was critical in two cases and chal-
lenging in five. In the case RA06, the architecture descriptions were planned to be
used as input to other EA projects. This was very difficult. In case EA10, the absence
of the governance framework almost suspended the EA project and hampered the ser-
vice development. Although in five cases the EA governance management model was
missing, they are projected to develop it later when their EA descriptions are mature
enough.

The absence of the EA governance models and frameworks results from their low
priority. The customer organizations were keen on utilizing the architectural descriptions
without understanding what it requires in a long run. Theywere not familiar withmaking
governance models or seeing the EA as a holistic tool for managing, steering, and
developing operations.
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Assessment and Evaluation (CSF20). This CSF got five critical and four challenging
assessments. Evaluating architecture descriptions is challenging because it may take
years before the effects and consequences emerge and can be measured (Ylimäki 2006).
In fact, only two of our projects got good credits in the assessment. The case RA06 was
evaluated by an external evaluation agency and the case RA04 in several real-life use
cases and seminars and events. In general, the customers seem not to value assessment
and evaluation. They are satisfied already when the EA is in use.

Insufficient Realization of EA Objectives (R27). An insufficient realization of the
EA objectives refers to the ultimate EA goals: new services, applications, and processes.
Architecture descriptions and learning are means to reach these goals. This risk got two
critical and five challenging hits. All the projects which got “challenging” assessments
are under construction, meaning the risk will most probably not occur. The original
objectives of the case RA06 (a reference architecture) was not realized but many of its
ideas and architecture descriptions have been reused in other projects. In the case RA08,
instructions for implementing the reference architecture were not made. This makes it
difficult to realize the objectives.

The EA objectives are usually not realized because of inadequate architecture imple-
mentation instructions. The actors seem to believe that architectural descriptions are
sufficient for reaching the goals, so no separate EA implementation guidance is needed.

5 Discussions

There seem to be many reasons for successes and failures in the EA work. Three core
factors in our public sector EA context are 1) limited collaboration, 2) administrative
structure of the Finnish government, and 3) the role of EA consultancy. By managing
these root causes, we can eliminate many other problems. However, as we will discuss
next, theymaynot necessarily be the causes in other settings, or canbemanaged similarly.

Earlier studies have identified that the lack of communication and collaboration is
the core obstacle that could explainmany other problems (Banaeianjahromi and Smolan-
der 2019). This is not surprising since EA development is mostly about communicat-
ing and collaborating with different stakeholders. The problem is also apparent in our
EA projects. Eight projects have identified collaboration as essential strategic capa-
bility while four ignored it. However, collaboration problems occurred differently and
because of dissimilar reasons. The cases RA01 and RA03 had internal problems and
misunderstandings, the case EA12 had horizontal communication problems with other
departments that were unwilling to collaborate, and the case EA09 vertical problems
with its steering actors. The case EA10 had pragmatic problems of setting up meetings.
Consequently, communication and collaboration problems emerged very differently,
requiring different coping mechanisms.

Organizational structures, legislation, politics, and top-down guidance and gover-
nance have been identified as root causes in the public sector (Dang and Pekkola 2017).
In our cases, the missing collaboration capability between administrative branches was
due to the governmental structure. The Finnish public sector administration follows
expertise-based, sectional responsibilities where different ministries and agencies mind
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their own businesses without interfering the others. Similarly, legislation ismade in silos.
Interoperability in semantic issues and vocabularies is incomplete. Financial structure
does not support interoperability.

Under the circumstances inter-administrative collaboration becomes very difficult
so Finnish public sector EA projects are usually not bridging administrative boundaries.
For example, the means to manage interoperability challenges between different admin-
istrative branches are very limited. Here the case EA07 is a rare positive exception. It
is a collaboration project between two ministries, aiming to deliver a new collabora-
tion model to bridge inter-administrative branches. Its utilization remains to be seen
as elections and changes in the government or its ministers, or a new government pro-
gram influence the EA projects and may even terminate them (Banaeianjahromi and
Smolander 2019).

The complexity of the EA concept (e.g., Haki and Legner 2021; Lemmetti and
Pekkola 2012) often necessitates external interpreters to facilitate the EA work. This
emphasizes the role of EA consultants. They can be seen as influential factors, both
positively and negatively, behind many problems and how they are coped. An architect
plays a major role in the EA development, its maintenance, establishing communication,
and providing coordination between the business and the IT teams (Banaeianjahromi and
Smolander 2019). Yet this work is difficult since the problems materialize differently in
different contexts. This exacerbates the architect’s work since his/her earlier experiences,
competences, skills, or the social eye, that may have provided successful outcomes in
the earlier occasions, may not be appropriate in a new context.

The core factors: collaboration, administrative structure, and consultancy, can thus
be considered as root causes in the cases. However, at the same time, they are very
contextual. For example, in the case EA10, the problems had accumulated up to the
extent that replacing the consultant or investing in collaboration to get a fresh start would
not have helped. The window of opportunity (Tyre and Orlikowski 1994) to advance EA
in the agency was closed for the time-being. This means the other problems have become
more significant root causes. Consequently, the problems are not only contextual, but
their importance varies over time. This means that our currently unrealized problems
may be realized and hit the fan in different circumstances.

The contextual and temporal characteristic of the problemsmakes their copingmech-
anisms challenging. Once a successful strategy and approach may not be successful in
other occasion. In this sense, when different internal or external incidents alter the EA
project environment, the problems’ copingmechanisms need to change respectively (c.f.
Smolander et al. 2021). Monitoring and then acting on these incidents can be the respon-
sibility of the EA project, EA architect, or the whole team, depending on the organization
and the scope of the project.

Contextuality and temporality alsomake the learning fromprevious projects and from
the others difficult. Like the problems with transferring the EA practices and tools from
one context to another (c.f. Dang and Pekkola 2017), also transferring the experiences
and practices how to cope with different challenges is difficult. This means that in every
new project and situation, onemust learn the context, the stakeholders, the problems, and
how they emerge there to be able to handle them appropriately. Learning from previous
experiences is difficult.
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6 Conclusion and Contributions

In this paper, we have studied EA-related problems and how they appear in EA projects.
Although the problems have been studied earlier, their manifestations in individual
projects have gained much less interest. Our analysis of twelve EA projects demon-
strates that the problems are highly contextual and temporal, their relative importance
varying between the projects and over time. This variation puts pressures to EA work
which need to be responsive to the changes in the EA project contexts. Once successful
preventative actions may be unsuccessful in other times and other contexts. We argue
that this contextuality and temporality and their inadequate consideration are the main
reasons for often failing EA projects.

This notion of the contextuality and temporality of EA problems is our main contri-
bution. Although it has been implicitly acknowledged earlier, the varying appearances
of the communication problems, for instance, demonstrate the need for profound under-
standing of this variation, and for practical mechanisms to analyze the problems and
to acting accordingly. Simple suggestions for coping with certain challenges are too
generic claims without significant practical value. For the same reason, we, the authors
of this paper, abstain ourselves frommaking suggestions how to solve various problems.

This notion is useful for researchers as an encouragement for further research on
the instantaneous of the problems and their evolution and changes over time, and for
practitioners to pay attention to smaller details when trying to survive in the turbulent
world of EA work.

The study has some limitations. First, the chosen research method, participative
observations, is subjective as the first author was living the daily life of the projects.
Although we have minimized the problems of accidental misanalyses by constantly
reflecting the findings among the authors, subjectivity is still there. However, as our
purposewas not to analyze all problems and their prevalence but to see how they emerged
in different situations, subjective bias is minimal. Second, the context, Finnish public
sector EA projects, some national, some EU wide, may emphasize some problems.
The Finnish administrative structure as a root cause for inter-administrative problems
is a good example of such local problems. Again, we were not interested in individual
problems but their emergence. In this light, Scandinavian context does not limit the
findings.

References

Ahlemann, F., Stettiner, E., Messerschmidt, M., Legner, C. (eds.): Strategic enterprise architecture
management: challenges, best practices, and future developments. Springer Berlin Heidelberg,
Berlin, Heidelberg (2012). https://doi.org/10.1007/978-3-642-24223-6

Aier, S., Gleichauf, B., Winter, R.: Understanding enterprise architecture management design. An
empirical analysis. In: Wirtschaftsinformatik Proceedings, p. 50 (2011)

Aziz, S., Obitz, T., Modi, R., Sarkar, S.: Enterprise Architecture: A Governance Framework – Part
I: Embedding Architecture into the Organization. Technical Report Infosys. https://cioindex.
com/wp-content/uploads/nm/articlefiles/3998-EA-Governance-1.pdf (2005)

Banaeianjahromi, N.: The role of top management commitment in enterprise architecture
development in governmental organizations. Complex Syst. Inform. Model. Q. 17, 95–113
(2018)

https://doi.org/10.1007/978-3-642-24223-6
https://cioindex.com/wp-content/uploads/nm/articlefiles/3998-EA-Governance-1.pdf


196 A. Rouvari and S. Pekkola

Banaeianjahromi, N., Smolander, K.: Lack of communication and collaboration in enterprise
architecture development. Inf. Syst. Front. 21(4), 877–908 (2019)

Baskerville, R.L.: Investigating information systems with action research. Commun. Assoc. Inf.
Syst. 2(1), 19 (1999)

Brosius, M., Aier, S., Haki, K., Winter, R.: Enterprise architecture assimilation: an institutional
perspective. In: ICIS 2018 (2018)

Clark, A., Holland, C., Katz, J., Peace, S.: Learning to see: lessons from a participatory observation
research project in public spaces. Int. J. Soc. Res. Methodol. 12(4), 345–360 (2009)

Dang, D.D., Pekkola, S.: Problems of enterprise architecture adoption in the public sector: root
causes and some solutions. In: Rusu, L., Viscusi, G. (eds.) Information TechnologyGovernance
in Public Organizations. ISIS, vol. 38, pp. 177–198. Springer, Cham (2017). https://doi.org/
10.1007/978-3-319-58978-7_8

Dang, D.: Enterprise Architecture in the Public Sector. Adoption and Institutionalization. Tampere
University of Technology (2018)

Haki, K., Legner, C.: The mechanics of enterprise architecture principles. J. Assoc. Inf. Syst.
22(5), 1334–1375 (2021)

Kaisler, S.H., Armour, F., Valivullah, M.: Enterprise architecting: critical problems. In: The 38th
Hawaii International Conference on System Sciences (2005)

Kaisler, S., Armour, F.: 15 years of enterprise architecting at HICSS: revisiting the critical
problems. In: Proceedings of the Hawaii International Conference on System Sciences (2017)

Korhonen, J.J., Halén, M.: Enterprise architecture for digital transformation. In: IEEE 19th
Conference on Business Informatics (CBI), pp. 349–358 (2017)

Lamanna, F., Kurnia, S.:Digital Transformation of superannuation and the role of enterprise
architecture. In: PACIS 2022 Proceedings, p. 214 (2022)

Lemmetti, J., Pekkola, S.: Understanding enterprise architecture: perceptions by the Finnish public
sector. In: Scholl, H.J., Janssen, M.,Wimmer, M.A., Moe, C.E., Flak, L Skiftenes (eds.) EGOV
2012. LNCS, vol. 7443, pp. 162–173. Springer, Heidelberg (2012). https://doi.org/10.1007/
978-3-642-33489-4_14

Löhe, J., Legner, C.: Overcoming implementation challenges in enterprise architecture manage-
ment: a design theory for architecture-driven ITManagement (ADRIMA). IseB 12(1), 101–137
(2013). https://doi.org/10.1007/s10257-012-0211-y

Niemi, E.: Enterprise Architecture Benefit Realization. Tampere University of Technology (2016)
Niemi, E., Pekkola, S.: The benefits of enterprise architecture in organizational transformation.

Bus. Inf. Syst. Eng. 62(6), 585–597 (2020)
Niemi, E., Ylimäki, T.: Defining enterprise architecture risks in business environment. In: Niemi,

E., Ylimäki, T., Hämäläinen, N. (eds.) Evaluation of enterprise and software architectures: crit-
ical issues, metrics and practices. University of Jyväskylä, Information Technology Research
Institute (2008)

Schekkerman, J.: How to Survive in the Jungle of Enterprise Architecture Frameworks: Creating
or Choosing an Enterprise Architecture Framework. Trafford Publishing (2004)

Seppänen, V.: From Problems to Critical Success Factors of Enterprise Architecture Adoption.
University of Jyväskylä (2014)

Simon, D., Fischbach, K., Schoder, D.: Enterprise architecture management and its role in cor-
porate strategic management. IseB 12(1), 5–42 (2013). https://doi.org/10.1007/s10257-013-
0213-4

Smolander, K., Rossi, M., Pekkola, S.: Heroes, contracts, cooperation, and processes: changes in
collaboration in a large enterprise systems project. Inform. Manage. 58(2), 103407 (2021)

Tyre, M.J., Orlikowski, W.J.: Windows of opportunity: temporal patterns of technological
adaptation in organizations. Organ. Sci. 5(1), 98–118 (1994)

Van Eck, P., Blanken, H., Wieringa, R.: Project GRAAL: towards operational architecture
alignment. Int. J. Coop. Inform. Syst. 13(3), 235–255 (2004)

https://doi.org/10.1007/978-3-319-58978-7_8
https://doi.org/10.1007/978-3-642-33489-4_14
https://doi.org/10.1007/s10257-012-0211-y
https://doi.org/10.1007/s10257-013-0213-4


Contextuality and Temporality of Enterprise Architecture Problems 197

Vial, G.: Understanding digital transformation: a review and a research agenda. J. Strat. Inf. Syst.
28(2), 118–144 (2019)

Yin, R.K.: Case Study Research: Design and Methods, vol. 5. Sage (2009)
Ylimäki, T.: Potential critical success factors for enterprise architecture. J. Enterp. Architect. 2(4),

2940 (2006)
Ylinen, M., Pekkola, S.: Jack-of-all-trades torn apart: Skills and competences of an enterprise

architect. In: Proceedings of the European Conference on Information Systems (ECIS) (2020)



Zooming in on Competences
in Ontology-Based Enterprise

Architecture Modeling

Rodrigo F. Calhau1,2(B) and João Paulo A. Almeida1

1 Ontology & Conceptual Modeling Research Group (NEMO),
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Abstract. Organizations must pay close attention to human resource
development in order to be successful. Because of this, competence-based
approaches have received increased attention, as the demand for qualified
people with the right combination of competences establishes itself as a
major factor of organizational performance. This paper examines how
competences can be incorporated into Enterprise Architecture modeling:
(i) we identify a key set of competence-related concepts such as skills,
knowledge, and attitudes, (ii) analyze and relate them using a reference
ontology (grounded on the Unified Foundational Ontology), and (iii)
propose a representation strategy for modeling competences and their
constituent elements leveraging the ArchiMate language, discussing how
the proposed models can fit in enterprise competence-based practices.

Keywords: Competences · Ontologies · Competence modeling ·
Enterprise architecture

1 Introduction

Given the importance of human performance in business management and the
transformation of socioeconomic systems in general, it is not surprising that
human resource management, education, and training typically receive a consid-
erable interest. The drive to human development has resulted in advancements
in fields such as Vocational Education and Training (VET) and Human Resource
Management (HRM). One of these advancements has been the gradual change
from content-based to competence-based methods, which represents a change in
Vocational Education and Training from a supply-oriented to a demand-oriented
model [17,28].

A focus on competences promotes deeper integration of formal education,
vocational training, and professional development, which is aligned with lifelong
learning strategies [17]. Further, competence-based methods serve to link an
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organization’s future requirements to its Human Resources (HR) programs [10].
Personnel selection, development, and performance monitoring, as well as corpo-
rate strategy planning, are all examples of competence-based activities in human
resource management [27]. By reviewing staff competences, organizations can
conduct self-assessment to improve their HR programs, revisiting talent recruit-
ment procedures, performance management systems, training and development
tools, employee engagement initiatives, and institutional development plans [10].

The importance of competences to the enterprise has motivated past efforts
in which key concepts of Competence Management (CM) were incorporated into
Enterprise Architecture modeling [5]. In that work, personal competences were
conceived of as “dispositions” of individual business actors that are manifested
through their behaviour in organizational contexts. A number of patterns for
competence representation in ArchiMate were proposed, leveraging on the capa-
bility construct. This paper builds up from that baseline and identifies and tack-
les challenges pursuant to “zooming in” on competences (which were considered
as black-boxes in [5]).

The literature on Competence Management reveals that it is indispensable to
examine the build up of competences in detail. Over the years, competence has
been typically conceived of as the result of the interaction of specific knowledge
and generic skills [24], mediated with attitudes [26]. Personal traits, mindset,
patterns of thinking, and tacit knowledge are also considered by some authors
to be part of competence [8]. While these terms are pervasive in the Competence
Management literature, their precise definition has remained elusive. The terms
are frequently used interchangeably and are sometimes confused with “compe-
tence” itself [26,29].

We argue that conceptual analysis of these notions and their relations is
key to their adequate representation in Enterprise Architecture (EA) models.
Domain-adequate representations are, in turn, key to support the use of EA
models in competence-based practices. We approach the representation of com-
petence elements in this paper by positioning the notions of competence, skill,
knowledge, attitude and other personal characteristics through a reference ontol-
ogy. The reference ontology is then used as a starting point to the representation
of competences alongside their constituent elements in ArchiMate.

This paper is further structured as follows: Sect. 2 briefly reviews the rele-
vant literature on competences and competence management, stating the key
conceptual challenges for “zooming in” on competences, which involves the rela-
tions between competences, knowledge, skills, attitudes, and other character-
istics. An ontology for these elements is offered in Sect. 3 by specializing the
notion of “disposition” in the Unified Foundational Ontology (UFO) [13]. The
representation of competence elements in examined in the ArchiMate language
in Sect. 4. Section 5 discusses related work. Finally, Sect. 6 summarizes our effort
and proposes a research agenda, which includes the integration of competence
management with other key architectural domains of Enterprise Architecture.
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2 Competences

Competence1 is the general ability to perform well a set of mastery tasks [26]. It is
not enough for an individual to have a variety of specific skills for this. Mastery
of skills or knowledge does not ensure success in complex and unpredictable
environments [29]. In addition to skills, the individual must have a sufficient
understanding of the domain in question (knowledge) as well as know how to
act appropriately in the context (attitude) [26]. In order to be efficient and
effective in such situations, the individual must be able to integrate the most
appropriate skills and knowledge for it [29]. As a consequence of this, various
authors define competence as a combination of knowledge, skill, and attitude [7,
20,24]. Competences, in other words, are highly valued qualifications that are
accountable for the effective application of skills and knowledge in specific and
complex contexts [29].

2.1 Skills and Competences

In general, skills, not unlike competences, allude to the capability to perform
actions. The literature provides different definitions for skills emphasizing differ-
ent aspects of it. For example, Rodriguez et al. [27] defines a skill as the ability of
an individual to perform a task (discrete unit of work) well. Esposto [9] defines
it as a set of general procedures that underlies the application of knowledge in
a domain. Paquette [24] defines skills as processes that act on knowledge in an
application domain [24].

There is no agreement on the best criterion for distinguishing competences
and skills [29]. One existing distinction is the level of ability awareness. Compe-
tences would be more “conscious”, while skills would be more “automatic” [29].
However, this distinction is insufficient because conscious actions occur with
skills as well [29].

The level of complexity is another criterion that is invoked to differenti-
ate competences and skills. Competences are considered more complex in this
case than skills. Indeed, authors argue that skills structure competences [24,29].
Competences can be made up of sub-competences, forming an internal hierarchi-
cal structure inherent in the individual. In this sense, competence is a complex
entity. That is, a competence can be formed by others, which can be formed by
others, and so on. As a result, this internal hierarchical structure can be formed
by many levels of sub-competences [29]. The basis of such an internal hierarchy,
however, has not been well understood. Competence decomposition only occurs
up to a certain level, where the “basic competences” are. Basic competences are
divided into skills after this level. In this regard, it is unclear where basic com-
petences end and skills begin [29]. Even skills can also be divided into different
levels, until reaching the “basic skills”.

1 We adopt in this work the term “competence” to refer to an individual’s performative
ability, and refrain from using the term “competency”.
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Some Competence Models allow sub-competences or skills that make up a
competence to be represented. However, as previously stated, the line between
basic competence and skill is not always evident. Due to their similarities, the
concepts of competence and skill are frequently misunderstood in definitions
and representations. As a result, an important goal of a reference ontology for
this domain is to clarify the similarities and differences between the concepts of
competence and skill, settling how to position those two notions for a certain
context of usage.

2.2 Knowledge

Internal representations of facts, principles, or theories in a specific domain are
typically associated with “knowledge” [29]. It is the cognitive outcome of assim-
ilation of concepts, ideas, or figures related to a specific topic [26]. Knowledge
is linked to a specific person, the bearer, then it is difficult to transfer and
assimilate [4]. Knowledge is assimilated when it becomes a part of the bearer’s
internal structure. As new information or facts are added, the structure changes
[30]. This internal structure is not distinctive to the bearer but is integrated
into the internal structure of abilities [30]. Indeed, such internal structures (of
knowledge and skill) interact in practical applications and problem-solving [19].
Despite the fact that it changes over time [19], knowledge is a static (passive)
entity [29]. It is stored in memory and retrieved using cognitive skills (mental
processes) [29].

Many knowledge definitions are similar to skill descriptions as a result of
learning. Some authors even consider skills to be a sub-type of knowledge.
According [19], skills represent an individual’s “practical knowledge” gained
through experience. While an individual’s interpretations and facts are known
as declarative knowledge, the skills (what an individual knows how to do) are
known as procedural knowledge [19]. Authors include that skills and knowledge
are represented in a similar manner in human mind, via an interconnected inter-
nal structure [19].

Understanding an individual’s knowledge in the context of CM is important
for better understanding their competence. This is particularly useful during
the gap analysis and competence assessment steps. Competence models, which
represent a professional’s knowledge, can aid in this task. However, confusion
between the concepts of knowledge and skill can have an impact on model quality,
making it difficult to model knowledge and skill clearly. Despite the similarities
described above, skills and knowledge have subtle differences that can interfere
with modeling. As a result, a reference ontology for this domain should provide a
solid definition of knowledge and clarify the distinction between knowledge and
skill.

2.3 Attitudes

In some definitions, attitudes are generally associated with an individual’s behav-
ior [20,24]. Others associate them with personality traits or the professional’s
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psychological and emotional nature [26]. Attitude is a tendency to act (or feel) in
a given situation [18]. It is based on assumptions, values, and beliefs, so they are
non-neutral with respect to actions [18]. In general, definitions of attitude take
into account the following characteristics: (i) mental state; (ii) values (beliefs,
emotions); and (iii) predisposition to act or behave [1]. That is, it is a concept
that is dependent on its context: a situation, an object, or a person. As a con-
sequence, attitude is a disposition toward a specific phenomenon and can be
considered a reaction to the context (object, person, or situation) [1]. This type
of reaction is bipolar, so it may or may not be beneficial (positive or negative)
to the environment in which it is found [1].

Attitudes are regarded as an important aspect of competences, and are
included in many competence definitions as one of the key ‘KSA’ elements
(Knowledge, Skills and Attitudes). In contrast to skills and knowledge, atti-
tude is a more general characteristic that is not tied to a specific task or domain
[26]. Because they have certain behavioral impact, attitudes are frequently con-
fused with skills, particularly soft skills [20]. Again, as in the case of skills and
knowledge, a reference ontology for this domain should clearly position attitudes
with respect to the other elements of competence.

2.4 Other Characteristics

Although competence is commonly defined as a set of attitudes, skills, and knowl-
edge, authors consider further types of elements to be components of compe-
tences. Personal traits, behavior, mindset, patterns of thinking, and tacit and
explicit knowledge are considered by some authors to be part of competence [8].
This is recognized also by Westera [29], for whom competences have additional
elements that are not clearly defined. According to Miranda et al. [20], compe-
tences are also formed by a set of personal characteristics required to perform
tasks in a specific context, leading the authors to consider the KSAO model, a
variation of the KSA model that includes “Other Characteristics” as a fourth
element to define competence.

According to Westera [29], task analysis is insufficient to establish compe-
tences; instead, the individual’s characteristics and experience must be consid-
ered. Le Deist and Winterton [17] emphasize the importance of focusing on the
individual rather than their conduct. The authors explain that, in addition to
performance, it is critical to look at traits, motives, attitudes (or values), and
knowledge, among other things. Some KSA elements (attitude and knowledge)
are considered personal characteristics by the author. Messick [19] extends on
this point by stating that the psychological, emotional, social (environmental)
situation, and even biomedical information must all be considered.

All of these characteristics, as well as behavior (performance, tasks, and
outcomes), are evidence of an individual’s competence. Hence, they are critical
in the Competence Assessment task, which is one of the most demanding in
the CM context, specifically measurement, both quantitative and qualitative,
because it entails giving value to something that cannot be fully observed.
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3 Ontological Analysis of Competence-Related Elements

We explore the multi-faceted phenomenon of competence by proposing a refer-
ence ontology for competence and its constituent elements. The issues discussed
in Sect. 2 help us to identify focal points for this effort, and ultimately relate
competences, knowledge, skill, attitudes and other human characteristics in a
coherent representation.

3.1 Baseline

We build up on the work discussed in [5], which used the Unified Foundational
Ontology (UFO) [13] to examine competences from an external perspective, not
zooming in on its constituent elements. Competences are considered as “dispo-
sitions”, which, in a nutshell, are objectified properties inherent in an object (or
agent) which may manifest themselves in certain situations through events (or
actions). (They are also called “powers” in the philosophical literature [21].)

Fig. 1. UFO Fragment (used concepts highlighted)

The domain-independent elements we reuse from UFO are shown with a
UML class diagram in Fig. 1. Concrete individuals are partitioned into perdu-
rants (also called events), endurants and situations. Perdurants are individuals
who occur in time (i.e. activities, actions, tasks, processes). Endurants are indi-
viduals that persist in time while retaining their identity (i.e. people, organi-
zations, projects, cars). Endurants include moments and substantials. Moments
are reified properties that inhere in an endurant (termed its bearer), on which
they are existentially dependent. As endurants, they have a lifecycle of their
own, and can be created, destroyed or otherwise change qualitatively in time.

Of special interest to us in this work are those moments called dispositions.
Dispositions are intrinsic moments that can be manifested through the occur-
rence of events (possibly agents’ actions, such as Anna’s speaking English). In
situations where dispositions may manifest, they are said to be “activated” (e.g.,
when a magnet is close to some ferrous material, or when Anna is prompted to
introduce the topic of a meeting). The literature discusses a number of important
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features of dispositions; they may fail to manifest when enabled, they may be
manifested in tandem with other dispositions in complex events, they may rein-
force or cancel each other [21,22]. Reifying (i.e., objectifying) them puts them at
the center of our efforts as first-class citizens. As endurants, they can themselves
bear moments, and change qualitatively while retaining their identity through
time [12].

Figure 1 also shows a few concepts from the UFO-C layer of UFO [14] which
are relevant here. Physical agents are those objects that, in constrast with non-
agentive objects bear intentional moments such as beliefs desires and intentions
(omitted from the figure). They are capable of actions, which are those events
that are performed intentionally by agents.

3.2 Elements of Competences

In [5], personal competences are defined as dispositions inhering in a physical
agent, with tasks, actions, or behaviors considered as manifestations of those
dispositions (competence manifestations). The competence context that activates
the personal competence is considered a kind of situation. We take this view as a
starting point, and extend it to incorporate the internal elements of competence
(skills, knowledge, attitudes, etc.), anchoring these elements in the foundational
concepts.

Skills and Competences as Human Capabilities. Regarding the skill concept,
there are some parallels between it and the definitions of competence [26]. Some
authors even argue that such concepts have the same meaning in essence. Compe-
tence is conceptually considered a skill sub-type in some cases [29]. Even among
those who believe that competence and skill are distinct concepts, there are many
similarities between them. In this sense, both are regarded as human abilities
that enable satisfactory task performance [26]. Thus, both skill and competence
are inherent abilities in a person, the bearer, that enables the performance of
specific actions’ types. That is, they represent an individual’s “know-how”. Aside
from this fundamental similarity, there are other comparable features in the def-
initions of these concepts. Both are abilities that can be learned (formally or
informally) and developed through practice [19,30]. In this sense, skill and com-
petence can be used to learn new abilities via the transfer mechanism [19,26,30].
In terms of structure, there are also some similarities between skills and com-
petences. Both have a hierarchical structure, according to some authors [26,29].
As a result, they can be aggregated or combined at various levels. Thus, simpler
skill/competence forms more complex skill/competence. As a consequence, the
complexity of skill and competence can also vary. Another similarity between
these concepts is their relationship with the context. Both are associated with
a context, environment, area, or domain [26,29]. In this regard, competence
and skill can be more generic (domain-independent) or more specific (domain-
dependent) [26,29]. Skills and competences frequently rely on favorable condi-
tions to manifest. That is, skills and competences depend on other properties
(internal or external) to manifest themselves more effectively. Knowledge, mental
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states, attitudes, feelings, and so on can all aid in the proper manifestation of a
skill or competence, for instance. Finally, in addition to the aforementioned sim-
ilarities, some authors argue that skills and competences involve similar domains
of an individual. According to them, both are related to the bearer’s affective,
social, physical (or operational), cognitive, and meta-cognitive domains [17,26].
In order to capture the common features of skills and competences, we introduce
the notion of Human Capability as shown in Fig. 2. Skills and competences are
considered sub-types of the more general notion of Human Capability, which in
turn are dispositions inherent in a Person.

Fig. 2. Competence element’s definition (new concepts highlighted)

Human Capability encompasses all human abilities, from those that are
innate (inherited) to those that can be learned (formally or not) and is mani-
fested through a task (an action with some goal or a work unit). The task in this
work is regarded as the smallest unit of labor. In other words, it is a discrete
unit of work that contributes to the production of an output or the achievement
of a goal [27].

Competences Versus Skills. In this current work, the main distinction between
skills and competences is the structural aspect as revealed by the specialized
whole part relations in Fig. 2. Competences are formed by knowledge, skills,
attitudes and other human characteristics, whereas skills are formed only by
other simpler skills. In this work, a competence is made up of at least one skill
that is linked to one or more other competence’s elements. Based on [26], another
adopted criterion to distinguishes skill from competence is the mode of manifes-
tation. Competence is associated with one or more complex tasks, whereas skill
is associated with a simple task (basic unit of work), as in [26]. The whole part
relations put forward a hierarchical view of competences. Complex Competences
are those composed of other competences; Basic Competences are those at the
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bottom of the competence decomposition hierarchy, whose elements follow the
KSAO model. Skills can also be structured hierarchically for a comprehensive
conceptualization.

Knowledge. In this context, knowledge is defined as a justified true belief [16].
Knowledge, while assisting in the realization of skills, differs from skills in that
it is a static entity registered in the individual’s memory. It is related to the
person’s knowledge of information, facts, and concepts. It is produced as a result
of internal (mental) information processing. Skills, on the other hand, manifest
themselves through (cognitive or psycho-motor) tasks and are developed through
practical experiences. In this way, knowledge, despite representing external facts
or concepts, is existentially dependent on the bearer. Individual knowledge, as a
type of belief, can be considered a subjective entity that is difficult to measure or
quantify, despite the fact that it may have attributes. Furthermore, knowledge
is a mental property that is inherent in the individual that can lead to action.
It is manifested alongside other forms of dispositions such as skills to manifest
itself in tasks, forming reciprocal or mutual activation partners [22].

Attitudes. Despite the fact that it is manifested through actions, gestures, pos-
tures, and so on, attitude differs from skills in that it is not manifested through
tasks. Attitude, on the other hand, can be task-related. For example, a responsi-
ble attitude can be present during a developer’s completion of the task of fixing
a bug in software; an empathetic attitude can be present during the task of
negotiating project scope with the client. Attitude in the context of this work
is considered a sub-type of Disposition, because it is a proclivity to act and
behave. Again, like knowledge, it is manifested alongside other forms of dis-
positions, forming reciprocal or mutual activation partners [22] with skills and
knowledge.

Other Human Characteristics. Human characteristics are particular to an indi-
vidual and form part of their personality. Some of these characteristics include
objective (or measurable) attributes (e.g., sex, age), while others are subjective
(non-measurable), such as the individual’s motivations, worldviews, values, and
beliefs. As previously stated, such human characteristics are regarded in this
work as a subtype of Intrinsic Moment. A concept of this type includes both
objective (measurable) and subjective human characteristics and could be part
of a personal competence. As an intrinsic moment, human characteristics can
be categorical (e.g. age, gender, etc.) or dispositional (e.g. personality traits).
Based on the categorical base of the disposition, the former contributes to com-
petence formation [6]. As illustrated in Fig. 2, the latter are a proper part of the
competence. Furthermore, some human characteristics can be included in the
competence context, activating the competence manifestation.

4 Well-Founded Competence Representation

Based on the ontological distinctions presented in the previous section, we define
an ArchiMate language pattern in this section, with no changes to the Archi-
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Mate metamodel. The well-founded representation is proposed to allow modeling
of competence and its elements (knowledge, skill, attitude) in the EA context,
supplementing the representation proposed in [5]. To summarize, [5] represents:
(i) Person with a Business Actor ; (ii) Personal Competence with a Capabil-
ity Element related to a Business Actor ; (iii) Competence Manifestation with
any ArchiMate Behavioral Element related to a Capability Element, and; (iv)
Competence Context with Plateau or Location Elements related to a Capability
Element.

Based on this, the elements of competence are represented as follows. Skill is
represented by the Capability Element related to: (i) another Capability Element
representing a Personal Competence with a composition relation, or (ii) a Busi-
ness Actor representing a Person (the skill bearer). Knowledge is represented
by a Meaning Element that is linked to a: (i) Capability Element that represents
a Personal Competence, or (ii) Business Actor that represents a Person (the
knowledge bearer). Attitude is represented by the Value Element related to: (i)
Capability Element, which represents a Personal Competence, or (ii) Business
Actor, which represents a Person (the attitude bearer). Aside from the fact that
the ontological model does not establish any relationship between the compe-
tence’s elements, they could also be linked using the ArchiMate’s Association
relation. This is an appropriate way of representing the relation among compe-
tence’s element.

Figure 3 depicts a high-level overview of the language pattern. As shown in
Fig. 3, John (Person) is a junior developer that works as a front-end developer
at a software organization. In this context, he possesses the (complex) compe-
tence of full-stack development, which is made up of two (basic) competences:
back-end development and front-end development. As shown, Java and SQL cod-
ing skills are among John’s back-end competences. John’s front-end competence
includes HTML, CSS, and Javascript (JS) coding skills, besides user interface
(UI) prototyping one. Its competence also includes John’s responsibility attitude
besides knowledge of quality criteria and of UI heuristics.

As the Plateau element indicates, the model in Fig. 3 represents John’s cur-
rent situation. Because it represents the current state of individual competences
in the organization, this type of model is useful in the Competence Mapping stage
of the CM process. On the other hand, it is also possible to represent through this

Fig. 3. Skill, knowledge, and attitude representation (current stage)
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language pattern the desired competences of the individual for the organization.
For this, it necessary specify through a Plateau element. This type of diagram
is useful for better understanding the desired competences during the Compe-
tence Identification step. Figure 4 depicts this situation, where John’s desired
competences for organization are represented. As shown, it is desirable for the
organization that John evolves technically (hard skills) and gains specifically the
coding review skill (highlighted one). As a result, John will be able to review
the web form code for user story 23 (highlighted one).

In terms of the manifestation of this specific competence, the skills are in
charge of the completion of basic tasks (discrete units of works). As shown,
HTML and UI prototyping skills are responsible for the coding of web form
fields coding and web form prototyping manifestation, in context of user story 23
(US23). While these skills are associated with basic task manifestation, John’s
front-end competence is related to the manifestation of the entire web form
development process, which is related to US23.

Fig. 4. Skill representation (desired stage)

Following Competence Identification and Mapping, one important step in
the CM process is to compare the desired and current organizational states
using the Gap Analysis activity. This comparison can concentrate on various
aspects, such as the professional’s technical or behavioral evolution. Figure 5
depicts a comparison focusing on John’s soft skills evolution. In this case, in order
for John to advance his front-end competence, he must acquire new soft skills
such as communication and problem-solving skills, in addition to the previously
mentioned code review skill. In addition to these skills, it is wanted that John
will develop a collaborative attitude toward code review (to assist in reviewing
college codes). It is also desired that he gain new knowledge about coding best
practices and code review techniques.
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Fig. 5. Competence elements detailing in gap analysis

5 Related Works

Competence models range from simple competence representations to more
semantically rich and sophisticated representations [25]. Competence manage-
ment approaches began to use standardized models, such as XML-based ones,
to support specific technological tasks such as data integration and exchange.
These models then evolved into more complete conceptual models. Recently,
ontology-based models have become more prevalent in CM approaches, incorpo-
rating more semantics into competence models [15]. They have been used for a
variety of purposes, the majority of which are related to business and education.
Some of these works are discussed below.

In the ontology of Zaouga et al. [31], knowledge and skill are considered sub-
types of competence rather than elements. The ontology does not cover atti-
tudes. In its place, the authors use the behavior concept with a similar meaning.
Paquette’s ontology [24] also includes skill and knowledge, but not attitude. In
this case, knowledge and skill are components of competence. [24] also connects
the concepts of skill and knowledge. Skills are applied to knowledge entities in
this case. Skills are classified in the ontology based on taxonomies and complex-
ity levels, and they are also measured using indicators. Miranda et al.’s [20] also
incorporate knowledge, skill, and attitude into their model. In its structure, com-
petence consists of these elements. As stated in [20], knowledge and skill are also
related concepts. This ontology takes into account not only skill classification
but also knowledge and attitude.

In contrast to those works, the proposed ontology treats competence and skill
as a compound entity. As a result, they could be represented at various levels
of abstraction. They are dispositional concepts, and types of Human Capabil-
ity, that can manifest themselves through tasks. Knowledge and attitudes share
this dispositional nature and can manifest together with tasks through actions,
posture, and so on. Aside from the detailed and well-founded representation
of competence, the link between competences and Enterprise Architecture is
another distinguishing feature of this work.

Some other works such as [3,23] have also explored foundational ontologies
in EA modeling. Both employ UFO to conduct ontological analyses of two con-
cepts closely related to competence: capability and service. [23], for example,
views service delivery as the manifestation of competences. [3], on the other
hand, conducts an ontological analysis of Capability and is also related to the
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concept of Competence. [3] briefly discusses the definition of competence based
on capability; in the current work, we adopt and expand on that analysis. As
discussed here, competences can be placed in the so-called capability bundles [3],
connecting individual-level capabilities (competences) with organizational capa-
bilities.

6 Final Remarks and Discussion

The study presented in this paper aimed to improve competence modeling in the
context of Enterprise Architecture by using a reference ontology as a semantic
foundation. The understanding of skills, knowledge, attitudes, and other char-
acteristics allowed us to zoom in on an individual competence, allowing for a
detailed competence representation in the context of Enterprise Modeling.

We investigated the support of Competence Management activities with
Enterprise Architecture models with the goal of improving personal competence
understanding. From the standpoint of competence detailing and decomposition,
the proposed competence representation strategies make it easier to implement
Competence Management in EA. The model representation using ArchiMate, on
the other hand, contributes a set of possibilities to enhancing the Competence
Management practice. This distinguishes the current work from other ontology-
based competence works in the literature.

As a result, the proposed representation can aid in essential Competence
Management (CM) activities such as competence mapping, identification, and
gap analysis. In this sense, the proposed representation patterns facilitates CM
activities by visualizing modeling competences from various perspectives. It
enables the detailing of individual competences in these various representations,
assisting with a deeper comprehension of the individual skills, knowledge, and
attitudes that comprise these competences. This detailed vision aids in many CM
activities such as competence comparison, planning, and assessment, to name a
few.

Future research could open up on the concept of competence by investi-
gating how the competences of different individuals can be combined to form
organizational and collective capabilities. This study would delve deeper into
how organizational capabilities emerge from personal competences. Capabilities
are not created by simply combining competences. The combination of high pro-
ficiency and competence does not guarantee the formation of a high-performance
team. It is a very complex and difficult subject that deserves more investigation.
In this regard, we see an opportunity to incorporate General System Theory
(GST) concepts into the ontological foundation in order to better represent the
phenomena of evolution, emergence, and composition in the context of Enter-
prise Architecture. In this context, we see an opportunity to study theories of
dispositions in order to better understand how competences can be related and
combined.

We also see the need to develop case studies should be used to validate
the proposed competence representation patterns. Although ontological analy-
sis provides the foundation for a well-founded representation (as used here, the
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foundation incorporates advances in Formal Ontology, Philosophical Logics, Phi-
losophy of Language, Linguistics, and Cognitive Psychology [12]), the pragmatics
of a representation in its usage context should be thoroughly assessed. Efforts in
this sense have already been made for other UFO-based representation schemes,
such as [11,23].

Another area of future research concerns the relationship between compe-
tences and other ArchiMate perspectives, such as Motivation Elements. In this
case, the ontological analysis could include other UFO concepts related to inten-
tions, such as Goal and Proposition, which are related to the organization’s
strategic goals [2].
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Abstract. Digitalisation is gaining considerable attention from enterprises aim-
ing to improve their maturity and performance using digital enterprise architecture
(EA). However, the challenge is how to assess and enhance often disconnected but
related digital EA maturity and performance outcome elements. To address this
research challenge, this paper proposes an integrated digital enterprise architec-
ture maturity and performance (DEAMP) ontology. This ontology aims to assist
organisations in understanding and assessing their digital maturity (DM) level
and associated performance outcomes. This is important to understand whether
there is a positive change in the performance level (effect) through improving a
DM level (cause). A design science research (DSR) method, along with a skele-
tal enterprise modelling approach, have been used to develop and evaluate the
proposed DEAMP ontology. Further, this ontology is represented as a knowledge
graph (KG), which can be tailored and used by researchers and practitioners to
capture and process DM and performance data for better outcomes as appropriate
to their enterprise context and scope.

Keywords: Digital maturity · Digitalisation · Performance · Ontology ·
Knowledge graph · Enterprise architecture

1 Introduction

Digital technology opportunities and threats led many organisations to go through a
digital transformation journey to achieve their profitability, growth or competitiveness
goals. Digitalisation or digital transformation is a process of change that involves lever-
aging emerging digital technology [1] by individuals and enterprises [2], ecosystems,
and industries [3]. Digitalisation-related changes may impact or improve performance
outcomes [4]. Also, digitalisation maturity levels could be associated with strategic per-
formance gain [5]. However, organisations often encounter challenging situations in
understanding and measuring the impact of digitalisation [4] maturity on organisation
performance [6].

This paper is a part of ongoing research investigating the integration of digital matu-
rity (DM) and performance outcomes. This ongoing research builds on our earlier sys-
tematic reviews, which indicated the need and provided motivation and foundation for
integrating often two disjoin but related digital and performance elements [6, 7]. This
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earlier work also draws our attention to the need for a theoretical and practical holistic
understanding of the integration ofDMandperformance elements for informed decision-
making to uplift digitalisation for performance outcomes. As a result, this research
aims to integrate the level of DM and related performance outcomes for well-informed
decision-making from the holistic enterprise architecture (EA) perspective. The EA lens
provides a layered approach to integrate the DM and performance elements [8]. Also,
adopting the EA approach may help understand the maturity of the digital enterprise
design components (e.g. people, process, capability), their relationships to each other
and performance outcomes [9, 10].

In this paper, we propose an integrated DM and performance ontology, which is rep-
resented as a knowledge graph (KG) to link and model the DM levels and performance
outcomes. As ontology defines explicit knowledge understanding for better communi-
cation and analysis [11], a KG is a knowledge representation of entities, relationships
and their instances to capture data and generate insights related to digital maturity and
performance [12]. This will help decision-makers who are interested to understand inte-
grated DM and performance outcomes. In summary, KG can be used by the modelling
platform developers to support the capturing and processing of the integrated digital EA
maturity and performance elements and data. The integration of DM to performance
outcomes is important to identify the maturity and related performance gaps, which will
then be used to create actions and a roadmap to address those gaps.

The structure of this paper is as follows. Firstly, it discusses the research background
and relatedwork. Then, it describes the researchmethod and the development of the digi-
tal enterprise architecture maturity and performance (DEAMP) ontology. Finally, before
the discussion and conclusion, it discusses the evaluation of the DEAMP ontology’s
practical relevance and applicability using a KG example.

2 Research Background and Related Work

2.1 Digital Maturity

There are several definitions of DM, and no universally accepted single definition [13].
Here, this paper focuses on the change in maturity levels. The maturity term generally
represents an anticipated reality or change to achieve desirable outcomes [14]. Digital
maturity, on the other hand, is closely associated with the degree of digital transforma-
tion, which could be associated with better organisational performance [13]. DM can
mirror the outcomes of digital transformation efforts from technological and managerial
aspects [15]. It can be used to evaluate the current and target levels of digitalisation or
maturity with a view to navigate the gaps and intended investment decision-making [16].
Achieving a higher level of maturity needs to be aligned with an organisation’s strate-
gic goals and key performance indicators (KPIs) [13]. Commonly, maturity models are
multilevel frameworks that define different organisational capabilities and development
levels [17].
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2.2 Organisational Performance

Organisational performance represents the outcomes of effectively achieving the organ-
isational goals and objectives [18]. Those outcomes could cover financial and non-
financial outcomes [19]. Hence, there are different methods to model organisational
performance outcomes, such as the balanced scorecard (BSC) [20] and strategic mea-
surement analysis and reporting technique (SMART) [21]. On the one hand, the BSC
measures customer, internal, innovation/learning and financial performance in a chain of
cause-and-effect, leaving the performance measurements to be derived from the organi-
sation’s strategy [20]. On the other hand, SMART is an operational performance-oriented
framework that consists of four levels. It is a pyramid of objectives and measures that
integrate strategy with operational performance-focused measurements. In this paper,
along with EA, we used the results and determinants framework [22] as a theoretical
lens to study and model performance indicators (PIs) [6]. This framework has two main
types of performance elements: results (lagging factors as financial, competitiveness
performance measurement dimensions) and determinants (leading factors as resource
utilisation, innovation, flexibility, and quality performance measurement dimensions).
Each performance dimension has its related types of measures. For instance, financial
performance targets profitability, liquidity and market ratios. Thus, the results and deter-
minants framework has been selected because it provides technology-independent six
generic dimensions or classes for performance measurement: Competitiveness, Finan-
cial,Quality ofService, Flexibility,ResourceUtilisation and Innovation.Also, it provides
insight into what each performance dimension can measure.

2.3 Enterprise Architecture

EA provides a holistic view of an organisation’s architecture design and implementation
plan [9, 10] to improve performance outcomes [23–25]. There are several EA frame-
works. For example, Zachman’s [26] framework provides a generic ontology. In contrast,
The Open Group Architecture Framework (TOGAF) [27] provides a generic architec-
ture development method. However, Zachman and TOGAF initiated in a traditional
architecture methods and ontologies context. Thus, this study uses the adaptive EA [28]
meta-framework, which originated in the digitalisation context and digital ecosystem,
and can be used to design situation-specific EA frameworks and capabilities [28]. The
adaptive EA has been used because it provides broader coverage and additional layers
such as interaction, facility and environment layers when compared to existing frame-
works (e.g. TOGAF, Zachman). Also, it consists of explicit performance outcome-driven
adaptive EA design layers [29] that can be integrated to attain strategic goals and objec-
tives in the context of digital enterprise [30]. Adaptive EAwas used because it provides a
systematic layered approach and elements for designing and evolving digitally-enabled
enterprises. Also, EA driven approach has been used because it provides a holistic illus-
tration of the organisation’s architecture design, underpinning components and their
digital transformation roadmap and implementation planning [9, 10].

Adaptive EA [28] offers guidance on six architecture layers: Interaction, Human,
Technology, Environment, Facility, and Security layers. Each layer has its underpinning
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concrete elements as follows: (1) the interaction layer includes the actors and their inter-
actions via different digital touchpoints, channels, and overall journey experience, (2)
the human layer covers the business, information, social and professional architecture
domains, (3) the technology layer covers infrastructure, application, data and platform
architecture domains, (4) the security layer deals with the security concern of every other
element or factor across other layers, (5) environmental layer includes PESTEL (Polit-
ical, Economic, Social, Technological, Environmental and Legal) elements and (6) the
facility layer covers heating, ventilation, air conditioning (HVAC), spatial, energy and
ancillary elements. Besides these six EA layers, adaptive EA achieves its adaptability
through three main activities to identify and analyse changes and then decide the appro-
priate response to those changes for adaptations across EA layers and elements. Figure 1
illustrates the integration of performance and DM from the Adaptive EA perspective.
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Fig. 1. Adaptive EA layers [8, 28, 31] integrated with six levels of DM [7] and Results and
Determinants performance dimensions [22]

2.4 Integrating DM and Performance from EA Perspective

Organisations undergoing digital transformation or digitalisation are required to frame
their digitalisation vision to capture the digitalisation need, strategy and future out-
comes [32]. Consequently, this may require unpacking the influence of digitalisation on
organisational architecture aspects and their performance [33]. The interdependence of
digitalisation, strategies and other organisational elements indicates that digitalisation
may not clearly specify the complex mechanisms of organisational performance impact
[33]. This shows an important knowledge gap or disconnect among digitalisation matu-
rity, organisational performance, strategies and other organisational aspects. It has been
reported that assessingmaturity and linking it to organisational performance is an impor-
tant consideration [34]. This is because a higher level of maturity may link to higher
performance outcomes [13]. Also, on another note, adopting the EA approach may help
understand the organisation’s design components, their relationships to each other and
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performance factors [35]. Thus, we propose to investigate and link maturity level and
organisation performance outcomes using the EA perspective. This will help to address
a lack of linking and understanding between DM level and organisation performance
outcomes.

To unpack and analyse the impact of DM levels on performance outcomes from
EA perspective, we used an adaptive EA [28] framework. It offers relevant layers for
conceptualising the digital enterprise, which is appropriate to the scope of this study.
Also, it originated in the context of digitalisation and the digital ecosystem. Since the
adaptive EA does not offer detailed performance outcomes indicators, we adopted the
results and determinants framework [22] to cover organisational performance and map
it to the adaptive EA layers (Fig. 1). On the other hand, DM levels were adopted from
our previous study as it was conducted from EA perspective [7]. Other frameworks
or theories might also be used to form similar studies; however, this study is limited
to two relevant frameworks (1) adaptive EA and (2) results and determinants. Future
studies might use other appropriate frameworks, theories, and perspectives relevant to
their study context and scope.

2.5 Ontology and Knowledge Graph

Ontology is “an explicit specification of a conceptualisation” [36]. This conceptuali-
sation can include the definition of a set of concepts, their meanings and relationships
[11], as they are the fundamental constructs of conceptual modelling [37]. Generally,
ontology provides a consensual understanding of a field for better knowledge commu-
nication [38]. Thus, this paper proposes a DEAMP ontology to conceptualise DM and
performance elements for explicit knowledge understanding and their integration. It is
anticipated that this will lead to effective communication when assessing and improving
DM for desired performance outcomes [11]. DEAMP ontology can be represented using
several approaches, such as theKGused in the paper, because of its flexible nature in rep-
resenting real-world entities and their relationships [39]. KG congregates and models
real-world knowledge in a network of entities (nodes) and relationships (edges) con-
necting different entities [12]. As such, ontology displayed in a graph can be considered
as a KG if it is populated with instances. Thus, we used the KG because it is useful
to represent the connected elements and their instances, such as the integrated perfor-
mance and maturity elements [39]. To illustrate the ontology, the graph-based approach
[40] provides knowledge as labelled nodes representing entities (concepts), and labelled
arrows as the relationship between nodes. In summary, using the KG-based approach is
deemed appropriate tomodel the integratedDMand performance ontology elements and
their relationships. This also complements the current efforts around KG for conceptual
modelling [41, 42].

3 Research Method

This research is conducted using the design science research (DSR) method [43], which
is helpful to design, build and evaluate the proposed ontology as an artefact. DSR is used
because it enables the development and evaluation of novel artefacts for a purpose [44,
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45]. On another note, DSR can provide a systematic foundation to tackle complex organ-
isational design-related problems [46]. To develop the DEAMP ontology, we followed
a skeletal enterprise modelling approach [11]. This approach is found to be suitable
for integrating two different but relevant concepts of DM and performance. While other
approaches such as enterprise ontology can address building EA ontology [11], however,
here the focus is on integrating DM and performance elements across EA layers.

The applied DSR includes five steps (Fig. 2). Firstly, we identified the research
problem based on the research background and related work. Secondly, we applied
creative and analytical thinking to produce an initial tentative design of the DEAMP.
Detailed research was conducted to develop the DEAMP design. In the evaluation step,
the DEAMP was evaluated. The development and evaluation are iteratively performed
to evaluate and evolve the DEAMP. Finally, the outputs and knowledge contributions
are identified and reported in the last step to conclude the research.
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Fig. 2. DSR approach

As indicated earlier, in DSR, this research uses the skeletal enterprise modelling
method [11] to construct the DEAMP ontology. It consists of four steps: purpose, scope,
build and evaluate/revise [11]. The first and second steps include reasons to build the
ontology and set of structured concepts to satisfy identified requirements. The third
step requires producing, arranging and structuring concepts’ definitions to build the
ontology. The fourth step is to evaluate the developed ontology using pre-defined criteria.
In summary, the DEAMP ontology is iteratively developed. We organised this ontology
development into four iterations. In thefirst iteration,we reviewed existing studies onDM
models and performance outcomes related to digitalisation to identify the key concepts
and their relationships. We detailed those concepts in the second and third iterations,
and modelled them using the graph modelling approach [40]. Then, we evaluated the
ontology using an example scenario (fourth iteration).

4 DEAMP Ontology

This section focuses on the first three iterations that include the purpose of the ontology,
key concepts, and the DEAMP graph. In the first iteration, we reviewed the existing liter-
ature about DMmodels and digitalisation performance outcomes separately, as reported
in earlier published studies [6, 7].We synthesised30differentDMmodels using a theoret-
ical lens (adaptive EA) [28]. Also, we synthesised digitalisation performance outcomes
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using two theoretical lenses (adaptive EA [28], results and determinants framework
[22]). Subsequently, we integrated the main concepts and relationships extracted from
our previous studies [6, 7] to develop the DEAMP. The EA design-driven DEAMP can
be used to assess DM and performance outcomes across adaptive EA layers and their
underpinning elements (Fig. 3).

Fig. 3. DEAMP conceptual model

The DEAMP is organised into four areas: performance, digital maturity, actions
and benefits. Performance assessment can be done to define the performance gaps in
alignment with the organisation’s goals and objectives. Similarly, a DM assessment can
be conducted to determine the DM gaps based on the underpinning pain points across
the EA design. As the current and target DM impact current and target performance,
these assessments can then lead to initiate actions to fill the integrated performance and
maturity gaps to uplift DM for performance gain. These actions can be included in a
roadmap to map to target DM and performance, which is a sequence of actions, timeline,
their dependency and priority. Finally, benefits monitor the actual DM and performance
outcomes resulting from implementing the actions roadmap (post actions roadmap’s
implementation). It tracks the resolved pain points and realised goals and objectives
according to the desired target maturity and performance levels.

In the second iteration, we adopted a graph-based modelling approach [40] to rep-
resent the DEAMP concepts, properties and their relationships. This will serve as an
ontology for the EA-driven DM and performance assessment. We used Neo4j graph
database to implement the DEAMP graph as a first step to demonstrate the applicability
of the proposed work. We used Neo4j because it is a scalable and robust open-source
native graph database [47]. Neo4j stores data as nodes and edges that represent entities
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and relationships. Both nodes and edges can have properties in the form of key and value
pairs.

Here, we first focus on the taxonomy aspect of the graph model to highlight the
structure of EA-driven DEAMP. The initial graph-based model shows that architecture
has an architecture domain and relevant elements. Then, the architecture element is
associated with a set of PI (performance indicator) gap, DM gap, objective, action, pain
point and benefit. (see Fig. 4).

Fig. 4. Initial DEAMP graph-based model

In the third iteration, a full graph was produced (Fig. 5) with concepts and their
definitions (Table 1). This captures the ontology aspect of the DEAMP. Additional con-
cepts were added to capture the meanings of the key concepts as classes and attributes.
For example, to detect the gap in performance, PI gap uses a set of current and target
performance (CPI, TPI), and the same logic goes for DM, current and target (CDM,
TDM). The CPI and TPI reflect the impact of CDM and TDM. Also, an action consid-
ers PI gap, DM gap, goal and pain point of a specific element and is associated with a
roadmap. Moreover, five concepts have a set of dimensions that could be detailed to get
additional dimensions. The architecture domain includes business and information as
the architecture elements (people, process, capability, information) and roadmap (time-
line, dependency and priority). Other domains, such as technology and security, can
also be considered. On the other hand, we defined six levels of DM as attributes for the
DM level class. For instance, level 0 represents the absence of digitalisation or basic
digitisation, whereas advanced level 5 represents innovative, data-driven and adaptable
aspects. These levels are further explained in Table 1. Also, PI type includes six different
dimensions such as financial, quality and resource utilisations that could be further into
more detailed and specific PIs under each PI type. (See Fig. 5, Table 1) Due to the visual
constraint of the class labels in Fig. 5, some element labels may not be fully visible.
Please see the class label column in Table 1.
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Fig. 5. Full DEAMP graph-based model

Table 1. DEAMP concepts and their definitions

Class label Concept Definition References

DM_Gap DM gap A level of DM that represents a
gap in the DM

[7]

CDM Current DM A level of DM that represents
the current level of the DM

[7]

TDM Target DM A level of DM that represents
the target level of the DM

[7]

DM_Level DM level Represent the six levels of the
DM

[7]

Level 0 None – Absence of digitalisation
or basic digitisation

[7]

Level 1 Beginner – Digitally aware or
ad-hoc digitalisation

[7]

(continued)



A Knowledge-Graph Based Integrated Digital EA Maturity 223

Table 1. (continued)

Class label Concept Definition References

Level 2 Learner – adopting digital
practices

[7]

Level 3 Intermediate – Consistent,
defined, integrated and digitally
enabled

[7]

Level 4 Advanced – Completely
developed, predictable and
proactive

[7]

Level 5 Expert – Innovative, data-driven
and adaptable

[7]

PI_Gap Performance gap A set of PIs that represents a gap
in performance outcomes

[6]

CPI Current PI A set of PIs that represents
current performance outcomes

[6]

TPI Target PI A set of PIs that represents target
performance outcomes

[6]

PIType PI Type Represent the six types of PI [6]

Financial Financial Represent the financial PIs [6]

Competitiveness Competitiveness Represent the competitiveness
PIs

[6]

Resource_Utilisation Resource utilisation Represent the resource
utilisation PIs

[6]

Quality Quality Represent the quality PIs [6]

Innovation Innovation Represent the innovation PIs [6]

Flexibility Flexibility Represent the flexibility PIs [6]

Architecture Architecture A business area in the enterprise
architecture design

[28]

Architecture_Domain Architecture domain A domain of the enterprise
architecture design within a
business area (business or
information of the human layer)

[28]

Architecture_Element Architecture element An element of the architecture
domain (People, Capability,
Process or Information)

[28]

Goal Goal A description (statement) of
what the organisation wants to
achieve

[48]

(continued)
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Table 1. (continued)

Class label Concept Definition References

Objective Objective A scalable description of a goal [48]

Pain_point Pain point A problem or solution of an
issue that was unfinalised

[28, 49]

Action Action An initiative defined by the
organisation to improve DM
level for desired performance
gain

[48]

Roadmap Roadmap A sequence of actions based on
timeline, dependency and
priority

[4, 28]

Timeline Timeline A period of time needed to
implement an action

[28]

Dependency Dependency Represent the dependency
between actions

[28]

Priority Priority The priority of an action [28]

Benefit Benefit A gain or value realisation via
implementing the roadmap

[50]

Actual_M Actual Maturity A level of DM that represents the
actual DM level after or while
implementing the roadmap

[7, 50]

Actual_P Actual Performance A set of PIs that represent the
actual performance after or
while implementing the roadmap

[7, 50]

5 Indicative Evaluation

This study provides an indicative elevation of the DEAMP ontology using an example
scenario (fourth iteration). For this example scenario, we created fictitious test data to
create the instance of the DEAMP reflecting a real-world marketing domain example as
an indicative proof of concept validation.

The scenario is about a fictitious marketing ABC company. This company initiated a
digital transformation initiative to improve overall performance by assessing and improv-
ing its DM. Their focus is on assessing and improvingmarketing business domain. Thus,
a business architecture layer from the EA is used to understand the business marketing
domain capabilities. As such, the marketing business domain can contain several busi-
ness capabilities, such as advertising, managing customer relationships etc. Here, as an
example, we focused on the “manage customer relationships” capability and captured
the current and target DM levels, goals, pain points and current and target performance
indicators (PIs). Also, the related current, target PIs and gaps are defined in alignment
with the company’s related goals and objectives. The instance of the example scenario
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onDEAMP is shown in Table 2 and Fig. 6. It can be observed that manage customer rela-
tionships capability (architecture element) indicates a gap (1 level) between the current
and target DM state due to the duplicate accounts in the CRM (Customer Relationship
Management) system as a pain point. On the other hand, one of the related PI to this
capability is income which needs an increase of 15% based on the difference between
the current and target income (linked to the company profit/ income objective). Thus,
improving the performancemanagement process by implementing a newdynamic online
CRM system is the proposed action to uplift the DM to gain an increase in income (per-
formance outcome). This action is anticipated or assumed to take 100 days with a high
priority on a digital transformation roadmap. Further, post-action implementation, actual
DM levels and performance can be tracked to capture whether the hypothesised (target)
performance and DM improvements are reached. This example can be further explored
using other related goals, objectives, pain points and PIs. Yet, it has been limited to
one related aspect for the purpose of demonstration. Figure 6 shows how the example
scenario and data are used to demonstrate the use of the proposed DEAMP ontology as
a KG.

Table 2. DEAMP instantiation

Class label Instances Instances details

Architecture Marketing

Architecture_Domain Business

Architecture_Element Cap01 Capability 01: Manage customer
relationships

CDM L01 Level 01

DM_Gap 1 Level 1 level difference between the
current and target DM

TDM L02 Level 02

CPI F01 Financial indicator 01: income

PI_Gap +15% 15% increase to up lift current
income to target income

TPI F01 Financial indicator 01: Income

Pain_Point PP01 Pain point 01: duplicate accounts
in the CRM systems

Goal G01 Goal 01: improve productivity

Objective Obj01 Objective 01: increase company
profits/income (15%)

(continued)
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Table 2. (continued)

Class label Instances Instances details

Action Ac01 Action 01: implement a new
dynamic online CRM systemRoadmap Timeline 100 days

Dependency NA

Priority High

Benefit Actual M – –

Actual P – –

Fig. 6. The instance of DEAMP graph-based model with the example scenario

6 Discussion and Conclusion

Digitalisation is gaining considerable interest from academia and industry. However,
there is a lack of understanding the link and impact of digitalisation maturity on organ-
isational performance outcomes. This paper attempts to combine these two important
areas into an integrated DEAMP ontology. As a result, this integrated DM and perfor-
mance indicate several advantages. First, it can provide a systemic approach to link the
previous isolated DM and performance concepts via an integrated ontology. Second,
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once they are integrated, we can then study the impact of a change in maturity on the
performance outcomes and vice versa. Third, we can develop a performance outcome-
driven approach to set the desired maturity level. Fourth, we can monitor and track the
integrated maturity and performance outcomes. Finally, it can provide us with a lens to
study the degree of maturity and its relevance to the degree of performance gain.

In conclusion, DEAMP ontology can be used for assessing and navigating DM, as
well as linking it to performance results through activities and initiatives from the EA
perspective. This intends to improve understanding of DM levels and their impact on
performance outcomes when developing digital roadmaps and action plans. The appli-
cability of the proposed DEAMP ontology is demonstrated with the help of an example
scenario. This initial evaluation indicates the practical relevance and applicability of the
proposed ontology. Future research will conduct additional experiments to evaluate and
evolve the proposed DEAMP ontology.
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Jānis Grabis(B)

Information Technology, Riga Technical University, Zunda Krastmala 10, Riga 1048, Latvia
grabis@rtu.lv

Abstract. Interactions among employees promote spread of infectious diseases at
workplaces. Enterprise architecture provides rich information about organizational
structure and its relations to other elements in an enterprise. This paper develops
a workplace topology model as a sub-set of enterprise architecture to analyze
both static and dynamic interactions among the employees and to monitor and
to limit spread of infectious diseases. The model is developed as a multi-layer
graph combining organizational, facility and sensing layers. The graph analytical
methods are elaborated to analyze the interactions. The analysis provides inputs
to spread of infectious diseases risk assessment models. The application of the
graph analytics methods is demonstrated using an example from an Information
Technology consulting company producing both software and hardware products.

Keywords: Organization graph · Graph analytics · Spread of infection

1 Introduction

Propagation of Covid-19 and similar infectious diseases depends on human behavior
and working environment [1]. The human behavior concerns the way they interact with
each other and the working environment concerns facilities and conditions they interact
within. There are many different types of interactions among employees at a workplace
making it one of the most frequent places for spread of infectious diseases such as flue or
Covid-19 [2, 3]. The organizational structure and processes cause emergence of localized
bubbles either promoting or limiting the spread of diseases [4].

The organizational structure typically shows a hierarchy of organizational units and
roles and employees working for these organizational units. Modeling of organizational
structure is a part of many enterprise architecture management frameworks. The organi-
zation structure is relatively static and majority of companies also have dynamic project
or product development teams involving interactions across many organizational units.
Increasingly, companies are adopting team-oriented approaches. In both cases, interac-
tions among units, teams and employees are naturally represented as a graph [5]. The
graph analysis methods provide a powerful tool to analyze the interactions in the organi-
zation. There methods include centrality measures, shortest path as well as identification
of clusters and major components.
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While the organization structure shows interactions among employees, it lacks a
physical dimension. The physical dimension, i.e., specific work place, is important to
understand spread of infectious diseases [6]. The aforementioned features can be cap-
tured by adding another layer to the organization’s graph. The combined layers are
represented as a multi-graph [7]. Multi-layered graphs are well suited to show and to
analyzed interactions among various aspects of the modeling problem. The organization
and physical layers jointly show employee and their location and interactions among
them. In order to limit and prevent, the spread of infectious diseases ambient conditions
also should be observed and suitable actions should be carried out. The ambient condi-
tions are determined by sensing and various types of actuators are used to perform the
actions. Sensing and enactment capabilities can be represented as another layer in the
multi-graph.

Although graphs and physical layout of various are frequently used to analyze spread
of infectious diseases up to now there is no comprehensive method to jointly represent
various aspects of the interactions and to analyze these interactions to configure schedul-
ing and access systems. It is proposed to use a topological model to represent the orga-
nizational, work place layout and sensing concerns. The work environment topology
model is a multi-graph jointly representing organizational structure, physical dimension
of the work place and sensing capabilities. It is applied to analyze Covid-19 related risks.

The objective of this paper is to formulate the work environment topology model
and to define means for analyzing the model using the graph theory and network anal-
ysis methods. The topology model can be perceived as a representation of enterprise
architecture, which provides rich means for representing organizational structures [8]
and recently has been extended to represent aspects specific to sensing enterprises [9].
Both structural andmissionary organizational units can be represented [10].Graph-based
analytical methods are shown as a promising technique to gain quantitative insights on
the basis of enterprise architecture models [11]. Graph analysis techniques also have
been applied to analyze spread of infections in workplaces [12]. The contribution of
this paper is elaboration of graph-analytical methods to analyze static and dynamic
interactions among employees in the organizational context with an intent to assess the
risk of spreading infectious diseases such as Covid-19. Among other factors this risk is
affected by intensity of interactions within and outside of organizational bubbles as well
as duration of these interaction [13].

The rest of the paper is structured as follows. The background information is dis-
cussed in Sect. 2. The topology model is formulated in Sect. 3. Analysis of the topology
model is demonstrated in Sect. 5. Section 6 concludes.

2 Background

Enterprise architecture management is an approach for analyzing complex organizations
[14]. It is typically represented as a layered structure including business, logical and
physical layers. The workplace topology model is a representation of enterprise archi-
tecture focusing on interactions among employees and sensing capabilities to analyze
these interactions. The three relevant layers are:

1. Organization layers – business layer;
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2. Facility layers – physical infrastructure;
3. Sensing layer – digital infrastructure.

2.1 Organizational Layer

ArchiMate states that the business layer elements are used to model the operational
organization of an enterprise in a technology-independent manner.1 It includes active
structure elements such as business role, business actor and business collaboration to
represent the organization as well as behavior and passive elements. The topologymodel
focuses on active structure elements although the behavior elements also could play a
major role in dealing with the spread of infectious diseases.

The elements represented in the organizational layer are:

• Person – a human working at or visiting the organization. They are employees of
the company as well as customers, partners and other persons visiting organization
on-site. The visitors are also usually registered in the access management system.

• Organization unit – a persistent logical grouping of employees with common goals
and activities.

• Team – a temporary organizational unit involving the persons dedicated to a com-
mon course and having frequent interactions though not necessarily having specific
physical location.

2.2 Facility Layer

The facility layer representing some of the physical aspects of the organization. It
assumes that a work place (e.g. office or manufacturing site) is divided into zones. The
zones are identified in an access management system and employees have permission
to access specific zones.

The elements represent in the facility layer are:

• Organization unit – the same as defined in the organizational layer.
• Zone – a physically bounded and identifiable location in organization’s premises.
• Sub-zone (work station) – a constituent part of the zone.

A sub-zone can have sub-zones on its own. Zones and sub-zones form a hierarchy,
where an upper level element encompasses lower level elements.

2.3 Sensing Layer

The sensing layer represents digital infrastructure used at the organization to monitor
and to limit Covid-19 risks. It focuses on sensors and actuators and their association
with specific zones.

Two types of elements are represented in the sensing layer:

1 https://pubs.opengroup.org/architecture/archimate3-doc/chap08.html.

https://pubs.opengroup.org/architecture/archimate3-doc/chap08.html
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1. Sensor – a physical or logical device measuring conditions at a workplace. That
includes IoT sensors measuring ambient conditions as well sensors measuring prop-
erties of wastewater and web sensors retrieving contextual data from internal and
external information systems;

2. Actuator – a physical or logical active element, which allows to change conditions at
a workplace. These include actuators interacting with building management system
to change ventilation parameters or access management system to restrict access to
specific zones.

The nodes of the sensing layer correspond to devices in the ArchiMate’s technology
layer, where additional information about the devices, interfaces and communication
networks is provided.

If a sensor or an actuator is attached to a zone having multiple sub-zones, then it is
serving all sub-zones, e.g., there is typically one waste water analyzer per object. The
wastewater analyzer a specific time of sensor considered in this project as a non-intrusive
early warning method [15].

2.4 Integration

The topology model is intended to provide input data to assess the risk of spreading
infectious diseases in a workplace. Data provided by various sensors, organizational
information systems and wastewater analysis are combined to estimate the risk level,
which in turn triggers a corrective action performed by actuators (Fig. 1). The topology
model extracts and structures data from the organizational information systems. Both
master and transactional data are used. The Time management system manages data
about the organizational units and the zones, the Project management system manages
information about dynamic project teams and the Enterprise calendar contains scheduled
events and their participants. This way the model characterizes interactions among the
employees. The intensity and type of interactions is combined with IoT sensor measure-
ments and wastewater analysis results to evaluate the risk. While the topology model
based analysis of interactions focuses on planned interactions, the IoT sensor data can
capture informal interactions, e.g., anonymized video stream data can be used to apprise
interactions taking place at a resting place.

The risk is either predicted or its current value is evaluated. There are several risk
evaluation models. For example, Buonanno et al. [13] evaluate the risk of infection
depending on duration and type of interactions among people as well as characteristics
of the meeting room. The proposed topology model would provide the necessary input
data to the risk estimation model. These input data include type of interactions among
people and duration of these interactions. Outputs of the risk model are used to trigger
risk reduction activities by involving appropriate actuators. For example, ventilation can
be adjusted with regards to expected number of the employees in a room and current air
quality measurement or events can be rescheduled if the wastewater analysis warning
has been triggered.
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Fig. 1. Integrated risk-based decision-making.

3 Model Formulation

The graph theory is chosen as a method to represent the workplace topology. The graph-
based representation can be transformed in a visual representation of the target enterprise
architecture framework. The work environment topologymodel is a multi-layer attribute
graph:

TM = (Y,N , E, β, λ), (1)

where Y is a set of layers, N is a set of nodes, E : N × N is a set of edges connecting
the nodes and β : N → Y is a function mapping the nodes to layers. Individual nodes
and layers are denoted by n and y, respectively. An edge eij connects nodes ni and nj.
Thus, the set of nodes is defined as N = {ni|i ∈ Z

∗}. The nodes have a specific type,
and this type is represented by a set of node labels L is defined as:

L = {Person, Org. Unit, Team, Zone, Sub − zone, Sensor, Actuator}. (2)

There is a functionλ(ni) thatmaps the nodes to their labels. The nodes have properties
represented as key-value pairs and a set of the property keys is denoted asK. Every node
has the name property as well as other properties as necessary. A set of the property
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values is denoted as V . For example, sensors have an attribute Type assuming a value
“Air quality sensor”:

{ki1 = type : vi1 = Air quality}, λ(ni) = Sensor. (3)

Sensor attributes are defined according to the Fiware2 data model and other attributes
can be introduced as necessary.

The topologymodel captures both static and dynamic interactions among employees.
In order to represent short term interactions, the Person node has the Calendar attribute.
It is a complex attribute including elements such as:

1. Event – name of the calendar event;
2. Event date – date of the calendar event;
3. Event start and end time – specific time slot of the working day the event takes place;
4. Duration – duration of the calendar event;
5. Zone – location of the event;
6. List of participants – persons required or invited to the event;
7. Type – regular meeting, ad hoc meeting etc.

The Calendar attribute is populated by integrating data from Time Management
System, Project Management System and Enterprise Calendar. The calendar merges
regular working schedule, regular meetings and ad-hoc meetings.

The function β mapping the nodes to layers states that (see [16] on representation
of multi-layered graphs):

• Org. unit., Team and Person nodes are present in the Organizational layer;
• Person, Zones and Sub-zones nodes are present in to the Facility layer;
• Zone, Sensor and Actuator nodes are present in to the Sensing layer.

Note that the Person nodes are present in the Organizational layer and the Facility
layer, thus linking the two layers and a connection between matching nodes is implied
(i.e., if the same node is present in two layers a connection between the nodes can be
established). Similarly, the Zone nodes are present to the Facility layer and the Sensing
layer and connect the two layers.

The edges connect only specific types of nodes:

• Person to Org. unit – defines an organization unit a person works for;
• Person to Team – defines a project team a person is assigned to;
• Person to Zone – identifies a zone a person has a work place. It can be slowly changing
as indicated in the Time Management System;

• Person toSub-zone– similarly to the previous identifies a sub-zone a person is assigned
to;

• Sub-zone to zone – represents the composition of zones;

2 https://github.com/smart-data-models/dataModel.Device/blob/1c41e5128a54d7b67bf51f3a
7daba3c72f497aa0/Device/doc/spec.md.

https://github.com/smart-data-models/dataModel.Device/blob/1c41e5128a54d7b67bf51f3a7daba3c72f497aa0/Device/doc/spec.md
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• Sensor to Zone – shows sensors available for monitoring environmental conditions in
a zone;

• Actuator to Zone – shows actuators available in a zone to change the environmental
conditions.

The model formulation defines the layers, types of the nodes and permissible edges.
A topologymodel is instantiated for a particular organization, and it shows specific units,
employees and other elements for this organization. Typically, most of the information
is extracted from various information systems. However, one cannot expect that all
informationwould be readily available without some data transformation and integration
effort.

A sample topology model is shown in Fig. 2. All persons are assigned to and orga-
nizational unit. Some of the persons are also working for temporary teams. Team mem-
bership crosses boundaries of the organizational units. A person works at a specific zone
deemed as his or her default work place. However, persons can mover dynamically from
one zone to another. That is captured in the calendar or zone access data.

Fig. 2. A visualization of the topology model.

4 Model Analysis

The instantiated (i.e., organization specific) topology model is used to understand inter-
actions in the organization and to evaluate sensing needs. The topology model is used
to:

1. Perform static analysis – analyzes interactions using a snapshot of the topology
model without using the calendar information;

2. Perform dynamic analysis – analyzes interactions using multiple versions of the
topology model or the calendar information;

3. Configure applications used to manage work environment – the access rights to
zones, work scheduling and sensing requirements can be derived from the topology
model to configure the time management and access management system.
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The following sub-sections discuss the static and dynamic analysis while the
configuration is beyond scope of this paper.

4.1 Static Analysis

The static analysis is performed using the permanent (more precisely slowly changing
data) from the topology model. Several types of static analysis have been identified:

1. The variety of employees in the zone – how many different units relative to the
number of persons are present in a single zone;

2. The centrality of person in the zone – how many persons are related to a person;
3. The sensor data availability – how many sensors are available in a zone?
4. The overall graph density in each layer – shows connectivity of nodes.

The variety of employees in the zone (VE) that is defined as a ratio between the
number of units and the number of persons associated with the zone. Given a node ni of
type Zone, a set of connected nodes of type Person is:

N ∗
i = {

nj|λ(nj) = Person, ∃eij ∈ E}
(4)

and a set of organization units these persons belong to is:

M∗
i = {

nk |λ(nk) = Organization unit, nk ∈ N ∗
i

}
. (5)

VE is calculated as:

VE =
∣∣M∗

i

∣∣
∣∣N ∗

i

∣∣ . (6)

The centrality of person (CP) indicates connectiveness of the person in the
organization and it is calculated:

CP = ∣∣P∗
i

∣∣, (7)

where P∗
i = {

nj|λ(nj) = Person, ∃ekj ∈ E ∧ nk ∈ N ∗
i

}
is a set of persons con-

nected to the ith person via its associated unit and teams and N ∗
i ={

nj|λ(nj) ∈ {Unit,Team}, ∃eij ∈ E}
is a set of units and teams the ith person is associated

with.
The sensor data availability is simply calculated as a degree of the zone node calcu-

lated withing sensing layer. It can be expressed in both absolute and relative terms. The
measure indicated that some of the zonesmight be lacking sufficient sensing capabilities.

The overall graph density is calculated the ratio between the edges present in one
layer of the graph and the maximum number of possible edges in the layer. In the
organizational layer, high density suggests a large number of possible interactions. In
the sensing layer, high density suggests that the organization is well equipped with
sensors and actuators.
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4.2 Dynamic Analysis

The dynamic analysis is performed using the frequently changing data from a version of
the topology model with a specific timestamp. Several types of dynamic analysis have
been identified:

1. Intensity of interactions with other units and teams – characterizes how many events
involving persons from other units and teams a person has;

2. Expected duration of interactions – characterizes duration of interactions with
persons from other zones;

3. Expected variety – the number of different units or teams a person interacts with.

The intensity of interactions DP is calculated for a person and characterizes the
number of contacts and the time this person spends with employees working at other
organizational units or teams. It is calculated using the following algorithm:

1. Select a node nj of type person
2. Set DPi: = 0
3. For each Event j in the person calendar

3.1 Set DPi := DPi + kdj, where dj is duration of the jth event and k is a number
of participants from a different organization unit or team;

4. Set DPi := DPi
D , where D is duration of all events for the person (note that events

also include the regular scheduled work hour).

DP can exceed one implying that a person is having interactions with multiple
persons from different organization units at a single event.

The expected duration of interactions is calculated in a similar manner toDPwithout
adding the number of persons multiplier and selecting the persons from other zones in
Step 3.1. This measure is often used to calculate the risk of infection. The measure takes
into account interactions with persons from other zones assuming than precautionary
measures are implemented within the zone.

The expect variety is calculated by counting how many different units or teams are
represented in the person’s calendar as participants of various events.

5 Application

The topology model is developed for a small and medium size Information Technology
and Communications company. The company develops and deploys integrated hardware
and software solutions. It has about 35 employees organized in nine units including
administration, sales and marketing, software development, electronics and networking
services. Five distinctive zones are identified and access is controlled using an access
management system. The electronics and technical services in particular cannot work
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remotely. The company is functionally-oriented and prefers on-site work for all employ-
ees. Project teams are established for specificmissions like development of new products
or onboarding of new customers.

The topology model represents the actual static structure of the case company. How-
ever, the team composition and the calendar data are generated for experimental purposes
on the basis of interviews with company representatives concerning their work organiza-
tion. Experimental studies are conducted to compare intensity of employee interactions
in the case of functional organization and project-oriented organization. The project-
oriented setting is considered to explore possibility for the case company to switch to
more project-oriented way of working.

The topologymodel is shown in Fig. 3 and Fig. 4. It represents a snapshot at a specific
time moment. The person to unit and person to zone assignments as well as assignments
in the sensing layer are relatively stable. The person to team assignments are changing
frequently. The topology model shows that employees belong to specific organization
and some of them also belong to project teams. There are five zones in company’s office:
Office, Electronics, Programming, Common area and Conference room. These zones are
treated as sub-zones to the overall office building zone (z0), which has an access gate
actuator controlling access to the whole building. It is envisioned that a water monitoring
sensor also will be added to z0. The fifth zone has no persons assigned as a permanent
work place. It is booked for specific events and dynamic analysis is mainly relevant for
this zone. All zones are equipped with air quality sensors, while other types of sensing
devices and actuators are sparingly available. This is one of the observations made
during the static analysis that sensing capabilities are not sufficient for comprehensive
monitoring and enactment of response actions.

The measures used in the static analysis can be calculated. Table 1 reports the cal-
culated values of the variety of employees in a zone. The higher value indicates that
employees from many zones are represented in the zone. The largest variety is in z1,
where employees from administration, marketing, project management and accounting
are located. Larger variety could potentially indicate a greater risk of spreading infections
outside an organizational bubble.

The experimental studies are conducted to show an example of dynamic analysis
using simulated data. The following assumptions are made in the experimental studies:

1. Participants of events mainly come from the one organizational unit in the case of
the functional organization;

2. Participants of events mainly come from one team in the case of the project-oriented
organization;

3. The events are classified as unit meeting and team meetings. The unit meetings are
more frequent than the project meetings in the functional organization while the
team meetings are more frequent in the project-oriented organization;

4. Participants from other units or teams are also invited to events. The share of external
participants is larger for the unit meetings than team meetings (because external
information requirements are higher).
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Fig. 3. The organizational layer of topology model for the case company.

Fig. 4. The topology model of the case company: a) facility layer; and b) sensing layer.

The Intensity of interactions (DP) is evaluated in the experiments. The measure is
evaluated for the functional organization and the envisioned project-oriented organiza-
tion, and the share of external participants (4th assumption) is also varied. Each exper-
imental treatment is evaluated for 500 randomly generated person to team assignments
and calendar events.
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Table 1. Variety of employees in a zone (VE) for selected zones

Zone ID z1 z2 z3

Zone Name Office Electronics Programming

VE 0.27 0.25 0.2

In the first experiment, the share of external participants (FE) in eachmeeting is 50%
of all participants. The experimental results (Fig. 5 a)) shows that the intensity of inter-
actions is higher for the functional organization. That is slightly contra-intuitive because

Fig. 5. The intensity of interactions in functional and project-oriented organizations: a) box-plot
chart of DP and b) distribution of DP, FE = 0.5.
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Table 2. The average value of DE for all persons depending on organization type and FE

Organization type FE = 0.2 FE = 0.5

Functional 0.067 0.288

Project 0.072 0.126

Wilcoxon test p-value 0.03 0.00

less interactions are expected in the functional organization. However, the need for many
external advisers is the cause of the high level of interactions. That is also illustrated in
Fig. 5 b) showing thatDP has a bi-modal distribution. The firstmode representsmeetings
with a few external participants while the second mode points towards meetings with
many external participants. The project-oriented organization has many outlying cases
with a significantly larger number of interactions than usual. With regards to spread of
infectious diseases, this observation suggests that the risk prediction is more challenging
for the project-oriented organization even though the overall level of interactions might
be lower.

To assess the impact ofFE on the results, the experiments are repeated withFE = 0.2
(Table 2). The intensity of interactions was larger for the functional organization if FE
= 0.5 and the Wilcoxon test confirms that FE values differ substantially depending on
the type of organization for any level of statistical significance. However, the intensity of
interactions is lower for the functional organization if FE = 0.2 (at the significance level
of 3%). The shape of distributions is similar for both types of the organization (Fig. 6).
The results imply that involving fewer external participants significantly reduces the

Fig. 6. The intensity of interactions in functional and project-oriented organizations characterized
by distribution of DP, FE = 0.2.
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intensity of interactions and this reduction is more profound for the functional organi-
zation. In general, involving fewer external participants makes it easier to predict the
intensity of interactions.

6 Conclusion

The paper has elaborated a workplace topology model, which provides inputs to risk
assessment of spread of infectious diseases. Using the graph theory as a representation
method allows to calculate quantitative measures to analyze and to compare charac-
teristics of the organization. Some of the measures serve as inputs to infection risk
assessment models. Several static and dynamics measures are defined in the paper while
others can be added as necessary. The topology model contains only a sub-set of ele-
ments describing the overall enterprise architecture. These sub-elements are selected to
allow for quantitative analysis of interactions among employees and infection sensing
capabilities.

This research is conducted as a part of applied research project jointly with the afore-
mentioned IT consulting company. The aim of the project is to enhance the company’s
access management systemwith features reducing spread of infections such as Covid-19
at workplaces with restricted opportunities for remote work. The further research will
focus on identification of themost suitable topology analysis measures from the practical
perspective and to gather data for further analysis of dynamical aspects of the topology
model.

The topologymodel itself is dynamic (e.g., person to zone assignments are variable).
Therefore, versions of themodel and its evolution are tracked.The topologymodelwill be
implemented as a part of the access management system, which will also track the model
evolution and correlate the topology measures with enterprise performance measures.
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Abstract. Responsiveness is a key requirement for web-based enterprise
software systems. To this end, throttling (or rate limiting) is often applied
to block illegitimate traffic from outside-facing components and protect
their computational resources. OAuth-based authorization servers are
among the most popular components facing the web. Alas, the OAuth
protocol introduces severe challenges to throttling. The OAuth protocol
flow introduces indirections to client requests that make it hard to deter-
mine their source to apply rate limits. Moreover, fixed limits perform
poorly in cases varying between high and low request loads. In this paper
we propose solutions for both issues and provide an efficient solution for
throttling in the context of OAuth. This includes integrated methods for
a) cooperative throttling of authorization and resource servers as well as
b) dynamic rate limiting as part of the throttling algorithm. We evaluate
our approach based on a real-world use-case of enterprise CRM.

Keywords: Authorization server protection · OAuth protocol ·
Cooperative throttling · Dynamic rate limiting · CRM

1 Introduction

Modern web applications, especially those offering services to users over the
internet, are facing significant variation regarding system usage [23]. In line
with the distributed architecture of such systems, the aspects of authentica-
tion and authorization are usually provided as services of dedicated auth servers
that build on standards like OAuth [16]. By design, such services are directly
exposed to vast numbers of requests not only from users and clients, but also
from the resource servers they are providing authentication and authorization
for. These requests are leading to potential performance challenges on the auth
server especially in multi-tenant environments [13]. Under peak load, they may
cause significant performance drops or even service outages.

To protect auth servers from such issues, measures to manage system load
have to be applied on different levels. Modern cloud-based systems offer standard
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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mechanisms to scale their capacity as one option to do so [4]. Whilst being useful
for increases in legitimate traffic, this approach offers an additional surface to
attackers. It prevents performance losses and outages but in turn can create
direct financial impact. Thus additional measures to block malicious traffic has
to be employed. A technique to do so is throttling or rate limiting. It is based on
per-user limits and blocks all traffic from a user exceeding the defined limit.

The most common approach is generic throttling on the network layer. Whilst
being widely available [1–3], this approach has the drawback of operating on
limited information, e.g., with respect to source and target IP addresses. Such IP
addresses are only partially useful to identify users. Techniques like NAT, VPN
or proxies obfuscate an unknown number of users behind a single IP address.
Thus, it is unclear, whether a single source IP address identifies a specific user
or a group, let alone the group size.

For this reason, it is desirable to enrich the context of throttling mechanisms
with additional information from higher system layers. Yet, such information
should be still generic enough to make resulting throttling mechanisms widely
applicable to different systems and domains, so using application-specific features
(like end user profiles) is not a good option. A promising approach is to utilize
specific information in the context of auth-servers, as these are closely related
to the clients and users of the system but still offer a standardized generic view
that is commonly available for many web applications.

Consequently, we tackle the question how throttling can be optimized by
means and in the context of OAuth-based systems and break it down as follows:

1. How can meaningful user entities be identified for OAuth-based systems?
2. What are efficient and effective throttling limits for such users?

To answer those research questions we use a case study and evaluate our
prototypes on it. As a running example, we use a cloud-based multi-tenant Cus-
tomer Relationship Management (CRM) system, more specific SmartWe [17].
It provides business users the ability to manage customer-related data such as
appointments, e-mails, tasks or documents. Technically, SmartWe is a web appli-
cation building on OAuth and consequently features the user as resource owner,
a client, a resource server and an auth-server (see Fig. 1).

Users interact with a web-based client app. As this client is public, the Autho-
rization Code Grant Type is used [5, p. 7], meaning that the client redirects the
users’ browser to the auth-server. After the user logs in, the client retrieves an
initial token that it can exchange with the auth-server into a final access token.
Different grant types exist that have different ways of obtaining such a token,
but thereafter, all grant types follow the same interaction pattern.

A client can send a request for a resource (e.g., a data object like an appoint-
ment) to the resource server. To signal the users’ approval for that access,
each request includes the access token retrieved previously. Before returning the
resource, the resource server sends this token to the auth-server for validation.

As the example shows, distributed systems may generate internal traffic while
processing external requests. In the case of OAuth, resource servers query the
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Fig. 1. SmartWe OAuth-based authentication flow

auth-server to validate tokens. Originating from an internal server (and his IP
address), those requests cannot be linked to a user on the network layer. It
requires additional information from the application layer to resolve this level
of indirection and apply proper throttling. Such information can be found in
the request itself on the application layer. Throttling on the application layer
includes more information on the client but is specific to the used protocol and
cannot be implemented generically. Adaptations to the concrete application and
use-case are required to make use of it. As we will show, more generic information
on the level of OAuth can be used instead.

Beyond matching requests to users, another challenge for throttling is to
adequately quantify their limits. Existing throttling solutions mostly require
upfront configuration and in order to be effective for resource protection, limits
need to be set to rather low rates. This might impose unwanted limitations to
legitimate users, especially in situations where the systems overall load is low and
resources are available. However, if limits are set rather high and all legitimate
traffic is allowed, this might not be strict enough to protect the systems resources
in situations of high load. A promising approach to resolve this problem is to
dynamically adapt request rate limits to changing levels of system load. To this
end, we show how optimized request rate limits for OAuth-based systems can
be dynamically computed from the auth-server load.

Concerning the protection of OAuth-based auth-servers, some research
already exist and even standards have been published [22]. However, most exist-
ing studies focus on protocol security [15, Chapter 9], [11,19] or given imple-
mentations [18,21]. To the best of our knowledge, protocol-specific throttling as
a protection against overload has not been published yet. As regards dynamic
throttling limits, there are also existing approaches. Most of them operate on net-
work layer – either directly [12,20] or embedded in an SDN [7]. Other approaches
have implications on the overall system architecture [24] or focus only on out-
going traffic [14]. To the best of our knowledge, an approach to dynamically
determine limits for incoming traffic on the application layer is still absent.

Summarizing the above, our approach provides three main contributions:
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1. We outline and discuss several ways to identify single user sessions in an
OAuth based system. By doing so, we are able to apply throttling also to
endpoints that are subject to indirections via resource servers.

2. We propose a mechanism to set dynamic rate limits based on servers’ varying
load. It maps the system load measured as average response time to an allowed
usage-frame, to obtain a load specific throttling limit.

3. We show how to integrate both solutions in a holistic architecture. That
way, we obtain balanced throttling that reliably identifies users and applies
appropriate limits for every load situation.

The rest of the paper is structured as follows. We describe details of OAuth-
based servers that make it hard to control their request traffic in Sect. 2. In
Sect. 3, we discuss related work on protecting authorization servers and dynamic
request throttling. Our cooperative approach for dynamic throttling of OAuth-
based resource access is described in Sect. 4 followed by its evaluation for the
case of a real-world CRM system in Sect. 5. Section 6 concludes our research and
outlines future work.

2 Foundations of OAuth-Based Authorization Servers

In this paper, we focus on auth-servers that implement the protocol standards
OAuth 2.0 (OAuth) [5] and OpenID Connect (OIDC) [10].

The OAuth 2 protocol [5] is about authorization and access rights delega-
tion. It does not require any service (representing an OAuth client as defined
in [5, Sect. 2]) to store end user credentials for the purpose of accessing a cer-
tain resource. Instead, tokens are requested from a system service and issued to
grant access to a resource server. OAuth distinguishes between short-lived access
tokens used as credentials for the actual API consumption and long running
refresh tokens used to renew access tokens. Access tokens may have a defined
lifetime, are limited to a specific access right (scope) and may be revoked at any
time. Access tokens are either self-contained or denote an identifier of variable
length and consist of alphanumeric digits and some special characters [6].

In contrast to OAuth, OIDC [10] returns an additional ID token in form of a
JSON Web Token (JWT) that contains actual user information. Thereby OIDC
builds upon and extends OAuth with respect to authentication.

Fig. 2. OAuth token introspection



Optimized Throttling for OAuth-Based Authorization Servers 255

For validating a token [8], three types of actors are involved: an authorization
server, a client and a resource server (see Fig. 2). A client requests a resource
from the resource server while presenting an access token (1). The resource server
makes a request to the authorization server to validate the access token (2). The
authorization server checks if the access token is valid (3) and communicates this
back to the resource server (4). Depending on the result, the resource server may
give the client access to the resource. The validation of the given access token at
the authorization server involves database access and additional processing (3a,
3b) making the token introspection an expensive operation.

The communication is based on HTTP relying on the underlying network and
thus sensible to latency and network failures. The system may be able to partially
cope with a temporary, short unavailability of the auth-server. For a short period
existing sessions may stay active because tokens are cached by the resource server
but new login requests cannot be handled. A persisting unavailability on the
other hand represents an imminent risk for the overall system availability.

RFC 6749 [5] on the OAuth 2 standard states for the access token requests
that “the authorization server MUST protect the endpoint against brute force
attacks (e.g., using rate-limitation or generating alerts)”. RFC 7662 [8], speci-
fying the token introspection, discusses attack vectors that arise when it is “left
unprotected and un-throttled”. Thus, the standards are aware of the importance
of protecting the resource server and see throttling as an approach to do so.

Especially the token introspection endpoint has further attack vectors if
throttling is applied in a generic manner. This mainly arises from the indirection
that related requests have to take. From a logical perspective, the request to this
endpoint is a direct result of a request that a client sends to a resource server.

3 Related Work

In the following, we summarize existing work that is related to our research
problem and solution approach. In particular, this paper deals with a) protecting
authorization servers and b) dynamic request throttling.

Concerning the protection of authorization servers, literature mostly focuses
on the security of the protocol itself. The corresponding standard on the “OAuth
2.0 Threat Model and Security Considerations” [22] explicitly considers the com-
munication between authorization server and resource server out of scope. All
described attacks are focused on retrieving information or gaining access, but not
on causing service outages. Similar arguments can be found in further literature
on this topic such as [15, Chapter 9], [11,19]. [11, p. 185] even discusses security
considerations specifically for the token introspection endpoint, highlighting its
importance still missing any attacks focusing on its availability. Other research
in this field adds the aspect of flaws that are introduced by insecure implemen-
tations of the OAuth protocol [18,21].

As regards dynamic request throttling, authors of [24] present an architecture
for internal service design, in which services are split up into multiple event-
driven stages which are all connected by using explicit request queues. This is a
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problem for already existing services or programmers who don’t necessarily want
to base their services on the event-driven architecture (SEDA). We propose an
additional component instead, which produces a dynamic throttling limit.

The importance of such a mechanism can also be seen in [14]. The paper
presents an implementation of distributed rate limiters, which enforce a global
rate limit across traffic to multiple sites to enable coordinated policing. This
can be used to limit global consumption of a priced third-party service to set
strict cost limits. While this paper deals with outgoing traffic, it does show the
inherent need of such a mechanism in cloud-based services. We use the basis of
throttling, but we concern ourselves with incoming traffic.

Another perspective on rate limiting is shown in [20]. The paper introduces
a scalable rate limiting method by using a NIC. The host CPU classifies data
packets and queues them in a per-class queue, which specifies rate limits for its
class. The presented NIC, called SENIC, handles metadata and scheduling. This
solution requires additional hardware and its scalability comes from static limits.
We propose a software solution instead, that doesn’t need specialised hardware.

Authors of [12] propose dynamic rate limiting as a defense mechanism against
flooding based (D)DoS attacks. Every edge router in a network that drops a lot
of packets gets punished with a strong static limit, while routers that drop few
packets may use a weak static limit. This solution works on the network level,
while we propose a solution on the application level.

Another dynamic rate limiting mechanism against (D)DoS can be found in
[7]. This paper proposes a solution based on a sliding–window algorithm, which
works on a weighted network abstraction. The weighting is based on the queue
capacity of the controller and the number of rules in the switch. This solution is
not using a pure mathematical solution, but is using a deep-learning algorithm
for it’s dynamics. It focuses security problems that are specific for SDNs. We
propose a more general solution instead.

4 A Cooperative Approach for Dynamic Throttling
of OAuth-Based Resource Access

In the following, we present our approach for optimized throttling of OAuth-
based auth-servers. First, we focus on the problem of applying throttling to the
introspection endpoint and define related objectives. As a solution, we discuss
considerations for user or client identification and describe protocol adaptations.
Second, we describe how dynamic limits can be implemented. We propose a
metric for estimating the server load and show the related calculation of limits.
Finally, we present a common architecture to combine both parts.

4.1 Protecting the Introspection Endpoint

The first goal is to protect the auth-server from overload via the token introspec-
tion endpoint (see Fig. 2). This endpoint is particularly important, since all other
servers of the system depend on it for authorizing their clients. Furthermore, this
endpoint leads to indirections unlike other auth-server endpoints.
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General Considerations. One solution would be to indirectly protect the
auth-server by applying throttling at the resource-server only. This has the
advantage of evading indirections. However, this approach is not flexible enough
as it leaves the auth-server completely dependent on the protection mechanisms
of the resource-servers. As a result, this would limit the deployment options
of the auth-server. It could only be deployed with trusted resource-servers like
those belonging to the same organisation. An additional observation is that a
resource-server should be independently protected from the auth-server, because
it is publicly available for clients. The approach presented in this paper can be
confidently applied to resource-servers outside the control of the organisation if
they implement the presented protocol extension.

Another naive approach would be for the auth-server to apply throttling to
resource-servers. If the granularity is a whole resource-server this could be fatal.
Imagine that a client makes an excessive amount of requests to the resource-
server that subsequently reaches its limit for validating access tokens. Then the
resource-server would be left in a non-operative state for all clients. Therefore
an auth-server has to apply throttling to requests at a finer granularity.

User Identification. A partial conclusion is that there need to be protection
mechanisms in both auth-server and resource-server. When designing the app-
roach, we observed that resource-servers can minimize the overhead for classifi-
cation by letting the auth-server do parts of the data analysis. By cooperating,
both servers have sufficient information to classify requests, while keeping the
exchanged information at a minimum.

When referring to access tokens, they can be invalid. In the context of this
paper, “invalid” only refers to correctly formed access tokens. They may be
invalid because they have expired, are guessed randomly by a malicious actor or
are damaged due to client implementation errors. Access tokens that have the
wrong length or contain illegal characters are not examined here, because they
can be filtered out easily by an API-gateway.

When the resource-server receives a request, it can categorize it by access
token, client ID and the source IP address + port of the client. To know if the
access token is valid, the resource-server has to query its token cache or the
auth-server. The resource-server has to query the auth-server for each unknown
access token, as the number of possibly valid access token is virtually unlimited.

On the side of the auth-server, this request needs to be categorized in order
to apply throttling mechanisms before it is possibly processed. To be efficient,
this categorization needs to be faster than the processing itself and thus must be
light on resource usage. Therefore, user information associated with an access
token should not be used for throttling, as this would allocate the same resources
it is meant to protect. Consequently, the categorization can only be done via the
access token. Since an access token represents the access rights for a client, this
categorization identifies a combination of resource owner and client instance.
However, if invalid access tokens are used to classify requests for throttling, the
auth-server has to store those potentially unlimited numbers of invalid access
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tokens. For the auth-server, those invalid access token do not entail any meaning
other than they were received by a resource-server. The resource-server however,
can map these invalid access token to an IP address.

Approach to Protect the Introspection Endpoint. We use access tokens
for classification and enhance them with the client IP address in case of invalid
access tokens. Depending on how access tokens and IP addresses are combined,
different scenarios are possible at the client. Table 1 classifies these scenarios
and depicts their semantics. In particular, there are client errors and malicious
attacks. Some combinations are marked “unusual”, as for this kind of error to
occur, an implementation has to have errors at numerous places.

Table 1. Classification of resource server requests

Same access token Different access token

Token valid Token invalid Token valid Token invalid

Same IP
address

Normal rate Single client Error/attack Many clients at
same access point

Error/attack

High rate Error/attack DOS/unusual
error

Web application DOS/
unusual error

Different
IP
addresses

Normal rate
per IP

Single client
switches
access point

Error/attack

High rate
per IP

Attack/unusual
error

DDOS/unusual
error

The idea is that an auth-server counts requests for access tokens and the
percentage of invalid requests from IP addresses of clients. If it detects unwanted
behaviour, it generates specific errors on these requests. The resource-server has
to remember these errors and block those requests instead of forwarding them
to the auth-server. Thus, the auth-server needs to manage counters for access
tokens and IP addresses. The resource-server needs to manage a collection of
currently blocked access token and currently blocked IP addresses of clients.
The modified process looks the following (modifications marked as italics):

1. A resource-server receives a client-request for a resource with an access token.
2. If the access token or IP address is marked as blocked, the resource-server

may return an error.
3. Otherwise the resource-server makes a request to the auth-server to validate

this access token while also passing the client IP address with it.
4. The auth-server returns a specific error if the limit is reached for the access

token or IP address.
5. The auth-server validates the access token while registering the use of access

tokens and whether an invalid access token originated from that IP address.
Then it returns the result.
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6. If the resource-server received an error it marks the IP address or access token
as blocked and may return an error to the client. Otherwise it answers the
client request normally.

The existing protocol of the introspection endpoint changes in two ways.
First, the resource-server has to relay the client IP address to the auth server.
Second, the resource-server has to handle the two new types of errors the auth-
server produces. Those are throttling errors and errors for an IP address, where
invalid access tokens originated.

In the auth-server, overhead results from classifying the requests. There are
two parameters to configure the classification. First, a limit for the number of
requests per access token within a time window needs to be defined. Second,
there needs to be a maximum percentage of allowed invalid requests from an
IP address. This percentage should also include a threshold for the number of
requests from that IP address. Otherwise a new IP address would be blocked
immediately if the first request contains an invalid access token. The configu-
ration of these parameters determines the effectiveness of the whole approach.
Section 4.2 discusses, how an adaptive approach can be useful here.

At the level of the resource-server, some additional computational resources
are needed as well. The collections of blocked access token and IP addresses
need to be managed. This data is less complex than the data managed by the
auth-server and changes less frequently.

Advantages and Limitations. The advantage of relaying the client IP address
to the auth server is, that the case of invalid access token can get handled without
needing to store those tokens. The auth-server should not store a collection of
invalid tokens indiscriminately, because this list may grow indefinitely. Thereby,
the auth-server can protect itself from a broken client that sends invalid token.

If throttling was only implemented in the resource-server, a client could reset
its limit by refreshing its access token. The resource-server does not have a
mechanism to monitor relations between access token. The presented approach
has the advantage that the auth-server can track an access token even if it is
refreshed. Since the auth-server also handles token refreshments it can update
the corresponding throttling counter when this endpoint is called.

As regards limitations, the presented approach does not define strategies to
handle DoS, let alone DDoS attacks. First of all, it presents a simple mechanism
to identify its indirect clients at a sensible granularity. To be more explicit, the
granularity can be described as the client session. Still, the contribution is that
the presented mechanism may be integrated in frameworks that handle attacks,
so they become more effective for OAuth scenarios.

Also, the solution could be further improved for the case of invalid access
tokens from the same client IP address. If multiple clients are using the same
IP and one tries using an invalid access token, all clients might be blocked. This
edge-case can get mitigated by dynamically adapting the percentage of allowed
invalid requests from the same IP address based on server load. Partly, this can
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also be mitigated by using a less strict limit if the client is a web application. For
accuracy, further research is needed on how to temporarily store invalid access
tokens in those edge-cases while limiting the maximum number of stored tokens.

4.2 Dynamic Rate Limiting

The goal of a dynamic throttling limit is to combine the positive effects of a
weak limit, such as an increased user experience, with the positive effects of a
strong limit, such as the protection of server resources. A dynamic limit, at any
given point in time, is therefore derived from the server load at that time. To
that end, the average response time is used as an indicator to see, how big the
current server load is. From there, the limit, that is required to either bring the
server load down or to keep it steady, is calculated.

Server Load. The average response time is calculated on the last responses
in a given time frame. While a shorter time frame, such as a few seconds, can
depict sudden traffic spikes in the resulting value, a longer time frame, such as
a minute, can represent the overall server load situation better. If sudden traffic
spikes can be expected, a middle ground value between these two should be
considered.

To calculate the server load, an upper and lower limit for the average response
time has to be defined beforehand. If the server has an average response time
close to or above the upper limit, it is presumed to be busy at that given point in
time. Otherwise, if the average response time is under the lower limit, the server
is presumed to be underutilized. This relation between a) the average response
time of the server and b) it’s presumed server load is used to calculate a limit.
This limit can be used by a throttling mechanism.

These average-response-time-limits must be defined upfront. In our imple-
mentation, the lower limit was set to one second, since that is roughly the point,
when a user will start noticing a delay [9]. As a maximum, five seconds was
chosen. Since a user will lose concentration after a delay of ten seconds [9], some
buffer is present to ensure that the server won’t reach such a high delay.

Throttling Limit. Since the goal of a dynamic limit is to counteract a rising
server load, the limit has to get stricter accordingly. Nonetheless, the throttling
limit can’t shrink without any limitations. If it would get too low, a normal user
could not use the service anymore. Therefore a minimum and a maximum limit
have to be defined based on the expected server behaviour in rising traffic.

Expected is a stable load curve, which can be seen as the bottom line, up
until a specific point, at which the curve will grow exponentially. At this point,
the throttling limit needs to get stricter. The curve above the load curve shows
the defined maximum average response time. The throttling limit needs to be at
it’s strictest, when the load curve cuts the maximum average response time.

This behaviour is represented in the first two rows of Eq. 1. Here, f(x) is
defined as the calculated limit where x is the server load. It will later be used
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by the throttling mechanism. Furthermore, Min Avg Resp T ime is defined as
the value, where the load curve starts to grow. Max Avg Resp T ime is defined
as the value, where the graphs intercept.

f(x) =

⎧
⎪⎨

⎪⎩

Max Limit x ≤ Min Avg Resp Time

Min Limit x ≥ Max Avg Resp Time

t(x) Min Avg Resp Time < x < Max Avg Resp Time

(1)

The third row in Eq. 1 is a function that calculates the limit for a load value
in between these set average response time limits. To this end, a linear function
t(x) with negative slope is used (see Fig. 3).

Fig. 3. Graphical representation of throttling function f(x)

Since a limit has to be defined for every request, this function has to be
called for every request and before the throttling. For clients, this process does
obfuscate the throttling limit and create additional complexity for the developer.
however, this obfuscation can also be a benefit in attacking scenarios as well,
since a potential attacker can’t just stay under the throttling limit.

4.3 Common Architecture

Summarising the above, we presented concepts for solving two problems that
arise for throttling of OAuth-based systems. First we use tokens in combination
with IP addresses to identify users. Once we properly identify the users, the next
step is to find good throttling limits. We presented an approach to dynamically
link this limit to the current server load.

In the context of the overall system architecture, both partial solutions are
implemented directly in the auth-server. This shared context enables us to inte-
grate the parts. When a request arrives two major steps have to be taken:

1. The user for whom this request is to be accounted and the usage is to be
calculated, needs to be identified. This is usually done based on IP address.
In our approach, this is done as described in Sect. 4.1.
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2. Based on this usage and a limit, the decision whether to process the request or
not needs to be taken. Usually this limit is statically configured. In Sect. 4.2
we describe our approach to dynamically calculate this limit based on the
current system load.

By separating both parts in self-contained components, we enable a modular
usage of the overall approach. Not only can the parts be reused, they can also
be recombined with enhanced variants for each sub-task.

In a broader systems view, only the first part of our solution has an effect on
other components. It requires all resource-servers that query the user introspec-
tion endpoint to include the IP address, from which the request originated.

5 Evaluation

In Sect. 4, we outlined a solution for throttling in OAuth-based systems. As our
solution addresses two separate issues, our evaluation is split in two parts as
well. By using one common example, we underpin the possibility to integrate
both solutions, providing a comprehensible and complete approach to the over-
all research question. For both parts, we show that they fulfill their respective
requirements whilst being efficient and scalable.

Subsequently, the version of the auth-server without modification will be
called original server and the server that implements the part of the proposed
solution to be evaluated is called modified server. Concerning the experimental
set-up, we have used JMeter to model user interactions with the auth-server.
Both the server and JMeter were run locally on the same machine to prevent
fluctuation in the response time caused by the network connection. Since the
auth-server is designed scalable, the actual number of requests is not important
since it only reflects the capabilities of the local machine. The most meaningful
observations concern comparisons of the original and modified servers.

5.1 Testing the Protection of the Introspection Endpoint

The following test is a comparison of the response times of the auth-server under
load with and without throttling. The goal was to validate that the proposed
solution for the introspection endpoint produces an acceptable overhead in the
auth-server. Along the way, the findings also confirm the precondition that throt-
tling can reduce server load. There were no concrete attack scenarios included in
the test, only scenarios where the volume of request exceeds the defined limits.
The reason is, that it does not serve the goal of measuring the overhead and
throttling is imprecise against attacks by design.

The idea of the testing approach is to approximate the server load by mea-
suring the response time of the auth-server. The testing framework simulates
the behaviour of the resource-server. It sends requests for different clients to the
introspection endpoint. As an indicator for the event that the auth-server reached
its processing limit, it is observed when the response time stops to increase.
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Figures 4a and 4b show the resulting response time for sending requests to the
introspection endpoint. The different shades represent the requests per second
that should be produced by JMeter. The percentage of unwanted requests are
those requests that produce a throttling error in the modified version of the
server. For example, for 25% of unwanted requests, when sending 1,000 request
per second, 250 of those requests produced a throttling error in the modified
server version. The original server responded to all requests. Wanted requests
were modeled in a way that 100 different access tokens where combined randomly
for each request with 101 different IP addresses. The unwanted requests were
modeled by a combination of one access token and one IP address.

Fig. 4. Response times for different percentages of unwanted requests and different
numbers of requests per second to the introspection endpoint

Both diagrams show that the response time increases as more requests are
sent. Due to a peculiarity of the server implementation, the response time for
the original auth server increases when the percentage of unwanted requests is
increased. This does not influence the test results. For 100% of unwanted requests
the response time is low for the original server because then the introspection
for only one access token is requested and it gets cached.

When comparing the response time of the original server and the modified
server for 0% unwanted requests, the overhead of the proposed solution becomes
visible. For the same number of requests, the original server has a response time
that is about 5% lower. This means that the solution produces measurable linear
overhead. The results from the modified server also show that the response time
is dramatically decreased when a percentage of the requests get throttled. When
all requests get throttled the server has a response time of under 10 ms meaning
the classification is efficient.
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5.2 Testing the Dynamic Calculation of Rate Limits

A user interacts with the auth server according the OAuth 2 Authentication
Code Grant Flow and every test models 100 users.

Overhead. To show the overhead of the dynamic component, JMeter -Tests
were carried out against the original auth-server as well as the modified one
with respect to the average response time and the achieved throughput. After
every test, the target throughput got increased to represent increasing traffic
rates. The results for the average response time are shown in Fig. 5a.

Fig. 5. (a) Comparison: average response time (b) Comparison: achieved throughput

It can be observed that the difference in terms of the average response time is
minimal. At a target throughput of 830 request per second, the server is starting
to get to it’s limit and the difference starts to get lost in noise. The results for the
achieved throughput are shown in Fig. 5b. Again, no significant difference can
be observed. The two servers are almost identical up until a target throughput
of 830, where the limit is reached once again. Random noise can be observed
again, but there isn’t any noteworthy difference in the reached throughput.

Concluding the results, the overhead of the component doesn’t impact the
server in terms of a significant slowdown. This applies wit respect to the average
response time as well as the number of requests the server can handle.

Throughput. The component was tested against basic throttling algorithms
with a high as well as a low static limit. Instead of a rising target throughput,
additional bad actors got added. These do not follow the OAuth 2 standard, but
instead repeatedly request a resource from the resource server with a forged token
to increased server load. The test results with respect to the average response
time is show in Fig. 6a.
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Fig. 6. Comparison of static vs. dynamic limits

It is expected, that a low limit grows slower than a high limit, which can
be observed from 75 bad actors and above. A spike on the server with the low
limit from zero to 75 bad actors can be observed, which happens due to the
high average response times for the first few requests. These are the requests for
the login page, which take longer to render than a request for a single resource.
It also can be observed, that the server with a dynamic limit follows the static
limit, which results in the lower average response time. The results regarding
the achieved throughput are shown in Fig. 6b.

A higher limit is expected to result in a higher achieved throughput. With a
rising server load, both high and low limits result in a lower achieved throughput,
but the higher limit decreases stronger. Therefore these two curves cut at 75
additional bad actors. It can be observed that up until this point, the dynamic
component results in a similar throughput than the high limit. After this point
the results will be similar to the results of the low limit.

With respect to the average response time and the achieved throughput, the
dynamic component results in a good middle ground between a high and a low
limit to a certain extent. With a rising server load, the component was observed
to result in similar values than the two static limits.

6 Conclusion

In this paper we showed how throttling by means and in the context of OAuth-
based systems can be optimized.

To overcome the issue of indirection on the auth-servers’ token introspec-
tion endpoint, we presented a cooperative throttling approach. It combines the
clients’ source IP address that is forwarded by the resource server with the pro-
vided access token to accurately identify user sessions. We showed that with
growing amounts of unwanted traffic, response times are dramatically improved.

Regarding the applied throttling limits, we contribute a dynamic throttling
solution. It links the throttling limit to the server load, which is measured in
terms of the average response time. We showed that our approach is able to
combine the advantages of high limits in low load scenarios with the advantages
of low limits in high load scenarios.
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Putting both parts together, we discussed how the two partial solutions can
be integrated to achieve an overall optimized throttling mechanism for OAuth-
based systems. Whilst the integrated architecture has been designed, yet no
integrated implementation exists. Thus as future work, an implementation and
evaluation of the overall approach is to be done.
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Abstract. The Architecture Tradeoff Analysis Method (ATAM) is a well-known
method for the early evaluation of software architecture decisions based on the
formulation of quality scenarios.Althoughwidely recognized as beneficial, several
limitations of ATAM have become apparent over time that limit its applicability.
In this paper, we propose the concept of an interactive web-based application
that mitigates some of these limitations while opening the possibility for further
analysis based on collected ATAM projects, e.g. based on artificial intelligence.
Thereby, we address the following limitations of ATAM: a general need for tool
support, the need for an overview of ATAM results, the need for a consistent
documentation of an ATAM process, the need for interactive and collaborative
process execution among stakeholders, and the benefits of supportingmultitenancy
for architecture analysis. This applies in particular to systems with microservice
architecture in order to document a large number of individual components and
to make the documentation accessible to everyone involved in the system. The
proposed concept, Interactive Software Architecture Analysis (ISAA), consists of
a requirements analysis, an analysis model, a concept for interactive visualization,
and a set of use cases.We demonstrate the feasibility of our approach by a software
prototype in the form of custom modules for the Drupal Content Management
System.

Keywords: Software architecture · Architecture evaluation · Tools to support
architecture

1 Introduction

Software is playing an increasingly important role in society, with software systems
becoming more and more complex [22]. Software architectures help to manage the
complexity of software over its lifetime, and the consideration of quality attributes often
serves as a basis for the analysis of one or more software architectures [23]. The Archi-
tecture Tradeoff Analysis Method (ATAM) is a widely known method for the early
evaluation of software architectures regarding concrete quality scenarios [1, 2], and pos-
sibly the most prominent representative of scenario-based evaluation methods [1, 2,
22, 24]. In our opinion, the following aspects contribute to the popularity of ATAM.
(1) ATAM’s Quality Attribute Utility Tree supports to visually think about how to clar-
ify quality requirements. Similar to mind maps, Utility Trees are simple organizational
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structures that can be clearly arranged, represented, and compared to each other, which
fosters accessibility and structure recognition. (2) ATAM analyzes architectural deci-
sions in terms of risks to software quality instead of focusing non-risks. (3) ATAM has
a strong emphasis on stakeholder involvement [4].

In this paper, we address the problem of adequate tool support for the analysis
of software architectures based on ATAM. To do so, we present a survey of related
work on ATAM and tool support, analyze top-level requirements and propose a concept
for interactive software architecture analysis (ISSA). We discuss ISAA in terms of an
analysis model, a concept for interactive visualization, and a set of use cases that tool
implementers can consider as functional requirements. While the focus of the paper
lies on this concept, we also demonstrate the feasibility of our approach by software
prototyping. We also compare our prototype to other ATAM tool support approaches.

In Sect. 2, we present an overview of the ATAM, followed by a goal statement and
methodology in Sect. 3, and an overview of related work in Sect. 4. Section 5 then looks
at the limitations of the ATAM and distills top-level requirements. To meet these, Sect. 6
presents a concept dubbed Interactive Software Architecture Analysis (ISAA). In Sect. 7,
we demonstrate the feasibility of our approach by developing a software prototype based
on the Drupal Content Management System (CMS). Finally, we draw conclusions and
discuss future work in Sect. 8.

Fig. 1. Overview of the elements of the ATAM process.

2 The Architecture Tradeoff Analysis Method

The Architecture Tradeoff Analysis Method (ATAM) is a method for the early evalu-
ation of software architectures developed at the Software Engineering Institute (SEI)
of Carnegie Mellon University [1, 2]. The method relies on the formulation of quality
scenarios, which stakeholders shall classify according to their domain importance and
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technical difficulty. This is supplemented by the presentation of the software architec-
ture, the architectural approaches and decisions made on it. Finally, the stakeholders
shall classify the effects of the architecture decisions according to a fixed scheme and
form so-called risk themes, which are said to affect the software architecture as well
as the original business drivers that led to the development of the software in the first
place. Figure 1 shows an overview of the elements of the ATAM process and Table 1
subsumes the individual process steps of ATAM, which are executed in two phases: In
the first phase, steps 1–6 are performed in a small meeting, then after a break, steps 1–9
are performed in a larger setting in phase 2.

The application of ATAM promises several benefits for software development [9].
The method focuses on identifying risks early in the software development life cycle.
Quality Attributes are made explicit, and architecture documentation is promoted. This
fosters the communication among stakeholders, and forms a documented basis for stake-
holders to make well-founded architectural decisions. The main benefit therefore is
improved software architectures.

Table 1. Steps of the ATAM process according to [1].

Step Activity Stakeholders

1 Present the ATAM Evaluation team, customer representatives,
architecture team

2 Present business drivers See above

3 Present architecture See above

4 Identify architectural approaches See above

5 Generate Quality Attribute Utility Tree See above

6 Analyze architectural approaches See above

7 Brainstorm and prioritize scenarios All stakeholders

8 Analyze architectural approaches Evaluation team, customer representatives,
architecture team

9 Present results All stakeholders

3 Mission Statement and Methodology

We define our goal as follows using the Goal Question Metric (GQM) approach [11,
12]: Provide (issue) tool support (topic) for interactive and collaborative architecture
evaluation (process) froma software architecture stakeholder’s point of view (viewpoint).
Based on this goal, we investigate three questions: (1) What is the current situation on
the ATAM process? (2) What is the current situation on tooling (3) Can we provide and
maintain proper tooling regarding limited resources? We address the first two questions
through a literature review and the third question by software prototyping. Additionally,
literature research, concept and software prototyping can be regarded as the plan and
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do phases of a PDCA cycle [25]. The documentation of our findings in this paper and
the gathering of feedback then represents the check phase. Finally, the revision of the
concept and prototype represents the act phase before the next iteration of the PDCA
cycle may follow.

4 Related Work

Over time, researchers published various articles on ATAM. We consider the following
categories: (1) articles on the application of ATAM, (2) articles on improving or adapting
the ATAM process, and (3) articles on ATAM tool support. In the following, we limit
ourselves to selected work from the last two categories.

Zalewski argues that ATAM is difficult to apply to the early evaluation of large-
scale software architectures [10]. This is because top-level architectural decisions, so
called system organization patterns, are difficult to relate to the final characteristics
of a software system, and because the evaluation of stakeholder expectations would
require a sufficiently detailed design. As a framework for evaluating system organization
patterns, Zalewski proposes the use of the Goal Question Metric (GQM) approach [11,
12] instead of ATAM. We find the notion of system organization patterns and their
aspects as potentially helpful for the documentation of architectural decisions of large-
scale software systems within an ATAM process. We also find the goal definition of the
GQM as particularly helpful for the definition of the overall business goal related to the
business drivers in the ATAM process.

Lionberger and Zhang present ATAM Assistant [5], an application that supports the
ATAMworkflow focusing on data collection and organization at each phase of theATAM
process. Data collection is realized by windows form based interaction (dialogs and a
multiple document interface). Result artifacts, such as the quality attribute utility tree,
are presented in tree view structures. At the end of the process, the user can generate
a report in HTML format. The author denote the goal of the tool to reduce software
architecture evaluation to one person.

In [3], Gabel notes that at the time of writing, there is a lack of tool support for docu-
menting the results of an ATAM process, which to our knowledge is still the case today.
Henotes that literature often shows the application ofATAMonlywith spreadsheet-based
reports, and that the mapping of risks, tradeoffs, and sensitivity points to the appropriate
architectural decisions is often not directly apparent to the stakeholders. As a solution,
Gabel proposes the application of software cartography [19], and implemented a single
user desktop application to document and report the application of ATAM as a proof of
feasibility.

Maheshwari and Teoh analyze the social and environmental aspects of the ATAM
process [4]. To address these aspects, they envision a collaborative web-based tool
named ACE to allow stakeholders to participate in ATAM processes without having
to be physically collocated. Stakeholders communicate synchronously in ACE.

The authors Ågren et al. investigate how architecture evaluation can provide use-
ful feedback during the development of continuously evolving systems and show the
importance of dedicated feedback loops during the development of such systems [13].
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5 Requirements Analysis

As part of our research for related work, we found that tool support for performing
ATAM processes is still scarce. The first requirement is therefore a basic tool support to
simplify the execution of the ATAM process for stakeholders (req. 1). This tool support
should uniformly document the execution of ATAM processes, so that stakeholders can
compare and computers can process individual ATAM processes (req. 2). This opens
up the possibility of analyzing architecture variants, and machine learning from pro-
cess executions that have already taken place, for example, to make suggestions for
architectural decisions based on existing business drivers and quality scenarios. Further
requirements lie in the documentation of ATAM results. We agree with Gabel [3] that
the relationships between risks, tradeoffs and sensitivity points should be presented to
the stakeholders in a way that makes them as obvious as possible (req. 3). In this way,
stakeholders do not have to resolve these references between tables within reports “in
their minds” (see Fig. 2), but can draw direct conclusions from the relationships and can
focus on forming risk themes.

Fig. 2. Screenshot from Kazman et al. [1] showing a part of an architectural approach documen-
tation. Note that the reader must mentally resolve the references of architectural decisions to risks,
sensitivity points and tradeoffs.

However, in contrast to [3], we consider an interactive visualization [6–8] of the
results of an ATAM process to be more useful than generating static reports (req. 4). The
reason is that a continuous interactive visualization of ATAM results in different iteration
stages enables direct feedback loops (cf. [13]) and agile procedures. Additionally, as in
[4], stakeholders should be able to participate in ATAM processes without having to be
physically collocated, requiring remote work and possibly collaborative editing (req. 5).
Finally, we consider multi-tenancy to be an important property of an ATAM tool (req. 6).
The following considerations are paramount for this: (1) Cost savings: We only have to
provide customers ATAMservices using a single tool instance. (2) Leveraging data: Data
from all ATAM processes is available in a uniform digital format and will be available
for data mining and machine learning in the future. Table 2 subsumes the identified
top-level requirements.

6 Concept

As stated in the previous section, scenario-based architecture analysis with ATAM faces
several limitations. To address these, we propose the concept of interactive software
architecture analysis (ISAA) in terms of an ISAA metamodel, a concept for interactive
visualization, and an overview of the main use cases for tool support.
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Table 2. Top-level requirements for interactive software architecture analysis.

No Requirements

1 Tool support

2 Consistent and digital process documentation

3 Overview on analysis results

4 Interactive visualization

5 Remote work support

6 Support for multitenancy

Fig. 3. The ISAAmetamodel. Entities that relate to the Quality Attribute Utility Tree are colored
yellow, entities that relate to software architecture are colored green, and elements that relate to
sensitivity points, treadeoffs, non-risks, and risks are colored beige.
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6.1 A Model for Interactive Software Architecture Analysis

The ISAA model consists of the following parts: (1) elements that represent the Quality
Attribute Utility Tree, (2) elements that represent architectural approaches and architec-
tural decisions, and (3) elements that represent sensitivity points, tradeoffs, non-risks
and risks, and their classification into so-called risk themes. Figure 3 shows the ISAA
model in form of an analysis class diagram using the UnifiedModeling Language. Since
the individual entities refer directly to elements of the ATAM, we refrain from a detailed
discussion of all entities. However, we would like to present the following rationale for
the model:

1. We consider the three parts of the ISSAmodel as tree structures, so that later serial-
ization in data exchange formats should be simple. UML composition associations
and one-to-many multiplicities between model entities form the respective tree
structures.

2. The tree structure of sensitivity points, tradeoffs, risks and non-risks requires that
they are initially classified in an anonymous risk theme. During the ATAM process,
the stakeholders then assign them to dedicated risk themes.

3. We interpret the explanations of sensitivity points, tradeoffs, risks and non-risks
given in [1] and [14] as follows:

a. A sensitivity point represents the most basic relationship between an architec-
tural decision and a quality scenario.

b. We automatically denote a sensitivity point as a tradeoff if the architecture
decision influences several quality scenarios. This is represented by theBoolean
flag isTradeoff.

c. Stakeholders can explicitly classify a sensitivity point or tradeoff as a risk or
non-risk. This is represented by the enumeration RiskType.

4. Since the impact of sensitivity points, tradeoffs, risks and non-risks on qual-
ity scenarios can potentially be regarded as positive or negative, we added
an entity ScenarioReference to represent impacts using an enumeration
EffectType.

5. A Quality Attribute Untility Tree is represented by instances of Attribute,
Refinement and Scenario for a given Project instance. For attributes
and refinements, we recommend using well-known characteristics such as these
provided by the product quality model of the ISO/IEC 25010:2011(E), see [15].

6. As instances of the entity ArchitecturalApproachmay represent the system
organization patterns of large-scale software systems as discussed in [10], we con-
sider the topics proposed in [10] when describing such systems: Subsystem decom-
position, geographical and/or organizational allocation of subsystems, data input
organization, data storage distribution, data processing organization, distributed
data storage management, transaction management, communication framework.

7. Business drivers that lead to the development of a software to be evaluated by
ATAM should be documented in the businessDrivers attribute of instances
of Project. The description attribute may additionally be used to document
business goals formulated according to the GQM approach [11].
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8. The entity Project represents the root node of an evaluation project. To support
the analysis of the architectures of large software systems with many components,
a project can refer to other projects as related. For example, the evaluation of a
single microservices component of a microservices application [20, 21] may refer
to the evaluation of the overall macro architecture of the same application.

9. We considered the individual types of quality scenarios as an enumeration
ScenarioType used by Scenario.

10. Each enumeration allows Undefined as a value for properties not (yet) defined.

6.2 Interactive Software Architecture Analysis Visualization

“Dynamic, interactive visualizations can empower people to explore the data for them-
selves.”, Murray aptly writes in [6]. Such visualization for ATAM aims that stakeholder
can track and examine the results of an ATAM process as it is carried out. In general,
cognitive load should be kept as small as possible. To do so, a suitable tool support must
expose the references drawn between process elements and make them explorable to the
viewer. Our visualization concept consists of several views, which we discuss in terms
of how they support interactivity and which benefits we see in them.

Quality Attribute Utility Tree View. This view shows an overview of the Quality
Attribute Utility Tree of the ATAM, including quality attributes, refinements, scenarios,
and how they are connected. The view shows a typical tree structure that was already
used in [1] to statically illustrate a Quality Attribute Utility Tree. However, we consider
the project itself as the root of the tree. Quality attributes, refinements and scenarios then
form the rest of the nodes. Figure 4 shows an example.

Fig. 4. Examples of a Quality Attribute Utility Tree View (left) and an Architectural Decisions
Tree View (right).
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Once architectural decisions on sensitivity points, trade-offs, risks, and non-risks
have been identified during the process, these architectural decisions should also be
explicitly displayed in the Quality Attribute Utility Tree View, associated with the
scenarios they affect.

For the sake of clarity, we suggest that the nodes should only display the name of
the respective ATAM element. However, we use the following color scheme to encode
further information: Scenario nodes can have colored borders above and below their
respective node element’s name. These indicate the domain importance (above) and
technical difficulty (below) of each scenario once the stakeholders have rated it. A green
border represents low, yellow represents medium, and red/orange represents high. In
addition, associations between architectural decisions and the scenarios they affect are
colored according to the type of impact, if specified. A red color indicates a negative
impact and a green color indicates a positive one.

Mouse hover actions should be used to present tooltips with tabular data tailored
to the respective node element. More information about each node is made available
by clicking on the respective node. This approach adheres to the “Visual Information-
Seeking Mantra” overview first, zoom and filter, then details-on-demand [7]. It provides
a broad overview of how scenarios relate to quality attributes first, which the viewer can
supplement with more in-depth information as required.

Architectural Decisions Tree View. The Architectural Decisions Tree View is similar
to the Quality Attribute Utility Tree View. Architectural approaches and architectural
decisions are presented. If stakeholders already have associated these with scenarios via
sensitivity points, tradeoffs, risks and non-risks, the scenarios are also displayed in this
view. As in the Quality Attribute Utility Tree View, associations between architectural
decisions and the scenarios they affect are colored according to the type of impact, if
specified. An example is shown in Fig. 4.

Sensitivity Impact Network View. This view focuses on Sensitivity Points. Instead of
a tree structure,we consider the view tobe a force-directed graph that visually emphasizes
interdependent elements (Fig. 5). The central element of the view is the project as root.
The Quality Attribute Utility Tree is placed around the project, with the position of
each element being calculated by a force-based algorithm. Architectural decisions that
stakeholders have not yet associated with scenarios float as free nodes.

In the Sensitivity Impact Network View, stakeholders can interactively specify the
relationships of sensitivity points to architectural decisions and scenarios (e.g. by context
menu actions or through drag-and-drop mouse gestures). Stakeholders can also assess
the respective impacts as positive or negative. The connections evaluated in this way
are colored green or red accordingly. Each new connection then updates the graph’s
representation using the force-based algorithm. Stakeholders can also identify sensitivity
points as risks or non-risks. Risks are then colored red and non-risks green.

Whether a sensitivity point is a tradeoff is automatically determined based on the
number of connections to scenarios and the effect types of the connections. With more
than one connection, a sensitivity point is considered a tradeoff when different effect
types come together (at least one positive and one negative). The sensitivity point can
then be marked with a small T symbol. Scenarios are highlighted as in the other views.
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Fig. 5. Example of a Sensitivity Impact Network View from the ISAA prototype.

6.3 Use Cases Model for Tool Support

We consider the following top-level use cases for interactive software architecture
analysis, arranged by topic (Fig. 6). Implementers can consider these as functional
requirements for ISSA tool support.

User Management. Users must be able to register themselves and to authorize them-
selves once registered. We currently consider the following users:Guest users can regis-
ter themselves. Once registered, stakeholders have view rights to the project assigned to
them. Project owners have full rights to their projects, and may reference other projects,
in which they are involved as stakeholders, as related (see Sect. 5.1, item 8). They also
can assign registered users as stakeholders to their projects. Domain super users have
view rights to all projects, and admins have full rights to all projects and can assign roles
to users.

Project Management. Users must be able to manage their projects, which includes
creating a new project, opening and updating an existing project, and deleting a project.

Requirements Elicitation. Within a project, users must be able to construct a Quality
Attribute Utility Tree including attributes, refinements and scenarios. They also must be
able to evaluate a given scenario according to its domain importance and its technical
difficulty.

Architecture Analysis. Users must be able to define architectural approaches and deci-
sions. In addition, they must be able to define and classify sensitivity points, as well as
to define risk themes.

Result Presentation. The system must provide visual representations of ATAM results
according to the interactive visualization concept described in the previous subsection. In
addition, while not in the focus of the concept, report generation should also be possible
(at least by using a web browser’s print function).
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Fig. 6. Use cases of the application.

7 Implementation

As a proof of feasibility, we implemented a software prototype for interactive software
architecture analysis (ISSA) realized asweb application based on thewidely-usedLinux,
Aache, MySQL, and PHP (LAMP) application stack. In addition, we chose the Drupal
content management system [16] as a basis for development for the following reasons
[17]: Drupal is built upon the PHPweb development language. It can use several database
systems for persistent data storage, such as MySQL. Drupal also has a large developer
community. Finally, as a distributed application framework, it is regarded highly scalable,
provides several basic needs of distributed business applications such as user and role
management, and is expandable with additional functionalities via a well-established
module concept. Therefore, we realized the ISAA web application as a set of custom
Drupal modules that handle ATAM process data input and result visualization according
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to the concept discussed in the previous section. The module architecture of the ISAA
web application is presented in Fig. 7. The focal point of the modules is the notion of an
evaluation project that the underlying database system persists and that is serialized as
a JSON file. The custom ISAA Drupal modules consists of the following components:

Fig. 7. Module structure of the ISAA web application.

ATAM Forms Module. A Drupal module for data collection and management within
an evaluation project via web forms. Table 3 shows the module’s structure and Table 4
presents the modules web API regarding the quality attribute utility tree. As of this
writing, the module supports data collection related to the overall project and the quality
attribute utility tree.

Table 3. Structure of the ISAA prototype’s ATAM Forms Module.

Module Structure Description

atam Main folder; contains database setup files, libraries, permissions etc.

atam/src Custom source code

atam/src/Controller Controllers for the module

atam/templates Custom templates used by Drupal for page generation

atam/src/Form Custom forms conforming to the Drupal Form API

(continued)
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Table 3. (continued)

Module Structure Description

atam/css Custom layout stylesheets

atam/img Image files

atam/js JavaScript files

ATAM Viz Module. A Drupal module for the interactive visualization of evaluation
projects. Its module structure is similar to the ATAM Forms Module. A LocalStor-
ageController loads data from the database into a viewer’s web browser and vice
versa for fast manipulation and persistent storage across sessions. Further controller
classes handle data transformation and presentation logic. The actual visualization and
generation ofUI elements is realized at the presentation level and almost exclusivelywith
JavaScript. The visualization thus reacts interactively to the user and can continuously
update itself.

Table 4. URL patterns for data collection in the ISAA prototype regarding the Utility Tree.

URL pattern Meaning

/project Empty project form

/projects List of projects

/project/123 Project with identifier 123

/project/123/json JSON representation of project 123

/project/123/qa Empty quality attribute form

/project/123/qas List of quality attributes

/project/123/qa/456 Quality attribute with identifier 456

/project/123/qa/456/ref Empty refinement form

/project/123/qa/456/refs List of refinements

/project/123/qa/456/ref/789 Refinement with identifier 789

/project/123/qa/456/ref/789/sce Empty scenario form

/project/123/qa/456/ref/789/sces List of scenarios

/project/123/qa/456/ref/789/sce/012 Scenario with identifier 012

8 Conclusion and Future Work

We dedicated this paper to the problem of adequate tool support for the analysis of soft-
ware architectures based on ATAM. To do so, we researched related work and analyzed
top-level requirements. Based on this we proposed a concept for interactive software
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architecture analysis (ISSA) that we presented in terms of an analysis model, a concept
for interactive visualization, and a set of use cases that tool implementers can consider
as functional requirements. While the focus of the paper lies on this concept, we also
demonstrate the feasibility of our approach using a software prototype that we realized
in form of portable modules for the Drupal content management system. In addition,
we also describe the architecture of the prototype. While researching related work, we
discovered several software tools to support ATAM. Table 5 compares these to our ISAA
software prototypes based on the top-level requirements we have identified. Since the
goals of the individual tools are different, we also state them explicitly.

Table 5. Comparison of ATAM software tools.

No Requirement ATAM Tool [3] ACE [4] ATAM Assistant
[5]

Our Prototype

1 Tool support Yes, but terms of use
unclear

Availability
unclear

Availability
unclear

Yes, but very
early prototype

2 Data
collection

Yes, form-based Synchronous
comm., utility tree
java applet

Yes, form-based,
stored using
XML

Yes, form-based

3 Result
overview

Yes, software
cartography, report
generation

Not mentioned in
list of features

Tree list views,
report generation

Yes, by
interactive
visualizations

4 Interactive
visualization

No, static maps Not mentioned in
list of features

No Early prototype

5 Remote work
support

No, single user
desktop application

Yes, web
application

No, single user
desktop
application

Yes, web
application with
different user
roles

6 Multitenancy No, single user
desktop application

Not discussed, but
also not excluded

No, single user
desktop
application

Yes

Goal “This software system
serves to […] show
that there is sensible
software support for
the ATAM process and
that a clear visual
representation of the
results is possible.”
(translated from
German)

“[Provide] a
common
environment
where
stakeholders and
software
evaluators alike
can take part in
ATAM evaluation
without having to
be physically
collocated.”

“Support the
ATAM workflow
and manage the
various inputs
and outputs of
this process.”
“The goal of this
software tool is
reduce [software
architecture
evaluations] to
one person.”

Demonstrate the
feasibility of our
approach, which
is interactive
software
architecture
analysis (ISSA)
based on the
ATAM

Regarding future work, we plan to extend and consolidate the ISAA concept and our
web application prototype, and to evaluate it according to Moody’s Method Evaluation
Model [18]. Students of the Software Engineering course can most likely carry out an
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initial evaluation. As soon as tooling is sound, we would like to use it in research projects
with our industrial partners. We also consider analyzing architectural variants for ISAA
tool support usingATAM,whichwe then like to compare to the architecture of our current
ISAA prototype. As soon as we collected a sufficient number of ATAM processes, we
also like to investigate how data mining and machine learning can utilize process data to
improve future ATAM processes, for example by recommendations on similar business
drivers, similar scenarios, and similar architectural decisions. Finally, a closer look at
the evaluation of the architectures of large software systems with many components,
e.g. microservices architectures, can reveal additional challenges to ATAM and ISAA.
How, for example, canATAMvariants copewith the complexity explosion syndrome [10]
observed by Zalewski? A continued use of ATAM-defined artifacts provided by ISAA
throughout the entire software development lifecycle might provide part of an answer,
as well as extending the method by the notion of evaluation project groups, hierarchies,
or dependency references between evaluation projects (as discussed in Sect. 6.1).
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Abstract. Ensuring the quality of software design is usually a difficult
task. In the blockchain field, the design of an application is particu-
larly important as flaws can lead to critical vulnerabilities and cost over-
heads. To assist practitioners in this task, software patterns can be used
(solutions to repeatable problems in a given context). Some blockchain
patterns exist but they are scattered, and described in many different
notations and templates. As a result, practitioners can be lost in the
selection of adequate blockchain-based patterns. This paper fills the gap
by proposing a blockchain-based software pattern ontology. The ontology
is composed of two distinct subspaces: first, a set of classes and individu-
als related to blockchain-based patterns, based on a previous Systematic
Literature Review (SLR). It notably reuses a taxonomy of blockchain
design patterns, that helps to classify these patterns in relevant cate-
gories. Along that, another subspace has been created to further orga-
nize the knowledge related to software patterns and allow inferences.
A tool is proposed along with the ontology to assist practitioners in
finding blockchain-based patterns that fit their needs. An evaluation is
performed to assess the usability and the relevancy of the ontology.

Keywords: Blockchain · Software design · Knowledge engineering

1 Introduction

A blockchain is a data structure where each block is linked to the previous one
with a cryptographic hash. The addition of new blocks is ruled by a network of
peers that each holds a copy of the blockchain (so-called blockchain network).
Each block stores a list of transactions, that represent interactions between a user
and the blockchain. Following the release of Ethereum in 2015, some blockchain
solutions started to support Turing-complete smart contracts, enabling a new
range of applications. A smart contract is a computer program that executes
predefined actions when certain conditions within the system are met [1]. Hence,
users can interact with smart contracts using transactions.
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The inner workings of blockchain differ from traditional database technolo-
gies, granting blockchain many unique qualities. First, blockchain is decentralized:
there is no single central actor in charge of the network. The level of decentraliza-
tion varies depending on the blockchain type [23]. Then, blockchain guarantees
the immutability of data1, as it is impossible to alter blocks after their addition.
Finally, blockchain is transparent: any user that has access to a node can see past
transactions and stored data. Transparency is not absolute: for instance, some
blockchain technologies support private smart contracts, where data and execu-
tion are restricted to a set of authorized parties.

Blockchain directly addresses use cases that are difficult to solve with main-
stream IS (Information System) technologies, such as ERPs. For instance,
supply-chain applications benefit from blockchain immutability for goods trace-
ability [2]. In this use case, trust is improved between supply-chain participants,
as malicious actions to alter traceability data will be seen by everybody on the
network. Blockchain smart contracts might also enable trustable service automa-
tion, such as the ones proposed by DeFi (Decentralized Finance) platforms [13].

Because of the specific properties of blockchain, a growing number of software
architects undertake designing blockchain-based applications (BBA). A BBA can
either be an application using blockchain as an improved platform to serve exist-
ing use cases (e.g., supply-chain traceability), or an application made feasible
only by using blockchain technologies (e.g., on-chain decentralized cryptocur-
rency exchanges). However, they found the creation of BBAs to be a tedious
task in both cases. Indeed, BBAs can suffer from their own qualities in certain
contexts. For instance, transparency and immutability can be a burden when
dealing with personal data, that might be subject to data protection regulations
such as the General Data Protection Regulation (GDPR). Also, blockchain lacks
certain native capabilities due to the way it functions, such as the ability to query
external data or store large amounts of data.

Practitioners often employ well-known reusable recipes in the software design
phase to improve software quality. Such recipes, known as patterns, are a solu-
tion to commonly occurring problems in given contexts. For instance, one of the
best-known blockchain patterns is the Oracle [22]: as a smart contract cannot
query data from outside the blockchain, using this pattern consists of sending
fresh data to a smart contract when needed. Up to now, only a few patterns
have already been proposed, grouped in collections (e.g., [22]) or standalone
(e.g., [18]). Moreover, these patterns are scattered across the literature, making
the task of identifying adequate patterns for a specific design difficult. Where a
previous Systematic Literature Review (SLR) [17] tackled these issues by gather-
ing these patterns in a collection, more work is needed to structure and formalize
this knowledge, as well as facilitate its reuse.

In this paper, the following question is investigated: How to formalize
existing knowledge on blockchain-based software patterns to facilitate its reuse
by practitioners? To address this research question, this paper proposes a
blockchain-based software pattern ontology, spanning two interrelated subspaces:
(1) blockchain software patterns descriptions and (2) pattern provenance. While

1 This assumption is only valid if the network is not compromised.
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the former focuses on the classification of blockchain patterns established in
the aforementioned SLR, the latter gathered knowledge on the original mate-
rial proposing the pattern and its relationship with the state of the art, hence
distinguishing patterns found in the literature from the concept itself. Using
an ontology facilitates the inference between linked patterns, using the knowl-
edge found in studies. To explore the ontology, we created an open-source tool2

that provides, from a series of questions, personalized pattern recommendations.
Our ontology validation methodology is twofold. First, we assess that the ontol-
ogy fulfills specified requirements. Then, we evaluate our ontology-based rec-
ommendations over a selection of papers from the literature. The rest of the
paper is organized as the following: Sect. 2 introduces existing blockchain-based
pattern collections and the blockchain-based software pattern ontology, then
Sect. 3 presents the research method employed to build the ontology as well as
its requirements. Section 4 describes the resulting ontology, and Sect. 5 presents
the validation phase to assess the relevance of the ontology. Finally, threats of
validity are discussed in Sect. 6, and Sect. 7 concludes with future works.

2 Related Works

The literature shows that the idea of using ontologies to describe software pat-
terns has already been explored. In [10], Kampffmeyer et al. propose an ontology
derived from GoF (Gang-of-Four) design patterns [5]. Each pattern is linked to
a set of design problems it solves, along with a tool to help practitioners select
patterns without having to write semantic queries. However, their ontology does
not bring out any dependency link between the patterns themselves. Our contri-
bution reuses the concept of problem ontology and extends it, as shown in Sect. 4.
Another ontology for software patterns is proposed in [6], that encompasses not
only design patterns but also architectural patterns and idioms. A pattern is
described using different attributes (such as Problem, Context, Solution, etc.),
and can be linked to other patterns through a pattern system and relations (e.g.,
require, use). A similar metamodel for software patterns is proposed in [9]. Some
differences can be mentioned, such as the possibility to specify that two patterns
conflict with each other, or the seeAlso relationship to indicate other patterns
related to a specific pattern. In addition, [11] proposes a design pattern reposi-
tory taking the form of an ontology. The contribution enlights tedious knowledge
management and sharing with traditional pattern collections and argues for a
structured ontology format. The proposed ontology groups patterns into pat-
tern containers, where one pattern can belong to many containers. Patterns can
also be linked to a set of questions and answers, elicited from expert knowledge,
through an answer relevance attribute. It indicates how relevant a pattern is in
addressing a specific question. This contribution follows a similar path to that
taken by our ontology by structuring a set of blockchain-based patterns.

Some ontologies have been proposed for modeling the blockchain domain
and its components, such as that proposed by De Kruijff and Weigand [4], that
2 https://github.com/harmonica-project/blockchain-patterns-ontology.
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of Ugarte-Rojas and Chullo-Llave [8], and that of Glaser [7]. Another work
by Seebacher and Maleshkova [14] focuses on modeling the characteristics of
blockchains within corporate networks and their use. However, there is still a
gap in the usage of ontologies to store blockchain-based patterns.

Finally, another decision model for the blockchain-based pattern can be men-
tioned [21]. In this model, a BPNM (Business Process Model and Notation)
guides the process of selecting design patterns during the design phase of the
software. Each activity in this process is further described using a BPMN-like
notation, where the advantages and drawbacks of using a pattern are highlighted
on each arrow leading to a pattern. This approach allows fine-grained guidance
in the selection of blockchain patterns, but requires more work upfront to include
patterns in the model and makes difficult the addition of patterns from outside
the scope defined by the main BPMN.

3 Methodological Approach

The proper design of an ontology relies on the usage of a reliable and proven
method. To build the ontology, the NeOn method [19] has been chosen due to its
inherent flexibility and focus on the reuse of both ontological and non-ontological
resources. However, these resources must be handled differently, as they can
take multiple forms (e.g. whitepaper, publication, etc.). More information on
handling non-ontological resources is given in Subsect. 3.2. NeOn does not force
rigid guidelines upon the ontology designer: a set of scenarios is given and the
designer is free to select and adapt any scenario that suits their needs.

In this study, we base our approach on two of the scenarios envisaged within
NeOn. The first scenario mainly concerns ontology construction from the ground
up, to produce a new, standalone, ontology. The principal motivation for this
choice is the absence of literature on existing ontology covering blockchain-based
patterns. There is also the inability of existing software pattern ontologies to
adequately capture the results of the SLR upon which we base our pattern
proposal ontology, hence our need to produce a standalone ontology to cover
our particular domain of interest. The second addresses the specific aspects of
reusing non-ontological resources in the construction of ontologies. This is key
since our ontology will be primarily based on the reuse of previous results. The
NeOn methodology proposes a set of closely related life cycle models linked
to the different scenarios it incorporates. In our case, given our need to reuse
non-ontological resources, the six-phase waterfall life cycle has been chosen.

3.1 Ontology Requirements Specification

One important step in the construction of a sound ontology is the specifica-
tion of requirements through an Ontology Requirement Specification Document
(ORSD) [19] that serves as an agreement on which requirements the ontology
should cover, its scope, implementation language, intended uses and end users.
The ORSD facilitates the reuse of existing knowledge-aware resources in the



288 N. Six et al.

Table 1. Ontology competency questions.

CQ1 What are the classes of patterns in the blockchain area and how can they
be differentiated and characterized?

CQ2 What are the different propositions of patterns in the academic literature
and how can their acceptance by others be quantified?

CQ3 How can we differentiate the concept of pattern from their possible
descriptions in different sources?

CQ4 What are the types of relations that can connect two patterns together?

CQ5 What are the different problems bound to the design and implementation
of blockchain applications?

creation of new ontologies [19]. Competency questions (CQs) are a way to intro-
duce the functional requirements (FRs) of an ontology; their coverage, ideally
in a generalizable manner, allows one to consider the ontology functionally com-
plete. The CQs are not formulated as FRs, but rather as questions that can be
translated to requirements afterward (e.g. for CQ4, the ontology shall allow the
user to retrieve the possible relations between two patterns). For the sake of
brevity, only the CQs are detailed in this paper, listed in Table 1. Nevertheless,
the full ORSD is available on GitHub (aforementioned in Sect. 1).

These competency questions define the two main purposes of the ontology.
The first purpose is the definition of a sound structure to store software pat-
terns, especially patterns proposed in the academic literature (CQ3). As these
patterns might not have been applied enough in real use cases, one objective is
to quantify the acceptance by others (CQ2) of a proposed pattern in a study.
One possible solution to this problem is the usage of paper citations, described
in Sect. 4.1. The relations between these patterns are also an important topic, as
patterns are often used together to address larger-scale problems (CQ4). The sec-
ond purpose is the storage of blockchain-based software patterns, taking their
specificities into account. It notably includes their classification into compre-
hensive categories (CQ1) to guide the reader in the space of blockchain-based
software patterns, as well as the problems they address (CQ5). The process
outlined in [19] was followed to validate our requirements specification, within
the larger framework of the NeOn methodology. Since the ontology was to be
built with extensibility in mind, should new requirements arise, the queries that
correspond to the competency questions to act as a test suite that ensures the
ontology remains conformant as it evolves.

3.2 Reuse of Non-ontological Resources

As the purpose of constructing the blockchain-based software pattern ontology is
to formalize the knowledge of a previous SLR, the ontology incorporates knowl-
edge from two different non-ontological resources that can both be found on
GitHub3. The first is a collection of 160 patterns that were identified during
3 https://github.com/harmonica-project/blockchain-patterns-collection.
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the SLR within 20 different papers; out of which 114 unique patterns have been
derived. Each of the collected patterns is described by a set of attributes, e.g.,
a Name, a Context and Problem, and a Solution. The citations count for each
paper that proposes one or more patterns have also been collected. Thus, the
reliability of a pattern can be assessed more easily: a pattern proposed in a paper
cited multiple times can be considered, to some extent, to be more trustable than
a pattern from a non-cited study. More rationale on the usage of these citations
to assess pattern reliability is given in Subsect. 4.2. The domain, programming
language, implementation examples, and blockchain technology associated with
the pattern are also collected if available. Indeed, some patterns may be pro-
posed by paper for a specific programming language (e.g. Solidity), or in the
context of a specific domain (e.g., decentralized identity). Also, different types
of relations between patterns were identified: Created from, Variant of, Requires,
Benefits from, and Related to. As the application of a specific pattern might
require considering other patterns, its relations to others must be made explicit.
Further details about these relations are given in Subsect. 4.1. Patterns are
classified into one of three categories depending on their general purpose: Archi-
tectural patterns that regroup patterns impacting the general structure of the
application (elements, connections); Design patterns that are a way to organize
modules, classes, or components to solve a problem; and Idioms, solutions to a
programming language-related problems. The second non-ontological resource is
used to extend this classification: design patterns are classified in subcategories
derived from a taxonomy, that emerges from the categorization of the results
in the SLR, and is comprised of 4 main categories and 14 subcategories. More
details are given about the taxonomy in Sect. 4.

4 Results

4.1 Blockchain-Based Software Pattern Ontology

The primary outcome is the creation of the blockchain-based software pattern
ontology, depicted in the conceptual model4 Fig. 1. This ontology has been writ-
ten in Turtle, using the OWL language profile. As the figure shows, the driving
idea of the ontology is: (a) the explicit distinctions between patterns, variants,
and pattern proposals, (b) proposals and their relations with others, and (c)
design problems outside the scope of patterns. Using ontologies as a support
to store gathered knowledge about patterns also enables the usage of inference
engines to find new relations between entities. Also, using an ontology also allows
connecting it with other ontologies. Although it is beyond the scope of this study,
it is possible to connect patterns with blockchain technologies expressed in other
blockchain ontologies.

The central element of this model is the Proposal class, that is a pattern
introduced within a particular academic paper. In the current form of the pattern
proposal ontology, all sources of patterns are academic papers, thus this class is

4 For the sake of clarity, some subclasses of the ontology are hidden.
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not implemented yet. Nonetheless, a class named Source will merge other types of
sources such as technical documentation or code repositories in the future. This
improves the extensibility of the model, as patterns might be found in many
different sources. Each paper is linked to a Identifier, which can take the form of
a DOI (Digital Object Identifier) or an ArXiv ID. For each paper present in the
ontology, its citations have been included as identifiers individuals and linked
to the paper using a references object relation. This system allows inferring the
citations of a specific paper, then making enhanced pattern recommendations
by computing a “citation score” for each pattern proposal. More rationale on
pattern recommendation is given in Subsect. 4.2.

In this model, a proposal is linked to a variant. A variant inherits from a
specific Pattern and represents one of its possible forms. Indeed, variants are
used to express the variability of a pattern: two variants of a pattern might be
close enough to address the same problem and solution, but may vary in some
aspects (e.g., implementation). As an example, the Oracle pattern proposed by
Xu et al. [22] is an individual of Proposal as it is proposed in the Xu et al.
[22] paper, and attached to the Oracle variant, an individual of the Variant and
Oracle class. The distinction between the proposals and the resulting pattern
is important as in some cases multiple papers proposed the same pattern using
different words, templates, and for different domains or blockchains. As such, a
Proposal inherits from a specific blockchain, domain, or language5.

Fig. 1. Blockchain-based software pattern ontology with an exemplified section.

5 For the sake of clarity, subclasses of blockchain system, domains, and language are
hidden (e.g., resp. Ethereum, IoT, or Solidity) in the provided conceptual model.
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In this conceptual model, a Proposal is described by a Context and Problem,
that gives a rationale for the purpose of the pattern and addressed problems,
and a Solution field to introduces the elements composing the pattern solution.
This structure for pattern description is derived from the two main pattern for-
mats (GoF and Alexandrian pattern formats [20]), usually employed to express
software patterns. Because of the lack of standardization across the literature on
the description of patterns, only the context, problem, and solution have been
kept to describe a pattern in this ontology. Yet, as the ontology references each
proposal paper, the reader can refer to the paper of a specific proposal to learn
more about it. Proposals can also be linked together, using 5 different relation
types that were identified from the SLR:

– Created from - when a pattern directly takes its sources in another.
– Variant of - when a pattern is a variant of another.
– Requires - when a pattern requires another to be applied.
– Benefits from - when a pattern might benefit from another when applied.
– Related to - to identify weak relations between patterns (e.g., “see also”).

By using inference, it is possible to translate these relations from proposals
to variants, creating new knowledge about possible relations between patterns.
SWRL rules have been written for the inference engine to generate such relations.
As an example, the following rule translate a benefitsFrom object relation from
two proposals to their corresponding variant (Eq. 1).

∀ (p1, p2) ∈ P and (v1, v2) ∈ V,
p1 benefitsFrom p2 · p1 hasV ariant v1 · p2 hasV ariant v2

=⇒ v1 benefitsFrom v2

(1)

The subclasses of the Pattern class emanate from the reused taxonomy for
blockchain-based patterns, built in its related SLR. For instance, the Oracle
variant from [22] is linked to the Oracle pattern class, that inherits from the
Data exchange pattern, then On-chain pattern, Design pattern, and finally Pat-
tern. Although this hierarchy exists in the blockchain-based software pattern
ontology, it is not shown in Fig. 1 for clarity. To further refine this part of the
ontology, each Pattern addresses a specific Design problem. By extension, each
subclass of Pattern addresses a design Design problem subclass. Each problem
has been assigned an associated literal question, notably used for recommenda-
tions. These questions have been designed along the construction of the design
problem taxonomy to give a literal sentence of the problem. The question is pre-
sented as an affirmation (here, a user story sentence), that can be answered by
yes or no. For instance, the question associated with the Smart contract usage
design problem, solved by the Smart contract patterns is “I want to execute part
of my application on-chain”. Such an affirmation can be thus presented as a
question to the user to guide pattern recommendations.
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Fig. 2. Pattern scoring based on patterns/problem categories.

4.2 Ontology Querying Tool

In parallel with the ontology, a tool was designed to leverage it without having
to use ontology-specific tools (e.g. Protégé). Using this tool eases the access to
ontology content for non-experts, but the ontology can also be queried when
served using a SPARQL server such as Apache Jena Fuseki6. This tool has two
main features: the explorer and the recommender. The explorer allows one to
dive into the knowledge of the ontology through the presentation of all available
patterns in a grid. This section’s purpose is to link the solution domain (the
list of patterns) to the problem domain (user requirements). Indeed, any user
reading available pattern descriptions might find some that suit their goals. The
application shows each pattern’s name but also the number of linked proposals
and variants. By clicking on the pattern card, the user can consult the context,
problem, and solution for each pattern variant and proposal. She also has access
to a list of linked patterns following the same notation as defined in the pattern
proposal ontology. The tool allows filtering patterns out, using the proposal’s
respective domains, blockchains, and languages. For instance, a user can select
Ethereum as the desired blockchain and filter out every non-corresponding pat-
tern. The second part of the tool is the recommender feature. Contrary to the
explorer, any user can leverage the recommender to navigate from the problem
domain (a set of questions asked by the user) to the solution domain (a set
of patterns matching given answers). To personalize pattern recommendations,
the user answers a set of questions linked to design problems, as presented in
Subsect. 4.1. An illustrative scheme of this process is shown in Fig. 2.

Questions are organized in a tree structure, traversed by a conditional depth-
first algorithm. The questionnaire starts with a high-level question (e.g., “I want
to use design patterns in my application”) Depending on the user’s answers, each
node of the tree is assigned a score: 1 for “Yes”, -1 for “No” and 0 for “I don’t

6 https://jena.apache.org/documentation/fuseki2/.
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know”, children of nodes with a negative score being skipped. The tool generates
the recommendation once the questionnaire is filled up. Patterns constitute the
leaf node of the tree. To compute the score Sq for each pattern, the tool sums
the score of every parent node and then normalizes the score using the length of
the branch, accounting for branch length differences.

Next, we use three different algorithms to compute pattern rankings
based on the scores Sq: NoCitationsAndQS, WeightedCitationAndQS and
UnWeightedCitationAndQS. NoCitationsAndQS simply orders the patterns
based on their score, while the other two also take into account an inferred
number of citations. For each pattern, this number of citations is computed
by summing the number of citations of all papers that proposes the pattern.
As an example, if a pattern is proposed by two papers that respectively have
50 and 150 citations, the pattern is given a number of citations of 200. In
UnWeightedCitationAndQS, we offset the rank, by multiplying Sq by the ratio of
the number of citations of a pattern and the number of citations of the most-cited
pattern. For WeightedCitationAndQS, instead of using the number of citations
directly, we use its logarithm. The rationale for this is the extreme ranking skew-
ness in favor of highly cited patterns in UnWeightedCitationAndQS. Note that
both UnWeightedCitationAndQS and WeightedCitationAndQS might discrimi-
nate newly proposed patterns that do not have many citations yet.

The user can select one of the three algorithms. When NoCitationsAndQS
outputs a ranking only impacted by the answers, WeightedCitationAndQS
and UnWeightedCitationAndQS also take into account citations, which
serves as an indicator of the pattern adoption in the literature. Also,
UnWeightedCitationAndQS tends to recommend highly cited patterns, consid-
ered more reliable, whereas NoCitationsAndQS provides a ranking closer to the
questionnaire’s answers, to the risk of having newly proposed patterns that lack
prior reuse. WeightedCitationAndQS is compromising between the two others,
as it reduces the impact of citations without discarding them. In conclusion, the
decision of using one algorithm instead of another is up to the user, depending
on its goals: either using recognized patterns or newly proposed patterns that
don’t have this recognition yet. Nonetheless, the ranking differences between all
of those algorithms are evaluated in Sect. 5.

5 Evaluation

To evaluate whether the ontology addresses the initial requirements and if the
implemented tool is capable of leveraging the ontology, we conducted a threefold
validation. Our first method of validation draws from both the ORSD mentioned
above and the more general ontology evaluation methods outlined in the work of
Raad and Cruz [12]. In particular, we follow their task-based approach, linking
the evaluation of the ontology and the tool itself. We demonstrate the ability
of the ontology to cover its requirements by, on the one hand, using SPARQL
queries in isolation to answer the CQs, and, on the other, by showing its abil-
ity to be used as the central knowledge representation mechanism of our tool,
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through the validation methods to be covered below. We briefly touch on some
of the main evaluation criteria mentioned by Raad and Cruz (cf. [12] for the def-
inition of each concept): accuracy, completeness, clarity, and conciseness,
though difficult to demonstrate in an absolute sense, are nevertheless covered
by the fact that the ontology has been constructed on the basis of an extensive
SLR of the field, where care has been taken to isolate only the most relevant
aspects; adaptability is a consequence of the use of the NeOn methodology
and the use of SHACL shapes for automated verification of the ontology and the
inferences made thereof, rendering the addition of new patterns to the ontology
straightforward; computational efficiency is ensured by the compactness of
the ontology and the avoidance of recomputing rule-based inferences for every
query through pre-compilation of the inferred ontology triples; and, finally, con-
sistency is ensured through the use of the aforementioned SHACL shapes for
every main class in the knowledge base. As such, SHACL shapes ensure that the
current knowledge in the ontology complies with conceptualized rules and that
the addition of new knowledge and subsequent OWL reasoning also does.

For the second dimension of our validation scheme, we demonstrate the rel-
evancy of the ontology by addressing the following hypotheses:

– H1: A practitioner can leverage the tool to navigate from the solution space
(blockchain-based patterns) to the problem space (requirements).

– H2: A practitioner can leverage the tool to navigate from the problem space
(requirements) to the solution space (relevant blockchain-based patterns).

Each of these hypotheses will be treated using a specific protocol, both
described in the following subsection. For H1, a survey has been conducted
with experts to assess the capability of using the explorer to understand the
pattern proposals, and by extension to assess the relevancy of knowledge within
our ontology. For H2, a protocol has been designed to evaluate the recommen-
dations produced by the recommender. Indeed, if the recommendation system
is able to suggest adequate patterns, it illustrates the capability of using the
ontology to find adequate patterns for specific requirements.

5.1 Protocol

H 1 - To answer this hypothesis, we surveyed a panel of 7 experts from different
backgrounds and positions as shown in Table 2.

Table 2. Panel Description (§PhD student, *Lead Tech, † Software Engineer,
‡ Blockchain Engineer).

ID E1 E2 E3 E4 E5 E6 E7

Role * § † ‡ § † §
Blockchain experience (y) 4 4 4 4 2 1 2

Software design experience (y) 5+ 1 5 5 2 2 5+
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A custom case study has been designed on a blockchain use case. This case
study was short enough to ensure participants had the time to assimilate it
within the allocated 30” survey timeframe. Organizers proposed 5 patterns P j

H1

(0 < j < 5) for each expert n, and the objective was to assess if the expert
was able to find and understand the patterns well enough to decide if they were
applicable to the case study. This applicability j was rated by each participant n
from 0 (non applicable) to 4 (must-have) Rn(P j

H1
). Then, the survey organizers

performed the same exercise. As they worked on the pattern knowledge base and
the ontology, they know in detail the patterns presented in the tool and their
related papers R̃(P j

H1
). Participants’ answers were compared to the organizers’

own responses and a normalized score for each participant was calculated SH1
n ,

the average absolute difference between his score and the organizer’s score.

H 2 - In the second validation step, we aim at evaluating the performance of
the various recommender engines, especially those including citation metrics in
the ontology. The initial idea was to evaluate the precision and recall of the
recommender engine using a set of papers that present blockchain applications.
For each paper, the goal was to identify the most suitable patterns Îp for the
introduced application, then execute the recommendation engine based on the
application requirements to retrieve a set of recommended patterns Ip. Using
these sets, it is possible to compute the precision and the recall of the recom-
mender system as we respectively assess the proportion of most suitable patterns
found in the recommended patterns Îp ∈ Ip over the total amount of most suit-
able patterns Îp and the total number of recommended patterns Ip. However, this
approach is very limited for recommender systems: as the set of recommended
patterns is very large, the precision will be artificially high. Nevertheless, another
approach exists to evaluate the precision and the recall with regards to the rank-
ing, that is precision/recall at cutoff k [3]. Instead of calculating the precision
and the recall for all of the recommended patterns, these metrics are computed
several times for the kth first patterns, k varying between 1 and the total number
of recommended patterns. As a result, it is possible to draw a curve that shows
the varying precision and recall depending on k.

To compute these values, the following protocol was undertaken:

– Select a paper p from the literature (n = 13), that propose a blockchain-
based application, extract the requirements Rp and identify possible patterns
Îp, which represents the golden standard of patterns for p.

– Answer recommender’s questions using only the requirements Rp, and retrieve
a set of Ip recommended patterns, and their position/score Sp,i, i ∈ Ip.

– Compute the precision and the recall at cutoff k, resp. Îp∈Ip
k and Îp∈Ip

Îp
.

5.2 Results

H1 - Fig. 3 shows the descriptive statistics for the score for each panel partic-
ipant. The mean values for all the questions range from 2.75 to 3.75 with an
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Fig. 3. Panel usecase score SHi
n

average of 3.25/4, which indicates that the participants have successfully nav-
igated the solution space and provided adequate options on the relevance of
the proposed pattern. It must also be noted that the most junior profiles hav-
ing a score of 3, have used the tool effectively despite their lack of proficiency
in blockchain application design. The expert panel results show positive mean
scores for all metrics, our hypothesis can be considered valid w.r.t. our protocol,
despite having room for improvements, essentially in its perceived added value.
The small sample size, should also prompt further large-scale surveys, including
a pre-flight questionnaire to better quantify prior blockchain background for the
respondents, and question its impact on the tool’s usability.

H2 - Fig. 4 and 5 respectively show the precision and the recall at cutoff k for the
three recommender systems considered. To interpret the results, it is required
to select an adequate k w.r.t. the usage of the recommendation system. As the
web platform displays the first 18 patterns on the first page when executing the
recommendation system, a value of k = 18 has been chosen. Nonetheless, the
selection of a suitable k is a difficult issue, discussed in Sect. 6. Regarding the
precision, the three algorithms are producing similar results except for a cutoff
of k < 20, where the inclusion of citations increases the precision. For a cutoff
of k = 18, the precision is 0.2, meaning that on average 20% of the first 18
recommended are relevant for the considered paper. Regarding the recall, the
curves are similar for the three different algorithms, with a small advantage to
the NoCitationsAndQS algorithm. For a cutoff of k = 18, on average 57% of the
identified relevant patterns in the papers Îp are recommended. This number goes
up to 80% for a cutoff of k = 40. By extension, it indicates that the majority of
the most suitable patterns are ranked at the top by the recommender system.

6 Threats to Validity

Internal Threat to Validity: some aspects of the method used to validate H2
can be mentioned. Indeed, the selection of adequate patterns for a given paper
has been carried out by two researchers in 13 papers. Although these researchers
are experts in blockchain technologies and decentralized applications, it still
leaves some space for subjectivity. Several measures have been taken to limit the
impact on the results: restricting the selection to the most important patterns,
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Fig. 4. Average precision at cutoff-k. Fig. 5. Average recall at cutoff-k.

and comparing the results between the researchers to evaluate possible discrep-
ancies. The method used to build the ontology can also be a threat to validity.
Ontologies, by their very nature, have a degree of subjectivity; nevertheless, by
using a structured and proven methodology (NeOn), and building upon a SLR,
this risk is mitigated, in conjunction with the formal specification of the ORSD
and with the evaluation methodology outlined above. Finally, the selection and
retrieval of pattern proposals from the literature, that constitutes the core of the
ontology, is also subject to be a threat to validity. However, it is mitigated by
the strict method followed to perform the literature review (SLR). More details
about possible threats and mitigations are given in another study [17].

External Threat to Validity: the main threat is the generalizability of the ontol-
ogy. Even if the main purpose of the ontology was its reusability in a tool, careful
attention has been made to maximize the ontology reusability. Part of the ontol-
ogy is inspired by the Design Pattern Intent ontology [10], to bind design patterns
(by extension, software patterns) with blockchain design problems. Patterns are
also expressed using a shortened pattern format, similar to the GoF pattern for-
mat or the Alexandrian form [20]. Future works will refine those patterns to fully
comply with one of those two formats. Finally, the ontology has been designed
with extensibility in mind. For example, the blockchain class can easily be a
connection point between this ontology and other blockchain-related ontologies,
such as [4], a blockchain domain ontology.

Conclusion Threats to Validity: we can mention the difficulty to conclude on
the recommendation engine relevancy w.r.t. adequate cutoffs k, as its selection
mainly depends on the user behavior. Indeed, some users might only read the
first 5 patterns, whereas others might fetch all of the recommendations. In our
web platform, the first page of the recommender results displays 18 patterns; thus
this number might be a good candidate for k. Nonetheless, this number might
change depending on the usage of the recommendation engine in the future.
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7 Conclusion and Future Work

This paper proposes a blockchain-based software pattern ontology to store, clas-
sify, and reason about blockchain-based patterns. The ontology has been built
over previous results obtained by performing a systematic literature review
(SLR) of the state-of-the-art of blockchain-based patterns. It is composed of
proposals that are patterns formalized in the context of an academic paper. 160
proposals have been stored in the ontology, resulting in 114 different software
patterns identified. Also, those patterns have been classified using a taxonomy
reused from the SLR mentioned above. To best make use of both the categoriza-
tion and the ontology, a tool has been built. Using it, practitioners can explore
the ontology and its collection of patterns, but also use a recommender to get
adequate patterns fulfilling their needs. This tool is also meant to be extendable
following ontology evolution and support future works. The ontology can also
be leveraged as standalone, using SPARQL queries.

This paper paves the way for future works in assisting practitioners in the
design of a blockchain application. The different artifacts will be integrated into
the Harmonica project7, a semi-automated framework for the design and imple-
mentation of blockchain applications [15]. The integration will notably be done
between the tool presented in this paper and BLADE (BLockchain Automated
Decision Engine), a decision-making tool for the selection of a blockchain technol-
ogy [16]. The combination will allow users to select a blockchain, then adequate
patterns that are applicable to the chosen technology. Some extensions of this
work could also be envisioned in the software pattern domain. Although the
pattern proposal ontology is introduced within the scope of blockchain patterns,
it could be generalized to all software patterns, such as Internet-of-Things (IoT)
or microservices. Finally, existing software patterns in the ontology might be
extended to include a formal description using existing pattern formats.
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Abstract. Modern businesses are being subjected to an unprecedented
variety of change drivers that cannot be predicted such as new reg-
ulations, emerging business models, and changing needs of stakehold-
ers. This creates new demands on enterprises to meet stated goals in
a dynamic and uncertain environment that translate to demands on
the enterprise’s software systems. In our earlier work, we proposed an
architecture for dynamic adaptation under uncertainty. In this paper, we
provide validation of our adaptation architecture through a case study
of a wellness ecosystem comprising multiple stakeholders with evolving
goals and behavior that need to be continuously learnt and adapted. We
present experimentation results from our case study that serve as an
initial step towards validating our approach.

Keywords: Software adaptation · Digital twin · Reinforcement
learning

1 Introduction

Enterprises today operate in a dynamic, uncertain environment where they are
continually subjected to unpredictable changes to business, consumer needs, laws
and regulations, and even technology. Enterprises need to be able to adapt to
these changes and continue to meet their goals despite this dynamism and uncer-
tainty. In current practice analysis of each change in the business environment
and making decisions on the enterprise’s response to change is done by human
experts. On the other hand, modern businesses are driven by software systems
that are now ubiquitous and serve as critical growth driver for enterprises. As
businesses negotiate the uncertainty in their environment, systems must assist
enterprises (i.e., human experts) in adapting to change and meeting their goals.
The adaptation process needs to be dynamic and continual, i.e. systems must be
capable of detecting, analyzing, and responding to changes in the environment
at run-time.

To achieve dynamic adaptation, enterprise systems need to continually
acquire knowledge about their environment, evaluate goals, suggest appropriate
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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courses of action towards meeting the goals, and learn from previous experience.
However enterprise systems often have only partial visibility into their environ-
ment, also, available information is incomplete and uncertain. For example all
usage scenarios of the system cannot be known beforehand. Behaviours and pref-
erences of individual system users can span across a wide spectrum, which are
unknown to the system when it begins operation. Moreover behaviour patterns
and needs of system actors evolve with time, with life changes and unpredictable
events.

In order to understand the adaptation triggers for modern business systems,
enterprises need to be viewed in the context of the larger business ecosystem
of which they are a part. Business ecosystems comprise multiple interacting
stakeholders - business enterprises, suppliers, service, sales, and other partner
organizations, consumers, regulators, and also products and processes. Partici-
pants in a business ecosystem come together to service the same set of consumers
[15]. Working collaboratively enables them to deliver greater value to the cus-
tomer than they could have individually while increasing their own market access
and brand value. Collaboration between stakeholders needs to be managed by
a central integrator [16] that orchestrates interactions in the ecosystem. Inter-
actions among stakeholders leads to increased dynamism in the environment of
individual systems necessitating their adaptation.

We look at the adaptation problem for businesses in the context of an ecosys-
tem where the central integrator onboards consumers as well as service providers,
acquiring the right information and orchestrating services from both so that goals
of each stakeholder are met despite dynamism in the environment. The integra-
tor’s knowledge at the ecosystem level helps in making orchestration decisions
and recommending courses of action to individual stakeholders.

In our earlier work [7] we proposed a learning-aided adaptive architecture
for enterprise systems. In this paper, we provide validation of the adaptation
learning component of the architecture through a real-life case study from the
wellness domain. The key contribution of the paper is demonstrating the utility
of adaptation learning to aid stakeholder decision making in the context of busi-
ness ecosystems. Our approach uses digital-twin based simulation techniques to
train a reinforcement learning (RL) agent that has no prior knowledge about
stakeholder behaviour. The RL agent acts as the primary learning component
and via interactions with various system stakeholders, learns their behavior over
time and adapts the system accordingly.

The paper is organised as follows - in Sect. 2, we recap our learning-aided
adaptive architecture. In Sect. 3, we detail our wellness ecosystem use case and
provide experimental results to validate adaptation learning in enterprise sys-
tems. Section 4 summarises our work and outlines future directions.

2 Learning-Aided Adaptive Architecture

In this section, we review our learning-aided adaptive architecture [7] that has
four key components as shown in Fig. 1.
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Fig. 1. Learning-aided adaptive architecture [7]

1. A digital twin based decision-making system to model the enterprise system,
its environment and goals

2. An in-built reinforcement learning-based adaptation learner system to control
or adapt the enterprise model (i.e. the digital twin)

3. A sensor-actuator based adaptation effectation architecture to keep the enter-
prise model and system in sync

4. A continuous learning module to observe system interaction traces and update
the digital twin based on new or updated knowledge

In this section, we review the first two components of the architecture, namely the
enterprise model of the system (i.e its digital twin) and the adaptation learning
component that are key to realizing the adaptive architecture.

2.1 Digital Twin - System, Environment and Goal Model

At the heart of our adaptation architecture is a System, Environment and
Goal (SEG) model manifested as a Digital Twin that is a hi-fidelity machine-
processable representation of the software that supports what-if scenario playing
[8]. The digital twin not only represents our current understanding about the
problem space, business domain and solution but is also continuously updated
via behavioral learning and refinement throughout the software life cycle, as well
as learning from external knowledge sources.

The SEG metamodel is depicted in Fig. 2. The system interacts with the
environment via actions and has specific goals that are predicates over its value
space. Actions update the value space and can be composed of other primitive
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Fig. 2. Digital Twin - System, Environment and Goal Metamodel

actions. An adaptation in the system can be triggered by either a change of
actions in the environment or change in goals of the system.

2.2 Adaptation Learner

The Adaptation learner component in Fig. 1 is responsible for

– (i) checking if the system is meeting stated goals when there are changes in
the environment,

– (ii) identifying a strategy comprising a sequence of interventions to be intro-
duced so as to meet stated goals, and

– (iii) getting assurance of efficacy of the strategy.

We propose a simulation-based (digital twin) reinforcement learning approach
to achieve the three objectives, where the Digital Twin serves as an “experience
generator” to train the reinforcement learning (RL) agent. The stated goals help
define the reward function of RL agent and the candidate set of primitive actions
constitute the action space. The RL agent comes up with a “good enough”
policy i.e., a sequence of interventions to be introduced in order to achieve the
stated goals in the light of partial knowledge, uncertainty and dynamic changes
in the environment of business systems. The next section introduces the case
study example from the wellness domain that is used to validate our adaptation
learning approach.

3 Case Study - A Wellness Ecosystem

We illustrate adaptation learning using an example of a wellness ecosystem.
Wellness needs of individual consumers encompass fitness, healthcare, nutrition,
leisure, as well as health insurance. The wellness ecosystem comprises service



304 S. Roychoudhury et al.

Fig. 3. Wellness ecosystem

providers for each of these aspects with the common objective of fulfilling well-
ness goals of a consumer population of individuals as depicted in Fig. 3. A central
integrator in the form of a wellness provider facilitates and manages services
offered by various service providers and acts as a centralized hub so that the
consumer no longer needs to separately manage each of his wellness needs. The
wellness provider creates a digital twin modeling individual service provider ser-
vices and customer goals. Incomplete, uncertain, and partially visible informa-
tion about the environment such as customer preferences and behaviour needs
to be learnt in order to be able to meet customer goals. The goal of the wellness
provider is to primarily satisfy needs of consumers while meeting goals of each
of the stakeholders in the ecosystem. Although the wellness ecosystem of Fig. 3
consists of various stakeholders like “food stores”, “insurance companies”, “fit-
ness centers” etc, for our initial experimentation, we only consider the fitness
component of the wellness ecosystem, as highlighted in Fig. 3. This is in tune
with current trends with health management systems and smart health devices
like mHealth apps that are becoming increasing popular with fitness aspirants
[10,11]. For our fitness case study, the stakeholders of interest are individual cus-
tomers (i.e., fitness aspirants) and fitness centers or gyms that provide fitness
facilities to the customers.

Once fitness aspirants register with a fitness center, the individuals are clas-
sified into archetypes based on age, gender and occupation. Fitness aspirants
within the same archetype are initially given the same fitness plan. In this case
study, we consider two such archetypes namely young professionals (Arch1) and
senior management (Arch2). The Wellness provider acts as a facilitator between
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the fitness aspirant and fitness centers and aims to personalize the generic
archetype-level fitness plan for every individual by monitoring their behavior
in the fitness center.

Fig. 4. Experimental setup

For our experimental setup, in the absence of real individual data, we sim-
ulate the behavior of individuals in a fitness center by constructing a digital
twin of the gym environment as depicted in Fig. 4. To replicate the behavioral
characteristics and preferences of individuals in a fitness center we construct a
‘digital profile’ of fitness aspirants. We assume the ‘fitness goal’ of each fitness
aspirant is dependent on certain variables (e.g., their age, weight, occupation,
health condition, food habit, activity level) where each variable is governed by
some probability distribution over the entire population. In addition, some vari-
ables have causal relationships with other variables (e.g., age, work schedule may
determine activity level), hence we model the digital profile of an individual as
a probabilistic model as shown in Fig. 5, where each child node conditionally
depends on parent nodes. Variables ‘goal’, ‘workout type’, and ‘workout prefer-
ences’ are deterministic in nature while all other variables are either discrete or
continuous random variables.

Sample digital profiles (only limited variables shown) of two individuals are
illustrated in Fig. 6. To generate the given sample, we first sample ’age’ from an
exponential distribution and then categorize them as young (if age less than 30),
mid-level (if age between 30 and 45), and senior (if age greater than 45). Similarly,
discrete variable ‘occupation’ is sampled from a multinomial distribution with
values ranging from ‘professional’, ’self-employed’ or ‘government’. Since both
the above variables (i.e., ‘age’ and ‘occupation’) can influence the ‘activity level’
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Fig. 5. Digital profile

of an individual, hence ‘activity level’ is sampled from a conditional multinomial
distribution with condition on parent variables ‘age’ and ‘occupation’.

Fig. 6. Statistical sampling of an individual from digital profile

In this manner, once an individual is sampled from a given population, every
individual belonging to an archetype is assigned a generic fitness plan. The
default fitness plan for senior management varies from that of young profes-
sional due to the difference in exercise intensity and calorie burn requirements.
The digital twin encodes variations in fitness behaviour of an individual based
upon characteristics recorded in the profile.

Actor-based simulation is used to capture the ecosystem dynamics and uses
the digital profile to simulate an individuals behavior in a fitness center. The
environment consists of three actors: Individual, Wellness Provider, and Fitness
Provider as shown in Fig. 7. Communication between actors is done by sending
and receiving messages. Once a message is received, appropriate action are per-
formed at the receivers end. Individual behavior is generated using the digital
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profile and suggestions are generated by the RL agent. Figure 7 shows the model
of the full system where the Environment made up by our Digital Twin (DT)
generates state S(t) and passes it to the reinforcement learning (RL) agent, the
RL agent then takes an appropriate action A(t) and returns it to the DT. The
DT consumes this action and generates the next state S(t+1) and a reward R(t).
Over time the agent learns to choose the action that maximizes reward.

Fig. 7. RL Agent and Digital Twin Interaction

An RL Agent learns about individual preferences by monitoring the actual
execution trace of an individual in the simulated gym environment against a
given workout. In this way the generic plan is continuously adapted to resemble
not only individual preferences but also ensuring fitness goal (in terms of calories
burnt) of an individual is met.

We summarize the execution steps of our learning-aided adaptation approach
as follows:

1. An individual (fitness aspirant) registers with the wellness provider.
2. The individual is allocated a generic fitness plan by the wellness platform

based on their archetype (i.e, young professional or senior management)
3. The digital twin of the fitness center simulates the individual performing

exercises prescribed in the plan in accordance with the characteristics of their
digital profile, providing feedback in terms of:

– a. The distance between their exercise preferences and the allocated plan.
– b. The distance between the level of fitness (calorific burn) and the desired

fitness achieved by the plan.
4. Based on the feedback, the RL agent learns the behavior of the individual

and then nudges the individual to follow the plan balancing their satisfaction
level and also achieving the desired fitness goal (i.e., calorie burn)



308 S. Roychoudhury et al.

5. Eventually the ’best’ fitness plan for every individual in a given archetype is
adapted from the generic fitness plan and personalized accordingly.

In the next subsection, we provide further technical details of the reinforcement
learning solution.

3.1 RL Problem Conceptualization

The goal of the RL agent is to learn preferences of an individual and tailor its
recommendations so that they not only help achieve the target calories burnt
but are also preferred by the individual. In order to do this the system starts by
recommending a generic fitness plan to a new client and observes their behavior.
In this case we use a Digital Twin of the Wellness ecosystem as described in
the Fig. 7 to generate and record this behavior [8]. By observing the individu-
als behavior, we are able to encapsulate their preferences, which the RL agent
can then use to adapt and create a personalized fitness plan. The generic plan
also lends us the basic structure in which the recommendations are to be made.
For example, if the generic plan consists of a 3:1:1 split between cardio, upper
body and lower body workouts every week, then the consequent recommendation
will also follow the same split. For a new individual there is no prior information
available, therefore, in order to gather relevant information every individual goes
through an exploratory phase at the beginning. During this exploratory phase a
generic plan is recommended, this plan equally recommends each possible exer-
cise. Based on the individual’s behavior over this period a state is developed
which in turn is used to recommend personalized plans. Note that this recom-
mendation problem can be viewed as an Markov-Decision Process (MDP) [18]
when

1. The RL agent is called for a recommendation after every exercise.
2. The state encapsulates the preferences of the individual through the activity

trace and includes all the exercises performed in the current episode.

This formulation essentially encodes all the information of the individual in the
state and thus follows the MDP dynamics.

3.2 Solution Methodology

We now proceed to define the reinforcement learning solution for the problem
described. To deal with the diversity amongst the individuals, we map the indi-
vidual to an appropriate archetype. We train a separate RL agent for each
archetype as the goal changes amongst archetypes and even for same goal since
the recommendation structure changes based on archetype, the reward ranges
tend to vary making use of the same agent infeasible. Our approach breaks
the larger problem into sub-problems, where the same algorithm can now be
applied to each person in a diverse population based on their individual goals
and attributes. This is a realistic situation in the wellness domain as people come
in with varying expectations and timelines. This parallelization also keeps the
agent simpler and speeds up the learning process.
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States and Actions. Based on the archetype we get a certain set of exercises
that could be performed to achieve the goal. These form the action space for the
archetype and based on the action space we get the corresponding state space.

Let’s say a person can perform 3 exercises, A1, A2, A3 respectively. Now
our state must have enough information for the agent to estimate an individual
preference for Ai. To capture this, we create a queue Di of finite size (here 3)
for Ai and initialize it with Ai. After this, whenever Ai is recommended the
corresponding action performed by the individual is appended to Di, and a
concatenation of these queues forms the first part of the state. The second part
is made of individual specific constants like body mass index (BMI) along with
the exercises performed in the current episode. Therefore, for the example of 3
exercises the state size is 3 ∗ 3 + 3 + 1 = 13 units We work with a much richer
action space of 21 exercises so our state space is 21 ∗ 3 + 21 + 1 = 85 units.

Rewards. The rewards are designed per archetype and in most cases a goal
can be expressed using the metabolic equivalent (MET) values of the exercises.
For example, for young professionals whose goal is to keep fit, the objective is
to maximize calories burnt while sticking to a 3:1:1 split for a given week. To
allow the agent to model individual preferences, we associate a penalty when
the suggestion is not performed, this allows the agent to achieve the goal of
recommending the exercise that the person likes without being biased towards
recommending exercises that would burn maximum calories. However, this may
lead to a situation where one exercise will be recommended always, so we add a
diminishing factor to the preferences so that the reward for recommending the
same exercise again is lower, this is in line with how the preferences of individuals
are modeled. The reward function is modeled as below-

R = αPenalty + ᾱβnPreference(e) ∗ Met(e)

where α = 0 if the recommendation was performed; β = preference diminishing
factor; n = number of times the exercise is performed during current day; e =
exercise recommended and performed.

Constraints and Action Mask. The situation described so far ignores the
various constraints that the wellness provider faces from its stakeholders. The
wellness provider must deal with a range of constraints, from the limited gym
equipment that remain constant across archetypes, to the personalized health
related constraints that are unique to every individual. To deal with constraints,
all action masks are collected from the stakeholders involved and we use a simple
bitwise and operation to generate the final action mask [5]. The action mask is
then used to mask out the invalid action by setting its predicted Q-Value to -∞.
This relieves our RL agent from the burden of constraint handling as they are
now handled externally. It also keeps the system modular, and any addition or
deletion of constraints and stakeholders is streamlined.
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Neural Network Architecture and Training. We use Deep Q-Learning
(DQN) [13] for the computation of individual recommendations given the cur-
rent state of the individual. The policy network of Fig. 8 is fully connected with
layers of (85, 512, 512, 512, 21) neurons respectively with the first number indi-
cating the input size and the last indicating the number of exercises that can
be recommended. All the hidden neurons have tanh activation, and the output
layer has linear activation.

Fig. 8. Neural network architecture

The agent follows a Monte Carlo learning approach [18], which implies that
we only have one policy network. The specifics of the learning approach followed
are as described in [4]. The policy takes the 85 feature vectors described above
and recommends appropriate action. The network is trained using the Pytorch
library on Python 3.7 using Adam optimizer with a learning rate of 0.0005 and
a batch size of 64, mean squared loss was used with a discount factor of 0.99.
Finally, the training calls are only made after the memory buffer contains 1000
training episodes. We use Boltzmann action selection [18] for exploration which
implies that our agent is stochastic in nature.

Since the actual problem structure is that of an infinite horizon MDP [18], we
terminate the episode at the end of every day. This is done because most of our
constraints are either constant, daily or weekly in nature and keeping the length
of episode as daily makes constraint management simpler. Each training episode
begins after an initial exploratory period, which guarantees that the state has
enough information regarding the person’s preferences. The environment used
simulates more than 200 unique individuals to avoid overfitting and to learn the
mapping between the state and appropriate actions.

Training Results. We train the agents for 20000 episodes and the episodes
start at the beginning of a week. Based on the individual’s archetype the recom-
mendations are made following the structure of the generic plan. The episode
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length is set to a day and Fig. 9 depicts the loss graph for the two archetypes
under consideration.

Fig. 9. Loss graph during RL training

3.3 Comparison with Baseline Algorithm

For comparison of our algorithm with a baseline, we propose a greedy upper
bound solution as the baseline that can be obtained if we assume we have com-
plete knowledge about individual’s preferences. The digital twin provides us with
the preferences of an individual at any point of time during the episode. Com-
bining this with the MET values of the exercise, we can run an exhaustive search
over an objective function and then take the action that maximizes the return.
We define the objective function over reward as follows

O = P (e) ∗ βnPreference(e) ∗ Met(e)

where P(e) is the probability that exercise e will be performed after it is recom-
mended. This is obtained from the execution trace of the digital twin and β is
the diminishing factor defined earlier and preference and MET are the preference
of the individual for the exercise and MET value of the exercise.

The objective is nothing but the expected return of recommending exercise e.
The optimal action thus is the one which maximizes expected return. We present
a detailed exploration of the actions taken by both approaches and their effect
on the individuals behavior in the subsequent section.

Comparison for a Sample Profile. Figure 10 depicts the recommendations
made and their effect on the exercises performed by the same individual. The
left column depicts the recommendations made by the greedy Upper bound
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algorithm and the right column depicts the recommendations from RL over a
120-day period excluding the initial exploratory period of 30 days.

Fig. 10. Results - nudging individual to meet fitness goal by learning their preference
(Color figure online)

The blue line depicts the probability of an exercise being performed without
any external influence of recommendations and constraints whereas the green
line depicts the probability with which the exercise was performed over the 120-
day period. The underlying bar graph denotes the number of times the exercise
was recommended. Here the blue prior (individuals affinity to an exercise) is
not visible to the RL agent and must be inferred from the person’s behavior.
We also note that the person’s choices of exercise to perform are stochastic in
nature and the objective function and reward are encoded in such a manner that
when an optimal action is recommended and not performed, the same action
must be recommended again. Our RL solution is able to map a similar policy
where in each case of Cardio, Upper Body and Lower Body, the most prominent
recommendation is the same as that of the upper bound. The second and third
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recommendation do not match as strongly as the difference in upside is minimal.
This can be explained as the RL approach is stochastic in nature as compared
to the greedy nature of the upper bound solution. In case of Upper Body and
especially Lower Body, the RL recommendations are significantly different than
the upper bound. This is because the MET values of most upper body and lower
body exercises are approximately equal, which leads to minimal delta between
the upsides resulting in different recommendations.

The effect of the recommendations in nudging the user towards their goal is
visible in both cases where the probability of the most prominent recommenda-
tions is drastically increased. This increase in the probability depicts the nudging
behavior of the agent. Since all the probabilities must sum up to 1, the increase
is only visible for the most prominent recommendation and in some cases a
decrease in the probability of the second and third prominent recommendation
is also seen. This is a probable outcome and in line with the expectations. Hence
the results presented in this section demonstrate the effect of nudging an indi-
vidual towards meeting their goal of calorie burn in addition to balancing their
preferences for certain exercise routines.

4 Discussion and Related Work

Software adaptation has been an important area of research for some time [2].
Several adaptation architectures have been proposed in the literature [6,9,17]
that principally comprise a sensing or monitoring step, followed by analysis and
implementation of adaptation. Most approaches use statically built models to
guide adaptation, while our approach uses a model built dynamically using deep
reinforcement learning.

The adaptation learning scenario presented in this paper is similar to
mHealth apps and mobile health management systems [11]. In these systems fit-
ness aspirants log data using a multitude of models from fitness trackers, smart
wearable devices to manual entry. These systems then use the data to encourage
physical activity and reduce the risk of diseases related to physical inactivity.
The intervention mechanism ranges from context aware motivational messages
throughout the day [10,12] to recommendation systems, delivering optimal set
of activities [3].

In this paper, we have used RL agent as our adaptation-learning mechanism
to constantly monitor user preferences and adjust the recommendations based
on their dynamic behavior throughout the intervention period. In comparison,
previous work in this space [3,10] uses RL to encourage physical activity of an
individual, where they use a generic model of an individual instead of learning
the model from individuals’ dynamic behavior.

The fitness-fatigue model proposed by [1] has been used to predict athletes’
performance in a variety of endurance sports. According to the fitness-fatigue
model, each practice session has a positive impact on performance by contribut-
ing to a “stock of fitness” and a negative impact by contributing to a “stock
of fatigue.” Fatigue can be measured in terms of calories burned which is pro-
portional to”metabolic equivalents” (MET) of the exercise that we use in our
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experiment. Therefore, getting maximum fatigue or calorie burn during the exer-
cise can bring maximum fitness for the individual provided individual does not
fatigue himself beyond a limit, which we achieve by introducing constraints on
calorie burn.

5 Conclusion

In this paper, we demonstrated how adaptation learning using RL can be
achieved in a business ecosystem context through the example of a wellness
ecosystem comprising multiple stakeholders without prior knowledge of stake-
holder behavior. The wellness provider acts as central integrator and learns stake-
holder behavior by suitable interactions via a digital twin such that stakeholder
goals can be achieved without compromising stakeholder preference. Therefore,
balancing stakeholder satisfaction along with meeting stakeholder goal is the
key contribution of this paper, thus illustrating learning-aided dynamic adapta-
tion. Use of a digital twin to model and simulate user behaviour helped us to
circumvent the problem of unavailability of real users’ data that classical learn-
ing approaches need for providing recommendations. Although in this paper, we
considered goals of stakeholders only from the fitness perspective, in future, we
intend to include other wellness perspectives like nutrition, healthcare, recre-
ation, insurance etc. that may require resolution of multiple stakeholder goal
conflicts using Pareto optimal techniques [14].

Furthermore, the scope of this paper is limited to validating the Adaptation
Learner component of Fig. 1 using a business ecosystem, whereas we would like
to extend the validation to other parts of the architecture [7], where adaptation
policies learnt on simulated system behaviour are appropriately implemented in
underlying software systems and execution traces of real users’ behavior are used
to update new knowledge resulting in further improvement of the digital twin
model.
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Abstract. For the deployment of applications, various deployment tech-
nologies, such as Kubernetes and Terraform, are available to automate
the deployment of applications. However, to use these technologies, devel-
opers must acquire specialized knowledge about these deployment tech-
nologies to create, maintain, and understand deployment models, for
example, configuration files created with Kubernetes. In this work, we
present and demonstrate the Deployment Model Abstraction Frame-
work (DeMAF), a tool that enables transforming technology-specific
deployment models into technology-agnostic deployment models that are
modeled based on the Essential Deployment Metamodel (EDMM). The
resulting technology-agnostic EDMM deployment models express deploy-
ments only by using the general modeling concepts that are supported
by the 13 most prominent technologies. Therefore, the target audience
for this demonstration includes developers and architects, who will be
shown that such transformations can be automated and that the result-
ing EDMM models can be understood without knowledge of the original
deployment technology. We evaluate the general practical feasibility of
the approach by a case study that demonstrates a scenario based on the
T2-Project and the technologies Terraform, Kubernetes, and Helm.

Keywords: Deployment models · Infrastructure-as-Code ·
Abstraction · Transformation · Essential Deployment Metamodel

1 Introduction and Motivation

Most deployment technologies enable executing deployments automatically
based on declarative deployment models, which describe the application’s com-
ponents to be deployed, their configurations, as well as their dependencies [5].
A deployment model often not only describes the deployment of software com-
ponents but also needs to cover a variety of other aspects, e.g., the provisioning
of infrastructure resources such as virtual machines. As a result, many different
deployment technologies with special purposes have been developed, which differ
significantly from each other regarding supported (i) deployment modeling lan-
guages and the (ii) deployment features they provide [2,5]. Moreover, especially
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
T. P. Sales et al. (Eds.): EDOC 2022 Workshops, LNBIP 466, pp. 319–325, 2023.
https://doi.org/10.1007/978-3-031-26886-1_19
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Fig. 1. Overview of the T2-Project and the created deployment model.

for deploying complex applications that consist of various components running in
different heterogeneous environments, e.g., a multi-cloud application, often mul-
tiple technologies must be combined, which requires deployment models that
embed deployment models of other technologies to cover all aspects.

The various available deployment technologies contribute to full automa-
tion since almost every composition of components can be deployed by one of
these technologies or a combination thereof. For example, the T2-Project1 is a
reference architecture for applications following the microservice architectural
style [3]. It comprises several microservices and databases that together imple-
ment an e-commerce webshop for tea as shown in Fig. 1. It contains, e.g., a UI
Service and several backend services for providing features such as a shopping
cart and online payment. The services communicate through asynchronous mes-
saging realized by the Kafka Service. Let us assume we want to deploy this com-
posite application on a Kubernetes cluster. We can model the deployment of all
business services directly with Kubernetes configuration files. However, for some
services, it makes sense to use other deployment technologies that better fit the
requirements. For example, for deploying common components such as database
systems, the technology Helm2 is better suited since it provides reusable Kuber-
netes deployment models called Helm charts. Thus, such Helm charts can be
easily reused, which eliminates the need to define own Kubernetes configuration
files. Helm charts always contain an embedded Kubernetes deployment model of
the service that they provide. They can also embed other Helm charts, e.g., the
Helm chart for the Kafka Service embeds another Helm chart for the ZooKeeper
service. Since Kubernetes itself only enables to describe software deploy-
ments based on containerization, we used the Infrastructure-as-Code technology

1 Implementation of the T2-Project on GitHub: https://github.com/t2-project.
2 Helm: https://helm.sh/.

https://github.com/t2-project
https://helm.sh/
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Terraform3 to model the deployment of the Kubernetes cluster itself. Since mul-
tiple technologies are involved, we need to provide an overall deployment model
that invokes all deployment technologies with the corresponding models, which
we implement as a Bash script. All mentioned models are available on GitHub4.

2 Problem Statement

While it makes sense in the scenario described above to select the best fitting
deployment technology for each service, it obviously leads to a high number
of heterogeneous deployment models and used technologies. Thus, if somebody
wants to understand this deployment only based on the provided models, they
would have to understand all technical details of all used modeling languages,
deployment technologies, and also the overall orchestration. Unfortunately, due
to the various available technologies and their technical complexity, the required
knowledge for understanding and maintaining such models is immense, especially
if they are combined and nested. As a result, an overview of the entire deployment
including all services, databases, their configurations, and their dependencies are
hard to get from these technology-specific deployment models.

3 Deployment Model Abstraction Framework (DeMAF)

In this demonstration, we introduce the Deployment Model Abstraction Frame-
work (DeMAF) that addresses the problems described in the previous section
by transforming technology-specific deployment models into technology-agnostic
deployment models that are described using the technology-independent Essen-
tial Deployment Metamodel (EDMM) [5]. EDMM is the result of a systematic
analysis of deployment technologies conducted by Wurster et al. [5] and contains
only model entities that can be mapped to 13 of the most prominent declarative
deployment technologies such as Terraform, Kubernetes, and AWS CloudFor-
mation. Therefore, EDMM models contain no deployment technology-specific
details and only describe the (i) components that get deployed, (ii) their con-
figurations, as well as (iii) their dependencies. Thus, EDMM models provide all
information required for understanding the architecture of the deployed system
and require no technical expertise about concrete deployment technologies.

An overview of the architecture of DeMAF is shown in Fig. 2. It comprises
several components that are independent self-contained microservices. For sup-
porting the transformation of technology-specific deployment models in an exten-
sible way, the DeMAF follows a plugin-based approach: Each plugin is respon-
sible for transforming a deployment model created with a specific deployment
technology into entities of EDMM. This way, the framework can be extended to
support more technologies, new major versions of already supported technolo-
gies, or alternative analysis methods that work better or supplement existing
plugins.
3 Terraform: https://www.terraform.io/.
4 Deployment model for the T2-Project on GitHub: https://github.com/Well5a/kube.

https://www.terraform.io/
https://github.com/Well5a/kube
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Fig. 2. Concept of the deployment model abstraction framework.

At startup, the plugins register at the Analysis Manager, which manages
the transformation process, handles user interaction, and persists information
about registered plugins in the Config Database. We realized the user inter-
face of the Analysis Manager through a command-line interface that provides
a command for inputting a deployment model and starting the transformation
process. After that, the Analysis Manager determines the deployment technol-
ogy of the given deployment model, creates a task, and sends it to the appro-
priate plugin. The tasks are persisted in the Task Database to keep track of
their status. A RabbitMQ Message Broker facilitates asynchronous communica-
tion between the Analysis Manager and the plugins. To enable the transforma-
tion of technology-specific deployment models that utilize several other deploy-
ment technologies, the plugins can detect embedded deployment models and the
corresponding deployment technologies. An embedded deployment model is a
deployment model that is contained in another deployment model, an embedding
deployment model. The embedded deployment model prescriptively describes the
deployment of a specific part of the embedding deployment model. A deploy-
ment model can embed any number of other deployment models. The embed-
ded deployment model is possibly created with a different technology than the
embedding deployment model and can recursively contain further embedded
deployment models. The plugins report detected embedded deployment mod-
els to the Analysis Manager. The DeMAF analyzes each embedded deployment
model separately by distributing tasks for each embedded deployment model
across the plugins.

During the analysis, the plugins transform the found information into an
EDMM model, which is persisted in the Models Database and managed by the
Models Service, which provides a common interface for all plugins. The transfor-
mation process is finished when the whole given technology-specific deployment
model has been analyzed, i.e., including all embedded deployment models. The
DeMAF then outputs the created EDMM model as a YAML file5.

5 EDMM in YAML Specification: https://github.com/UST-EDMM/spec-yaml.

https://github.com/UST-EDMM/spec-yaml
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We implemented a prototype of the DeMAF6 that currently supports the
four deployment technologies Kubernetes, Terraform, Helm, and Bash. We chose
these technologies because they cover a variety of use cases and are commonly
integrated in deployment models: Terraform focuses on infrastructure compo-
nents, while Kubernetes is based on containerization and restricted to the deploy-
ment of software components. Helm is a package manager for Kubernetes, which
provides reusable Kubernetes deployment models. Bash follows an imperative
modeling approach. The plugins are implemented in Java and parse the objects
of the technology-specific deployment model into an intermediary representation
of Java objects that are then transformed into EDMM entities.

4 Evaluation: Case Study

We conducted a case study for validating the DeMAF’s ability to transform
technology-specific deployment models into EDMM models. We used the deploy-
ment model of the T2-Project introduced in Sect. 1 as input, for which we first
manually created an EDMM model that contains all information we expect,
called the expected EDMM model. To ensure that this information is complete,
we thoroughly examined the files of the technology-specific deployment model
for the T2-Project including all embedded deployment models. We compared
this expected EDMM model with the actual EDMM model that is automat-
ically generated by the DeMAF and investigated the differences. Thereby, we
ignored minor differences in naming, YAML indentation, or the order of ele-
ments. The comparison showed that the DeMAF can successfully transform the
given technology-specific model into an appropriate EDMM model: The actual
EDMM model contains all of the information in comparison to the expected
EDMM model. The DeMAF created EDMM components for all services of the
T2-Project application shown in Fig. 1. It connected these components with
appropriate EDMM relations that accurately describe the dependencies between
the services. For the Kubernetes cluster, it created several EDMM components
that describe the provided resources and other capabilities such as a container
runtime. Additionally, the DeMAF created EDMM relations showing how these
components host the T2-Project services. All evaluation results including the
expected and actual EDMM model are provided on Zenodo7. Moreover, we cre-
ated a video that is available on YouTube which demonstrates this case study8.

5 Related Work

Previous work already provided concepts for transforming technology-specific
deployment models into technology-agnostic deployment models using the Topol-
ogy and Orchestration Specification for Cloud Applications (TOSCA) [1,4]. Wet-
tinger et al. [4] crawl public code repositories for technology-specific deployment
6 GitHub organization with the DeMAF prototype: https://github.com/UST-
DeMAF.

7 Zenodo repository with evaluation results: https://doi.org/10.5281/zenodo.6824223.
8 https://youtu.be/nHl-8zxY-mU.

https://github.com/UST-DeMAF
https://github.com/UST-DeMAF
https://doi.org/10.5281/zenodo.6824223
https://youtu.be/nHl-8zxY-mU
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models and transform them into more generic representations that can be inte-
grated with each other. They crawl technology-specific deployment models cre-
ated with Chef and Juju and, for each of them, generate TOSCA node types that
contain meta information such as the name. However, they do not transform the
technology-specific deployment models but rather attach them to the generated
TOSCA node types by wrapping them into TOSCA artifacts. Endres et al. [1]
follow a similar approach. They crawl public code repositories for technology-
specific deployment models created with Chef and derive the structure of the
application that is described into so-called technology-agnostic topology models,
similarly to our work. These topology models are based on the TOSCA standard
and are combined with the originating technology-specific deployment models,
which are together stored in a repository. This enables the modeling and deploy-
ment of applications composed of several technology-specific deployment models
without the need to understand the technical details of the used technologies
because this information is given by the attached technology-agnostic topology
models. However, their tool can currently only transform technology-specific
deployment models created with Chef. Moreover, the overall concept does not
deal with the transformation of more complex technology-specific deployment
models that contain embedded deployment models created with different deploy-
ment technologies, which is supported by the DeMAF approach.

6 Conclusion and Future Work

The first prototypical realization of the DeMAF showed promising results on
which we can now build on. In future work, we will improve the existing
plugins and provide support for further deployment technologies. This may
include reworking the transformation logic into a more standardized and ver-
ifiable approach, e.g., using the Eclipse Modeling Framework (EMF) to trans-
form the deployment models with transformation rules specified in the MOF
QVT (Query/View/Transformation) standard. Additionally, other researchers or
developers can use the DeMAF and provide custom plugins. However, developing
a system that reliably transforms arbitrary deployment technologies requires sub-
stantial effort. Because deployment technologies differ heavily, we would need to
implement many plugins which allow the reuse of code to a limited extent. Addi-
tionally, deployment technologies evolve by changing existing features or intro-
ducing new concepts that make a plugin incompatible. Therefore, it would be
beneficial to find more general approaches for analyzing the technology-specific
deployment models, like monitoring of network traffic of a deployed application.
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Abstract. Distributed transactions that span multiple microservices are
more and more realized using the Saga Pattern. However, in case the
interaction between microservices fails due to an Service Level Objective
(SLO) violation, e.g., insufficient availability, the executed business logic
gets significantly impacted when a saga compensates already executed
operations. Unfortunately, analyzing such impacts manually and report-
ing found issues is too slow for modern systems. Therefore, we present
Dromi, a model-based tool that traces the impacts of SLO violations
across a microservice architecture and, if a violation results in compensa-
tions caused by sagas, creates an issue report about the violation’s location
and resulting impacts on the business processes. The target audience of
this demonstration includes architects and developers, who will be shown
how such impacts are detected automatically by Dromi.

Keywords: Microservices · Impact analysis · SLO · Business processes

1 Introduction

In modern software architectures, often independent microservices work together
to implement business processes. However, many processes require distributed
business transactions that span multiple services which do not support atomic
commit protocols. Therefore, business transactions in microservice architectures
are often realized using the Saga Pattern [6]. A saga is a sequence of local transac-
tions executed by different microservices. If a local transaction of a microservice
fails, the saga executes a series of compensating transactions to undo the changes
made by the preceding local transactions that were completed successfully.

However, local transactions executed by microservices can quickly fail due
to SLO violations of other services, which promise the quality of a service, such
as availability or maximum response time. For example, if a microservice exe-
cutes a local transaction that depends on the invocation of another service that
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
T. P. Sales et al. (Eds.): EDOC 2022 Workshops, LNBIP 466, pp. 326–331, 2023.
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is many minutes not available, the transaction fails because the other service
violates its SLO guaranteeing a maximum downtime of 10 s. Thus, such SLO
violations quickly result in undoing several already completed local transactions
of different microservices due to a saga that executes compensating transactions
for them. Of course, this heavily impacts the business processes implemented by
the microservices since the executed functional business logic gets changed due
to the violation of a non-functional SLO. Unfortunately, if many business pro-
cesses are implemented by a large microservice architecture consisting of many
independent services, (i) detecting the impact of SLO violations on the busi-
ness processes and (ii) reporting analyzed issues is a complex challenge and can
hardly be done manually since these tasks are very time consuming and error
propagations are hard to detect manually during runtime.

To tackle these issues, in this demonstration, we present Dromi, a model-
based tool that traces the impacts of SLO violations across a microservice archi-
tecture and, if a violation results in compensations caused by sagas, creates an
issue report about the violation’s location and resulting impacts on the busi-
ness processes. To enable this, we also introduce the Dromi Modeling Language
(DML) in this paper, which combines models for microservice architectures, busi-
ness processes, and sagas. Developers can link the elements of the models with
each other to specify their dependencies, which are then used by Dromi to derive
impact traces automatically and to generate issues in case an SLO violation has
an impact on a business process. Thus, issues are reported automatically with-
out human interaction once the DML model is created. We demonstrate how
Dromi and the Dromi Modeling Language can be used in a video1 and provide
all implementations as open source code in GitHub.

2 Motivating Scenario

This section describes the motivating scenario used for explaining Dromi. In the
scenario, we consider the T2-Project [9], a microservice architecture for a web-
shop that implements a business process to order teas. The architecture includes
several services to realize an order: (1) the cart service, (2) an orchestrator ser-
vice, (3) the inventory service, (4) the order service, and (5) the payment service,
which invokes a (6) credit institution service. To maintain the consistency of an
order, the inventory service, order service, and payment service participate in
a saga in which the orchestrator manages to roll back orders in the event of a
failure. However, although the saga is implemented, it is typically not directly
observable because it is often not modeled in the architecture. In particular, the
effects of a failure on the business process itself are not directly visible because
the saga logic is often hidden directly in the microservices’ code. For example,
if the credit institution violates an SLO, e.g., because the service is currently
unavailable or the request times out before a response is sent, it cannot be
reached by the payment service. Therefore, the payment fails and triggers a saga
compensation, which has side effects on the business process. However, these side
1 https://youtu.be/3E90neB-iUY.

https://youtu.be/3E90neB-iUY
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effects are hidden in the code of the individual microservices that the orches-
trator controls. Therefore, it is not apparent what impact a non-functional SLO
violation has on the functional level of the business process.

Fig. 1. Dromi Editor showing the motivating scenario modelled in DML.

3 The Dromi Modeling Language

The Dromi Modeling Language (DML) consists of three connected layers: (1) the
Architecture Layer, (2) the Business Process Layer, and (3) the Saga Layer.
Figure 1 shows a screenshot of our Dromi Editor, which is presented in detail in
Sect. 4. We explain the layers based on this screenshot to give an overview.

The Architecture Layer describes the architecture of the system to be
observed. Please note that DML is not bound to microservices but supports
any type of component. Therefore, in DML, the Architecture Layer is realized
as UML Component Diagram, where each component can provide and require
multiple interfaces that other components can invoke. The Architecture Layer
of the motivating scenario is shown on the bottom of Fig. 1, which describes the
microservices of the webshop, their interfaces, and their dependencies.

In the Business Process Layer, developers model the business processes imple-
mented by the microservices described in the Architecture Layer. For example,
Fig. 1 shows on the top the order process implemented by the webshop microser-
vices of the motivating scenario. Please note that these business process models
are not executable but just describe the business logic that is implemented by
the microservices. Thereby, a single activity contained in the process model can
be implemented by one or more microservices. The Business Process Layer is
realized using the business process modeling language BPMN 2.0 since BPMN
is widely used in practice. Another reason is that BPMN enables the modeling
of transactional sub-processes and supports the concept of compensation, which
is concerned with undoing activities that were already successfully completed
because of their effects are no longer desired and need to be reversed. Thus,
these BPMN modeling concepts can be used to describe the effects on the busi-
ness process caused by microservice sagas in the case of compensation.

Business process models are often large. Thus, transactional behavior and
compensation activities might be scattered throughout the model, which makes
it messy to understand dependencies, e.g., in which situation which activities are
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compensated. Therefore, DML defines an optional Saga Layer located between
the two other layers as shown in Fig. 1, which is used for modeling sagas and their
steps. Using the Saga Layer, business transactions can be separately modeled as
sagas, independently of the Business Process Layer. For example, Fig. 1 shows the
order saga, which consists of an order step that maintains order information, an
inventory step that removes ordered products from the inventory, and a payment
step that executes the payment. The steps are executed in the described order.

To enable impact analysis across the layers, developers need to specify the
dependencies of the elements in the three layers using links, which are shown as
dashed lines in Fig. 1. DML allows three ways to link layers and their elements:
First, (i) a microservices interface can be directly linked with the BPMN activity
realized by this interface. Second, (ii) if the microservice architecture implements
one or more saga, links can be directed from a microservice interface to a saga
step. Since each microservice interface can be involved in an arbitrary number
of sagas, each interface can have multiple links to different saga steps. Finally,
(iii) to relate saga steps to BPMN activities, links can be specified between them.

4 System Architecture of Dromi and Demonstration

This section presents Dromi, a tool that automatically detects and reports
the impacts of sagas implemented in microservice architectures on the busi-
ness processes they implement. Thereby, Dromi focuses on the impacts on pro-
cesses caused by the compensation of sagas that result from SLOs violations
of microservices, e.g., high latencies. The source code of Dromi is available on
GitHub2.

As depicted in Fig. 2, Dromi consists of two parts: (i) Dromi Frontend and the
(ii) Dromi Backend. The frontend is a graphical editor for DML models imple-
mented as Eclipse EMF plugin. It enables importing BPMN 2.0 process models
created with BPMN tools. Similarly, it enables importing architecture models
created using the tool Gropius, which supports a UML Component Diagram-like
notation [8]. Finally, the frontend enables drawing sagas in the middle layer and
linking elements with each other as described in Sect. 3.

The Dromi Backend consumes DML models. For detecting SLOs viola-
tions, the tool SoLOMON [7] is integrated. SoLOMON automatically imports
the architecture model from Gropius, with which developers map components
deployed on Kubernetes to components of the architecture. Then, they model
SLOs for the components via SoLOMON’s frontend and send them to the
SoLOMON backend, where the SLOs are transformed to PromQL queries and
monitored through Prometheus. If an alert is triggered, i.e., an SLO is violated,
SoLOMON creates an issue for the affected component in Gropius describing the
violation. Furthermore, SoLOMON publishes an event that Dromi can subscribe
for containing the violated SLO, affected component, time, and the issue ID.

2 https://github.com/stiesssh/dromi-backend, https://github.com/stiesssh/dromi-
models.

https://github.com/stiesssh/dromi-backend
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When the Dromi backend receives this event, it executes the Impact Analysis,
which starts in the Architecture Layer with the microservice that is affected by
the SLO violation. In this work, we assume that an SLO violation triggers a
saga compensation. If a link exists from the interface of this service to a higher
layer, the analysis follows the link until a BPMN task is reached. If no link to a
saga or business process exists for the affected microservice, Dromi follows the
call chain of the microservice architecture reversely to a service with a link to a
higher layer that can be followed. The result of the impact analysis is an impact
trace that includes the affected microservices, saga steps, and BPMN activities.

After analyzing impacts, the backend automatically executes Impact Report-
ing by creating an issue with the impact trace in Gropius [8], which is a uniform
issue management system that integrates, e.g., GitHub and Jira. Thereby, it
allows reporting issues independently of a microservice’s actual issue tracker.

We recorded a video (See footnote 1) to demonstrate the following example
with Dromi: Assume the credit institute service in Fig. 1 violates its availability
SLO and is unavailable when an order should be checked out. Then the payment
service cannot reach it to perform the payment. As a result, the orchestrator
service rolls back the saga. Dromi analyses the impact of the SLO violation
and reports an issue stating the violated SLO, time, credit institute service and
payment service, the payment step of the saga, and the failed business activity,
i.e., doPayment.

5 Related Work

Hanemann et al. [3] decide on system recovery actions on the cost caused by the
SLO violation which caused the failure. They analyze the impact of the viola-
tion on the directly dependent services to estimate the cost. Unlike Dromi, they
do not analyze the propagation of a violation along the call chain through the
architecture. Furthermore, they do not consider impacts on the business pro-
cess. Mohamed et al. [5] calculate architecture service routes, i.e., sequences of
services connected through interfaces, and use them to consider failure propaga-
tion. However, they do not consider the process and lack the focus on SLOs, as
they consider failures in general. Kleehaus et al. [4] developed the MICROLYZE
framework that uses static and dynamic data for dynamic microservice architec-
ture recovery. They also include the business process in their recovery and map
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tasks to interfaces. For future work, they mention a failure-impact visualization.
However, they do not consider patterns. In the domains of requirements engi-
neering and process alignment, authors connect elements from different modeling
languages to ensure conformance between process and architecture model [1,2].
However, they use direct connections, which are not sufficient to achieve our
objectives, as we must also consider patterns, which none of those works does.

6 Conclusion and Future Work

We showed that Dromi and DML enable the automated impact analysis of a non-
functional SLO violation on the functional logic of business processes when trans-
actions span multiple microservices following the Saga pattern. Thus, Dromi is
able to trace the violation’s impact from the architecture to the business process.
In future work, we plan to integrate more microservice patterns in Dromi.
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Abstract. This paper presents the EAKG Toolkit that entails a new
Knowledge Graph-based representation of enterprise architecture (EA)
models and further enables reasoning on EA knowledge. Our developed
EAKG Toolkit is unique in the sense that it i) transforms ArchiMate
models into a KG representation – the Enterprise Architecture Knowl-
edge Graph (EAKG), ii) visualizes the EAKG for interactive exploration,
and iii) extends the EAKG with additional nodes and edges to visually
represent detected EA smells.

Keywords: Enterprise architecture · Knowledge graph · Modeling
tool · ArchiMate · Archi

1 Introduction

Enterprise architecture models are graphical representations that provide valu-
able support for, e.g., integrated IT and business decision-making [1], planning
future states of the enterprise, and improving the business and IT alignment [2].
To support all these functions, EA models need to be analyzed efficiently. Such
EA analysis involves querying models with the aim of evaluating various proper-
ties [7]. However, holistic EA models grow in size and complexity, thereby ham-
pering manual human analysis while advanced and automated analysis of EA
models is surprisingly underrepresented in research and EA tooling so far [12].

EA modeling tools do not take full advantage of the several structural prop-
erties of EA models represented as graphs, such as the differentiation of rela-
tions between elements, discovery of paths, clusters, or graph metrics. Current
approaches are often tied to a concrete EA approach, offering a limited set of
visualization techniques. EA modeling tools offer different features based on
the supported EA approach and the analytical capabilities provided and thus,
restrict the kind of analysis that they support [6]. A survey from 2016 yielded
that “Modern analysis approaches should combine interactive visualizations with
automated analysis techniques” [5]. The need for proper tool support was pointed
out in the past as one EA [10] and business information systems modeling [3]
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research gap. Our EAKG Toolkit addresses this gap by utilizing the full potential
of the graphical structure of EA models.

In the context of EA, graph-based formalisms have been applied for represen-
tation and reasoning of EA models [9,12] but these works are merely constrained
to the explicit knowledge encoded by the EA model (i.e., no further knowledge
enrichment) and to basic model analysis (i.e., no KG-based reasoning). In this
paper, we present a toolkit for Archi that exploits the benefits of KG-based repre-
sentation and reasoning in EA, by constructing Enterprise Architecture Knowl-
edge Graphs (EAKGs). The EAKG Toolkit visualizes and analyses the EAKG
and supports the EAKG knowledge enrichment. EAKG provides a generic and
unified intermediary representation of EAs which makes our approach easily
extensible for the integration of other graph-based EA analysis tools.

2 The EAKG Toolkit

The aim of the toolkit is to make KG-based EA analysis available to enterprise
architects, i.e., an audience that not necessarily has graph theoretic knowledge.
In this section, we first present the features of our toolkit, then we present the
internal architecture and implementation details. Eventually, we showcase the
usage of our toolkit with a running example (see Fig. 1).

2.1 EAKG Features

The main features of the EAKG toolkit include the visualization of the trans-
formed EAKG and the additional analysis support provided by the graph charac-
teristics and EA smells enrichment of the EAKG. Figure 1b shows the integration
of the toolkit within the Archi application, containing both the main Graph View
(top), and the Smells Report View (bottom).

(a) Source EA model (b) Transformed EAKG with toolkit UI

Fig. 1. EAKG toolkit in Archi (Color figure online)
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Knowledge Graph Visualization. The main view in Fig. 1b visualizes the
EAKG generated from the source EA model shown in Fig. 1a. Nodes denote
ArchiMate elements, while edges denote ArchiMate relationships. The transfor-
mation maps the properties related to layers (e.g., Business, Application) and
aspects1 (e.g., Active Structure, Passive Structure) in the original EA model to
the properties of the nodes in the resulting EAKG (extended from [11]). The
relationship type (e.g., Realization, Assignment) is stored in the properties of
the relationships in the EAKG. Further properties are exposed by hovering over
nodes and edges, as exemplified by the Customer element and the relationship
between the elements Database Access Archive and CRM Application.

Graph Characteristics Visualisation. EAKG allows applying graph algo-
rithms (e.g., page rank, degree) on the transformed EAKG to represent cen-
trality and community metrics. The applied algorithms enrich the EAKG with
additional properties: graph centrality measures are reflected via the node size,
whereas community measures are reflected via node color. EAKG also allows the
customization of the EAKG visualization, e.g., by filtering specific ArchiMate
layers/aspects and configuring how to represent graph analysis results. Note that
in the figure all filters are checked and no graph algorithms are set, thus EAKG
visualizes all elements of the source EA model with the same node size and the
color according to the ArchiMate layer.

EA Smells Detection. The EAKG Toolkit allows the detection and visualiza-
tion of EA smells [8,13] in the EAKG. EA smells provide necessary information
to the modeler to rectify models designed with bad modeling practices. Our tool
visualizes the found smells by means of, e.g., additional relationships and high-
lighting of affected nodes in red color as shown in Fig. 1b. We contribute here
a much richer visualization of EA smells that again uses a Knowledge Graph
that allows exploration of the smell in its context. Currently, the EAKG toolkit
detects eight different EA smells by running cypher queries on the EAKG. The
tool moreover supports the execution of custom cypher queries.

2.2 EAKG Architecture

The EAKG Toolkit (see Fig. 2) is primarily developed with Java and built upon
the Eclipse Rich Client Platform (RCP). In the following, we describe the archi-
tecture based on our model-based KG creation process [4].

Knowledge Graph Creation. Once the creation process is initiated (from a
dedicated action in the menu of Archi), the toolkit creates the Knowledge Graph
Database Manager, which is responsible for interacting with an Embedded Neo4j
Graph Database. The manager starts a new database, stored on the local file
system, and opens a Bolt Connector for remote access (used, e.g., by drivers).
After the database is started, the Knowledge Graph Exporter uses the current
ArchiMate model to iterate over the elements and retrieve its metadata. Each
element corresponds to a node and gets stored in the graph database, together
1 https://pubs.opengroup.org/architecture/archimate3-doc/.
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with initial properties, e.g., layer and aspect. Next, the CSV export provided by
Archi is reused to export all the relationships of the model and load the resulting
CSV file with a single query into the graph database. The query creates the initial
edges between nodes and also stores the relationship type as an edge property.

Graph Characteristics Enrichment. The Graph Database Manager also reg-
isters additional procedures, provided by the Graph Data Science (GDS) and
Awesome Procedures On Cypher (APOC) Neo4j plugins, to leverage efficient
Graph Algorithms in the graph database. The exporter runs the query proce-
dures and sets the corresponding properties in the graph.

EA Smells Enrichment. The Smell Detector runs additional cypher queries
to further enrich the EAKG with detected EA Smells. The detector also stores
additional information such as the affected elements and creates the tree struc-
ture for the report.

Knowledge Graph Deployment. The graph database now holds the EAKG
enriched both with graph characteristics and EA Smells and can now be fully
deployed within Archi. The EA Smells Report View incorporates the tree struc-
ture created from the smell detector. The Knowledge Graph View is part of a web
browser component, which simply displays an HTML document with additional
CSS, JavaScript, and a neovis.js configuration for the visualization2.

2.3 EAKG Use

We finally elaborate on the usage of our toolkit in order to demonstrate the
aforementioned features. After adding the toolkit to Archi, the Knowledge Graph
menu and its items are exposed in the Archi menu bar, where the EAKG creation

2 neovis.js: https://github.com/neo4j-contrib/neovis.js/.

https://github.com/neo4j-contrib/neovis.js/
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(a) Graph Analysis View (b) Smell Detection View

Fig. 3. KG-based EA analysis representations in EAKG (Color figure online)

process can be initiated. Once the database is started and the EAKG creation
is finished, the visualization and EA smell report views can be opened (see
Fig. 1b). The toolbar at the top allows changing the representation of the graph
by running custom cypher queries or visualizing the detected smells.

The right-hand sidebar includes a filter and option menu. Enterprise archi-
tects can filter the displayed elements based on specific layers or aspects of Archi-
Mate. The option menu on the bottom right offers configuration for the Graph
characteristics Knowledge Graph Enrichment. Figure 3a visualizes the resulting
graph after Node Size is set to Degree and the Community Color to Weakly
Connected Components. Degree denotes the number of connections, and, as can
be seen, the size of nodes increases with the amount of incoming and outgoing
edges. Similarly, the weakly connected components algorithm detects individual
sub-graphs that are rendered in different colors.

The Report view at the bottom lists all detected EA Smells together with
the affected elements in the model. In the main view above, the toolbar offers
buttons to either show the default graph or to also include EA Smells in the
visualization, with affected elements highlighted in red and references to other
elements of the smell represented as dashed, red edges. Figure 3b showcases this
behavior with nodes and edges that are part of a detected EA Smell highlighted
in red with the name of the detected EA Smell as a label. The EA Smells tab in
the sidebar provides information about each EA Smell, including a visualization,
a description, and a solution to fix the smell.

3 Conclusion and Future Work

We presented an Archi-based tool that transforms EA models into Enterprise
Architecture Knowledge Graphs (EAKGs) that can be semantically enriched
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by general graph knowledge and domain-specific enterprise architecture knowl-
edge. Our approach allows full automation for the entire EAKG construction
process and provides an efficient and intuitive GUI to explore and analyze the
EAKG. The most innovative contribution we make with this tool is that we not
only use the KG for EA visualization and analysis but also for representing EA
knowledge using, e.g., the added nodes and relationships for EA Smells. Conse-
quently, we propose to not only use KGs for automated analysis of overarching
EA models, but also to improve human understandability by appropriate inter-
active visualizations. The EAKG Toolkit is open source on https://github.com/
borkdominik/archi-kganalysis-plugin and a video can be found here: https://
youtu.be/a59OawYwiqE.

Acknowledgements. This work has been partially funded through the Erasmus+
KA220-HED project Digital Platform Enterprise (project no.: 2021-1-RO01-KA220-
HED-000027576) and the Austrian Research Promotion Agency via the Austrian Com-
petence Center for Digital Production (contract no. 854187).

References

1. Buschle, M., Holm, H., Sommestad, T., Ekstedt, M., Shahzad, K.: A tool for auto-
matic enterprise architecture modeling. In: Nurcan, S. (ed.) CAiSE Forum 2011.
LNBIP, vol. 107, pp. 1–15. Springer, Heidelberg (2012). https://doi.org/10.1007/
978-3-642-29749-6 1

2. Florez, H., Sánchez, M., Villalobos, J.: A catalog of automated analysis methods
for enterprise models. Springerplus 5(1), 1–24 (2016). https://doi.org/10.1186/
s40064-016-2032-9

3. Frank, U., Strecker, S., Fettke, P., vom Brocke, J., Becker, J., Sinz, E.J.: The
research field “modeling business information systems” - current challenges and
elements of a future research agenda. Bus. Inf. Syst. Eng. 6(1), 39–43 (2014)

4. Glaser, P.L., Ali, S.J., Sallinger, E., Bork, D.: Model-based construction of enter-
prise architecture knowledge graphs. In: Almeida, J.P.A., Karastoyanova, D., Guiz-
zardi, G., Montali, M., Maggi, F.M., Fonseca, C.M. (eds.) EDOC 2022. LNCS, vol.
13585, pp. 57–73. Springer, Cham (2022)

5. Lantow, B., Jugel, D., Wißotzki, M., Lehmann, B., Zimmermann, O., Sandkuhl,
K.: Towards a classification framework for approaches to enterprise architecture
analysis. In: Horkoff, J., Jeusfeld, M.A., Persson, A. (eds.) PoEM 2016. LNBIP,
vol. 267, pp. 335–343. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
48393-1 25

6. Naranjo, D., Sánchez, M., Villalobos, J.: PRIMROSe: a graph-based approach for
enterprise architecture analysis. In: Cordeiro, J., Hammoudi, S., Maciaszek, L.,
Camp, O., Filipe, J. (eds.) ICEIS 2014. LNBIP, vol. 227, pp. 434–452. Springer,
Cham (2015). https://doi.org/10.1007/978-3-319-22348-3 24
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Abstract. In recent years, the design of time-aware business processes
has seen advancements mostly in the theory. Various modeling constructs
and techniques to verify the temporal qualities of business processes have
been formalized. However, operational support for process designers still
lags behind, with only a few tools offering limited time-related func-
tionalities available. Here, we contribute towards closing this gap and
propose a modeling tool based on the Camunda modeler. Our tool fea-
tures an interactive interface that aids the design of time-aware process
models with guarantees of temporal correctness in terms of dynamic
controllability.

Keywords: Process modeling tools · Time-aware processes · Dynamic
controllability

1 Introduction

The design of a business process model requires defining elements from the five
process modeling aspects - functional, behavioral, operational, informational,
and organizational. However, research around time-aware processes in the last
two decades has shown that the temporal aspect ought to be considered as an
additional aspect to tackle in the modeling phase [2].

The temporal aspect includes the definition of properties such as durations
for tasks, temporal constraints, deadlines, recurring events, etc. as pointed out
by extensive prior work (for a comprehensive overview, see the time patterns in
[7]). Modeling the temporal aspect, however, makes process design significantly
more challenging. This is due to the fact that the temporal aspect may introduce
potential conflicts in a process model, which are difficult to recognize and identify
for human designers. Examples of such conflicts are temporal constraints between
events that cannot be satisfied at the same time or temporal constraints that
may be satisfied only for certain task durations that cannot be controlled.

Checking for the absence of conflicting temporal constraints, resp. the possi-
bility of executing a process without violating temporal constraints independent
of uncontrollable durations led to the formulation of properties, the most notable
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
T. P. Sales et al. (Eds.): EDOC 2022 Workshops, LNBIP 466, pp. 339–345, 2023.
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of which are satisfiability and dynamic controllability (DC) [1]. In a nutshell, a
process model is satisfiable if it admits at least one trace satisfying all temporal
constraints; it is dynamically controllable if, for any observed value for uncon-
trollable durations and conditions at xor-splits, the executor can dynamically
steer the execution satisfying all constraints. Dynamic controllability is consid-
ered a highly desirable property since it allows for high flexibility yet with strong
guarantees of avoidance of violations.

Typically, DC-checking procedures are applied to fully specified process mod-
els at the end of the design phase. However, it would be beneficial for process
designers to receive guidance during the process design phase for reaching pro-
cess models that are dynamically controllable, rather than finding out at the end
of the design phase whether their processes are dynamically controllable. With
such guidance, process designers may enjoy the additional benefit of receiving
information about which are the admissible values they may set for the various
temporal elements, e.g., which is the maximal allowed bound for a constraint
stating the maximum time to elapse between two events that guarantees DC.

To the best of our knowledge, only TimeAwareBPMN-js [8] provides some
kind of support during the design phase. However, in TimeAwareBPMN-js it
is the responsibility of the designer to decide when to perform a DC-check to
receive information regarding the DC property and get informed where conflicts
may exist and how they may be fixed. Additionally, TimeAwareBPMN-js does
not allow defining temporal parameters, which model external events [3].

Here, we propose TemporalBPMN-ID, an interactive process designer tool,
which allows designers to model a business process in a BPMN-like language
extended with constructs for the temporal aspect1. The tool proactively provides
designers information about the DC property of the process being modeled.
The tool provides also information about the admissible values for newly added
temporal constraints before designers assign them a value. With this proactive
approach, designers can focus solely on the modeling of processes, reducing the
challenges induced by the temporal aspect. The proposed tool has a microservice
architecture, which enables modularization, scalability, and extensibility.

2 Time-Aware Business Processes

We consider business processes to be time-aware when they include elements
such as events, activity durations, and temporal constraints between events.

Events may correspond to the start and the end times for control flow ele-
ments (e.g., activities, gateways), as well as to time points that do not refer to
control flow elements. Events not bound to control flow elements can be encoded
through temporal variables, which can be exchanged between local processes in
the form of temporal parameters [5]. Our tool supports the definition of events
related to control flow elements as well as temporal parameters.

1 The tool homepage is http://isys.uni-klu.ac.at/pubserv/tools/TemporalBPMN-ID/.
It also contains a screen cast demonstrating the tool functionalities.

http://isys.uni-klu.ac.at/pubserv/tools/TemporalBPMN-ID/
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Traditionally, a distinction is made between contingent and non-contingent
durations, i.e., durations that cannot be controlled but only observed (e.g., a
bank money transfer, guaranteed to take between 1 and 4 days) versus durations
that can be controlled and decided by the process controller (e.g., writing a
document) [1]. In our tool, we support the definition of both types of durations.

Temporal constraints restrict the time of occurrence of pairs of events rela-
tive to each other. Such a restriction may be either an upper-bound, specifying
a maximum allowed time distance, or a lower-bound, specifying a minimum
allowed time distance [4]. In our tool, we support the definition of both upper-
and lower-bound constraints between events.

Dynamic controllability is among the most relevant properties for time-aware
business processes. A time-aware business process is dynamically controllable if,
for every possible setting of contingent durations and uncontrollable conditions
at xor-splits, the controller can set the values for all subsequent non-contingent
events in a way that all temporal constraints can be satisfied. DC is considered
the most relaxed notion of temporal correctness that offers guarantees of no
temporal constraint violations. Our tool supports the check for dynamic con-
trollability. In order to perform a DC-check of a process model, the tool adopts
the established practice of mapping a process model into a temporally-equivalent
temporal constraint network such as the Simple Temporal Network with Uncer-
tainty (STNU) or the Conditional STNU (CSTNU) (to represent processes with
no conditional executions, resp. processes including conditional executions) and
execute a constraint propagation procedure on it, which returns true if the
network is dynamically controllable, false otherwise [1].

3 System Overview

TemporalBPMN-ID is an extension of the open source tool Camunda modeler
(https://camunda.com) for modeling BPMN process diagrams. The extension
for defining events, temporal parameters, durations, and temporal constraints is
realized by annotating the BPMN source. The system has a client-server architec-
ture: the client provides the user interface for defining time-aware process models;
the server takes care of executing a DC-check for the model being defined, based
on temporal constraint networks. The DC-check is performed whenever a signif-
icant change in the process model is detected. Significant changes are changes
in the model that determine a change in the temporal aspect, i.e.:

– Adding or modifying a control flow element duration
– Removing a control flow element
– Adding or removing an event
– Adding, removing, or modifying a temporal constraint

The communication between client and server is REST-based. Whenever a sig-
nificant change in the process model is detected, it is communicated from the
client to the server. With the communication of significant changes, the server
maintains an up-to-date temporal constraint network that encodes the temporal

https://camunda.com
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Fig. 1. Architectural diagram of the implemented system.

aspect of the process model by applying the mapping rules for mapping into an
STNU with temporal parameters (PSTNU, [3]) or into a CSTNU (e.g., [6]).

For the server, the implementation follows a microservice architecture, which
allows for decoupling the different components and features. This allows plug-
ging in different checking algorithms based on different data structures, e.g.,
PSTNU or CSTNU, which make use of different checking procedures, to be able
to formally encode various temporal elements for temporal reasoning.

Figure 1 shows the architectural diagram for the implemented system.

4 Use Case

Here, we give an overview of a use case of modeling the following time-aware
business process from the medical domain. The process starts with a blood sam-
pling (taking 2 to 5 min). Then, in parallel, an MRI (Magnetic Resonance Imag-
ing) scan is performed (20 to 45 min) and blood analyses are carried out (30
to 45 min). Finally, a diagnosis report is filled out (3 to 10 min). Usage of the
MRI instrumentation must be notified at least 10 min in advance. The whole
process, including inter-task delays, must take 90 min at most. All activities are
contingent, and gateway executions take no time.

The steps taken by a process designer using our tool are the following:

1. First, the designer adds a pool modeling the clinic.
2. The designer adds the process start and end events to the pool. Each event

introduction triggers a communication from the client to the server, request-
ing to create a new PSTNU node corresponding to the created event.
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3. The designer adds various gateways and activities, and specifies the name,
duration type, and duration range for the activities.

4. The designer connects the start event to the first activity with a control flow
edge. Now that the two elements are connected, the tool detects that the
time-aware process is in a new meaningful state and sends a new command
to the server. This creates two new PSTNU nodes per activity (one for the
start and one for the end of it), a contingent link between each pair of such
nodes (representing the duration bounds), and a regular edge connecting the
node for the process start event to the node for the first activity start event.

5. The designer adds an upper-bound constraint from the process start event
to the process end event with bound 90 to model the requirement of the
maximum allowed duration. A command is sent to the server to add a corre-
sponding PSTNU edge between the nodes for the start and end of the process.
Afterwards, the server starts the execution of a full constraint propagation
procedure, which realizes a DC-check for the process. The procedure returns
true, signaling that the process is DC, and such a result, along with the
derived edges, is sent to the client, which displays The process is DC.

6. The designer adds the remaining control flow connectors, each time triggering
a communication and a DC-check like above. The process is still DC.

7. The designer adds an upper-bound constraint edge from the process start
event to the start of the first activity. Now, due to the received derived edges
after the full constraint propagation, the client knows that a derived edge
exists between these two events. The corresponding value of 30 is shown
automatically to the designer before she starts typing her intended constraint
bound. The shown value is the maximum allowed value for such a constraint,
i.e., any value larger than 30 violates the DC property of the process. It is
now up to the designer to choose whether to keep such a value or to specify
a different (smaller) one, in which case a new DC-check would be performed.

8. The designer adds a parameter node P to represent the time of notification
of MRI instrumentation use since this is not a process activity. Then, she
adds a lower-bound constraint from P to the start event of task M , with a
bound of 10. This triggers the addition, to the PSTNU, of a new node and
an edge connecting it to the node for the start of M . The server updates the
PSTNU and executes a new full constraint propagation to compute potential
new implicit constraints, returning true.

9. The designer adds an upper-bound constraint edge from process start to P .
Again, the constraint is implicitly known from the propagation at the server,
and the corresponding bound of 25 is presented to the designer, who accepts
the value for the constraint. This value instructs process stakeholders on
which is the maximum admissible value w.r.t. the process start for the MRI
use notification, given all the other temporal requirements in the model.

Figure 2 shows the view presented to the designer at the end of the above
steps.
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Fig. 2. Screenshot of the tool view after defining the process in the use case.

5 Conclusion

In this paper, we have introduced a novel tool for the interactive design of time-
aware business processes. The tool extends the functionalities of the popular tool
Camunda modeler with support for modeling the temporal aspect of processes.
Additionally, the tool automatically performs an online DC-check on the process
model during its design, providing the designer guidance on how to complete the
temporal aspect definition. With the proposed tool, we provide process design-
ers with a new means to define time-aware business process models that offer
dynamic controllability guarantees. The microservice architecture enables fur-
ther extensions with new algorithms to be used depending on the meta-model
employed for time-aware processes and the temporal qualities to be checked.
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Abstract. Prosimos is an open-source tool that discovers business pro-
cess simulation models from execution data (event logs) and that enables
users to perform what-if analysis using the resulting models. Prosimos
distinguishes itself from other data-driven business process simulation
approaches in the way it models resources. Existing data-driven simula-
tion approaches treat resources as undifferentiated entities, grouped into
resource pools, and assume that all resources in a pool have the same
performance and availability calendars. In contrast, Prosimos allows
resources (within a pool) to have different performance and availability
profiles. For example, instead of treating all claims officers in an insur-
ance claims handling process as having the same performance and avail-
ability, Prosimos may capture scenarios where senior resources perform
some tasks faster than junior ones, or scenarios where some resources
work part-time. To this end, Prosimos integrates algorithms for discov-
ering differentiated resource profiles from event logs.

1 Introduction

Business Process (BP) simulation engines allow users to predict how changes in
a process can impact its performance [1]. A BP simulation engine takes as input
a simulation model, which usually takes the form of a process model (e.g., a
diagram in the Business Process Model and Notation – BPMN), enhanced with
parameters such as resource availability, activity processing times, inter-arrival
rates of new process cases and branching probabilities at decision gateways in
the process model. Given such a model, a BP simulation engine produces an
event log of a simulated run of the process, as well as aggregate performance
metrics, enabling users to compare multiple what-if simulation scenarios.

Traditional simulation approaches treat resources in a process as undifferen-
tiated entities [1,3,5]. These approaches group resources into disjoint resource
pools, such that all resources in a pool share the same performance and avail-
ability. In these approaches, each activity is assigned to one resource pool. This
undifferentiated resource modeling approach implies that the processing time
of an activity does not depend on the resource that performs it. Similarly, the
undifferentiated treatment of resources implies that all the resources in a pool are
c© The Author(s) 2023
T. P. Sales et al. (Eds.): EDOC 2022 Workshops, LNBIP 466, pp. 346–352, 2023.
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available for work during the same periods. In practice, though, each (human)
resource exhibits different performance and availability. The assumption that
all resources in a pool behave in the same way, introduces approximations that
ultimately have an impact on simulation accuracy [1,2,5].

In this demonstration paper, we introduce Prosimos: an open-source simu-
lation tool that implements an approach to BP simulation with differentiated
resources. In Prosimos, resources are not grouped into pools but treated as indi-
viduals, each with its own resource profile. In particular, the performance of each
resource is independent of that of other resources (differentiated performance),
and each resource may have its independent availability calendar (differentiated
availability). Unlike classic BP simulation models, an activity in a process model
may be assigned to multiple resource profiles, and multiple resources can share
the same resource profile. The latter also allows us to answer questions like
“what if a resource is replaced by another with lower performance?” or “what if
a resource changes its availability from full-time to part-time?”, not supported
by models with undifferentiated resources.

A simulation run in Prosimos produces as output the event log of the sim-
ulation, as well as the following performance metrics: mean waiting time - the
duration from the moment activity is enabled until it is started; mean processing
time - the duration between the beginning and end of an activity instance; mean
cycle time - the difference between the end time and start time of a process
case; and resource utilization - the ratio of the available time of a resource spent
executing process activities.

In addition to providing a simulation engine, Prosimos embeds a module to
automatically discover simulation models (with differentiated resources) from
event logs. This demo paper focuses on the tool architecture and functionality.
The description of the underpinning algorithms (including the simulation model
discovery algorithms) and other technical details are reported in [6].

2 Prosimos Architecture

Prosimos is a Web-based tool, logically structured into three layers, as shown
in Fig. 1. The layer at the bottom, henceforth referred to as Prosimos back-
end, consists of three groups of components labeled as SIMOD-DiFF, Prosimos
Engine and Support Modules. The Support Modules consists of a set of compo-
nents containing supplementary functionalities shared by both the SIMOD-DiFF
and Prosimos Engine. Among those, the Simulation Model Parser contains
functions for transforming the input files, e.g., BPMN model, XES or CSV event
logs, and JSON simulation parameters, into the data structures required by
Prosimos. The BPMN Replayer implements the token game as specified in the
BPMN standard, which serves to execute an event log over the process model,
e.g., to estimate branching probabilities and to compute the process state during
the simulation. The Timetables Manager is a module enclosing the calendar-
based operations used for scheduling the inter-arrival time intervals and resource
availability. Finally, the Stochastic Estimator provides a set of operations to
determine and evaluate probability density functions.



348 O. López-Pintado et al.

Fig. 1. Prosimos architecture

On the top-left of the back-end, the SIMOD-DiFF components discover the
simulation parameters given a BPMN model and the corresponding event log
written in XES or CSV, respectively. Precisely, the Inter-arrival Discovery
module estimates the inter-arrival distribution functions adjusted to an arrival
calendar, i.e., how often new cases are created and in which time intervals. The
G-Branching Discovery calculates the branching probabilities once the execu-
tion flow arrives at a decision split gateway, i.e., by replaying the input event
log over the process model. The R-Performance Discovery estimates the prob-
ability density functions modeling how long it would take for each resource to
execute its allocated tasks. Finally, the R-Availability Discovery retrieves
the calendars in which each resource is available to perform a task in the pro-
cess. As a result, the Simulation Model Discovery joints and retrieves all the
simulation parameters discovered from the event log into a JSON file.

Concluding with the back-end, the Prosimos Engine components handle
the business process simulation from a given model. The Simulation Core,
as the name suggests, is the spine of the simulation, engaging the operation
of the remaining five modules to produce, from a simulation model received
as input, the corresponding simulation log, and performance indicators as out-
put. The Resource Profiles handle the differentiated resources, e.g., includ-
ing resource allocation, performance (according to the Stochastic Estimator),
and availability (interacting with the Timetables Manager). The Control-Flow
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Table 1. Prosimos REST API

Verb URI Description

POST /api/discover Discovers the simulation parameters given a BPMN
model and an event log

POST /api/simulate Performs the simulation from a given simulation model

GET /api/results Retrieves the event logs and metrics produced as result
the simulation

Handler interacts with the BPMN Replayer and the Stochastic Estimator to
compute the state of each simulated process case, i.e., the activities enabled
at each moment of the simulation, and to decide which path to follow at each
split decision gateway. The Inter-arrival Manager uses the inter-arrival dis-
tribution functions (Stochastic Estimator) and arrival calendar (Timetables
Manager) to create new process instances to simulate. Prosimos uses a priority
multi-queue data structure, in Simulation Queues, that handles shared activi-
ties and sorts resources according to an allocation input function, i.e., according
to resource availability as a default. Finally, the Simulation Stats computes
the performance indicators of the simulation.

The two layers on top of the architecture, i.e., the Prosimos front-end, con-
sist of the Prosimos API and Prosimos Web Portal. The Prosimos REST API,
in the middle of the architecture, provides three endpoints, grouped into the
Simulation Model Discovery Endpoint and Business Process Simulator
Endpoint. Table 1 describes the verbs, URIs, and actions of those endpoints.
Although the REST API can span more specific endpoints, e.g., for interacting
with the back-end to trigger the BPMN replayer or discover calendars for a given
resource, for simplicity, we kept the API with the minimum operations required
to discover simulation models and to run simulations. On top of the architecture,
the Modeling Panel provides a web interface for end-users to create, modify or
discover (interacting with the Prosimos API) simulation models from event logs.
On the right, the Simulation Panel allows users to run simulations and retrieve
the resulting event logs and performance metrics.

3 Source Code, Evaluation and Demonstration Screencast

End users can discover and simulate business processes with differentiated
resources via the software-as-a-service deployment of Prosimos at https://prosim
os.cloud.ut.ee. A sample process model and an event log are available at https://
shorturl.at/abrsO. The Prosimos Web application can be deployed via a Docker
container by using the scripts available at https://github.com/AutomatedProce
ssImprovement/prosimos-docker. This code repository also includes links to the
Prosimos Web Portal and REST API code repositories. The source code of Prosi-
mos back-end can be downloaded from https://github.com/AutomatedProce
ssImprovement/Prosimos. The code distribution provides the SIMOD-DiFF

https://prosimos.cloud.ut.ee
https://prosimos.cloud.ut.ee
https://shorturl.at/abrsO
https://shorturl.at/abrsO
https://github.com/AutomatedProcessImprovement/prosimos-docker
https://github.com/AutomatedProcessImprovement/prosimos-docker
https://github.com/AutomatedProcessImprovement/Prosimos
https://github.com/AutomatedProcessImprovement/Prosimos
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Fig. 2. Simplified credit application process model

components described in the architecture in the folder bpdfr discovery. The
Prosimos engine and Support Modules are in the folder bpdfr simulation
engine.

Prosimos is in its first release and supports the following elements in the
standard BPMN 2.0: default start and end events, tasks, inclusive, exclusive,
and parallel gateways. Specifically, in the case of the exclusive gateway, Prosi-
mos implements the complete OR join semantic as prescribed by the BPMN 2.0
standard. The selection of those elements in the first release aligns with the out-
put of the existing approaches to discovering BPMN models from event logs. The
latter is not a significant limitation as data about other advanced BPMN ele-
ments, e.g., throwing/interrupting events, event-based gateway, messages, data
objects, and multi-instance attributes, are usually not present in event logs.
Thus, they are typically not present in process models discovered automatically
from data. Still, we are working to introduce most of those advanced BPMN
elements in the next release of the Prosimos simulation engine so that process
analysts can simulate processes with a broader spectrum of BPMN. The last
updates about the models supported by Prosimos can be accessed from https://
shorturl.at/dgnsv.

Prosimos implements the simulation approach with differentiated resources
presented and evaluated in the research paper [6]. We empirically assessed the
discovered models by simulating them using Prosimos and measuring the dis-
tance between the simulated logs and the original ones. Specifically, in line
with [4], we compare simulated and original event logs by extracting tempo-
ral histograms from each event log and computing the Earth Movers’ Distance
(EMD) between these histograms. The experiments in [6] show that simula-
tion models with differentiated resources produce simulated event logs closer to
the original event logs when compared to equivalent models with undifferenti-
ated resources. For further details about the evaluation, we refer the reader to
check [6]. Additionally, the folder testing scripts in the Prosimos back-end
repository includes all the scripts to run the experiments presented to assess the
approach. Finally, some components of Prosimos, like the BPMN replayer and
the Timetables Manager, have been integrated and tested into Simod [3], which
is a well-known tool in the BPM community to discover undifferentiated models.

https://shorturl.at/dgnsv
https://shorturl.at/dgnsv
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For the demo, we will use the simplified model of a credit application pro-
cess shown in Fig. 2. Two files must be provided to simulate the process: (i) the
process model specified in the BPMN standard and (ii) the simulation param-
eters written in JSON format. Alternatively, the JSON file with the simulation
parameters can be discovered from an event log written in XES or CSV format.

A screencast of Prosimos can be found at https://shorturl.at/FNPS9. Specif-
ically, the demo starts with a case in which the simulation parameters are dis-
covered from an event log in XES format, corresponding to the process in Fig. 2.
Prosimos includes web templates to manually create and update the simulation
parameters, which are transformed later into the required JSON format. So,
once provided the BPMN model and selected the option to specify the simu-
lation parameters, i.e., discovered from a log, loaded from an existing JSON,
or created manually from scratch, Prosimos redirects to a view to update the
parameters or to start the simulation. We refer the readers to check the Prosimos
back-end repository for a more detailed explanation of those simulation param-
eters, i.e., represented by the tabs: case creation, resource calendars, resources,
resource allocation, and branching probabilities.

After running the simulation, Prosimos displays the view simulation results
with statistics like the cycle, processing and waiting times, and resource utiliza-
tion. Business process analysts can use these statistics to detect inefficiencies
and decide how to improve their business processes. For example, in the sce-
nario illustrated by the screencast, we can observe the task Assess Aplication in
Fig. 2 may be a bottleneck due to a very high waiting time. We can also observe
(from the discovered simulation parameters) that a single resource executes this
problematic task, i.e., the Credit Officer 1, which also works part-time (from
13:00–17:00 on working days). The statistics also show this resource has a very
high resource utilization, indicating that the performance of the process may
be affected by a resource contention issue. A possible solution would be to add
some extra resources or extend the working times of the existing one. Then, after
applying the change, the analyst can run a new simulation and quantitatively
assess the impact. Additionally, Prosimos produce the simulated event log, which
can serve to perform automated analysis and optimization of the process.

The required files to reproduce the demo can be found in the Prosimos docker
repository under folder demo example or at https://shorturl.at/abrsO. Each of
the above-mentioned code repositories provide instructions to install the required
dependencies locally.

Acknowledgment. Work funded by European Research Council (PIX project). Iryna
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Data Analytics and Machine Learning for Smart
Decision Making in Automotive Sector

Hamid Ahaggach(B)
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Abstract. The objective of this thesis is to conduct scientific research on the use
of data science and artificial intelligence techniques in the practices of automotive
dealership companies to assist them in their decision-making processes and to use
data-driven methods with modeling approaches for computing these enterprises.
By proposing algorithms capable of continuously extracting relevant information
from a diverse and multi-structured automotive environment. Due to the large
amount of data available within these companies, we will develop algorithms
to correctly assess the situation, suggest recommendations for decision-making,
develop marketing strategies, and automate manual tasks that cost time, effort,
and money.

Keywords: Data science · Artificial Intelligence · Decision-making ·Marketing
strategies

1 Context and Goals

In our research, we mainly focus on two key aspects of decision support for the automo-
tive sector. First, we consider car commercialization. Here, the aim is to provide an aid
to tackle the inventory problems of car dealers. Indeed, car dealerships buy cars from
manufacturers and sell them to their customers to make a profit. Dealers cannot just
send the unsold cars back to the manufacturer. Keeping unsold cars in the parking lots
for a long time is extremely costly and may even threaten the financial prosperity of
these companies. Therefore, they will have to find a way to get rid of these cars and get
prepared to receive newer models. We propose to use data analytics (DA) and machine
learning (ML) to predict the time required to sell car models. Characteristics of cars
and sales history are taken into account to make ML models that are capable of making
correct predictions in most cases.

The second aspect we consider is damage assessment. Car dealers import vehicles
from the manufacturer’s lot by ship, truck, or train. On arrival, all vehicles receive a
detailed quality control to analyze damage incurred during transport and are stored in
the car park. We aim to replace expert inspection, which costs time, effort, and money,
with a fast and reliable automatic protocol.

The first work we have conducted in this track is the use of an ontology (OWL) to
model the different damage caused to the car, according to the size and type of damage
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(Dents, scratches, paint damage, etc.) and the type of vehicle which the damage is to
be evaluated. The ontology is built based on the knowledge of insurance experts and a
large amount of data in the form of reports that they fill out. This work is the beginning
of a project to assess the damage to the car and determine the price required to repair it,
based on images captured by high-resolution cameras of vehicles from all angles using
image-mining and ML techniques, or based on the available textual data that describes
the damage using Natural Language Processing (NLP) techniques and Named-entity
recognition (NER).

2 Predicting Car Sale Time

This section presents the problem, related work, suggested solutions, and preliminary
results to assist car dealers in their efforts to solve vehicle inventory problems.

2.1 Related Work and Problematic

Due to a lack of available public datasets, there is few research literature on vehicle
sales prediction. Most existing works focus on sentiment analysis and the impact of
economic factors on vehicle sales, without a comprehensive analysis of vehicle-related
attributes. Pai, P. and Liu, C. [1] put forward a model for the prediction of vehicle sales
by sentiment analysis of Twitter data and stockmarket values using least squares support
vector regression.

Wijnhoven, F., and Plant, O. [2] test the predictive power of car sales by the ratio of
positive to negative tweets, the total number of mentions, Google trends, and the percent-
age of negative comments. They report that social media sentiments have relatively very
weak salience to improve predictions of car sales. Gao, J. et al. [3] proposed a hybrid
optimization approach to forecast automobile sales in China by using gross domestic
product, consumer price index, highway mileage, and automobile ownership. Wang, F.
K., et al. [4] proposed a model based on monthly sales in Taiwan to select the most influ-
ential economic indicators such as oil price, current automobile sales, and exchange rate.
However, these models only adopt economic indicators to predict nationwide sales. It is
not enough to predict the car sales of different brands only based on regional economic
indicators.

There are also many works on prediction models based on time-series data in various
attributes such as commodity sales forecasting [6] financial market forecasting [7, 12,
13], weather and environmental state prediction [5, 14, 15]. But in our case time series
cannot be used as a tool to predict car sales in the coming months, because the sales
information, in our dataset, do not follow a precise pattern. For example, if we take a
car C which rarely sells, where {c1, c2…, ct} are the monthly sale values, then most
of the values are equal to zero. Given the sale values {cs…, ce} over a period [s, e],
where cs and ce are respectively the sale value of the start and the end of the period,
if we train a network based on sequential models like (LSTM, RNN…), or based on a
statistical analysis model like ARIMA to predict Yt+1 = F (cs…, ce), the sale value for
the next period t+ 1, , then we will get wrong results. Therefore, the research questions
that can be asked are: (a) How can we forecast sales using the available data? (b) Which
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features are important to use in our model? (c) How can we use our model to develop
better marketing strategies?

2.2 Methodology

The proposed solution is to use car characteristics to predict selling time. So we have
a dataset of pairs D = {(x1, y1), . . . , (xn, yn)} where X = {x1, x2..., xn} contains the
characteristics of cars such as the color, the price, the power of the engine, also the entry
date of the vehicle, because we are using historical data and trying to make predictions
to decrease the time to market, so time is a central variable in our model. While Y =
{y1, y2…, yn} is the time taken to sell the vehicles which can be numerical or categor-
ical. We need to find function f (xi) = yi that will be able to predict the time needed to
sell a car, this function can be any ML algorithm. The proposed methodology operates
in three steps: (i) Data processing: This step is very important and sensitive because it
directly affects the results. In our case, we noticed existing of missing data in different
attributes, we treat the problem in different ways (Mode, Mean, Regression…) accord-
ing to the type of attributes and their influence on car sale time via data correlation. In
addition, some data elements are anomalous due to recording errors and must be fil-
tered out. We also noticed the presence of data of the same type, but written in different
formats data integration step is therefore required to address these kinds of problems.
(ii) Dimensionality reduction: We need to select intrinsic features to achieve high pre-
diction accuracy and reduce computation costs. We also need it to visualize data in a
reduced space. Forward selection gives us a good result compared to other dimension
reduction methods. This method keeps only the most important features in a dataset
and eliminates the rest; In this case, the features are not transformed. While we used
Principal Component Analysis (PCA) to visualize the vehicles in 2D space. (iii) Model
training: We use “supervised” classification algorithms. We have compared several ML
algorithms, but only the below 4 used in this article give a reasonable result. (1) Support
Vector Machines (SVM) is the best-known form of kernel methods statistical theory of
learning. This method searches for the hyperplane that separates samples of each class
ensuring that the margin between the closest classes is maximal. (2) Decision trees (DT)
depend on choosing which attributes to use first to build the tree. (3) Random forests
(RF) operate by constructing a multitude of decision trees. The output of the RF is the
class selected by most trees. (4) K-Nearest Neighbors (KNN) stores all available data
and classifies new data based on similarity to its neighbors.

2.3 Experimental Results

To test the 4 algorithms and compare their prediction results, we use a large-scale dataset
provided by two car dealership companies covering their car sales activities for the period
between Oct. 2013 and Nov. 2021. The dataset has 33 attributes and more than 73200
entries. The dataset of the first company contains 40700 among these cars there are
18800 new cars and 21900 used cars, and for the second company, there are in total
of 32500 cars, among which there are 18700 new cars and 14000 used cars. We have
labeled our data as follows: 0, if selling the vehicle takes less than 3 months. 1, if selling
the vehicle takes between 3 and 6 months. 2, if selling the vehicle takes between 6 and
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8 months. 3, if selling the vehicle takes between 8 and 12 months. 4, if selling the vehicle
takes more than 12 months. Our goal is to predict the time margin that a car will stay
in stock before being sold, we will build two models for each company, one model for
used cars and the other for new cars. The dataset is randomly split into two parts: the
training set (80% of the dataset), is used to train and the test set (20% of the dataset) to
evaluate our model using 10-Folds cross-validation. The accuracy and training time are
considered as comparison criteria between algorithms on the test set. The accuracy in
our case is defined as follows:

Accuracy = The number of well-classified cars / The total number of cars (1).

Table 1. Results of the prediction on the datasets of the two companies.

Company Vehicle type Metrics Models

KNN SVM DT RF

1 VN Accuracy 0.971 0.951 0.990 0.990

Training time 0.096 secs 8.431 secs 0.996 secs 0.140 secs

VO Accuracy 0.849 0.854 0.814 0.863

Training time 0.058 secs 13.52 secs 0.057 secs 0.647 secs

2 VN Accuracy 0.967 0.944 0.987389 0.994

Training time 0.079 secs 20.76 secs 0.140 secs 1.145 secs

VO Accuracy 0.845 0.862 0.802 0.870

Training time 0.066 secs 47.15 secs 0.187 secs 1.484 secs

Table 1 shows that the RF gives much better results in comparison with other models,
and this is because RF is composed of several DT that collaborate. In the case of the first
company, both the DT and RF give the same accuracy score on a new vehicle because
the data in this case are easy to be discriminated by the decision tree. We also note that
KNN generally gives good results because it is based on data. SVM takes a lot of time to
learn in comparison with other models because generally maximization problems take
more time and depend on the performance of the machine used to train the model.

2.4 Discussion and Perspectives

In this paper, we proposed to implement SVM, DT, KNN, and RF to predict the time
required for dealers to sell cars. A large-scale car sales dataset provided by two multi-
maker dealership companies has been pre-processed to complete missing data and iden-
tify the car characteristics that have the greatest impact on car sales. These predictions
give companies better ideas about the commercialization of vehicles by providing the
characteristics of the car to be purchased and the model will answer the time needed to
sell it. This hence helps them to put the right marketing strategy to avoid buying cars
that are not easy to sell. In future work, we intend to extend this work by using deep
learning techniques because of the large amount of data and the number of characteristics
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available that could allow the application of such techniques and obtain good results. We
also intend to use customer behavior analyses to build a recommendation system based
on association rules, to target customers who can buy specific cars based on the profile
of former customers.

3 Damage Assessment

Damage assessment in general and damage assessment for cars, in particular, are difficult
tasks because there are no specific criteria to assess the damage. We aim to model car
damage using an ontology, due to the lack of previous work in the field of cars. Our
ontology is based on the insurance experts’ knowledge and their description reports. We
model the description of all damages through define all concepts, data properties, and
object properties and also we take into account the type of car, type and severity of the
damage, as well as the part of the car damaged. So that it is evaluated with the same price
despite the different experts. Thiswork is the beginningof a project to damage assessment
using 9500 images of cars captured by high-resolution cameras through image mining
techniques and ML. First, We will use semantic segmentation to identify automotive
parts then we will recognize the damaged car parts and model the damage using the
proposed ontology and finally estimate the price according to the price database. In the
case of using text data of 23000 damage cases. We will use NLP techniques and NER
based on rules or based on learning to extract the entities and the relationship between
these entities and extract the useful information in the form of ontology to estimate the
price.

3.1 Related Work

Works that attempt to assess damage in the automotive field typically do not use ontolo-
gies, but rather employ a simple damage assessment (small, medium, major). For this
reason, we cannot estimate the exact price necessary to repair the damage. They also do
not take into account the location of the damage and the type of vehicle to be assessed,
among these works we mention Waqas, U. et al. [8] who have proposed an image-based
method of processing automobile insurance. In this regard, they consider the classi-
fication of the vehicle damage problem, where the classes include average damage,
huge damage, and no damage, based on deep learning techniques, a MobileNet model
with transfer learning for classification is proposed. Kyu, P. M., and Woraratpanya, K.
[9] implement deep learning algorithms, VGG16 and VGG19, to detect and evaluate
vehicle damage based on real-world datasets. Algorithms detect the damaged part of
the vehicle and evaluate it by location and then its severity. Initially, CNN models are
trained on the ImageNet dataset, followed by fine-tuning, because some of the classes
can be very precise to accomplish tasks specified. The learning is then transferred into
pre-trained VGG models and some techniques are used to improve the accuracy of the
system. However, the severity is only evaluated on three levels (minor, moderate, and
severe). Bandi, H. et al. [10] also perform the same work of assessing the extent of car
damage using accurate convolutional neural networks, through a high-quality dataset that
includes pivotal parameters such as location information and repair costs, but the assess-
ment remains weak because the damage is not accurately described. While Singh, R.
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et al. [11] propose a comprehensive system to automate the damage assessment process.
This system takes images of the damaged vehicle as input and gives relevant information
such as damaged parts and provides an estimate of the extent of damage (no damage,
light or severe) for each part. This serves as an indication of the then-estimated repair
cost that will be used in deciding the amount of an insurance claim. Popular instance
segmentation models such as Mask R-CNN, PANet, and a combination of these two
have been used along with transfer learning based on the VGG16 network to perform
various tasks of identifying and detecting different classes of fragments and damages.

3.2 Expected Result and Perspectives

This research is a step towards replacing the costly manual damage assessment with
the automatic assessment of the damage. The proposed OWL describes accurately the
damage on the vehicle that consider the first step to estimate the cost of repair by
analyzing the damaged car images and by analyzing the textual reports.
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Abstract. Modeling plays an important role in representing and sup-
porting complex human design activities. For example, Ontology-Driven
Conceptual Modeling (ODCM) creates concrete artifacts representing
conceptualizations of particular domains. However, the development,
management, and usage of these artifacts require investments of resources
that should be worth it. Often, stakeholders neglected the trade-off anal-
ysis of the benefits and investments in ODCM experiences because of
the lack of tools to assist them with this task. In this context, the aim
of this research is to develop a method to identify when worth invest-
ing in ODCM experiences based on an analysis of value. To propose the
method, we will develop and correlate knowledge and artifacts regarding
the quality and value of the modeling process and product, the return
on modeling effort, and domain debt.

Keywords: Return on modeling effort · Domain debt · Value-based
analysis · Ontology-Driven Conceptual Modeling

1 Introduction

Modeling plays an important role in representing and supporting complex
human design activities [16]. Ontology-Driven Conceptual Modeling (ODCM),
for instance, creates concrete artifacts representing conceptualizations of partic-
ular domains that support the understanding and communication among stake-
holders. More precisely, ODCM involves the use of ontological theories to develop
engineering artifacts visioning the improvement of conceptual modeling [2]. For
example, the development of new conceptual modeling languages, the improve-
ment of existing languages by adding structuring rules, and the proposition of
conceptual modeling patterns and anti-patterns [16]. The use of ODCM can lead
to various system engineering benefits such as increased reusability and reliabil-
ity, sophisticated representation of the domain being modeled, and enhanced
domain understanding among its modelers and users [16].

Nevertheless, the development, management, and usage of these artifacts
require investments of resources, such as money, time, and workforce. Often,
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stakeholders neglected the trade-off analysis of the benefits and investments
in ODCM experiences because of the difficulties in identifying and quantifying
the inputs and outputs involved in it. By modeling experience, we mean the
modeling initiatives that involve agents, events, objects, and goals related to
the creation, use, and transference of models. Therefore, the analysis of the
benefits and investments in ODCM experiences goes beyond the model, it is also
associated with the modeling language, the modeling goals, the model designers,
and so on. Although some authors had identified the need to reason about this
cost-benefit relationship [4,7] - called return on modeling effort (RoME) [11] -,
very little work has been conducted to define and explain it.

Due to the involved investments, modeling initiatives should be done to solve
specific problems and offering potential returns. Thus, before developing a method
to assess ODCM experiences, we first need to reason about the value of these expe-
riences. According to Sales et al. [13], “the value of a thing emerges from how well
its affordances match the goals/needs of a given agent in a given context.” There-
fore, value is a composition of benefits, which emerge from goal satisfaction, and
sacrifices, which emerge from goal dissatisfaction [13]. One way to analyze the ben-
efits and sacrifices related to an ODCM experience is through a quality assessment
of the models it produces. This can be done via an analysis of the quality dimen-
sions attended (benefits) or not (sacrifices) by the model and its process of devel-
opment. Despite its importance, the notion of quality in domain modeling is still
immature [10], as well as its identification and evaluation.

One example of how quality assessment can be used to analyze the value
and the RoME of ODCM experiences is through domain debt (DD). DD is a
new notion proposed by Störrle and Ciolkowski [15] in 2019 that means “the
misrepresentation of the application domain by an actual system”. One reason
for this flaw in the system in representing the domain can be the poor quality of
the model. Domain debt caused by poor ODCM can require changes in the model
that can affect other parts of the system, causing problems that are difficult and
costly to solve. The efforts and investments made to solve these problems will
directly affect the value and the RoME of the ODCM experience.

In this context, the core objective of this research is to develop a method
to identify when worth investing in ODCM experiences based on an analysis of
value. This new method can enhance enterprises’ decision-making processes by
offering means to stakeholders to better assess and manage their investments
in modeling experiences. To propose the method, we will develop and correlate
knowledge and artifacts regarding the value of the modeling process and product,
the return on modeling effort, and domain debt.

2 Related Work

Return of Modeling Effort - Guizzardi and Proper identified the need to
more explicitly determine the purpose for modeling as well as to reason about
RoME [4]. They proposed a taxonomy of modeling-related goals to reason about
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the purpose for which a model may be created in the context of enterprises.
To develop the method to measure RoME, this research will also be based on
the methods published in the field of return on investment (ROI) in modeling
initiatives. For instance, modeling and simulation [12], data modeling [5], and
building information modeling [3].

Quality Evaluation of ODCM - Some frameworks available in the literature
address quality in the process and product of modeling. Two fit better with the
purpose of this study, the Semiotic Quality (SEQUAL) proposed by Krogstie
[8] for the evaluation of the quality of conceptual data models, and the Con-
ceptual Modeling Quality Framework (CMQF) proposed by Nelson et al. [10] in
defining the quality attributes of enterprise architecture models. However, both
frameworks should be adapted to be used in the quality evaluation of ODCM.

Domain Debt - The term domain debt (DD) was coined in 2019 by Störrle
and Ciolkowski [15] to represent technical debts (TD) related to domain-oriented
design. In his book [14], Sterling detailed explains software debt, its causes,
quality impacts, and management. Kruchten et al. [9] also reasoned about TD
and its practices pointing to the need for more tools and methods to identify
and manage different types of technical debts. Alves et al. [1] identified thirteen
types of technical debt in their ontology of terms on technical debt. However,
none of them were related to domain modeling debt.

3 Research Questions

The main question this research aims to answer is “When is it worth invest-
ing in ontology-driven conceptual modeling?”. Three subjects will be analyzed
to answer this question: Quality Evaluation of ODCM, RoME, and DD. The
knowledge of each subject will be developed and addressed according to the
sub-questions presented below.

– QR1: How do measure the return on modeling effort of ODCM experiences?
– QR2: How to evaluate quality in ontology-driven conceptual models to assess

the value of ODCM experiences?
– QR3: How domain debt can be used to identify and quantify the value of

ODCM experiences?

4 Research Methodology and Outputs

This research follows a Design Science Methodology [6] since it aims to create
novel artifacts in the form of models and methods that will support people in
addressing specific problems. The research tasks to be developed will follow the
process detailed in Fig. 1. As shown in the figure, TSK 1.1 and TLS 1.2 have
already been developed.

Our first step was to conduct a literature review to analyze what is available
about RoME and how it can be related to return on investment (TSK 1.1). In
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Fig. 1. Methodology detailing.

sequence, we developed an analysis of RoME based on the Common Ontology
of Value and Risk (COVER) [13] to understand the value and value ascription
of modeling experiences. Both analyses were combined with the taxonomy of
modeling-related goals proposed by Guizzardi and Proper [4] to develop a study
regarding the value, goals, and affordances that motivate modeling experiences
(TSK 1.2). Our next step is to develop and apply an online survey to practi-
tioners of conceptual modeling to analyze the state of the practice in domain
modeling experiences (TSK 1.3). The results of the literature review, the value-
based analysis, and the survey will generate the inputs to propose an ontology
of the core components of RoME (RS1).

To understand how to evaluate quality in ontology-driven conceptual models
we will develop a systematic mapping of the literature on quality in ontologies
and conceptual modeling (TSK 2.1). In sequence, the plan is to develop a Delphi
Study to get consensus among experts about the quality dimensions to evaluate
ODCM (TSK 2.2). The quality dimensions to evaluate ODCM defined in the
Delphi study will be used to adapt and complete the two existing frameworks:
SEQUAL [8] and CMQF [10]. Then, a new framework will be proposed to assess
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the quality of the product and process of ODCM. The resulting framework (RS2)
will be used as an input to study the relationship between domain debt and
domain model quality.

We also plan to do a literature review of domain debt and the cost of technical
debt (TSK 3.1). Then, we will develop and apply another online survey to people
involved in projects that use domain models to analyze the state of the practice
of domain debt (TSK 3.2). The last activity is to understand how domain debt
affects the RoME of ODCM experiences. Therefore, we will develop an empirical
study of repository mining to analyze the consequences of domain changes in
real-world projects (TSK 3.3). The goal is to analyze the changes in an ontology-
driven conceptual model related to domain debts and their impact on the RoME
of the modeling experience. The development of these three tasks will result in
a method to assess the consequences of DD (RS3).

Aiming to achieve the main objective of this research project, the final anal-
ysis will combine the outputs delivered throughout the project to propose a
method for measuring RoME of ODCM experiences (RSF). To do so, first, we
will correlate the framework on ODCM quality evaluation and the method to
assess the consequences of domain debt to map the relationship between domain
model quality and domain debt (TSK 4.1). In sequence, we will combine the
knowledge gained about domain model quality and value, domain debt conse-
quences and cost, and RoME’s components to refine, evaluate, and proposed a
method for measuring the RoME of ODCM experiences (TSK 4.2).

5 Expected Results and Evaluation

RS1: An Ontology of the Core Components of RoME - The ontology will
be a representation of the RoME domain encompassing the modeling experience
and the modeling value ascription. It will be developed based on theoretical and
empirical studies and validated by domain modeling specialists. We also plan to
specialize the ontology using real-world examples.

RS2: A Framework to Evaluate Quality in ODCM - The framework will
be a tool one can use to evaluate the quality of ODCM according to specific
quality dimensions. By correlation, it can also assess the value of ODCM. The
quality framework and its dimensions will be evaluated and validated through a
Delphi Study with experts in ODCM. After the validation, we will apply it as
a tool to measure the value of an ODCM experience in a case study developed
later in the research.

RS3: A Method to Assess the Consequence of Domain Debt - This
method will help identify the consequences of changes in the domain represen-
tation due to problems or mistakes in its modeling. It will consider the artifacts
that depend directly and indirectly on the domain entities to estimate the effort
needed to repay a debt. The method will be evaluated through a repository min-
ing study in which the changes in the domain representation of a project will
be analyzed and categorized. The ones related to problems or mistakes in the
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ODCM will be further investigated in a way that their consequences could be
identified and, if possible, quantified.

RSF: A Method to Measure RoME of ODCM Experience - It will
be the final and validated method to measure RoME of ODCM experiences;
more than a formula, a complete value-based analysis method one can apply to
identify when it is worth investing in ODCM experiences. This final method will
be evaluated and validated through a case study in the same project used in the
repository mining study. It will be a complete analysis of the investments, costs,
and quality of an ODCM experience.
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Abstract. My doctoral research proposal is a cross-field project between Infor-
mation Systems (IS) architecture and Distributed Systems Computing applied to
Industry 4.0 (I4.0) applications. It combines the configuration of Information and
Communication Technologies (ICT) (e.g., smart IoT devices) like I4.0 compo-
nents with a business delivery orientation. The scientific problem of this Ph.D.
project is the lack of interconnectivity and alignment of I4.0 ICT to the business
strategy and business intents. The notion of intent is very crucial regarding business
requirements, as it allows all devices and the equipment under consideration to be
connected to business and other needs, the notion has already gained traction in
many fields, for instance, Intent-BasedNetworking (IBN) allows the configuration
of the physical and virtual network infrastructure depending on business strate-
gies requirements. To our knowledge, the components of I4.0 applications have
not leveraged this important concept yet. Therefore, our objective is to encompass
both business strategy and digital technologies deployed to support the I4.0 vision
using an intentional perspective, to facilitate the use and configuration of I4.0
components through the automation of administration, and, flexible on-demand
reconfiguration.

Keywords: Industry 4.0 · Information and Communication Technology ·
Intent-Based Approach

1 Introduction

The new industrial revolution, ICT-backed automated and interconnected Industry 4.0,
powered by the Industrial Internet of Things (IIoT), Cyber-Physical Systems (CPS), and
various sensors, provides interconnected manufacturing systems capable of communi-
cating, analyzing, and driving further intelligent production in the physical world. I4.0
allows new opportunities for business development [1]. However, the successful adop-
tion of these emerging technologies is not obvious, as it requires tools and skills to make
the vision of I4.0 a reality.

To meet these challenges, organizations are rethinking their architecture to ensure
that the enterprise will achieve the goals and intents defined and mitigate any threats
from an adverse environment. Yet, there is a lack of alignment of I4.0 ICTs to business
strategies and business intentions. In most cases, intents are neglected, whereas this is
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a type of data that can clarify the requirements of business strategies while taking into
consideration the internal and external users of I4.0 applications. Therefore, my research
goal is to, investigate, and conceptualize intents in the industrial area, to provide an intent-
based approach to facilitate the use and configuration of available ICT components.
Organizations would be able to adapt and stick, as quickly as possible, to changing
business needs and to the requirements of digital transformation.

2 Problem Statement and Related Works

Our research problem is related to a variety of complex technological and organiza-
tional challenges. The situation requires an automated configuration as a facilitator for
new ICT implementation, as well as the alignment to business intentions. We see that
both the business intentions and digital technologies deployed by industries should be
encompassed and supported by industrial organizations.We have identified three dimen-
sions to solve this research issue: (i) state of the art of industrial intents and intent-based
approaches, (ii) definition of the ICT components within the level of abstraction of our
use cases, and (iii) contextual selection and configuration of ICT components using an
intentional layer within an I4.0 application. We need to answer the following questions:
(a) how are intents captured, translated, and applied regarding an I4.0 infrastructure? (b)
Could an intentional layer link both business intents and ICT components of the I4.0
application? (c) How can an intent-based approach solve the ICT configuration issues
regarding a given context?

2.1 Intents and Industrial Intention-Based Approaches

Software Networking intents or objectives were introduced first in 2015, in the context
of Software Defined Network controllers, then in 2017, Gartner called it the “Next big
thing” in networking to help organizations transition to digital [2]. The topic of intent
is huge and can be deployed in various areas and many ways. Different dimensions can
be considered to categorize or understand intents nature: by the considered role (e.g.,
Detection, processing, or implementation of intents), by concerns addressed with the
defined purposes, by types of origin, intentions can directly be defined by humans or can
be automatically generated, etc. Several previous works in different scientific fields have
implemented the teleological (intent-based) perspective like Intent-Based Accounting
[3], and Web Mining [4].

In the industrial area, intents can have different readings within the ICTs application
and depending on the context. For instance, the intent of a business process may be
translated as the fulfillment of its described task in the most efficient manner. In [5],
intents are defined as business intents “when an intention is declared in a certain context
it becomes a stated intent”. Intents can be as simple as an atomic intent or as complex as
an algorithm of intents that combines a set of sub-intents. In manufacturing applications,
within ICT components, an intent is defined as the state that is intended to be achieved
In collaborative assembly plans, they have defined two kinds of intents, Designer intent,
which means the designer’s knowledge about both the individual components as well
as the entire assembly process (e.g. geometric information and spatial relationships to
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generate the assembly plan.) and the operator intents as the human objectives regarding
the assembly processes [6].

2.2 ICT Configuration

ICT focuses on two critical aspects: assisting people in converting data into meaningful
information and communicating that meaningful information to others. Therefore ICT
canbe defined as the fusion ofmethods andprocesses for the generation, storage, process-
ing, transmission, and perception of information by humans or specialized devices. ICT
systems, are based on the traditional components of data center infrastructure compo-
nents (security, connectivity, power continuity) in addition to an overwhelming amount
of internet-delivered content, software, hardware, and support services which include
(according to [7]): (a) Internet, a digital communication infrastructure; (b) Data: raw
facts and figures, information that is converted to meaningful insights; (c) Hardware
components: Physical components that handle the information (creation, transmission,
storage, management). (d) Software as a Service (SaaS): software applications over the
internet and local client applications that assist with digital design, personal productiv-
ity, and process management. (e) Electronic materials facilitate the exchange of digital
data. (f) Procedures: like services that support data assets management and customer
experience management.

These ICT components are the key technologies underlying the I4.0 technologi-
cal distributed, highly automated, and highly dynamic enablers, we can mention the
most cited ones like IIoT, Big Data, AI, and Robotics, each has interdependencies and
characteristics with I4.0.

One of the pressing issues in implementing I4.0 applications is to design uniform
interoperability between all of these components. This challenge was globally reported
by the World Economic Forum to implement I4.0, that, more than 300 platforms exist
for IoT solutions, and four proposals about IoT architectures and reference models,
where layers represent the interconnection between applications, services, and physical
devices [8]. In the manufacturing industry, interoperability has emerged to become a
core concept of I4.0; corresponding to this need, we want to extend the vision of IBN
in a larger context. The IBN approach allows a specialized software layer to manage
the network, it guarantees that network lifecycle management conforms to the stated
objectives, even users could express their network requirements, and the software trans-
lates it into network configurations. The IBN systems have operational efficiencies by
(a) translating the intents into policies, (b) automated implementation of these policies
right after the approval of the network administrator, (c) continuous data analysis, for
faults and performance, and (d) Assurance by real-time reporting.

For I4.0 standardization, we refer to the Reference Architectural Model for Industry
4.0 (RAMI 4.0), a service-oriented architecture developed by the German Electrical and
Electronic Manufacturers’ Association (ZVEI) to support I4.0 initiatives [9], it is used
as a reference architecture model based on vertical integration, horizontal integration,
and end-to-end engineering. RAMI 4.0 coordinates a three-dimension system, where
crucial aspects of I4.0 are associated: (i) Layers, to simplify the IT perspective as a
set of smaller manageable parts. (ii) Life Cycle & Value Stream, a layer based on the
IEC 62890 standard, which represents the evolution of entities. (iii) Hierarchy Levels,
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an axis based on the IEC 6224, an international standard for enterprise control system
integration. RAMI4.0 added three layers to respond to I4.0, ‘Field Device’ to introduce
intelligence in systems, ‘Product’ and, ‘Connected World’ to add collaborative service
networks to the factory.

RAMI 4.0 enables common assimilation of I4.0 standards and use cases, however,
it does not clarify the details about implementation as needed, and there is no guid-
ance regarding production in the manufacturing process, and communication between
devices [10]. In addition, one of the dimensions of this model includes the business layer
“intents,” still it is reduced to business processes. This lack of a powerful alignment
metaphor is a weakness of the RAMI 4.0 proposal and the other existing approaches.
Which involves less efficient distribution of resources, less adapted configuration, lower
level of business goals achievement, and adaptation to the context.

3 Scientific Method, Expected Results and Plan for the Evaluation

Ongoing Work: We are preparing a literature review of industrial intent-based
approaches. To our knowledge, a taxonomy of industrial intents still didn’t appear in
the literature. We use the SMS method to give an overview of a research area by set-
ting categories and counting existing works, then creating classifications and schemes
respecting the founded categories [11]. To synthesize the existing literature about intent-
based approaches used in industry, we have decomposed our research questions into two
main categories. The first category of research questions consists of finding evidences
about definitions or existing types and categories of intents in ICTs. The second category
involves the configuration and adoption of ICT components, through mining, present-
ing, transforming, or implementation. The research questions are: (a) how intentions
are characterized in the literature of the technological and industrial domain? (b) How
intentions and sub-intents are distributed over the building blocks of an industrial archi-
tecture? (c) Could a valid taxonomy of intents in the industrial area be defined? (d)What
are the strengths and weaknesses of the intent-based approach?

Current Results: We have chosen three scientific databases, Dimensions, Web of Sci-
ence, and Scopus, because they are large multidisciplinary databases covering pub-
lished material in the sciences, and they provide citation analysis of authors and sub-
ject areas. We have used criteria to find relevant papers for our project. Inclusion cri-
teria are described in the following search string: (“industry 4.0” OR “smart indus-
try” OR “manufacturing” OR “production” OR “smart factory” OR “Industrial Inter-
net of Things”) AND (“intent-based” OR “intent-oriented” OR “intention-based” OR
“intention-oriented”) OR (“goal-based”OR “goal-oriented”) OR (“objective-based”OR
“objective-oriented”) AND the published year (between 2010 in 2022) AND the subject
categories (Artificial Intelligence and ImageProcessing,Computer Software,Distributed
Computing, Information Systems,Manufacturing Engineering) AND search clause (title
and abstract). The applied criteria are given in Fig. 1.

Followed by the exclusion criteria, where an explicit description of approaches based
on intents, should be observed in the title or abstract; or at least respond to one of the
research questions. We ended with 80 articles divided into the several subdomains of
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I4.0. The actual schema of relevant papers is still larger, and the concepts are much wider
than expected, (more details could be provided on request).

Fig. 1. Inclusion and exclusion criteria applied.

Plan for Future Work: The taxonomy of intent-based approaches from the 1st phase
would help us organize the literature review and compare the various industrial intents.
During the 2nd phase, we need to work on the characterization and standardization of
industrial ICT components, according to the current status, we are going to rely on
RAMI4.0; Moving to the analysis of CIM approach and IBN architectures in the 3rd
phase, we will adapt each selected intent, in relation with its appropriate context, to
the use of the ICT component, in this way we can prepare the configuration of the
components of the I4.0 applications through the link with the business strategy. These
phases are summed up in Fig. 2.

As a use case for our project, we conducted meetings with the French national
electricity board (EDF). The IS structure of EDF is built on the Computer Integrated
Manufacturing (CIM) architecture, it is an architecture that enables industrial enterprises
to integrate information and business processes. The next step for us is to find common

Fig. 2. Research phases.



A Proposal for Intent-Based Configuration of ICT Components 375

concepts between CIM and IBN architecture and to study the position of the intentional
layer. Then, we propose to apply Situational Method Engineering (SME) inspired meth-
ods. SMEs allow building methods adapted to a concrete real use case where reusable
method components depend on context factors [12]. Another possible objective for us,
obviously an important track, is a direct contribution to the Development Repository
for the open Asset Administration Shell (openAAS) project, which works and searches
for demonstrable and verifiable reference solutions to strengthen the distribution of I4.0
components (more details could be provided on request).
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