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A Scoping Review of the Academic 
Literature on BCI Ethics

Abigail Lang, Allen Coin, and Veljko Dubljević

1	� Introduction

Although Brain–Computer Interfaces (BCI) have been used for decades, recent 
advances in the technology and increased private investment into BCI research have 
led to rapidly broadening and novel applications that have caught the public’s atten-
tion. In recent years, BCIs have made headlines and inspired viral coverage of press 
releases, illustrating the potential applications of the technology and the ambitions 
of the private and public researchers advancing it [1]. Media coverage has included 
a monkey playing a video game using its mind alone [2], prototypes of a mass-
produced consumer BCI device implanted into a person’s skull via an automated 
surgical robot with aims to introduce economies of scale into the process of implant-
ing an invasive BCI, thus aiding widespread adoption [3], and devices for sale at 
electronics stores that claim to improve a user’s mood or performance in video 
games by modulating their brain waves [4, 5]. While many people may already 
personally know someone with a cochlear implant, an example of a BCI device that 
helps restore one’s sense of hearing, the technology has already extended to read the 
mind of a person with paraplegia to operate a wheelchair, allow direct brain-to-brain 
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communication, or even enable motor control of an insect with an implanted BCI 
[6]. These are all examples of applications of BCI technology, which is both a well-
established and a quickly growing field of research with the potential for therapeutic 
medical use as well as a consumer technology.

At its core, BCI is any technology that can read, interpret, and translate brain 
activity into a format digestible by a computer. The device can then interpret those 
brain signals as input to create some sort of output in the form of an interaction 
with the outside world, or pass information about the outside world back to the user 
as feedback that the user can then act upon. BCI devices may be generally catego-
rized as active, reactive, or passive. Active BCIs are, as the name suggests, action 
based. They detect and decode mental commands initiated by the user, and many 
can even translate these signals into motor outputs. Meanwhile, reactive BCIs are 
sensory based, modulating user-brain activity based on external stimuli. In either 
of these BCI devices, the user is directing BCI output based on purposeful com-
mands or attentiveness. Passive BCIs, in contrast, work solely to monitor user-
brain activity and provide relevant feedback. In these instances, the BCI device is 
not modulating or reacting to brain activity, aside from reporting arbitrary mea-
surements. As noted above, current examples include the cochlear implant, which 
detects and transforms sound into electrical signals that stimulate the cochlear 
nerve, transmitting auditory information to the brain and allowing the user to hear 
(reactive BCI); or any device that interprets a user’s brain activity as a means to 
control an external prosthesis, such as a robotic arm or wheelchair (active BCI) [7]. 
BCI devices can be noninvasive, utilizing, for example, an electroencephalogram 
(EEG) skull cap that can read the brain’s electrical activity from outside the skull, 
or invasive devices that require implantation within the skull and direct contact 
with the brain. Due to the interference from the intervening tissue, noninvasive 
BCIs have a poor signal-to-noise ratio, and as a result the more advanced BCI 
applications usually involve an invasive device, which increases signal quality but 
also poses greater risks to the user [8]. Proliferation of BCIs has emerged as a 
trend, as the initial therapeutic BCI technologies are adapted for general public use 
as “cool” gadgets or in military applications [9], gaming [10], communication 
[11], and even performance enhancement [12].

2	� Ethical Concerns with BCIs

BCI technology is associated with several ethical and societal implications, includ-
ing issues of safety, stigma and discrimination, autonomy, and privacy, to name but 
a few. The assessment of the balance of risks and benefits associated with wide-
spread use of this technology is a complex endeavor and must account for concerns 
about possibly frequent events (e.g., hacking of BCIs and malevolent use of 
extracted information) as well as relatively rare but catastrophic events (such as a 
BCI prosthetics failure leading to a fatal traffic accident). Additionally, the use of 
BCI may contribute to the stigmatization of disability and may even jeopardize 
autonomy in specific groups.
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One specific form of BCI development, Brain-to-Brain Interface (BBI), may lead 
to particularly novel social and ethical concerns. BBI technology combines BCI 
with Computer-to-Brain Interfaces (CBI) and, in newer work, multi-brain-to-brain 
interfaces—such as Jing et  al.’s [12] study—real-time transfer of information 
between two subjects to each other has been demonstrated.

There have been a number of advances in BCI technology in recent years, includ-
ing commercial ventures that seek to utilize BCI in novel ways. One such example 
is the company Neuralink, led by entrepreneur Elon Musk, which aims to achieve 
“a merger with artificial intelligence” [13]. There has been ample skepticism about 
Neuralink’s goals and claims, with some referring to the company’s public 
announcements and demonstrations as “neuroscience theater” [14]. Regardless of 
whether Neuralink’s stated goals are feasible in the near-term future, the existence 
of commercial ventures like Neuralink in the BCI field certainly signals new areas 
of active development and may shed some light on where the technology could be 
heading.

3	� Prior Research into BCI Ethics

Prior research on this topic, apart from our own work [15], includes an earlier scop-
ing review of the pertinent academic discussion [16] as well as analysis of print 
media reports on ethics of BCI [17]. The scoping review, conducted by Burwell and 
colleagues in 2016 and reported in a 2017 paper, included the selection of 42 aca-
demic articles about BCI that were published before 2016. They found that the 
majority of articles discussed more than one type of ethical issue associated with 
BCI use, which demonstrated that there is some cause for concern. Among the most 
common ethical concerns surrounding the use of BCI were user safety, justice, pri-
vacy and security, and balance of risks and benefits. Other, less commonly men-
tioned concerns include military applications, as well as enhancement and uses of 
BCI that promote controversial ideologies (e.g., transhumanism).

In their first-of-its-kind analysis of the academic literature on BCI ethics, Burwell 
and colleagues noted the frequency of concerns does not measure the moral or regu-
latory significance of the issue; ethical concerns that were mentioned once or rarely 
may be just as pressing as concerns mentioned with high frequency, or even more 
so. They also found that the articles that mentioned a vast range of issues failed to 
provide depth of discussion and may be less suitable for use by ethicists and policy 
makers as guidance to address specific social problems. While numerous concerns 
are identified in the literature, the authors found the debate up until the year 2016 to 
be relatively underdeveloped, and few of the analyzed articles made concrete pro-
posals to address social and ethical issues. All in all, Burwell and colleagues con-
clude that, based on their results, more high-quality work, including empirical 
studies, should be conducted on this topic.

Kögel and colleagues [18] then conducted a scoping review of empirical BCI 
studies in fields of medicine, psychology, and the social sciences. They sought to 
understand empirical methods employed in BCI studies and how the ethical and 
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social issues discussed are associated, while also identifying relevant ethical and 
social concerns not being discussed. With a sample of 73 studies, Kögel and col-
leagues found that problems of usability and feasibility, such as user opinion and 
expectations, technical issues, etc., were being frequently addressed. However, 
potential problems of changes in self-image, user experience, and caregiver per-
spectives were relatively lacking. Overall, Kögel and colleagues [19] recognize a 
lack of BCI-centered ethical engagement and exploration among these studies.

A study by Gilbert and colleagues [1] explored how BCI is depicted in the 
English-speaking media, with emphasis on news outlets. The researchers analyzed 
3873 articles by topic and tone. Five major topics were discussed: focus on the 
future, mention of ethics, sense of urgency, medical applications, and enhancement. 
As for the tone of print media articles, the researchers contrasted articles that pro-
vided positive depictions from those that had negative depictions and reservations 
about the technology. The authors found that 76.91% (n = 2979) of the 3873 total 
articles portrayed BCI positively including 979 of these articles (25.27%) that had 
overly positive and enthusiastic narratives. In contrast, 1.6% of articles had a nega-
tive tone, with 0.5% of the total articles having an overly negative narrative. Only 
2.7% of articles mention issues specific to ethical concerns. In terms of article con-
tent, 70.64% of total articles discuss BCI with respect to its future potential, 61.16% 
of the articles discuss the medical applications of BCIs, and 26.64% of the articles 
contain claims about BCI enabling enhancement.

Gilbert and colleagues’ analysis of the large sample of mass media articles 
reveals a disproportional bias in favor of a positive outlook on BCI technology. A 
positive representation of BCI can be a good thing if the purpose is to highlight the 
potential to help patients and bring attention to the struggles faced by the people 
who may benefit from the technology. However, there are adverse effects of positive 
bias on BCI in the media. The technology is far from perfect, and the disproportion-
ate representation of positive articles could overshadow the risks of BCI, therefore 
not fairly representing the current capabilities and future potential of this technol-
ogy within the media, intended for mass public consumption. Gilbert and colleagues 
suggested that the positive bias in the media misrepresents the state of the technol-
ogy by disregarding ethical issues, risks, and shortcomings. They conclude that the 
media seems to lack objective information regarding risks and adverse effects of 
BCI and disregard the potential impacts of the technology on key topics such as 
agency, autonomy, responsibility, privacy, and justice.

4	� Recent Trends in BCI Ethics

In order to elucidate the ethical issues inherent in the development of BCI technol-
ogy, we revisit our previously published work [15] that began an in-depth scoping 
review of the ethics literature concerning BCI. This work has updated the mapping 
of the BCI ethics literature published since 2016, when the last review of this nature 
was conducted [16], and updated the coding strategy accordingly. Revisiting the 
academic literature around BCI ethics just 4 years after the publication of Burwell 
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and colleagues’ first-of-its-kind review was necessary given the rapid growth of the 
technology in recent years; when reproducing Burwell et al.’s search methodology 
in 2020, we found that almost as many relevant academic papers discussing BCI 
ethics had been published in the years since 2016 (n  =  34) as Burwell and col-
leagues had identified in all years prior to 2016 (n = 42). This indicates the body of 
academic literature on BCI ethics is rapidly growing, and an updated analysis is 
warranted. Previously, we reviewed a randomly selected statistically significant 
sample (n = 7, 20.6%) of the 34 academic papers addressing the ethical and social 
issues of BCI technology published between 2016 and 2020 following a systematic 
search with inclusion and exclusion criteria. In that paper, we established the con-
tinued utility of the coding schema developed by Burwell and colleagues that can 
continue to be used, with some modifications, to understand the landscape of the 
academic literature around the ethical, legal, and social issues (ELSI) inherent to 
BCI technology.

In this chapter, we outline the methodology and findings for the next phase of 
this work, which systematically categorizes the entire sample. The aim of this work 
is to collect and synthesize all of the pertinent academic scholarship into the ELSI 
of BCI technology in order to provide a foundation for future scholars, ethicists, and 
policy makers to understand the landscape of the relevant ELSI concepts and pave 
the way for assessing the need for regulatory action.

In this endeavor, we are guided by Blank’s [20] taxonomy of regulatory responses 
(See Table 1), which mirrors the familiar distinctions in moral philosophy between 
things that are (a) morally required (and thus should be made mandatory), (b) mor-
ally desirable and permissible (and thus should be encouraged), (c) morally neutral 
and permissible (and thus should be left to the unfettered operation of the market), 
(d) bad but nevertheless still morally permissible (and thus should be discouraged), 
and (e) morally impermissible (and thus should be prohibited). Blank’s work pro-
vides a specialized outline regarding Neuropolicy, particularly factors guiding regu-
latory responses of the government. We use this framework to contextualize our 
discussion of ELSI of BCI technology and how future regulations may be consid-
ered. In this work, we do not seek to make specific recommendations about the 
regulatory response that may be appropriate for the different ethical and social 
issues that arise from BCI technology, but instead hope to gather and synthesize the 
relevant salient facts and normative positions in order to propel the debate to a more 
mature state where policy action is more informed and feasible.

It should be noted that there are different levels of background regulation of BCI 
technology. For instance, research and development in BCI (both invasive and 

Table 1  Blank’s [20] taxonomy of regulatory responses

That which is… Should be…
Morally required Mandatory
Morally desirable and permissible Encouraged
Morally neutral and permissible Left to the unfettered operation of the market
Bad, but still morally permissible Discouraged
Morally impermissible Prohibited
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noninvasive) are currently encouraged via government incentives (e.g., DARPA-
supported Brain Initiative and BrainGate in the USA) while certain forms of inva-
sive BCI use are discouraged via the gate-keeper medical model and noninvasive 
forms are left to market forces. The issue of whether policy change is necessary 
should reflect an open public discussion where ethical and policy concerns are not 
only thoroughly mapped, but also ranked for importance (see, e.g., the study by 
Voarino and colleagues [21]).

5	� Materials and Methods

In this study, we have completed an expansion upon our previous research [15] into 
the academic discussion of BCI technology, which in turn followed from Burwell 
et al.’s 2016 study. While Burwell et al.’s 2016 study was a first-of-its-kind literature 
review of the ethics scholarship around BCI, our 2020 study adopted a similar meth-
odology, but looked at the rapidly growing body of literature published in the time 
since Burwell et al.’s study was conducted. We [15] analyzed a randomly selected 
pilot sample (20.6%, n = 7) from the original pool of articles (n = 34) published 
since 2016 in order to identify recent trends in research and ethical debates regard-
ing BCI technology and to assess the continued utility of the coding structure previ-
ously established by Burwell, et al. We now evaluate the entire sample. Thus, the 
same search information and criteria were used. The search was conducted in April 
of 2020 using PubMed and PhilPapers. Search queries included:

PubMed: ((“brain computer interface” OR “BCI” OR “brain machine interface” 
OR “Brain-computer Interfaces”[Mesh]) AND ((“personhood” OR 
“Personhood”[Mesh]) OR “cyborg” OR “identity” OR (“autonomy” OR 
“Personal autonomy”[Mesh]) OR (“liability” OR “Liability, Legal”[Mesh]) OR 
“responsibility” OR (“stigma” OR “Social stigma”[Mesh]) OR (“consent” OR 
“Informed Consent”[Mesh]) OR (“privacy” OR “Privacy”[Mesh]) OR (“justice” 
OR “Social Justice”[Mesh]))).

PhilPapers: ((brain-computer-interface|bci|brain-machine-interface)&(person 
hood|cyborg| identity|autonomy|legal|liability|responsibility|stigma|consent|pri
vacy|justice)).

Following our prior work [15], we seek to elaborate on and identify changes in 
academic literature on BCI ethics since 2016 regarding new ethical discussions 
identified in the pilot sample. Further, we hope to better understand and quantify the 
preliminary trends observed within the literature using Burwell and colleagues’ 
ethical framework. As in our prior work [15], the slightly modified search yielded 
34 articles since 2016, as compared with Burwell et al.’s original 42 articles. At the 
full text screening phase, one article was excluded as tangential, leaving a sample of 
33 texts. The search was conducted using a similar, slightly modified methodology 
and exclusion/inclusion criteria as Burwell et al. expanded to include applications 
involving animals and other subjects, such as brain organoids.

A. Lang et al.



107

Ethical Issues Regarding BCI Technologies

Physical 
Factors

User Safety

Psychological Factors

Humanity
and

Personhood 
Autonomy Dependence

Social Factors

Stigma and
Normality 

Privacy and
Security

Research
Ethics and
Informed
Consent 

Responsibility
and

Regulation 
Justice

Fig. 1  Overarching themes in BCI ethics. Note: Adapted from our prior work [15]

As with the pilot sample, the abductive inference approach to qualitative research 
[22] was applied such that Burwell et al.’s framework was used to identify and map 
the overarching themes of ethical issues posed by BCIs (see Fig. 1). The map identi-
fies eight specific ethical concerns that define the conceptual space of the ethics of 
BCI as a field of research. Only one of the ethical concerns refers to physical factors 
specifically: User Safety. Two are explicitly about psychological factors: Humanity/
Personhood and Autonomy, while the remaining five focus on social factors: Stigma 
and Normality; Responsibility and Regulation; Research Ethics and Informed 
Consent; Privacy and Security; and Justice. While coding the texts with an eye 
toward any additional discussions of BCI-related ethical issues not identified in 
Burwell and colleagues’ framework, we found a recurring theme of Dependence on 
Technology among our sample. Thus, we decided to add this as an additional ethical 
concern under the overarching theme “psychological factors.”

6	� Results

Similar to our prior published work [15], analysis of the fully updated sample 
includes discussion of all eight original ethical categories identified by Burwell and 
colleagues [16], with a notable addition of Dependence on Technology as a growing 
ethical theme not seen in the BCI literature prior to 2016. Table 2 summarizes our 
findings in 2021 compared to Burwell et al.’s findings reported in their 2017 paper.

The most frequently discussed categories in our 2021 analysis were Autonomy 
(n = 26, 78.8%) and Responsibility and Regulation (n = 26, 78.8%), which appeared 
at equal frequencies in the sample. Discussions of autonomy were primarily con-
cerned with the level of control those with BCI devices have over their actions and 
decisions. This idea is especially relevant to BCI design as the BCI developers are 
the ones who decide whether users should be able to override or ignore BCI-
mediated behavioral or physiological responses. As one study [21] notes, “Even 
while performing an action, the users themselves might be uncertain about being the 
(only) agent of an action, with systems that make autonomous decisions addition-
ally decreasing the users’ own autonomy.”
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Table 2  Our 2021 distribution of 33 selected papers vs. Burwell et al.’s 2017 distribution

Ethical issue discussed
Burwell et al.’s distribution out of 
42 selected papers (2017)

Our distribution out of 33 
selected papers (2021)

User safety 24/42, 57.1% 19/33, 57.6%
Humanity and 
personhood

15/42, 35.7% 15/33, 45.5%

Autonomy 12/42, 28.6% 26/33, 78.8%
Stigma and normality 11/42, 26.2% 12/33, 36.4%
Privacy and security 19/42, 45.2% 21/33, 63.6%
Research ethics and 
informed consent

14/42, 33.3% 19/33, 57.6%

Responsibility and 
regulation

13/42, 31.0% 26/33, 78.8%

Justice 20/42, 47.6% 13/33, 39.4%
Enhancement NA 7/33, 21.2%
Military applications NA 3/33 9.1%
Dependence on 
technology

NA 6/33, 18.2%

Other NA 3/33, 9.1%

While most articles discussed benefits in terms of the increases in autonomy and 
independence gained from using a BCI [10, 17, 23–25], the potential for autonomy 
to be compromised was also discussed. For example, Hildt [10] mentions the pos-
sibility of taking the information gained from BCI—or in this case, Brain-to-Brain 
Interface (BBI)—from the individual and using it without their consent or 
knowledge:

Participants in BBI networks depend heavily on other network members and the input they 
provide. The role of recipients is to rely on the inputs received, to find out who are the most 
reliable senders, and to make decisions based on the inputs and past experiences. In this, a 
lot of uncertainty and guessing will be involved, especially as it will often be unclear where 
the input or information originally came from. For recipients in brain networks, individual 
or autonomous decision-making seems very difficult if not almost impossible [10].

These ideas were often tied into discussions of Responsibility and Regulation, 
which was largely concerned with who should be held responsible in the cases of 
adverse consequences of BCI-mediated actions. The issue at the heart of 
Responsibility and Regulation can be understood with the hypothetical question: if 
a negative action was to be carried out by someone using a BCI, would liability fall 
upon the user of the technology, the technology itself, or perhaps the developers of 
the technology? For instance, if someone were to use a BCI-controlled prosthetic 
arm to pull the trigger on a gun and kill another person in the process, is there an 
argument to be made that the manufacturer of the BCI-prosthetic bears some respon-
sibility for the action? What if the user of the BCI claims that they did not intend to 
fire the gun, and it was a malfunction of the BCI device? Many researchers claim 
that our legal system is not yet equipped to deal with such a situation. In the sample 
of articles, there was contention as to not only the moral and legal challenges associ-
ated with determining accountability in these instances, but also as to how to 
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differentiate between responsibility on the part of the user, the machine, or the BCI 
developer. Rainey and colleagues, for example, state that “on the one hand, having 
limited control of devices seems to suggest device users ought to be considered less 
responsible for their actions mediated via BCIs. On the other hand, it is predictable 
that devices will be only partially controllable” [19]. This then relates to issues of 
regulation, not only in the development, distribution, and use of BCI devices, but 
also in how to enforce legal accountability in situations such as these.

Privacy and Security (n = 21, 63.6%) was another commonly discussed issue. 
The nature of a BCI sending brain signals directly to a computer raises the possibil-
ity of hacking, and many sources acknowledged the potential of brain hacking, in 
which control of a BCI device or access to its data (including the user’s brain activ-
ity signals and the BCI’s interpretation of those signals) might be seized by an 
unauthorized party. This could lead to a host of potential harms and privacy con-
cerns for the user, especially if personal information—including their mental state 
or truthfulness at a given time—may be accessed in this way. On a related note, 
there are notable concerns that EEG data might be used to identify users and gain 
access to sensitive information. This then introduces concerns as to how neural data 
should be “gathered, collected, and stored,” [26] in addition to “data ownership and 
privacy concerns” [26, p8]. Some articles [10, 24, 27] talked about the risks of 
extracting private information from people’s brains and using it without their knowl-
edge or consent, which is a significant concern for BCI technologies. Müller & 
Rotter connected this issue to User Safety, arguing that the increased fidelity of BCI 
data yields inherently more sensitive data, and that the “impact of an unintended 
manipulation of such brain data, or of the control policy applied to them, could be 
potentially harmful to the patient or his/her environment” [24].

The theme of User Safety (n = 19, 57.6%) tied into this discussion, as concerns 
for the psychological harms that might arise from brain hacking and privacy 
breaches were discussed on both an individual and societal level. As Müller and 
Rotter explain, “The impact of an unintended manipulation of such brain data, or of 
the control policy applied to them, could be potentially harmful to the patient or his/
her environment” [24]. Physical harms were also mentioned as a point of ethical 
contention under this category, as detrimental consequences of BCI malfunctions 
and risks associated with implantation were taken into account. There was also dis-
cussion of the harms that might befall others aside from the BCI user, as in cases of 
adverse behavioral outcomes resulting from BCI malfunction or user mistakes. In 
these scenarios, as one source claims, “BCI-mediated action that deviates from 
standard norms or that leads to some kind of harm ought to be accommodated” [19]. 
Thus, both psychological and physical harm were explained as serious possibilities 
that need to be considered [10, 19, 24, 25]. One article discussed the impacts of 
harm on the results of a BCI study, stressing the importance of stopping a clinical 
trial if the risks to the individual participants begin to outweigh the potential bene-
fits to science [23].

Research Ethics and Informed Consent (n = 19, 57.6%) were addressed at the 
same frequency as User Safety. Discussions surrounding this topic were primarily 
about whether subjects had an in-depth and comprehensive understanding of all 
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associated risks, including the potential for psychological, social, and physical 
adverse effects involved. Indeed, as Yuste and colleagues point out, current consent 
practices may become problematic due to their “focus only on the physical risks of 
surgery, rather than the possible effects of a device on mood, personality or sense of 
self” [28]. Another point of concern was whether clinicians and researchers were 
providing an accurate representation of the limitations of BCI, taking care to avoid 
overhyping its potential among vulnerable or desperate populations. Few mentioned 
the particular challenges in obtaining informed consent from those in  locked-in 
states. The main consensus among the ethicists that discussed this theme was that it 
is very important to obtain informed consent and make sure that the subjects are 
aware of all possible implications of BCI technology before consenting to its use. 
Additionally, some ethicists warned against the possibility of exploiting potentially 
vulnerable BCI research subjects. As Klein and Higger note: “the inability to com-
municate a desire to participate or decline participation in a research trial—when 
the capacity to form and maintain that desire is otherwise intact—undermines the 
practice of informed consent. Individuals cannot give an informed consent for 
research if their autonomous choices cannot be understood by others” [23].

Humanity and Personhood (n = 15, 45.5%) was the next most commonly dis-
cussed category. The largest consideration within this topic was the potential for 
changes to user identity and “sense of self” resulting from BCI use, contributing to 
a “pressing need to explore and address the potential effects of BCIs as they may 
impinge on concepts of self, control and identity” [17]. Many sources describe how 
users grapple with changes to their self-image following therapeutic use of BCI 
technology, both in terms of their disorder and associated limitations, and the extent 
to which the BCI technology is a part of them. Some sources also cited changes to 
personality as a risk associated with BCI technology, a concern arising from the 
finding that “some people receiving deep-brain stimulation...have reported feeling 
an altered sense of agency and identity” [28].

This is an important concern since BCIs could impact one’s sense of self. In one 
specific study of BCI technology used in patients with epilepsy, there were a variety 
of resulting perspectives on sense of self, with some individuals saying that it made 
them feel more confident and independent, while others felt like they were not 
themselves anymore. One patient expressed that the BCI was an “…extension of 
herself and fused with part of her body…” [17]. Other articles more generally dis-
cussed the possibility of the sense of self changing and the ways BCI technology 
could contribute to this. Sample and colleagues categorized three ways in which 
one’s sense of self and identity could change: altering the users’ interpersonal and 
communicative life; altering their connection to legal capacity; and by way of lan-
guage associated with societal expectations of disability [25]. Meanwhile, Müller 
and Rotter argue that BCI technology constitutes a fusion of human and machine, 
stating that “the direct implantation of silicon into the brain constitutes an entirely 
new form of mechanization of the self… [T]he new union of man and machine is 
bound to confront us with entirely new challenges as well” [24].

Justice (n = 13, 39.4%) was less frequently discussed among the sample, with 
the central concern being the potential for the technology to exacerbate existing 
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inequalities, both in inherent design flaws and in distribution processes and barri-
ers to access. There was also some discussion as to the potential for the technol-
ogy to restore basic human rights among populations experiencing debilitating 
diseases and disorders, prompting the need for fair and ethical advancement of 
BCI technology. Two texts specifically discussed healthcare coverage of BCI 
access, noting how “unequal access to BCIs because of personal variations in BCI 
proficiency might raise questions of healthcare justice” [29]. One final concern 
was that “through algorithmic discrimination, existing inequalities might be rein-
forced” [29], disproportionately affecting disadvantaged populations. An addi-
tional concern related to inequality and injustice arose within the BCI research 
itself. These discussions often related back to the aforementioned questions of 
when the trials would end and if the participants were permitted to subsequently 
keep the BCI technologies [23].

Stigma and Normality (n = 12, 36.4%) was discussed to nearly the same degree 
as Justice. These conversations were largely centered around concerns that visible 
BCIs might further target their users for discrimination, leading to biased interac-
tions. This could contribute to social isolation and exclusion among these popula-
tions. One source, for example, theorizes the technology that “confers disability 
group identity on the user might validate or otherwise reinforce harmful stigmas 
that often accompany that disability group identity and isolate, dominate, devalue, 
and generally oppress disabled people” [30]. Thus, stigma was mainly discussed 
from the perspective of the device itself having a negative stigma around it, and 
the device itself being what is stigmatizing about the individual [23]. However, it 
was also mentioned that perhaps universalizing the technology instead of only 
targeting it toward a group that is considered “disabled” could reduce or eliminate 
stigma [25].

Surprisingly, Enhancement (n = 7, 21.2%) was discussed at a greater frequency 
than Military Applications, diverging from Burwell and colleagues’ sample [16]. 
Sources mentioned a potential “extended mind” and augmentation capabilities, one 
going so far as to suggest a future in which “powerful computational systems linked 
directly to people’s brains aid their interactions with the world such that their mental 
and physical abilities are greatly enhanced” [28].

Dependence on Technology (n = 6, 18.2%) was a category unique to our sample 
that seems to have emerged in the ethical discussion of BCI technology since 2016. 
These discussions were dominated by concerns that BCI users might become 
dependent on their devices and fail to recognize potential errors in the machine’s 
decision-making capabilities. Gilbert and colleagues explain that “the ethical prob-
lem with over-reliance is that the device ends up supplanting agency rather than 
supplementing it” [31], which relates back to challenges associated with autonomy. 
Alternatively, some might become dependent on BCI technology that they are 
unable to continue using beyond study participation.

Consistent with the findings of Burwell and colleagues [16], Military Applications 
(n  =  3, 9.1%) was a relatively infrequent consideration within our sample, with 
sources briefly touching on the idea of the military as a relevant target population. 
Additionally, in our sample, Other Ethical Issues (n  =  3, 9.1%) were similarly 
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infrequent, briefly citing the potential for “therapeutic misconception and unrealis-
tic expectations” [32], issues with advance directives among BCI users, and the 
ethical implications of slowing technology advancement.

7	� Discussion

While there have been notable advancements in BCI and BBI technology and the 
body of literature on the ethical aspects of BCI technology has grown substantially 
since the original publication of Burwell and colleagues’ research, these findings 
suggest that the original taxonomy developed by Burwell and colleagues remains a 
useful framework for understanding the body of literature, specifically on the social 
factors of the ethics of BCI.  Ethicists can use this taxonomy—with some slight 
modifications, which we outline below—to understand how the body of literature 
on the ethics of BCI is grappling with ethical issues arising from the applications of 
this rapidly advancing technology. Articles published since 2016 still mostly con-
form to the taxonomy and can be categorized using it in future iterations of the 
scoping review methodology (Fig. 2).

There are, however, some areas within the growing body of literature on BCI 
ethics that have arisen since the original research was published that need to be 
incorporated into the taxonomy. We recommend the following modifications to 
the conceptual mapping outlined in Fig. 1. First, expanding the discussion of the 
physical (e.g., harms to test animals) and psychological (e.g., radical psychologi-
cal distress) effects of BCI technology. The publicly available information on 
commercial BCI endeavors frequently mentions experiments with increasingly 
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complex and even sentient animals, such as Neuralink’s demonstration of their 
technology on live pigs [14]. The lack of ethical scrutiny of these studies is an 
essential cause for concern [33]. Thus, ethical discussions should be expanded to 
include public awareness of private industry research into BCI using animals. 
Secondly, while the risks of physical harm from BCI are fairly well understood 
and covered in the literature, further research is needed to understand emerging 
psychological factors in BCI ethics, examining how human–AI intelligence sym-
biosis, brain-to-brain networking, and other novel applications of the technology 
may affect psychological well-being in humans. For instance, in the interview 
study by Gilbert and colleagues, one patient mentioned that “she was unable to 
manage the information load returned by the device,” which led to radical psycho-
logical distress [17].

Going forward, it is imperative to expand on the connection between ethics and 
policy in discussions of BCI technology and conduct more empirical studies that 
will help separate non-urgent policy concerns, which are based on theoretical effects 
of BCI, from the more urgent concerns based on the current state of science in 
regard to BCI technology. In this, we echo Voarino and colleagues [21], in stating 
that we must advance the discussion from merely mapping ethical issues into an 
informed debate that explains which ethical concerns are high priority, which issues 
are moderately important, and establishing what constitutes a low priority discus-
sion of possible future developments.

That said, it is important to make sure that the ethics literature keeps pace with 
engineering advances and that policy does not lag behind. In that vein, following 
Dubljević [34], we propose that the key ethical question for future work on BCI 
ethics is:

What would be the most legitimate public policies for regulating the development 
and use of various BCI neurotechnologies in a reasonably just, though not perfect, 
democratic society?

Additionally, ethicists need to distinguish between ethical questions regarding 
BCI technology that engineers and social scientists can answer for policy makers, 
versus those that cannot be resolved even with extensive research funding [35]. 
Therefore, following Dubljević and colleagues [36], we posit that these four addi-
tional questions need to be answered to ensure that discussions of BCI technology 
are realistic:

	1.	 What are the criteria for assessing the relevance of BCI cases to be discussed?
	2.	 What are the relevant policy options for targeted regulation (e.g., of research, 

manufacture, use)?
	3.	 What are the relevant external considerations for policy options (e.g., interna-

tional treaties)?
	4.	 What are the foreseeable future challenges that public policy might have to con-

tend with?

By providing answers to such questions (and alternate or additional guiding 
questions proposed by others), ethicists can systematically analyze and rank issues 
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in BCI technology based on an as-yet to be determined measure of importance to 
society. While we have not completed such analyses yet, we do provide a blueprint 
above, based on conceptual mapping and newly emerging evidence, of how this can 
be done.

8	� Conclusion

This chapter builds on, and updates, previous research conducted by Burwell and 
colleagues [16] to review relevant literature published since 2016 on the ethics of 
BCI. Although their article is now somewhat outdated in terms of specific refer-
ences to and details from the relevant literature, the thematic framework, and the 
map we created—with the eight specific categories that it provides—and the 
nuanced discussion of overarching social factors have withstood the test of time and 
remain a valuable tool to scope BCI ethics as an area of research. A growing body 
of literature focuses on each of the eight categories, contributing to further clarifica-
tion of existing problems concerning BCI technology. BCI ethics is still in its early 
stages, and more work needs to be done to provide solutions for how these social 
and ethical issues should be addressed.

Despite seeing evidence that these eight categories continue to be significant in 
more recent research, it is worth noting that we have found that the distribution of 
the eight categories was different in recent years, compared with the distribution 
previously identified by Burwell and colleagues [16] in the literature published 
before 2016. For instance, in the full sample of articles, we found that the two 
categories discussed most frequently were Autonomy (n  =  26, 78.8%) and 
Responsibility and Regulation (n = 26, 78.8%), with Privacy and Security being 
discussed in 63.6% (n = 21) of articles, and User Safety, and Research Ethics and 
Informed Consent each discussed in 19 out of the 33 articles analyzed [57.6%]. 
However, despite Responsibility and Regulation being mentioned in 26 of the 33 
papers [78.8%], it was not frequently discussed at length. Three of the four most 
frequently discussed categories identified in this distribution were not among 
Burwell and colleagues’ top four most frequently mentioned (see Table  2). It 
seems that while the eight issues mapped are still ethically significant with regard 
to BCI research, the emphasis among them may be shifting toward concerns of 
psychological impact.

On that note, psychological effects (e.g., radical psychological distress) need to 
be carefully scrutinized in future research on BCI ethics. Additionally, one aspect 
that was not explicitly captured in the original thematic framework or the map we 
reconstructed from it is physical harm to animals used in BCI experimentation 
[33]. Finally, more detailed proposals for BCI policy have not yet become a fre-
quent point of discussion in the relevant literature on BCI ethics, and this should be 
addressed in future work. We have provided guiding questions that will help ethi-
cists and policy makers grapple with the most important issues first.DisclosuresNo 
funding (industry or otherwise) was received for this work.
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