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Abstract. We introduce sound and complete labelled sequent calculi for the
basic normal non-distributive modal logicL and some of its axiomatic extensions,
where the labels are atomic formulas of the first order language of enriched for-
mal contexts, i.e., relational structures based on formal contexts which provide
complete semantics for these logics. We also extend these calculi to provide a
proof system for the logic of rough formal contexts.
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1 Introduction

In structural proof theory, powerful solutions to the problem of introducing analytic cal-
culi for large classes of normal modal logics hinge on incorporating information about
the relational semantics of the given logics into the calculi. This strategy is prominently
used in the design of labelled calculi [8,13,14], a proof-theoretic format using which,
analytic calculi have been introduced for the axiomatic extensions of the basic normal
modal logic defined by modal axioms corresponding to geometric implications in the
first order language of Kripke frames.

Labelled calculi for classical modal logics manipulate sequents Γ � Δ such that Γ
and Δ are multisets of atomic formulas xRy in the first order language of Kripke frames
and labelled formulas x : A interpreted on Kripke frames as x � A, i.e. as the condition
that the modal formula A be satisfied (or forced) at the state x of a given Kripke frame.
The labelled calculusG3K for the basic normal modal logicK is obtained by expanding
the propositional fragment of the Gentzen calculus G3c with introduction rules for the
modal operators obtained by reading off the interpretation clauses of �- and�-formulas
on Kripke frames. Labelled calculi for axiomatic extensions of K defined by Sahlqvist
axioms (including the modal logics T, K4, KB, S4, B, S5) are obtained in [13] by
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augmenting G3K with the rules generated by reading off the first order conditions on
Kripke frames corresponding to the given axioms.

In the present paper, we extend the design principles for the generation of labelled
calculi to normal non-distributive modal logics, a class of normal LE-logics (cf. [5])
the propositional fragment of which coincides with the logic of lattices in which the
distributive laws are not necessarily valid. In [3,4], non distributive modal logics are
used as the underlying environment for an epistemic logic of categories and formal
concepts, and in [2] as the logical environment of a theory unifying Formal Concept
Analysis [9] and Rough Set Theory [15].

Specifically, making use of the fact that the basic normal non-distributive modal
logic is sound and complete w.r.t. enriched formal contexts (i.e., relational structures
based on formal contexts from FCA) [3,4], and that modal axioms of a certain syntactic
shape [5] define elementary (i.e. first order definable) subclasses of enriched formal
contexts, we introduce relational labelled calculi for the basic non-distributive modal
logic and some of its axiomatic extensions.

Moreover, we adapt and specialize these calculi for capturing the logic of relational
structures of a related type, referred to as rough formal contexts, which were introduced
by Kent in [11] as a formal environment for unifying Formal Concept Analysis and
Rough Set Theory. In [10], a sound and complete axiomatization for the non-distributive
modal logic of rough formal contexts was introduced by circumventing a technical dif-
ficulty which in the present paper is shown to be an impossibility, since two of the three
first order conditions characterizing rough formal contexts turn out to be not modally
definable in the modal signature which the general theory would associate with them
(cf. Lemma 4). However, in the richer language of labelled calculi, these first order
conditions can still be used to define structural rules which capture the axiomatization
introduced in [10] for the logic of rough formal contexts.

Structure of the Paper. Section 2 recalls preliminaries on the logic of enriched and
rough formal contexts, Sect. 3 presents a labelled calculus for the logic of enriched
formal contexts and its extensions. Section 4 proves soundness and completeness results
for the calculus for the logic of rough formal contexts. We conclude in Sect. 5.

2 Preliminaries

In the present section, we recall the definition and relational semantics of the basic
normal non-distributive modal logic in the modal signature {�,�,�} and some of its
axiomatic extensions. This logic and similar others have been studied in the context of a
research program aimed at introducing the logical foundations of categorization theory
[2–4]. In this context, �c and �c and �c can be given e.g. the epistemic interpretation
of the categories of the objects which are certainly, possibly, and certainly notmembers
of category c, respectively. Motivated by these ideas, in [6], possible interpretations of
(modal) non-distributive logics are systematically discussed also in their connections
with their classical interpretation.
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2.1 Basic Normal Non-distributive Modal Logic and Some of Its Axiomatic
Extensions

Let Prop be a (countable or finite) set of atomic propositions. The languageL is defined
as follows:

ϕ � ⊥ | � | p | ϕ ∧ ϕ | ϕ ∨ ϕ | �ϕ | �ϕ | �ϕ,
where p ∈ Prop. The basic, or minimal normal L-logic is a set L of sequents ϕ � ψ,
with ϕ, ψ ∈ L, containing the following axioms:

p � p ⊥ � p p � p ∨ q p ∧ q � p � � �� �p ∧ �q � �(p ∧ q)
p � � q � p ∨ q p ∧ q � q �⊥ � ⊥ �(p ∨ q) � �p ∨ �q

� � �⊥ �p ∧ �q � �(p ∨ q)

and closed under the following inference rules:

ϕ � χ χ � ψ
ϕ � ψ

ϕ � ψ
ϕ (χ/p) � ψ (χ/p)

χ � ϕ χ � ψ
χ � ϕ ∧ ψ

ϕ � χ ψ � χ
ϕ ∨ ψ � χ

ϕ � ψ
�ϕ � �ψ

ϕ � ψ
�ϕ � �ψ

ϕ � ψ
�ψ � �ϕ

An L-logic is any extension of L with L-axioms ϕ � ψ. In what follows, for any
set Σ of L-axioms, we let L.Σ denote the axiomatic extension of L generated by Σ.
Throughout the paper, we will consider all subsets Σ of the set of axioms listed in the
table below. Some of these axioms are well known from classical modal logic, and have
also cropped up in [2] in the context of the definition of relational structures simulta-
neously generalizing Formal Concept Analysis and Rough Set Theory. In Proposition
1, we list their first-order correspondents w.r.t. the relational semantics discussed in the
next section.

��A � �A �A � ��A A � ��A ��A � A
�A � A A � �A A � ��A

2.2 Relational Semantics of L-logics

The present subsection collects notation, notions and facts from [2,6]. For any binary
relation T ⊆ U × V , and any U′ ⊆ U and V ′ ⊆ V , we let Tc denote the set-theoretic
complement of T in U × V , and

T (1)[U′] := {v | ∀u(u ∈ U′ ⇒ uTv)} T (0)[V ′] := {u | ∀v(v ∈ V ′ ⇒ uTv)}. (1)

Well known properties of this construction (cf. [7, Sections 7.22–7.29]) are stated in the
following lemma.

Lemma 1. For any sets U,V, U′ and V ′, and for any families of setsV andU,

1. X1 ⊆ X2 ⊆ U implies T (1)[X2] ⊆ T (1)[X1], and Y1 ⊆ Y2 ⊆ V implies T (0)[Y2] ⊆
T (0)[Y1].

2. U′ ⊆ T (0)[V ′] iff V ′ ⊆ T (1)[U′].
3. U′ ⊆ T (0)[T (1)[U′]] and V ′ ⊆ T (1)[T (0)[V ′]].
4. T (1)[U′] = T (1)[T (0)[T (1)[U′]]] and T (0)[V ′] = T (0)[T (1)[T (0)[V ′]]].
5. T (0)[

⋃V] =
⋂

V ′∈V T (0)[V ′] and T (1)[
⋃U] =

⋂
U′∈U T (1)[U′].
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If R ⊆ U ×V , and S ⊆ V ×W, then the composition R; S ⊆ U ×W is defined as follows:

u(R; S )w iff u ∈ R(0)[S (0)[w]] iff ∀v(vSw⇒ uRv).

In what follows, we fix two sets A and X, and use a, b (resp. x, y) for elements of A
(resp. X), and B,C, Aj (resp. Y,W, Xj) for subsets of A (resp. of X).

A polarity or formal context (cf. [9]) is a tuple P = (A, X, I), where A and X are sets,
and I ⊆ A × X is a binary relation. In what follows, for any such polarity, we will let
J ⊆ X × A be defined by the equivalence xJa iff aIx. Intuitively, formal contexts can be
understood as abstract representations of databases [9], so that A represents a collection
of objects, X a collection of features, and for any object a and feature x, the tuple (a, x)
belongs to I exactly when object a has feature x.

As is well known, for every formal context P = (A, X, I), the pair of maps

(·)↑ : P(A)→ P(X) and (·)↓ : P(X)→ P(A),
respectively defined by the assignments B↑ := I(1)[B] and Y↓ := I(0)[Y], form a Galois
connection (cf. Lemma 1.2), and hence induce the closure operators (·)↑↓ and (·)↓↑ on
P(A) and on P(X) respectively.1 The fixed points of these closure operators are referred
to as Galois-stable sets. For a formal context P = (A, I, X), a formal concept of P is a
tuple c = (B,Y) such that B ⊆ A and Y ⊆ X, and B = Y↓ and Y = B↑. The subset B
(resp. Y) is referred to as the extension (resp. the intension) of c and is denoted by [[c]]
(resp. ([c])). By Lemma 1.3, the sets B and Y are Galois-stable. It is well known (cf. [9])
that the set of formal concepts of a formal context P, with the order defined by

c1 ≤ c2 iff [[c1]] ⊆ [[c2]] iff ([c2]) ⊆ ([c1]),

forms a complete lattice, namely the concept lattice of P, which we denote by P+.
For the language L defined in the previous section, an enriched formal L-context is

a tuple F = (P,R�,R�,R�), where R� ⊆ A × X and R� ⊆ X × A and R� ⊆ A × A are
I-compatible relations, that is, for all a, b ∈ A, and all x ∈ X, the sets R(0)

� [x], R(1)
� [a],

R(0)
� [a], R(1)

� [x], R(0)
� [b], R(1)

� [a] are Galois-stable in P. As usual in modal logic, these
relations can be interpreted in different ways, for instance as the epistemic attributions
of features to objects by agents.

A valuation on such an F is a map V : Prop → P+. For every p ∈ Prop, we let
[[p]] := [[V(p)]] (resp. ([p]) := ([V(p)])) denote the extension (resp. the intension) of the
interpretation of p under V . A model is a tupleM = (F,V) where F = (P,R�,R�,R�) is
an enriched formal context and V is a valuation on F. For every ϕ ∈ L, the following
‘forcing’ relations can be recursively defined as follows:

M, a � p iff a ∈ [[p]]M M, x � p iff x ∈ ([p])M
M, a � � always M, x � � iff aIx for all a ∈ A
M, x � ⊥ always M, a � ⊥ iff aIx for all x ∈ X
M, a � ϕ ∧ ψ iffM, a � ϕandM, a � ψ M, x � ϕ ∧ ψ iff (∀a ∈ A)(M, a � ϕ ∧ ψ⇒ aIx)
M, x � ϕ ∨ ψ iffM, x � ϕandM, x � ψ M, a � ϕ ∨ ψ iff (∀x ∈ X)(M, x � ϕ ∨ ψ⇒ aIx).

1 When B = {a} (resp. Y = {x}) we write a↑↓ for {a}↑↓ (resp. x↓↑ for {x}↓↑).
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As to the interpretation of modal formulas:

M, a � �ϕ iff(∀x ∈ X)(M, x � ϕ⇒ aR�x) M, x � �ϕ iff(∀a ∈ A)(M, a � �ϕ⇒ aIx)
M, x � �ϕ iff for all a ∈ A, i fM, a � ϕ then xR�a M, a � �ϕ iff(∀x ∈ X)(M, x � �ϕ⇒ aIx)
M, a � �ϕ iff(∀b ∈ A)(M, b � ϕ⇒ aR�b) M, x � �ϕ iff(∀a ∈ A)(M, a � �ϕ⇒ aIx).

The definition above ensures that, for any L-formula ϕ,

M, a � ϕ iff a ∈ [[ϕ]]M, and M, x � ϕ iff x ∈ ([ϕ])M.
Finally, as to the interpretation of sequents:

M |= ϕ � ψ iff [[ϕ]]M ⊆ [[ψ]]M iff ([ψ])M ⊆ ([ϕ])M.

A sequent ϕ � ψ is valid on an enriched formal context F (in symbols: F |= ϕ � ψ) if
M |= ϕ � ψ for every model M based on F. The basic non-distributive logic L is sound
and complete w.r.t. the class of enriched formal contexts (cf. [2]).

Then, via a general canonicity result (cf. [5]), the following proposition (cf. [2,
Proposition 4.3]) implies that, for any subset Σ of the set of axioms at the end of
Sect. 2.1, the logic L.Σ is complete w.r.t. the class of enriched formal contexts defined
by those first-order sentences in the statement of the proposition below corresponding
to the axioms in Σ.

These first order sentences are compactly represented as inclusions of relations
defined as follows. For any enriched formal context F = (P,R�,R�,R�), the relations
R� ⊆ X × A, R� ⊆ A × X and R� ⊆ A × A are defined by xR�a iff aR�x, and aR�x iff
xR�a, and aR�b iff bR�a. Moreover, for all relations R, S ⊆ A × X we let R; S ⊆ A × X
be defined2 by a(R; S )x iff a ∈ R(0)[I(1)[S (0)[x]]], and for all relations R, S ⊆ X × A we
let R; S ⊆ X × A be defined by x(R; S )a iff x ∈ R(0)[I(0)[S (0)[a]]].

Proposition 1. For any enriched formal context F = (P,R�,R�,R�):

1. F |= �ϕ � ϕ iff R� ⊆ I. 5. F |= ��ϕ � �ϕ iff R� ⊆ R� ;R�.
2. F |= ϕ � �ϕ iff R� ⊆ J. 6. F |= ϕ � ��ϕ iff R� ⊆ R�.
3. F |= �ϕ � ��ϕ iff R� ⊆ R� ;R�. 7. F |= ��ϕ � ϕ iff R� ⊆ R�.
4. F |= ϕ � ��ϕ iff R� = R�.

The proposition above motivated the introduction of the notion of conceptual approxi-
mation space in [2], as a subclass of the enriched formal contexts modelling the �-free
fragment of the language L. A conceptual approximation space is an enriched formal
context F = (P,R�,R�) verifying the first order sentence R�;R� ⊆ I. Such an F is reflex-
ive if R� ⊆ I and R� ⊆ J, is symmetric if R� = R� or equivalently if R� = R�, and is
transitive if R� ⊆ R� ;R� and R� ⊆ R� ;R� (cf. [1,2] for a discussion on terminology).

2 These compositions and those defined in Sect. 2.2 are pairwise different, since each of them
involves different types of relations. However, the types of the relations involved in each defi-
nition provides a unique reading of such compositions, which justifies our abuse of notation.
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2.3 The Logic of Rough Formal Contexts

Examples of conceptual approximation spaces have cropped up in the context of Kent’s
proposal for a simultaneous generalization of approximation spaces from RST and for-
mal contexts from FCA [12]. Specifically, Kent introduced rough formal contexts as
tuples G = (P, E) such that P = (A, X, I) is a polarity, and E ⊆ A × A is an equivalence
relation. The relation E induces two relations R�, S� ⊆ A × X defined as follows: for
every a ∈ A and x ∈ X,

aR�x iff ∃b(aEb& bIx) aS�x iff ∀b(aEb⇒ bIx) (2)

The reflexivity of E implies that S� ⊆ I ⊆ R�; hence, R� and S� can respectively be
regarded as the lax, or upper, and as the strict, or lower, approximation of I relative to E.
For any rough formal context G = (P, E), let S� ⊆ X × A be defined by the equivalence
xS�a iff aS�x,

Lemma 2. If G = (P, E) is a rough formal context, then S� = J; E.

Proof. For any a ∈ A and x ∈ X,
xS�a iff aS�x Definition of S�

iff ∀b(bEa⇒ bIx) Definition of S�
iff ∀b(bEa⇒ xJb) Definition of J
iff E(0)[a] ⊆ J(1)[x] notation T (0)[−] and T (1)[−]
iff x ∈ J(0)[E(0)[a]] Lemma 1.2
iff x(J; E)a. Definition of J; E

In [2, Section 5] and [10, Section 3], the logic of rough formal contexts was intro-
duced, based on the theory of enriched formal contexts as models of non-distributive
modal logics, the characterization results reported on in Proposition 1, and the follow-
ing:

Lemma 3. ([2, Lemma 5.3]) For any polarity P = (A, X, I), and any I-compatible rela-
tion E ⊆ A × A such that its associated S� ⊆ A × X (defined as in (2)) is I-compatible,3

E is reflexive iff S� ⊆ I; and E is transitive iff S� ⊆ S�; S�.

These results imply that the characterizing properties of rough formal contexts can be
taken as completely axiomatised in the modal language L via the following axioms:

�ϕ � ϕ �ϕ � ��ϕ ϕ � ��ϕ.
Clearly, any rough formal context G = (P, E) such that E is I-compatible is an enriched
formal L�-context, where L� is the {�,�}-free fragment of L. However, interestingly,
it is impossible to capture the reflexivity and transitivity of E by means of L�-axioms,
as the next lemma shows:
3 Notice that E being I-compatible does not imply that S� is. Let G = (P, E) s.t. A := {a, b},
X := {x, y}, I := {(a, x), (a, y), (b, y)}, and E := A × A. Then E is I-compatible. However,
S� = {(a, y), (b, y)} is not, as S (0)

� [x] = ∅ is not Galois stable, since ∅↑↓ = X↓ = {a}. In [10], it
was remarked that S� being I-compatible does not imply that E is.
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Lemma 4. The class of enriched formal L�-contexts F = (P,R�) such that R� ⊆ A × A
is reflexive (resp. transitive) is not modally definable in its associated language L�.
Proof. Assume for contradiction that L�-axioms ϕ � ψ and χ � ξ exist such that F |=
ϕ � ψ iff R� is reflexive, and F |= χ � ξ iff R� is transitive for any enriched formal
L�-context F = (P,R�). Then, these equivalences would hold in particular for those
special formal L�-contexts F = (PW ,R�) such that PW = (WA,WX , IΔc) such that WA =

WX = W for some set W, and aIΔc x iff a � x, and R� := HRc is defined as aHRcb iff
(a, b) � R for some binary relation R ⊆ W × W. By construction, letting X = (W,R),
the following chain of equivalences holds: F |= ϕ � ψ iff [[ϕ]]V ⊆ [[ψ]]V for every
valuation V : Prop → P+. However, by construction, P+ � P(W) (cf. [2, Proposition
3.4]). Moreover, the definition of the forcing relation � on F implies that

[[�ϕ]] = R(0)
� [[[ϕ]]] = H(0)

Rc [[[ϕ]]] = {b ∈ WA | ∀a(a � ϕ⇒ aRcb)}
= {b ∈ WA | ∀a(aRb⇒ a � ϕ)}

That is, restricted to the class of L�-contexts which arise from classical Kripke frames
X = (W,R) in the way indicated above, the interpretation of �-formulas coincides
with the interpretation of �¬-formulas in the language of classical modal logic, which
induces a translation τ, from L�-formulas to formulas in the language of classical
modal logic, which is preserved and reflected from the special formal L�-contexts F
to the Kripke frames with which they are associated. Therefore, by construction, for
any Kripke frame X = (X,R), R is irreflexive iff HRc is reflexive iff F |= ϕ � ψ iff
X |= τ(ϕ) � τ(ψ), contradicting the well known fact that the class of Kripke frames
X = (X,R) such that R is irreflexive is not modally definable.

Reasoning similarly, to show the statement concerning transitivity, it is enough to
see that the class of Kripke frames X = (W,R) s.t. Rc is transitive is not modally defin-
able. Consider the Kripke frames Xi = (Wi,Ri) such that Wi = {ai, bi}, Ri = {(ai, bi)},
for 1 ≤ i ≤ 2. Clearly, Rc

i is transitive in Fi, so the two frames satisfy the property.
However, their disjoint union X1 ·∪ X2 = (W,R), given by W = {a1, b1, a2, b2} and
R = {(a1, b1), (a2, b2)}, does not: indeed, (a1, a2), (a2, b1) ∈ Rc but (a1, b1) � Rc. Hence,
the statement follows from the Goldblatt-Thomason theorem for classical modal logic.

3 Relational Labelled Calculi for L-logics

Below, p, q denote atomic propositions; a, b, c (resp. x, y, z) are labels corresponding to
objects (resp. features). Given labels a, x and a modal formula A, well-formed formulas
are of the type a : A and x::A, while ϕ, ψ are meta-variables for well-formed formulas.
Well-formed terms are of any of the following shapes: aIx, aR�x, xR�a, aR�x, xR�a,
and t1 ⇒ t2, where t1 is of any of the following shapes: aR�x, aR�x, yR�a, yR�a, aR�b,
aR�b, and t2 is of the form aIy. Relational terms t1 ⇒ t2 are interpreted as ∀u(t1 → t2)
where u is the variable shared by t1 and t2. A sequent is an expression of the form Γ � Δ,
where Γ, Δ are meta-variables for multisets of well-formed formulas or terms. For any
labels u, v and relations R, S we write u(R; S )v as a shorthand for the term wS v⇒ uRw.
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3.1 Labelled Calculus R.L for the Basic L-logic

Initial rules and cut rules
Id a:p

Γ, a : p � a : p, Δ
Id x::p

Γ, x :: p � x :: p, Δ
⊥
Γ � x :: ⊥, Δ �

Γ � a : �, Δ
Γ � a : A, Δ Γ′, a : A � Δ′

Cut aa
Γ, Γ′ � Δ, Δ′

Γ � x :: A, Δ Γ′, x :: A � Δ′
Cut xx

Γ, Γ′ � Δ, Δ′

Switch rules∗
Γ, x :: B � x :: A, Δ

Sxa
Γ, a : A � a : B, Δ

Γ, a : A � a : B, Δ
Sax

Γ, x :: B � x :: A, Δ
Γ, yR�a⇒ bIy � b : A, Δ

Sa�x
Γ, x :: A � xR�a, Δ

Γ, a : A � aR�x, Δ Sa�x
Γ, bR�x⇒ bIy � y :: A, Δ

Γ, bR�x⇒ bIy � y :: A, Δ
Sx�a

Γ, a : A � aR�x, Δ
Γ, x :: A � xR�a, Δ

Sx�a
Γ, yR�a⇒ bIy � b : A, Δ

Γ, b : A � yR�a⇒ bIy, Δ
Sa�x

Γ, xR�a � x :: A, Δ
Γ, a : A � aR�x, Δ Sa�x

Γ, y :: A � bR�x⇒ bIy, Δ
Γ, y :: A � bR�x⇒ bIy, Δ

Sx�a
Γ, aR�x � a : A, Δ

Γ, xR�a � x :: A, Δ
Sx�a

Γ, b : A � yR�a⇒ bIy, Δ
Γ, bR�a⇒ bIy � y :: A, Δ

Sx�a
Γ, c : A � cR�a, Δ

Γ, c : A � cR�a, Δ Sa�x
Γ, bR�a⇒ bIy � y :: A, Δ

Γ, y :: A � bR�a⇒ bIy, Δ
Sx�a

Γ, cR�a � c : A, Δ
Γ, cR�a � c : A, Δ

Sa�x
Γ, y :: A � bR�a⇒ bIy, Δ

∗Side condition: the variables x, y, a, b occurring as labels of a formula
in the premise of any of these rules must not occur in Γ, Δ.

Switch rules for R�, R�, and R� are analogous to those for R�, R�, and R�. These rules
encode the I-compatibility conditions of R�, R�,R�,R�, R�, and R� (cf. Remark 2).

Approximation rules∗

Γ, x :: A � aIx, Δapproxx
Γ � a : A, Δ

Γ, a : A � aIx, Δ approxa
Γ � x :: A, Δ

∗Side condition: the variables x, y occurring as labels of a formula
in the premise of any of these rules must not occur in Γ, Δ.

For T,T ′ ∈ {R�, J, J; I, J;R�, J;R�, R�, J;R�, J;R�} and S , S ′ ∈ {R�, I, I; J, I;R�,
I;R�, R�} and for all labels u, v,w of the form a or x, we have the following switch
rules:
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Pure structure switch rules∗

Γ, xTu � xT ′v, Δ
S(I; S )

Γ, a(I;T ′)v � a(I;T )u, Δ
Γ, aS u � aS ′v, Δ

S(J;T )
Γ, x(J; S ′)v � x(J; S )u, Δ

Γ, a(I;T ′)v � a(I;T )u, Δ
-S(I; S )

Γ, xTu � xT ′v, Δ
Γ, x(J; S ′)v � x(J; S )u, Δ

-S(J;T )
Γ, aS u � aS ′v, Δ

Γ � aS u, Δ
Id(I; J)R

Γ � a(I; (J; S ))u, Δ
Γ � xTu, Δ

Id(J; I)R
Γ � x(J; (I;T ))u, Δ

Γ, aS u � Δ
Id(I; J)L

Γ, a(I; (J; S ))u � Δ
Γ, xTu � Δ

Id(J; I)L
Γ, x(J; (I;T ))u � Δ

∗Side condition: the variable x (resp. a) occurring in the premise of rules
S(I; S ), -S(I; S ) (resp. S(J;T ), -S(J;T ) ) must not occur in Γ, Δ.

The rules above encode the definition of I-composition of relations on formal contexts
[2, Definition 3.10].

Adjunction rules
Γ � xR�a, Δ� � �
Γ � aR�x, Δ

Γ � aR�x, Δ� � �
Γ � xR�a, Δ

Γ � aR�b, Δ� � �
Γ � bR�a, Δ

Γ � aR�x, Δ
� � �−1

Γ � xR�a, Δ
Γ � xR�a, Δ

� � �−1
Γ � aR�x, Δ

Γ � aR�b, Δ � � �
Γ � bR�a, Δ

Adjunction rules encode the fact that operators� and �,� and �, and � and � constitute
pairs of adjoint operators.

Invertible logical rules for propositional connectives
Γ, a : A, a : B � Δ∧L
Γ, a : A ∧ B � Δ

Γ � a : A, Δ Γ � a : B, Δ ∧R
Γ � a : A ∧ B, Δ

Γ � x :: A, Δ Γ � x :: B, Δ∨L
Γ � x :: A ∨ B, Δ

Γ, x :: A, x :: B � Δ ∨R
Γ, x :: A ∨ B � Δ

Invertible logical rules for modal connectives∗

Γ, a : �A � x :: A, aR�x, Δ�L
Γ, a : �A � aR�x, Δ

Γ, x :: A � aR�x, Δ �R
Γ � a : �A, Δ

Γ, a : A � xR�a, Δ�L
Γ � x :: �A, Δ

Γ, x :: �A � a : A, xR�a, Δ �R
Γ, x :: �A � xR�a, Δ

Γ, a : �A � b : A, aR�b, Δ�L
Γ, a : �A � aR�b, Δ

Γ, b : A � aR�b, Δ �R
Γ � a : �A, Δ

∗Side condition: the variable x (resp. a, resp. b) must not occur
in the conclusion of �R (resp. �L, resp. �R).

Logical rules encode the definition of satisfaction and refutation for propositional and
modal connectives discussed in Sect. 2.2. The proof of their soundness in Appendix A
shows how this encoding works.
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3.2 Relational Calculi for the Axiomatic Extensions of the Basic L-logic

The structural rule corresponding to each axiom listed in Table 1 is generated as the
read-off of the first-order condition corresponding to the given axiom as listed in Propo-
sition 1. For any nonempty subset Σ of modal axioms as reported in Table 1, we letR.LΣ
denote the extension of R.L with the corresponding rules.

Table 1. Modal axioms and their corresponding rules.

Modal axiom Relational calculus rule Modal axiom Relational calculus rule

�p � p
Γ � aR�x, Δ
Γ � aIx, Δ

p � �p Γ � xR�a, Δ

Γ � aIx, Δ

p � ��p Γ � xR�a, Δ

Γ � xR�a, Δ
��p � p

Γ � xR�a, Δ

Γ � xR�a, Δ

�p � ��p Γ � aR�x, Δ

Γ, bR�x⇒ yJb � aR�y, Δ
�p � ��p Γ � xR�a, Δ

Γ, yR�a⇒ bIy � xR�b, Δ

p � ��p Γ � aR�b, Δ

Γ � bR�a, Δ

3.3 The Relational Calculus R.Lρ for the L-logic of Rough Formal Contexts

The calculusR.L introduced in Sect. 3.1 can be specialized so as to capture the semantic
environment of rough formal contexts by associating the connective � (resp. �) with
relational labels in which S� (resp. S�) occurs, and adding rules encoding the reflexivity
and the transitivity of E, rather than the (equivalent, cf. Lemma 3) first-order conditions
on S�. We need the following set of switching rules encoding the relation between E
and I, and the I-compatibility of E and S� (and S�).

Interdefinability rules
Γ, bS�x⇒ bIy � y :: A, Δ

swSf∗
Γ, a : A � aS�x, Δ

Γ, a : A � aS�x, Δ swSfi∗
Γ, bS�x⇒ bIy � y :: A, Δ

Γ, x :: A � xS�a, Δ
swSdf∗

Γ, bEa � b : A, Δ
Γ, bEa � b : A, Δ

swSdfi∗
Γ, x :: A � xS�a, Δ

Γ, aEc � aS�x, ΔswES∗
Γ, bS�x⇒ bIy � yS�a, Δ

Γ, bS�x⇒ bIy � yS�a, Δ
swESi∗

Γ, aEc � aS�x, Δ

Γ � aS�x, ΔcurryS∗∗
Γ, bEa � bIx, Δ

Γ, bEa � bIx, Δ
uncurryS∗∗

Γ, � aS�x, Δ
∗Side condition: the variables y, a, b occurring as labels to a formula

in the premise of any of these rules do not occur in Γ, Δ.
∗∗Side condition: b does not occur Γ, Δ.

Rules for equivalence relations
Γ, aEa � Δ

refl
Γ � Δ

Γ � aEb, Δ sym
Γ � bEa, Δ

Γ � aEb, bEcΔ
trans

Γ � aEc, Δ
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4 Properties of R.Lρ and R.LΣ

4.1 Soundness

Any sequent Γ � Δ is to be interpreted in any enriched formal L-context F =
(P,R�,R�,R�) based on P = (A, X, I) in the following way: for any assignment
V : Prop→ P+ that can be uniquely extended to an assignment on L-formulas, and for
any interpretation of labels α : {a, b, c, . . .} → A and χ : {x, y, z, . . .} → X, we let ι(V,α,χ)
be the interpretation of well-formed formulas and well-formed terms indicated in the
following table:

a : A α(a) ∈ [[A]]V x::A χ(x) ∈ ([A])V
aR�x α(a)R�χ(x) aR�x α(a)R�χ(x)

xR�a χ(x)R�α(a) xR�a χ(x)R�α(a)

aR�b α(a)R�α(b) aR�b α(a)R�α(b)

aIx α(a)Iχ(x) t1(u)⇒ t2(u) ∀u(ι(V,α,χ)(t1(u))⇒ ι(V,α,χ)(t2(u)))

Under this interpretation, sequents Γ � Δ are interpreted as follows4:

∀V∀α∀χ(&
γ∈Γ
ι(V,α,χ)(γ) =⇒�

δ∈Δ
ι(V,α,χ)(δ)).

In the following, we show the soundness of the interdefinability rules inR.Lρ, being
the proof of soundness of the (pure structure) switch rules similar. The soundness of the
rules for the basic calculus R.L is proved in Appendix A.

Remark 1. Given a polarity P = (A, X, I), c ∈ P+, and B ⊆ A, the condition

(∀x ∈ X)(c ⊆ I(0)[x]⇒ B ⊆ I(0)[x]),

can be rewritten using the defining properties of
⋂

as the inclusion

B ⊆
⋂{

I(0)[x] | x ∈ X, c ⊆ I(0)[x]
}
,

which, by Lemma 2, is equivalent to B ⊆ c.

Lemma 5. The rules swSf, swSfi, swSdf, swSdfi, swES, swESi, curryS, uncurryS, refl,
sym, and trans are sound with respect to the class of rough formal contexts.

4 The symbols & and � denotes a meta-linguistic conjunction and a disjunction, respectively.
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Proof. Under the assumption that E and S� are I-compatible, all the formulae are inter-
preted as concepts. In what follows, we will refer to the objects (resp. features) occur-
ring in Γ and Δ in the various rules with d (resp. w). For the sake of readability, in what
follows we omit an explicit reference to the interpretation maps α and χ.

(swSf and swSfi)
∀V∀d∀w∀x∀y (&Γ & ∀b(bS�x⇒ bIy)⇒ y ∈ ([A])V ��Δ

)

iff ∀V∀d∀w∀x∀y
(

&Γ & S (0)
� [x] ⊆ I(0)[y]⇒ y ∈ ([A])V ��Δ

)
Def. of (·)(0)

iff ∀V∀d∀w∀x∀y
(

&Γ & S (0)
� [x] ⊆ I(0)[y]⇒ [[A]]V ⊆ I(0)[y]��Δ

)
V(A) closed

iff ∀V∀d∀w∀x
(

&Γ ⇒ ∀y
(
S (0)
� [x] ⊆ I(0)[y]⇒ [[A]]V ⊆ I(0)[y]

)
��Δ

)
uncurrying + side

iff ∀V∀d∀w∀x
(

&Γ ⇒ [[A]]V ⊆ S (0)
� [x]��Δ

)
S I-comp, Remark 1

iff ∀V∀d∀w∀x
(

&Γ ⇒ ∀a
(
a ∈ [[A]]V ⇒ a ∈ S (0)

� [x]
)
��Δ

)
Def. of ⊆

iff ∀V∀d∀w∀x
(

&Γ & a ∈ [[A]]V ⇒ a ∈ S (0)
� [x]��Δ

)
currying

iff ∀V∀d∀w∀x (&Γ & a ∈ [[A]]V ⇒ aS�x��Δ
)

Def. of (·)(0)
(swSdf and swSdfi)

∀V∀d∀w∀a∀x (&Γ & x ∈ ([A])V ⇒ xS�a��Δ
)

iff ∀V∀d∀w∀a∀x
(

&Γ & [[A]]V ⊆ I(0)[x]⇒ x ∈ S (0)
� [a]��Δ

)
V(A) closed

iff ∀V∀d∀w∀a∀x
(

&Γ & [[A]]V ⊆ I(0)[x]⇒ I(0)[S (0)
� [a]] ⊆ I(0)[x]��Δ

)
S is I-compatible

iff ∀V∀d∀w∀a
(

&Γ ⇒ I(0)[S (0)
� [a]] ⊆ [[A]]V ��Δ

)
V(A) closed, Remark 1

iff ∀V∀d∀w∀a∀b
(

&Γ & b ∈ I(0)[S (0)
� [a]]⇒ b ∈ [[A]]V ��Δ

)
Def. of ⊆

iff ∀V∀d∀w∀a∀b
(

&Γ & b ∈ I(0)[J(0)[E(0)[a]]]⇒ b ∈ [[A]]V ��Δ
)

Remark 2

iff ∀V∀d∀w∀a∀b
(

&Γ & b ∈ I(0)[I(1)[E(0)[a]]]⇒ b ∈ [[A]]V ��Δ
)

Def. of J

iff ∀V∀d∀w∀a∀b
(

&Γ & b ∈ E(0)[a]⇒ b ∈ [[A]]V ��Δ
)

E is I-compatible

iff ∀V∀d∀w∀a∀b (&Γ & bEa⇒ b ∈ [[A]]V ��Δ
)

Def. of (·)(0)
(curryS and uncurryS)

∀V∀d∀w∀a∀x (&Γ ⇒ aS�x��Δ
)

iff ∀V∀d∀w∀a∀x (&Γ ⇒ ∀b(bEa⇒ bIx)��Δ
)

Def. of S�
iff ∀V∀d∀w∀a∀x∀b (&Γ ⇒ (bEa⇒ bIx��Δ)

)
side condition

iff ∀V∀d∀w∀a∀x∀b (&Γ & bEa⇒ bIx��Δ
)

currying

(swES and swESi) The proof is similar to the previous ones. The soundness of rules
refl, sym, and trans follows from the fact that relation E is equivalence relation in a
rough formal context.

Remark 2. The soundness of the switch rules is proved exactly as the soundness of the
interdefinability rules in Lemma 5 by the I-compatibility of the relations in enriched
formal contexts. More in general, these rules encode exactly the I-compatibility of such
relations. Let us show this for R�, as the others are proved similarly. One of the two
I-compatibility conditions can be rewritten as

I(0)[I(1)[R(0)
� [x]]] ⊆ R(0)

� [x]
iff ∀y(y ∈ I(1)[R(0)

� [x]]⇒ aIy)⇒ aR�x Def. of I(0)[·]
iff ∀y(∀b(bR�x⇒ bIy)⇒ aIy)⇒ aR�x Def. of I(1)[·]
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In what follows we are not assuming that R� is I-compatible; hence the valuation of an
arbitrary formula does not need to be closed, but rather just a pair containing an arbi-
trary set of objects and its intension, or a an arbitrary set of features and its extension.
Ignoring the contexts for readability, the rule S x�a is interpreted as

∀V, a, x (∀y (∀b(bR�x⇒ bIy)⇒ y ∈ ([A])V ) =⇒ (a ∈ [[A]]V ⇒ aR�x))
iff ∀V, a, x

(
∀y (∀b(bR�x⇒ bIy)⇒ y ∈ ([A])V ) =⇒ ([[A]]V ⊆ R(0)

� [x])
)

Def. of R(0)
� [·]

iff ∀V, a, x
(
∀y
(
y ∈ I(1)[R(0)

� [x]]⇒ y ∈ ([A])V
)
=⇒ ([[A]]V ⊆ R(0)

� [x])
)

Def. of I(1)[·]
iff ∀V, a, x

(
∀y
(
y ∈ I(1)[R(0)

� [x]]⇒ y ∈ ([A])V
)
=⇒ ([[A]]V ⊆ R(0)

� [x])
)

Def. of I(1)[·]
implies ∀V, a, x

(
[[A]]V ⊆ I(0)[I(1)[R(0)

� [x]]] =⇒ ([[A]]V ⊆ R(0)
� [x])

)
I(0)[·])antitone8

iff ∀V, a, x
(
I(0)[I(1)[R(0)

� [x]]] ⊆ R(0)
� [x]
)

I(0)[·])Def. of ⊆

5The second I-compatibility condition for R� is proved similarly using S a�x.

4.2 Syntactic Completeness of the Basic Calculus and Its Axiomatic Extensions

In the present section, we show that the axioms and rules of R.LΣ, where Σ is a subset
of the set of axioms in Table 1, are derivable in R.L extended with the corresponding
rules. The axioms and rules of the basic logic L and some of its axiomatic extensions
are discussed in Appendix B. Below, we show how the axioms �p � p, �p � ��p, and
p � ��p can be derived using rules refl, sym, and trans respectively.

x :: p � x :: p
�L

b : �p, x :: p � bS�xcurry
b : �p, x :: p, bEb � bIx

refl
b : �p, x :: p � bIx

approxx
b : �p � b : p

x :: p � x :: p
�L

a : �p, x :: p � aS�x curry
a : �p, x :: p, bEa � bIx

trans
a : �p, x :: p, bEc, cEa � bIx

uncurry
a : �p, x :: p, cEa � cS�x �R

a : �p, cEa � c : �p
swSdfi

a : �p, y :: �p, � yS�a �R
a : �p � a : ��p

b : �p, a : p � a : p, bR�a �L
b : �p, a : p � bR�a sym
b : �p, a : p � aR�b �R
a : p � a : ��p

5 Conclusions

In the present paper, we have introduced labelled calculi for a finite set of non-
distributive modal logics in a modular way, and we have shown that the calculus asso-
ciated with each such logic is sound w.r.t. the relational semantics of that logic given
by elementary classes of enriched formal contexts, and syntactically complete w.r.t. the
given logic. These results showcase that the methodology introduced in [13] for intro-
ducing labelled calculi by suitably integrating semantic information in the design of the
rules can be extended from classical modal logics to the wider class of non-distributive
logics. This methodology has proved successful for designing calculi for classical
modal logics enjoying excellent computational properties, such as cut elimination,

5 And also [[A]]V ⊆ I0[([A])V ] holds in both the cases: the one where [[A]] is the extension of an
arbitrary set of features, and when ([A]) is the intension of [[A]].
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subformula property, being contraction-free, and being suitable for proof-search. Future
developments of this work include the proofs of these results for the calculi introduced
in the present paper.

A Soundness of the Basic Calculus

Lemma 6. The basic calculus R.L is sound for the logic of enriched formal contexts.

Proof. The soundness of the axioms, cut rules and propositional rules is trivial from the
definitions of satisfaction and refutation relation for enriched formal contexts. We now
discuss the soundness for the other rules.

Adjunction rules. The soundness of the adjunction rules follows from the fact that
R� = R−1� , R� = R−1� and R� = R−1� .

Approximation rules. We only give proof for approxa. The proof for approxx is sim-
ilar. In what follows, we will refer to the objects (resp. features) occurring in Γ and Δ in
the various rules with d (resp. w).

∀V∀d∀w∀a∀x (&Γ & x � A⇒ aIx��Δ
)

iff ∀V∀d∀w∀a (&Γ & ∀x(x � A⇒ aIx)��Δ
)

x does not appear in Γ or Δ
iff ∀V∀d∀w∀a∀x (&Γ & x ∈ ([V(A)])⇒ aIx��Δ

)

iff ∀V∀d∀w∀a∀x
(

&Γ & a ∈ I(0)([V(A)])��Δ
)

Def. of (·)(0)
iff ∀V∀d∀w∀a∀x (&Γ & a ∈ [[V(A)]]��Δ

)
V(A) is closed

iff ∀V∀d∀w∀a∀x (&Γ & a � A��Δ
)

Invertible rules for modal connectives. We only give proofs for �L and �R. The proofs
for �R, �L, �R, and �L can be given in a similar manner.

∀V∀d∀w∀x∀y (&Γ & a � �A⇒ x � A� aR�x��Δ
)

implies ∀V∀d∀w∀x∀y (&Γ & a � �A⇒ ∀b(b � �A⇒ bR�x)� aR�x��Δ
)

De f .o f�
implies ∀V∀d∀w∀x∀y (&Γ & a � �A⇒ aR�x��Δ

)

The invertibility of the rule �L is obvious from the fact that the premise can be
obtained from the conclusion by weakening.

∀V∀d∀w∀a∀x (&Γ & x � A⇒ aR�x��Δ
)

iff ∀V∀d∀w∀a (&Γ & ∀x(x � A⇒ aR�x)��Δ
)

x does not appear in Γ or Δ
iff ∀V∀d∀w∀a (&Γ&⇒ a � �A��Δ

)
x Def. of �

Switch rules. Soundness of the rules Sxa and Sax follows from the fact that for any
concepts c1 and c2 we have

[[c1]] ⊆ [[c2]] ⇐⇒ ([c2]) ⊆ ([c1]).
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The soundness of all other switch rules follows from the definition of modal connectives
and I-compatibility. As all the proofs are similar we only prove the soundness of Sa�x
as a representative case. Soundness of other rules can be proved in an analogous manner.

∀V∀d∀w∀a∀b (&Γ & ∀y(yR�a⇒ bIy)⇒ b � A��Δ
)

iff ∀V∀d∀w∀a∀b
(

&Γ & b ∈ I(0)[R(0)
� [a]]⇒ b � A��Δ

)
Def. of R(0)

� and I(0)

iff ∀V∀d∀w∀a
(

&Γ ⇒ ∀b(b ∈ I(0)[R(0)
� [a]]⇒ b � A)��Δ

)
b does not appear in Γor Δ

iff ∀V∀d∀w∀a
(

&Γ ⇒ I(0)[R(0)
� [a]] ⊆ [[V(A)]]��Δ

)
b does not appear in Γor Δ

iff ∀V∀d∀w∀a
(

&Γ ⇒ I(1)[[[V(A)]]] ⊆ I(1)[I(0)[R(0)
� [a]]]��Δ

)
I(1) is antitone and [[V(A)]] is closed

iff ∀V∀d∀w∀a
(

&Γ ⇒ I(1)[[[V(A)]]] ⊆ R(0)
� [a]��Δ

)
R� is I-compatible

iff ∀V∀d∀w∀a
(

&Γ ⇒ ∀x(x ∈ I(1)[[[V(A)]]]⇒ x ∈ R(0)
� [a])��Δ

)

implies ∀V∀d∀w∀a∀x
(

&Γ & x ∈ I(1)[[[V(A)]]]⇒ x ∈ R(0)
� [a])��Δ

)

iff ∀V∀d∀w∀a∀x (&Γ & x � A⇒ xR�a��Δ
)

Def. of R(0)
�

Soundness of the axiomatic extensions considered in Sect. 3.2 is immediate from
the Proposition 1.

B Syntactic completeness

As to the axioms and rules of the basic logic L, below, we only derive inR.L the axioms
and rules encoding the fact that � is a normal modal operator plus the axiom p � p∨q.

Idb:A x :: �A, x :: �B, b : A � b : A, xR�b�R
x :: �A, x :: �B, b : A � xR�b∨R
x :: �A ∨ �B, b : A � xR�b� � �
x :: �A ∨ �B, b : A � bR�x

Sx�ac
x :: �A ∨ �B, aR�x⇒ aIy � y : A

Idb:B
x :: �A, x :: �B, b : B � b : B, xR�b �R

x :: �A, x :: �B, b : B � xR�b ∨R
x :: �A ∨ �B, b : B � xR�b � � �
x :: �A ∨ �B, b : B � bR�x

Sx�ac
x :: �A ∨ �B, aR�x⇒ aIy � y : B ∨L

x :: �A ∨ �B, aR�x⇒ aIy � y : A ∨ B
Sx�a

x :: �A ∨ �B, a : A ∨ B � aR�x
� � �−1

x :: �A ∨ �B, a : A ∨ B � xR�a �L
x :: �A ∨ �B � x :: �(A ∨ B)

⊥
bR�x⇒ bIy, x : ⊥ � y :: ⊥

Sx�a
a : ⊥, x : ⊥ � aR�x

� � �−1
a : ⊥, x : ⊥ � xR�a �L

x : ⊥ � x : �⊥

y :: ϕ � y :: ψ
W

y :: ϕ, x :: �ϕ � y :: ψ, xR�a
Sxa

a : ψ, x :: �ϕ � a : ϕ, xR�a �R
a : ψ, x :: �ϕ � xR�a �L
x :: �ϕ � x :: �ψ

x : p, x : q � x : p ∨R
x :: p ∨ q � x : p

The syntactic completeness for the other axioms and rules of L can be shown in
a similar way. In particular, the admissibility of the substitution rule can be proved by
induction in a standard manner.
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We now consider the reflexivity axiom p � �p and the transitivity axiom
�p � ��p. The derivation for dual axioms �p � p and ��p � �p can be provided
analogously.

Id a:p
x :: p, a : p � a : p, aR�x�R x :: p, a : p � aR�x

refl
x : �p, a : p � aIx

approxa
x : �p � x : p

Id x::p
a : �p, x :: p � x :: p, aR�x�L

a : �p, x :: p � aR�x
trans

bR�x⇒ zJb, a : �p, x :: p � aR�z
z(J;R�)x, a : �p, x :: p � aR�z

� � �−1 z(J;R�)x, a : �p, x :: p � zR�aId(J; I)R z(J;R�)x, a : �p, x :: p � z(J; (I;R�))a-S(J; S )∗
b(I;R�)a, a : �p, x :: p � bR�x

yR�a⇒ bIy, a : �p, x :: p � bR�x�R
yR�a⇒ bIy, a : �p � b : �p

Sa�x
x :: �p, a : �p � xR�a

� � �−1 x :: �p, a : �p � aR�x�R a : �p � a : ��p

Completeness for the other axiomatic extensions can be shown in a similar way.
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