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Preface

The Indian Conference on Logic and Its Applications (ICLA) is a biennial conference
organized under the aegis of the Association for Logic in India. The tenth edition of the
conference was held during March 3-5, 2023, at the Indian Institute of Technology
(IIT) Indore. This volume contains papers presented at the 10th ICLA.

A variety of themes are covered by the papers published in the volume. These are
related to modal and temporal logics, intuitionistic connexive and imperative logics,
systems for reasoning with vagueness and rough concepts, topological quasi-Boolean
logic and quasi-Boolean based rough set models, and first-order definability of path
functions of graphs. Three single blind reviews for each submission were ensured.
Aside from reviews by the Program Committee (PC) members, there were reviews by
external experts. In some cases, in order to reach a final decision on acceptance, there
were further reviews by PC members or external experts. The Easy Chair system was
used for submission and reviews; it proved to be quite convenient. We would like to
express our deep appreciation to all the PC members for their efforts and support. We
also thank all the external reviewers for their invaluable help.

ICLA 2023 included 8 invited talks, and 6 of these appear in the volume as full
papers. We are immensely grateful to Mihir K. Chakraborty, Supratik Chakraborty,
Marie Fortin, Giuseppe Greco, Kamal Lodaya, Sandra Miiller, R. Ramanujam and Yde
Venema for kindly accepting our invitations.

Special thanks are due to IIT Indore, the organizing committee steered by Md. Aquil
Khan and all the volunteers, for making this edition of ICLA possible.

We are grateful to Springer, for agreeing to publish this volume in the LNCS series.

February 2023 Mohua Banerjee
A. V. Sreejith
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A Note on the Ontology of Mathematics

Mihir Kumar Chakraborty!-2(&)

1 School of Cognitive Science, Jadavpur University, Kolkata 700032, India
mihirc4@gmail.com
2 Indraprastha Institute of Information Technology, Delhi, Delhi 110020, India

Abstract. Provocation behind writing this paper has come from cele-
brated French philosopher Alain Badiou’s slogan “Mathematics is ontol-
ogy” and subsequent reading of his book [2]. However, this is not a cri-
tique of the book or a response to his philosophy. Some philosophico-
mathematical issues have been raised by the author of the book in order
to clarify and establish the slogan. In this paper, responses to some
such issues have been presented such as the issues of continuum, Contin-
uum Hypothesis, constructible sets and Axiom of Foundation. Remarks
on these issues are made, though in brief. Finally, it is remarked that
in the present era ontology of mathematics has to be pluralistic and
inconsistency-tolerant.

Keywords: Ontology + Continuum hypothesis + Constructible sets -
Paraconsistency

1 Introduction

To me, the main problem of mathematics lies in that it fails to establish its own
consistency. What is meant by this? A huge corpus of mathematical entities has
piled up over the centuries, from almost the beginning of human civilization.
Primordial mathematical objects are positive whole numbers and geometric fig-
ures. Then other entities came into existence such as rationals, irrationals, reals
and complex numbers. At one point of history appeared infinitesimals and the
notion of limit point. The ontic status of mathematical entities changed over
time. Modern era is predominantly Cantorian. From the Cantorian standpoint,
each mathematical object is ultimately a set — a pure collection, ‘Pure multiple’
in Badiou’s terminology. Only multiples remain. The natural numbers 1, 2, 3,

. are all multiples. ‘Every multiple is a multiple of multiples’ [2]|. Every set is
a collection of sets.

What is understood by the statement that this corpus of objects is inconsis-
tent? Are there mathematical objects contradicting each other or itself in some
sense? Yes, there are, at least as a first answer — there are Euclidean and non-
Euclidean triangles, of the first kind the angle sum is 180°, of the second it is not
so. There are Cantorian and non-Cantorian sets. According to the former, there
does not exist any multiplicity between the naturals and the reals (the Contin-
uum Hypothesis, or CH in short), on the other hand, according to the later there

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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does exist. And so on. Badiou has aired the slogan ‘Mathematics is ontology.” He
means being, though he is not a Platonist. I quote from the translator’s preface
of his book ‘Being and Event’ [2]:

In Badiou’s terms, the proposition ‘mathematics is ontology’ is a philo-
sophical idea conditioned by an event and its consequent truth procedure in
the domain of science. The event was Cantor’s invention of set theory and
the truth procedure its subsequent axiomatization by Zermelo and Fraenkel.

Badiou does not subscribe to the phrase “Philosophy of mathematics” as
that may mean philosophy objectifies mathematics — as if philosophy has its
own categories such as , realism, antirealism, nominalism conceptualism etc. and
mathematics is to fall in one of these. The task of a researcher of the above field
designed by a ‘specialised bureaucracy in the academic authority’ is to investigate
which of these already existing categories applies to this or that mathematics.
In [1] he says:

It is only through preliminary reduction to logical and linguistic problems
that mathematics is forcibly incorporated into a specialised objective area
of philosophical interrogation. (emphasis by present author)

Though my position in this regard is by and large different, I refer to Badiou
since his observation on Cantor’s invention which he calls an ‘event’ because
of ‘rupturing with the order’ is precisely my own attitude about which I shall
say something later. My position is different in that I consider mathematical
objects as artefacts and a mathematician as a mathematical artist [5]. However,
after being created by some math-artist or artists, a mathematical object starts
an existence of its own. Public, including the artist, looks at it with awe and
wonder and discovers its unseen properties. Its ontology or being begins. And
simultaneously with the creation of set, the pure multiple, begins its doom.
Quoting Badiou [2]:

I showed how ontology, the doctrine of pure multiple prohibits the belonging
of a multiple to itself, and consequently posits that the event is not. This
is the function of the Aziom of Foundation.

Cantor led us to the paradise that he himself had created. (Recall Hilbert’s
declaration, “From the paradise, that Cantor created for us, no-one shall be able
to expel us” [13]). We now know that the paradise is lost.
And what does the Axiom of Foundation say? For all sets A there is a member
a of it such that a and A do not share a common member, i.e., a N A = (. Or
equivalently, any chain
---€Eaz3€ax€Eal €A

should terminate. From this, it follows that A ¢ A.

Axiomatization of Cantorian set theory was a necessity, and there are several
of them, ZFC, NBG and others. Badiou used ZFC in his philosophy. To quote
Badiou,
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Of course, there are other characterizations of set theory such as W. V.
0. Quine’s, but this multiplicity simply reveals the contingency of philoso-
phy’s conditioning: a conditioning that can only be contrasted by developing
another metaontology on the basis of another axiomatization of set theory.

As mentioned earlier, Badiou names the Zermelo-Fraenkel axiomatization of set
theory as a truth procedure that follows upon the ‘Cantor-event’. He transforms
it into a ‘condition’ for his philosophy.

Our objective, however, it not to make a critique of Badiou’s philosophy,
but rather to point out some significant items of Cantorian set theory and its
axiomatization ZFC in shaping his ideas. More specifically speaking, set theory
and its subsequent axiomatization made an impact on his system of thought.
The issue of Continuum Hypothesis plays a key role in it.

2 Continuum and Continuum Hypothesis

In the body of mathematics taken in its totality, there do exist as we have seen
earlier, contradictory objects. But such problems may be negotiated by the pro-
cess of segregation — let there be two domains non-overlapping, one Cantorian
domain, the other non-Cantorian. This type of resolution may be somewhat sat-
isfactory for mathematics as epistemology (a tool for solving problems of other
fields, e.g. physics, Euclidean for Newton, non-Euclidean for Einstein), not as
ontology. In both the cases, the natural linguistic word ‘set’ is used and hence
an obligation remains as to what it really means if it is not considered simply
a symbol. As ontology the fundamental threat looms via Gédel’s second incom-
pleteness theorem. Arithmetic (Number theory), the fundamental mathematical
entity, if assumed to be consistent, cannot prove its own consistency. Speaking a
bit formally, if the number theory N is consistent then there is a formal sentence
A such that it can not be proved to be a theorem of N and A is the formal form
of the statement “N is consistent.”

One may question: what is the obligation on the part of mathematics (or N) to
establish its consistency? Does physics prove its own consistency? As an answer,
it may be said that the nature of physics does not need that. The objective of
physics is to discover answers to ‘How’-questions/‘Why’-questions and predict
future /newly observed phenomena. Physics is definitely concerned about consis-
tency, but that is local, temporal, and it is ready to drop/reshuffle old beliefs or
hypotheses and adapt an opposing view. Mathematics cannot do that. When-
ever genuinely contradictory entities appear, e.g., non-Euclidean geometry or
non-Cantorian set theory, the mathematician accepts both but places them in
two compartments and says, that makes a different mathematics. A new domain
emerges. But the problem with the totality of mathematics as one entity remains.

The totality with all its branches rests at present upon Cantorian set theory
that has been formalized, one of these formalizations being ZF and the con-
sistency of ZF-axioms cannot be established by itself. If one assumed that the
consistency of ZF may be proved from outside, that is by another theory, the



4 M. K. Chakraborty

same problem will be shifted to this later theory. Thus an infinite regress would
occur.

This problem had persisted in all great minds, from Hilbert to Gédel. Hilbert
in a meeting declared, “We must know, we shall know.” — there cannot be unan-
swered mathematical queries; there cannot be inconsistency in mathematics.
Godel similarly cherished the hope that there is reality in the basic mathemati-
cal objects, it was not simply a linguistic game. At the same time, he suffered for
not being able to construct a ‘rational proof’ of that realism. He established that
Continuum Hypothesis (CH) is consistent with the ZF-axioms. There was a relief
in the mathematics community. But that was temporary. Cohen established that
ZF was consistent with the negation of CH too. The two findings together show
the independence of CH with ZF-axioms. On the other hand Gddel had a kind
of belief that the Continuum Hypothesis should not be true. In Badiou’s terms

[2]:
These hypotheses are in reality pure decisions. Nothing in fact, allows them
to be verified or refuted.

There are at least two issues related with the Continuum Hypothesis: one, cog-
nition of continuity (geometric line) and two, its measure namely the enigmatic
phenomenon of the one-one correspondence between the power set of naturals
and the points on the geometric line. In my view, in spite of the spectacular
success of calculus in predicting the positions of a projectile the first issue has
remained unsolved. Computer science seems to be satisfied with the “drawing”
of a line joining two points but what is actually done is to place before our eyes,
the visual organ, a discrete sequence of pixels. This, perhaps, is okay for all the
‘practical purposes’ but certainly is not ontologically the same as drawing a line
on a piece of paper by ruler and pencil. Fortunately (or unfortunately) a pos-
tulate is thrown in viz. so called Cantor-Dedekind Axiom presuming a bijection
between the real numbers and the ‘real’ line. (For the very exciting period of
this development in the realm of mathematics I will refer to the correspondences
between Cantor and Dedekind [3]). This, in turn, gives rise to the second prob-
lem namely non-denumerability (un-measure) of the continuum. As Badiou puts
it [2],

The impasse of ontology — the quantitive un-measure of the set of parts of
a set — tormented Cantor: it threatened his very desire for foundation.

In fact, Cantor proposed CH in the context of seeking an answer to the question,
“What is the identifying nature of continuity?” Results by Goédel and Cohen
put together establish the independence of CH relative to ZF axioms. These
independence results however, do not provide an answer to the original query
as regards the identity of continuity, just knowing the cardinality should not be
enough.

Of course, conceptualizing the geometric continuum in terms of discrete
points and eventually as real numbers faced criticism almost from the very
inception of the concept — both from the philosophical as well as the cogni-
tive standpoints. I invite readers of the present article to have a look into the
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wonderful treatise by George Lakoff viz. “Where mathematics comes from” [15],
especially Chaps. 12 and 13. The author explains why the geometric line is not
the number line and “Why Continuum Hypothesis is not about the continuum”.
Philosopher Charles Sanders Peirce also differs from Cantor-Dedekind charac-
terization and attributes to the continuum the following chracteristic properties:
inextensibility, supermultitude, reflexivity, potentiality and genereticity. For the
details see [18] from which I quote,

It is important to highlight the enormous distance that separates the mature
Peircean ideas on the continuum (particularly around the turn of the cen-
tury) from today’s dominant conception which identifies it with the real
numbers.

Peirce coined the term ‘synechism’ in 1893 meaning thereby “the doctrine that
continuity rules the whole domain of experience.” (MS 946, p. 5) and thus leading
towards the withdrawal of the atomistic belief in ultimate constituent compo-
nents.

As a solution, Gédel proposed the notion of constructible universe, a decision
known in the literature as the Axiom of Constructibility:

For every multiple vy, there exists a level of constructible hierarchy to which
it belongs [2].

Within von Neumann universe V of all sets Godel proposed to focus on
those sets which are constructible in the following sense. First, from a set A the
collection denoted by Definable(A) is generated by,

Definable(A) :={y |y € A and (4,€)F ¢(y, 21,...,2,) for

some first order formula ¢ and z,...,z, € A}.
The constructible universe L is next defined by,

Lo = 0 (null set),

L.+1 = Definable(L,) for a non-limit ordinal «

and Ly = U Definable(L,) when A is a limit ordinal.
a<

Finally, L = U L, Ord being the class of all ordinals in V.

a€eOrd
Elements of L are called constructible sets. Axiom of Constructibility says

that every set is constructible i.e., V' = L. In other words, the excess is trimmed.
Godel proved that if ZF is consistent, so is ZF + (V = L) and that ZF + (V =
L) implies CH (in fact, GCH i.e., Generalized Continuum Hypothesis) and also
Axiom of Choice (C). L is called the standard inner model of ZFC.

The axiom V = L is another imposition. Within the framework of ontology,
one could consider that there are constructible sets as well as non-constructible.
The second category is defined negatively, that is multiples without belonging
to any level of the above mentioned hierarchy. The role of language (formal
language) is crucial. A quote from Badiou [2]:
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The only multiples which are admitted into existence are those extracted
from the inferior level by means of constructions which can be articulated in
the formal language, and not ‘all’ the parts, including the undifferentiated,
the unnamable and the indeterminate.

But whenever one adds a new axiom or meta axiom, it again becomes a
matter of decision, not necessarily a fact. And it has been established that if
ZF is consistent then enhancement of it with the Axiom of Constructibility still
remains consistent. Thus the ontology is restricted to constructible sets only and
the Generalized Continuum Hypothesis is true in the constructible universe.

Similar is the case with the Axiom of Choice (C). It was Godel again who
proved that if ZF is consistent so is ZF + C. And again it was Cohen who estab-
lished that if ZF is consistent, so is ZF + —C. Thus the mathematician is placed
before the following picture of the mathematical world (Fig.1):

ZF

/\

ZF +CH ZF +-CH

ZF+CH+C ZF + CH + ~C ZF +-CH+C ZF +-CH +~C

Fig. 1. Mathematical world

A mathematician can situate himself /herself at any of the nodes of the above
tree — a matter of pure decision. The standard mathematics occupies the left-
most node, namely ZF + CH + C. It is not allowed that someone will respect
both CH and —CH or both C and —C since then the system would collapse,
any statement will be derivable. This happens due to the explosive nature of
classical two-valued logic on which rests the deductive methodology of existing
mathematics: from a contradiction any statement is derivable. Thus admission
of contradictory statements in a mathematical system trivializes the system. A
more diversified picture of mathematical world is perceived by Friend (see [12]).

3 Inconsistency-Tolerance

My programme is that of inconsistency-tolerance, the project of democracy. By
this I would like to mean that the general scenario of existence demands incorpo-
ration of the case ‘both, is and is not’. Let me narrate a story, a true experience of
mine. It was an arranged chat-session between me and a group of school students
from 7th to 10th standards (of Indian schools). They were children of age group
13 to 16. They were naturally shaky. To make them speak, I presented Russell’s
Paradox and finally ended up with: “You see, if the set of all ordinary sets is
assumed to be ordinary then it turns out to be extraordinary and if assumed
extraordinary then it turns out ordinary — an obvious contradiction, a paradox.”
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I was quite happy to see that I could communicate the message to the young
minds and they were amazed. But one girl, the youngest of the lot, of the 7th
standard stood up and said, “Sir, I do not understand what is the problem in
it, the set is both ordinary and extraordinary.” Accepting the contradiction was
not problematic to her and she was a normal child. Russell’s Paradox is cited
as an example of dialethea (actual situation of contradiction). Graham Priest
in [17] posed the question “What is so bad about contradictions?”, discussed
possible objections about believing in some contradictions and arrived at the
answer “Maybe nothing.” I felt extremely gratified at the discovery of a footnote
in Latta’s translation of Leibniz’s “Monadology” in which his celebrated Law of
Continuity is presented as:

Everything is continually changing, and in every part of this change there
s both a permanent and varying element. That is to say, at any moment
everything is both ‘s’ and ‘s not’, everything is becoming something else
— something which is nevertheless, not entirely ‘other’ [16].

In fact, understanding of any change has to adopt this kind of ontology;
Zeno’s arrow at any instant of time is static as well as moving. We find accep-
tance of simultaneous existence of opposites in the classical Eastern thoughts,
for example Catuskoti (tetralemma) in the Buddhist system where four possible
states are envisaged viz. X is P, X is non-P, X is neither P nor non-P, X is
both P and non-P. The last (4th) one is the inconsistent state of existence. In
ancient Chinese culture the Yin-Yang symbol (Tai Chi) represents two aspects
of nature which are opposing and complementing together. The symbol is espe-
cially significant because of the curvy (non-straight) dividing line between black
and white and the black dot in white as well as the white dot in black. The first
indicates that the two halves are intertwined and the second shows each car-
ries the seed of the other. This means that the universe consists of co-existent,
contradictory forces, in other words ‘yes’ and ‘no’ together, reflecting the fourth
koti (corner) of Catuskoti in the Indian thought (Figs.2 and 3).

Xis P

T T

X is neither P nor non-P X is both P and non-P

\/

X is non-P

Fig. 2. Catuskoti (Tetralemma)
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Fig. 3. Tai Chi (Yin and Yang)

In the field of mathematics, at least two ways are in sight towards accom-
modation of contradiction. First, to localize inconsistency. A set S of sentences
may be inconsistent with respect to a sentence « i.e. @ and —a both follow
from S but S is non-trivial in the sense that not every sentence follows form
S. As a consequence there shall be a sentence 3 with respect to which S is not
inconsistent. This situation arises in paraconsistent logics [9,11]. Second is the
project of graded inconsistency or consistency: o and -« are both true to some
degree and false to some degree. This happens in many-valued logics, fuzzy logics
and the theory of graded consequence [4,6]. In other words, banishing universal
bi-valence. Both the approaches may occur together. In fact, most of the para-
consistent logic systems are at least trivalent. Trivalence appeared around 1920
through the Polish logician-mathematician Jan Lukasiewicz. Almost simultane-
ously Kleene, Post, Bochvar and others proposed trivalent systems, the third
value being interpreted in various ways giving rise to various kinds of truth
tables. It took no time to pass on to n (finite)-valued models. But an infinite
valued truth set viz., the interval [0,1] was proposed only as a mathematical
generalization. It was in 1965, after the advent of fuzzy set theory due to Lotfi
Zadeh, the truth set [0, 1] gained a real significance [19].

The above is not to advocate that inconsistencies are welcome. Utmost efforts
are to be given to remove them if that would be possible. What is being intended
is that if certain inconsistency can not be done away with and seems to be gen-
uine, we should not be unhappy to accept it, rather humbly try to accommodate
it within the systems of thought in general, the mathematical and logical in par-
ticular. Consistency at the cost of shrinking our being may not be so desirable.
We may recall shrinking set-theoretic universe V' to L.

4 Concluding Remarks

Pluralism in mathematics is a reality of the present era. This arises from various
angles that include at least:

e pluralism in methodology or procedure,
e pluralism in theories (individuated by sets of axioms or rules or methods),



A Note on the Ontology of Mathematics 9

pluralism in underlying logic,
pluralism in truth,

pluralism in ontology and,
pluralism in foundations.

These categories are taken from the preface of [7] edited by Chakraborty and
Friend. Friend’s book “Pluralism in Mathematics: A New Position in the Philos-
ophy of Mathematics” [12] is a significant addition in this direction. From this
book I quote below what Friend has to say about pluralism in the foundation of
mathematics.

The pluralist in foundations believes that there is insufficient evidence to
think that there is a unique foundation for mathematics. Moreover, the
pluralist in foundations works under the assumption that there is no rea-
son to think that there will be a convergence to a unique theory in the
future. He takes seriously the possibility that there are several, together
inconsistent, foundations for mathematics. (emphasis mine)

Besides this, pluralism in mathematics from the cultural angle is also in the
agenda (see [8,10,14]). These studies have revealed the presence of cognitive
differences in terms of

e categorization and abstraction of the world that includes units of counting
process,

e perception of geometric shape,

e deduction and inference and

e reasoning and problem-solving.

For some details see [8].

As discussed in Sect. 3, it is a necessity of today that inconsistency (oppos-
ing view) is to be accommodated within the body of the system be it social,
political, scientific and philosophical — in particular, it is true of mathematics.
So, as it appears to me, the ontology of mathematics has to be pluralistic and
inconsistency tolerant in multiple reasonable ways and forms.

Acknowledgement. I thank my student Mr. Sayantan Roy for extending technical
help in writing this paper and making some important remarks.
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Abstract. Boolean functional synthesis concerns the automatic gener-
ation of Boolean functions satisfying given logical specifications. This
problem has numerous applications, and has attracted significant atten-
tion from researchers over the past decade. Complexity-theoretic argu-
ments indicate that it is extremely unlikely that the problem has any
polynomial-time algorithm. Yet, state-of-the-art tools for this problem
routinely handle problems with several thousands of variables. What
makes these algorithms tick? In this paper, we provide an overview of
some of the techniques that underlie the practical efficiency of these
solvers.

1 Introduction

Boolean functional synthesis concerns the algorithmic construction of Boolean
functions as circuits (or programs) from Boolean specifications. At first sight,
the problem appears deceptively easy: if a specification has spelt out what a
function must do, shouldn’t it be easy to construct the function as a circuit? On
closer inspection, however, subtler intricacies of the problem begin to emerge.
Logical specifications are often stated as relations between inputs and outputs
of a system, rather than explicitly specifying the outputs as functions of the
inputs. In such cases, how does one find efficiently (in practice) which functions
of inputs will work for the outputs, such that the specification is satisfied?

To appreciate the difficulty of solving this problem, consider a simple specifi-
cation represented by a Boolean formula gt (X, Y1, Ys), where X is sequence
of 2n Boolean variables, and each of Y1,Y5 is a sequence of n Boolean vari-
ables. We define @gqt(X,Y1,Y2), with some abuse of notation, to be (X =
Y1 X[ Y2) A(Y1 # 1) A(Ya # 1), where x|, is short-hand for n-bit unsigned
integer multiplication, 1 denotes the n-bit representation of the unsigned inte-
ger 1, and = denotes component-wise equivalence. It is easy to see that ot
can be written as a Boolean formula on the 4n Boolean variables represented
by X,Y; and Yy, and the size of the formula is in O(n?). Informally, this for-
mula specifies that if we view X, Y; and Y5 as encodings of unsigned integers,
then Y; and Y, are non-trivial factors of X. If we now require Y; and Y5 to
be generated as functions of X such that ¢gc(X,Y1,Ys) is satisfied, we are
effectively asking for a circuit that can factorize a 2n-bit unsigned composite
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integer! While there certainly exists a circuit that does this job, it remains an
open question whether there exists a circuit of size polynomial in n that achieves
factorization of 2n-bit integers. This immediately hints at the inherent hardness
of Boolean functional synthesis. Indeed, if we had a polynomial-time algorithm
for solving Boolean functional synthesis, we could feed the above specification
to the algorithm, and obtain a circuit for factorizing a 2n-bit product of two
prime numbers. Since a circuit constructed in polynomial time can be at most
polynomial sized (and hence can be evaluated in polynomial time), an efficient
solution for Boolean functional synthesis would have serious ramifications for
public-key cryptography.

The above example hints at fundamental roadblocks in designing efficient
algorithms for Boolean functional synthesis. Indeed, as has been shown by
Akshay et al [3,4], unless some long-standing complexity theoretic conjectures
are falsified, it is impossible to have any worst-case polynomial-time algorithm
that solves Boolean functional synthesis [3,4]. Does this mean the end of the
road for practical synthesis tools? Fortunately not. Despite complexity-theoretic
hurdles, practical applications have motivated researchers to continue to chip at
the problem, and significant advances have been made in the past decade. This
has resulted in multiple Boolean functional synthesis tools that are able to scale
to benchmarks involving thousands of variables [1,3-5,8,13,15,16,21,22,27]. So,
what makes these tools tick in practice? Is their success purely coincidental, or
are there principled approaches at work? In this paper, we delve behind the
scenes and look at some of the techniques that make modern Boolean func-
tional synthesis tools scale to large problem instances in practice. Specifically,
we consider the tools BFSS [3,4], Manthan [16], Manthan2 [15], CADET [21,22],
BaFSyn [8] and C2Syn [1].

The remainder of the paper is organized as follows. We define the Boolean
functional synthesis problem precisely in Sect.2 and comment on how it differs
from some other variants of synthesis problems in the literature. We present
a very brief overview of some applications of Boolean functional synthesis in
Sect. 3. In Sect.4 we delve into six different techniques that work behind the
scenes of various Boolean functional synthesis tools to make them scale to large
problem instances. Finally, we conclude in Sect. 5.

2 Problem Statement

Let X = (x1,...2,,) be a sequence of Boolean variables representing inputs of
a system to be designed, and Y = (y1,...yn) be a sequence of Boolean vari-
ables representing the system outputs. A relational specification is a Boolean
formula p(X,Y) that specifies what assignments of outputs Y are “desirable”
for each assignment of inputs X. Note that multiple assignments of Y may sat-
isfy the specification for the same assignment of X in general. Boolean functional
synthesis requires us to algorithmically construct a sequence of Boolean func-
tion F(X) = (F1(X),... F,(X)) such that |Y| = |F(X)| and the following is a
tautology
VX (3Ye(X,Y) < o(X,F(X)).



Boolean Functional Synthesis: From Under the Hood of Solvers 13

The function F;(X) is also called a Skolem function for y; in ¢(X,Y). The
problem of synthesizing these functions is therefore also called Boolean Skolem
function synthesis in the literature.

A note about the problem definition is worth mentioning here. In the lit-
erature, a specification ¢(X,Y) is said to be realizable if YXIY ¢(X,Y) is a
tautology; otherwise it is called unrealizable. There is a general belief in the
community that unless a specification is realizable, it is not meaningful for syn-
thesis purposes. We submit that this is a restrictive view that is worth relaxing.
Specifically, the problem definition above does not require VX3Y ¢(X,Y) to be
a tautology. It only requires that for every assignment of inputs X, the formulas
Y ¢(X,Y) and (X, F(X)) evaluate to the same truth value, regardless of what
that truth value is. To see why synthesis from non-realizable specifications can
be meaningful, let us re-visit the factorization example considered above. The
specification VX3IY13Y 5 ¢act (X, Y1, Y2) is clearly not a tautology since there
is no assignment of Y1, Y, that satisfies the specification if X encodes a prime
number. Hence, this is an unrealizable specification. Notwithstanding this, sup-
pose we go ahead and synthesize Skolem functions for all outputs in Y; and Y.
Let F1(X) and F2(X) denote the corresponding sequences of synthesized Skolem
functions. It is an easy exercise to show that et (X, F1(X), F2(X)) evaluates
to false iff X encodes a prime number. Thus, synthesizing Skolem functions from
the unrealizable specification ¢g,ct (X, Y1, Y2) gives us a circuit to check primal-
ity of integers representable by 2n-bits. Whenever this check indicates that X
is composite, the Skolem functions F;(X) and F5(X) also give us non-trivial
factors of X.

3 Some Applications

In this section, we present a very brief of overview some applications of Boolean
functional synthesis. It is clear from the definition of the problem that Skolem
functions serve as witnesses of existentially quantified variables when deciding
the satisfiability of quantified Boolean formulas (QBF). Hence, Boolean func-
tional synthesis has direct applications in certified QBF satisfiability checking.
In addition, QBFs have recently been used to model a wide variety of problems
such as in non-monotonic reasoning, planning, games and the like (see [24] for
an excellent survey). In each of these applications, certificates of existentially
quantified variables serve a different purpose. For example, in planning, a cer-
tificate may correspond to a plan, while in games, it may correspond to a winning
strategy of a player. Clearly, the ability to generate Skolem functions explicitly
is of immense value in all such applications. In addition, variants of Boolean
functional synthesis have also been used to automatically synthesize a restricted
class of programs [14,26] and also for circuit repair [17]. Finally, the synthesis of
controllers from temporal logic specifications can also be posed as one of Boolean
functional synthesis once a winning region has been identified [12].
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4 Under the Hood of Modern Solvers

Given that Boolean functional synthesis is unlikely to have worst-case polynomial
time algorithms [3,4], why do state-of-the-art tools work at all? While it is
hard to pin-point any specific reason, certain techniques have been found to
be extremely useful in state-of-the-art Boolean functional synthesis tools. We
overview some of these below.

4.1 Unique Functional Dependencies

In a large class of specifications, several outputs may be uniquely determined by
the inputs and remainder of the outputs. Identifying such functional dependen-
cies has proved to be extremely helpful in practical Boolean functional synthesis.
To illustrate how this helps, consider the specification p(z1,...,y1,¥2,...) given
in conjunctive normal form as (—z1 V =y Vy1) A (y2 Va2) A+ A(ya V —y1) A
oo A(x1 Voy1) A+ A(my2 V oxa), where 1,z are inputs, y1,y2 are outputs
and --- represents unspecified sub-formulas in the specification. Clearly, every
assignment of x1,xa,...,y1,Ys,... that satisfies ¢ satisfies (y; < (x1 A y2)) as
well as (y2 <> —x2). This immediately gives us Skolem functions for y; and ys,
ie. (x1 A —xg) for y; and —xy for yo. Therefore, we need not worry any further
about generating Skolem functions for y; and ys, and can treat y; and yo as
inputs (much like x1, x9,...) while synthesizing Skolem functions for the other
outputs.

How does one detect functional dependencies like the ones illustrated above?
A syntactic way of doing this is to look for patterns of sub-formulas that encode
such dependencies. This is what we did in the example above, and it is usually
very efficient and effective when identifying dependencies in specifications that
make use of Tseitin encoding [28]. However, such a syntactic approach can miss
functional dependencies that are implicit in the semantics of the specification,
but not necessarily apparent in any pattern of sub-formulas. A more rigorous way
of identifying functional dependencies is to make use of Padoa’s theorem [20].
Specifically, let o(X,y,Y,Yq) be a specification, where X is a sequence of input
variables, y is an output variable that we wish to check for functional depen-
dence, Y is a sequence of output variables that have not yet been identified as
being functionally dependent, and Y, is a sequence of output variables already
identified as functionally dependent on X, y and Y. Let 3’ denote a fresh vari-
able, and let Y/, denote a sequence of fresh variables of the same dimension as
Y ;. Then, y is functionally dependent on X and Y in ¢ iff the following formula
is unsatisfiable:

Xy, Y, Yo) Ay Ao(X, 9, Y, Y ) Ay

Furthermore, if the above formula is unsatisfiable, the functional dependence of y
on X and Y can be obtained by finding an interpolant between (X, y, Y, Y4)Ay
and = (¢(X,y',Y,Y]) A —y'). Fortunately, checking satisfiability and generat-
ing interpolants for Boolean formulas can be done reasonably efficiently, thanks
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to significant advances in the theory and practice of satisfiability solving over
the past two decades. As a result, identifying functionally dependent variables
can often be done efficiently in practice in modern Boolean functional synthesis
tools [1,3,4,15,16].

4.2 TUnate Variables

Although not immediately obvious, it turns out that a significant percentage of
benchmarks for Boolean functional synthesis have output variables that admit
a constant Skolem function. If we have a practically efficient way of identifying
these variables and the corresponding (constant) Skolem functions, we can sim-
plify the specification by substituting the constant functions for the respective
variables and synthesizing Skolem functions for the remaining output variables
from the simplified specification.

A simple way to identify if an output variable y in Y admits a constant
Skolem function in the specification ¢(X,Y) is to check implications of cofactors
of p(X,Y) with respect to y. Specifically, let ¢(X,Y) |,=1 denote the formula
obtained by substituting 1 for y in ¢(X,Y). This is also called the cofactor of ¢
with respect to y = 1. The cofactor of ¢ with respect to y = 0 is similarly defined
and is denoted ¢(X,Y) |y=o. A sufficient condition for the output variable y to
admit the constant Skolem function 1 (resp. 0) is to check if the implication
O(X,Y) [y=0— ¢(X,Y) [y=1 (resp. (X,Y) |y=1 — ¢(X,Y) |,=0) holds. If so,
we say that the specification ¢ is positive (resp. negative) unate in y. Interest-
ingly, the above implication check can be encoded as a check for unsatisfiability
of p(X,Y) |y=0 A(X,Y) |y=1 (resp. ©(X,Y) |y=1 A~¢(X,Y) |y=0). Thanks
again to the capabilities of modern propositional SAT solvers, these checks can
often be done efficiently in practice, making them powerful components of mod-
ern Boolean functional synthesis tools.

Interestingly, even if a specification ¢(X,Y) is not unate w.r.t. an output
variable y; to begin with, it may become so after some other output y; is set to a
constant (say 1) in p(X,Y). For example, consider the specification ¢(x,y1,y2)
defined as (z A (y1 V y2)) V (mx A —y2). Here ¢ is positive unate in y;, but it is
neither positive nor negative unate in y,. However, once we substitute 1 for y; in
@, we obtain ¢ |, =1, i.e. * V (~x A —y2), which is negative unate in yo. This cas-
caded discovery of unateness is extremely useful in identifying constant Skolem
functions and thereby in simplifying the specification. To exploit this maximally,
modern tools execute the unate variable identification step iteratively until they
can’t find any output variable in which the resulting cofactored specification is
unate.

A finer point about the use of unate variables for Skolem functions
is worth mentioning here. Let ¢(X,y,Y) be a Boolean relational speci-
fication on inputs X and outputs y and Y, where y is a single out-
put variable. It follows from the definition of Boolean functional synthe-
sis that the Skolem function 1 can be used for output variable y iff
vX (EYgo(X,O,Y) — JYe(X, 1,Y)) is a tautology. Note that this condi-
tion is significantly weaker than VXVY (p(X,0,Y) — ¢(X, 1,Y)), which
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is what the implication check between cofactors described above does. There-
fore, it is indeed possible that the check based on implication between cofactors,
which requires the use of a propositional satisfiability (SAT) solver, misses out
opportunities for using constants for Skolem functions of some output variables.
However, the check for the weaker condition requires checking (un)satisfiability
of a formula with at least one quantifier alternation, and hence requires a QBF
satisfiability solver — at least one that can reason about one quantifier alterna-
tion. Since state-of-the-art QBF solvers do not scale as well as SAT solvers in
practice, the stronger check based on implication between cofactors is prefered
in most Boolean functional synthesis tools [3,4,8,15,16].

4.3 Guess, Check and Repair

While the above two techniques are extremely useful in identifying simple Skolem
functions for some output variables, typically not all Skolem functions can be
synthesized using these methods. An approach that has worked remarkably well
in practice for synthesizing the remaining Skolem function is that of guess, check
and repair. At a high level, this approach works as follows. In the “guess’ing
step, we identify promising candidates for Skolem functions of all output vari-
ables for which Skolem functions have not yet been determined. In the “check”ing
step, we check whether the candidate Skolem functions actually meet the formal
requirements of Boolean functional synthesis. If so, we are done and can report
the current candidate Skolem functions as the solution. Otherwise, we “repair”
the candidate Skolem functions guided by hints from the checking process, and
repeat the checking and repairing steps. The repairing of candidate Skolem func-
tions is always done in a way that ensures that we always converge to correct
Skolem functions within a finite number of iterations of repair and check.

There are at least two different schools of thought about how “good” can-
didate Skolem functions can be identified. In [3,4], the candidates are identi-
fied based on certain structural properties of the specification represented as
a Boolean circuit. In [15,16], the candidates are identified using constrained
sampling and decision-tree learning techniques. In general, if “good” candidate
Skolem functions are identified early enough, we require fewer iterations of check
and repair to eventually arrive at correct Skolem functions. Therefore, techniques
for identifying “good” candidate Skolem functions are extremely important in
this approach to solving Boolean functional synthesis.

Given a sequence of candidate Skolem functions, say F(X), how do we check
if these are correct Skolem functions? The naive way to do this is to directly ask
if VX (3Yp(X,Y) < ¢(X,F(X))) holds. However, this requires the use of a
QBF solver, and we have already seen that QBF solvers don’t scale as well as
SAT solvers do in practice. So can we re-cast the above check as a SAT solving
problem? While not all QBF satisfiability problems can be decided by invoking
a SAT solver on a Boolean formula with at most polynomial blow-up, it turns
out that we can do this for the above check. It was shown by John et al [18] that
the sequence of candidate Skolem functions F(X) is indeed a sequence of correct
Skolem functions iff the following (Boolean) error formula is unsatisfiable, where
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Y’ is a sequence of fresh Boolean variables with the same dimension as that of
Y:

(X, YY) A

<.

(yi & Fi(X)) A =p(X,Y).

=1

Notice that the size of this formula is linear in the size of the QBF formula
we started off with, and there is no need to reason about quantifier alternation
now. This makes it possible to use state-of-the-art SAT solvers to implement the
crucial checking step in modern Boolean functional synthesis tools [3-5,15,16,
18].

Since the checking step invokes a SAT solver, if the error formula turns out to
be satisfiable, we can easily obtain a satisfying assignment of the error formula.
This is also called a counterezample to the claim that the candidate Skolem func-
tions are correct. Having such a counterexample is extremely useful, since it pin-
points at least one assignment of the inputs X for which the candidate Skolem
functions didn’t give the right values for the output variables. Repairing the can-
didate Skolem functions to fix the problem for this single assignment of inputs
is relatively easy. However, this is unlikely to scale in practice since there can be
exponentially many assignments of X for which the candidate Skolem functions
don’t evaluate to the right values of the outputs. Therefore, it is important to
generalize a counterexample to multiple assignments of X where the candidate
Skolem functions evaluate to incorrect values. The number of iterations of repair
and check is often the limiting factor for scalability of guess-check-repair based
synthesis tools. Hence, choosing good initial candidate Skolem functions and
generalizing counterexamples aggressively are crucially important in tools based
on the guess, check and repair paradigm.

4.4 Knowledge Compilation

A completely different approach to Boolean functional synthesis was presented
by Akshay et al. in [1] and generalized further by Shah et al. in [23]. In this
approach, a Boolean relational specification is compiled to a special represen-
tation from which Skolem functions for all output variables can be generated
in polynomial time. This is called knowledge compilation for Boolean functional
synthesis.

A new normal form for representing Boolean relational specifications, called
Synthesis Negation Normal Form (SynNNF), was proposed in [1]. It was further
shown that for every relational specification represented in SynNNF, Boolean
circuits representing Skolem functions for all outputs can be synthesized in time
at most quadratic in the size of the SynNNF specification. It was also shown
that several well-studied normal forms for Boolean formulas like disjunctive nor-
mal form (DNF), decomposable negation normal form (DNNF) [9], deterministic
decomposable negation normal form (dDNNF) [10,11], binary decision diagrams
(BDD) [6], sentential decision diagrams (SDD) [19] either already satisfy the con-
ditions for being in SynNNF or can be compiled efficiently to SynNNF. Therefore,
a specification represented in any of these forms can be efficiently processed to
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yield Skolem functions as Boolean circuits. To show that SynNNF strictly gener-
alizes these other representation forms, the authors of [1] also showed exponential
gaps in the size of representation of some families of functions in SynNNF and
in these other forms.

A couple of points about SynNNF are worth highlighting here. First, the
worst-case complexity of synthesizing Skolem functions from Boolean relational
specifications depends not only on the representation of the specification but
also on the representation of the Skolem function. The polynomial-time syn-
thesis result for SynNNF representations holds if we are allowed to represent
Skolem functions as Boolean circuits. Second, given (conditional) exponential
lower bounds for the worst-case time complexity of Boolean functional synthesis,
it is inevitable that compilation to SynNNF must incur an exponential blow-up
in some cases. Indeed, compiling from conjunctive normal form (CNF) or gen-
eral Boolean circuits to SynNNF can blow up exponentially in the worst-case.
However, from experimental results reported in [1], this doesn’t seem to happen
frequently in practice. A CNF to SynNNF compilation algorithm was proposed
in [1] and experiments using a preliminary implementation of the algorithm
showed that knowledge compilation based Boolean functional synthesis works
reasonably well in practice.

In [23], the SynNNF form was further generalized to Subset And-Unrealizable
Negation Normal Form (or SAUNF). Moreover, it was shown that a specification
admits polynomial-time or polynomial-sized synthesis of Skolem functions iff the
specification is either represented in SAUNF or can be efficiently compiled to
SAUNF. Despite their promise, knowledge compilation based Boolean functional
synthesis tools have however not received as much attention as some of the other
techniques discussed in this paper. We expect this to change in the near future,
with further developments in knowledge compilation techniques.

4.5 Incremental Determinization

A generalization of the idea of identifying functionally dependent variables was
presented by Rabe et al [21,22] in a technique called incremental determinization.
In this approach, we start with a specification in CNF and try to identify patterns
of clauses that establish the unique functional dependence of a variable on other
variables. This is similar to what we have already discussed in Sect. 4.1. However,
Rabe et al. go further and identify patterns of clauses that don’t necessarily yield
a unique dependence of an output variable on other variables. In such cases,
their algorithm “determinizes” the dependence by adding additional constraints
to the original specification in a carefully controlled manner. Specifically, only
those additional constraints are added that don’t restrict the values of inputs for
which the specification can be satisfied. Furthermore, the added constraints are
such that the original specification with the added constraints imply a unique
functional dependence of an output variable on the inputs and on other output
variables. As new constraints get added in this manner, we may detect that some
added constraints are in conflict with each other. In such cases, the approach
backtracks on the decisions made with respect to adding constraints and tries to
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undo the inconsistencies that may have been introduced. The overall approach
follows a style of reasoning very similar to that of conflict-driven clause learning
(CDCL) based SAT solvers [25]. In fact, the corresponding tool (called CADET)
uses and extends several heuristics that have stood the test of time in CDCL
SAT solvers, and performs extremely well in practice.

4.6 Input Output Separation

Yet another approach for Boolean functional synthesis from CNF specifications
was presented in [8]. In this approach, given a CNF specification ¢(X,Y), two
separate formulas are first derived. One of these is obtained by ignoring all
input literals (i.e. variables or their negations) in individual clauses of the CNF
specification, and the other is obtained by ignoring all output literals in these
clauses. This allows us to view the constraints imposed by the given specification
on input and output variables separately.

Clearly, if there exists an assignment of the output variables that satisfies each
clause of the original CNF specification even while ignoring the input literals,
then we can assign these constant values to the output variables and successfully
synthesize (constant) Skolem functions. However, we are unlikely to get this lucky
in practice, and the specification restricted to output literals will almost always
be unsatisfiable. In such cases, we can find an assignment of outputs that satisfies
a maximal subset of clauses while ignoring the inputs, and then insist that the
remainder of the clauses be satisfied by the assignment of inputs. This effectively
gives us an assignment of outputs that works to satisfy the given specification
for a set of assignments of inputs. In other words, the above step gives us a
partial definition of Skolem functions for all outputs considered together. One
can then repeat this process until all combinations of inputs are covered to obtain
the complete Skolem functions for all outputs. This yields a complete synthesis
algorithm by itself, but one that is driven by “best” possible assignments of
outputs, for the given CNF specification.

In a similar manner, suppose we examine the clauses in the original CNF
specification, but ignoring output literals this time. Every maximal subset of
clauses, all of whose input literals can be falsified at the same time, yields one
of the “worst” assignment of inputs for our specification. For every such input
assignment, we must ensure that the outputs are assigned values that satisfy
each clause in the maximal subsets considered above. This suggests a way to
determine assignments of outputs that serve to satisfy the specification for the
“worst” input assignments. Once again, this gives a partial definition of Skolem
functions for all outputs considered together. By repeating the above process
and by ensuring that all such “worst” input assignments are taken care of, we
obtain complete Skolem functions for all outputs. This yields a complete synthe-
sis algorithm as well, but one that is driven by the worst assignment of inputs
for the given CNF specification.

In practice, the above two approaches are complementary and can be inter-
leaved to yield an algorithm that tries to benefit from the best of both. Experi-
mental results presented in [8] show that this approach has good performance for
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certain classes of benchmarks for which most other techniques do not perform
well.

5 Conclusion

In this paper, we briefly looked under the hood of several state-of-the-art Boolean
function synthesis tools to understand what makes them tick. For a more detailed
account of these techniques (and beyond), the interested reader is referred to [2].
Among the techniques discussed here, there are some that stand out in their
utility — these include identification of unate variables and identification of func-
tionally defined variables. The other techniques have their pros and cons, and
experimental evaluation does not allow us to conclude that any single technique
dominates all other technique in terms of performance and actual set of prob-
lem instances solved. This suggests that the right approach to building practical
Boolean function synthesis tools is to use a portfolio approach. The guess-check-
repair approach and knowledge compilation approaches have just begun to be
explored, and they already appear to hold a lot of promise.

Just as in propositional SAT solving, we don’t yet fully understand why
state-of-the-art tools are able to scale to large problem instances when we know
that fundamental complexity hurdles lurk all along the way. Building a theo-
retical understanding of what makes these tools tick, and when they choke is
an ambitious project that we are far from solving satisfactorily. The knowledge
compilation approach provides some insights on the intricate dependency of rep-
resentation forms with complexity of synthesis. Whether this insight can be used
to improve our understanding of the performance of Boolean function synthesis
tools beyond those based on knowledge compilation, remains an open question.
Finally, synthesizing a set of Skolem functions for a given specification is just the
bare minimum that one can ask from a synthesis tool. Interesting questions that
deserve serious investigation include synthesis of “optimal” Skolem functions,
where optimality can be defined with respect to several metrics. An equally
interesting question is to symbolically represent the entire space of Skolem func-
tions that serve to satisfy a given specification. The world of Boolean functional
synthesis has just begun to be explored. It promises to remain an active area
of research for some time to come. Skolem function synthesis from first order
specifications is yet another promising area that has only begun to be explored
[7].
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Abstract. We introduce labelled sequent calculi for the basic normal non-distri-
butive modal logic L and 31 of its axiomatic extensions, where the labels are
atomic formulas of a first order language which is interpreted on the canonical
extensions of the algebras in the variety corresponding to the logic L. Modular
proofs are presented that these calculi are all sound, complete and conservative
w.r.t. L, and enjoy cut elimination and the subformula property. The introduction
of these calculi showcases a general methodology for introducing labelled calculi
for the class of LE-logics and their analytic axiomatic extensions in a principled
and uniform way.

Keywords: Non-distributive modal logic + Algorithmic proof theory -
Algorithmic correspondence theory - Labelled calculi

1 Introduction

The present paper pertains to a line of research in structural proof theory aimed at
generating analytic calculi for wide classes of nonclassical logics in a principled and
uniform way. Since the 1990s, semantic information about given logical frameworks
has proven key to generate calculi with excellent properties [19]. The contribution of
semantic information has been particularly perspicuous in the introduction of labelled
calculi for e.g. classical normal modal logic [16] and intuitionistic logic [17], and their
axiomatic extensions defined by axioms for which first-order correspondents exist of a
certain syntactic shape [10]. Moreover, recently, the underlying link between the prin-
cipled and algorithmic generation of analytic rules for capturing axiomatic extensions
of given logics and the systematic access to, and use of, semantic information for this
purpose has been established also in the context of other proof-theoretic formats, such
as proper display calculi [1, 15], and relative to classes of logics as wide as the normal
(D)LE-logics, i.e. those logics canonically associated with varieties of normal (distribu-
tive) lattice expansions [7] (cf. Definition 1.1). In particular, in [15], the same algorithm
ALBA which computes the first-order correspondents of (analytic) inductive axioms in
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any (D)LE-signature was used to generate the analytic rules in a suitable proper display
calculus corresponding to those axioms.

The algorithm ALBA [6,7] is among the main tools in unified correspondence the-
ory [5], and allows not only for the mechanization of well known correspondence argu-
ments from modal logic, but also for the uniform generalization of these arguments to
(D)LE-logics, thanks to the fact that the ALBA-computations are motivated by and
interpreted in an algebraic environment in which the classic model-theoretic corre-
spondence arguments can be rephrased in terms of the order-theoretic properties of
the algebraic interpretations of the logical connectives. These properties guarantee the
soundness of the rewriting rules applied in ALBA-computations, thanks to which, the
first-order correspondent of a given input axiom (in any given LE-language L) is gen-
erated in a language L* expanding £, which is interpreted in the canonical extensions
of L-algebras.

In the present paper, we showcase how the methodology adopted in [15] for intro-
ducing proper display calculi for (D)LE-logics and their analytic axiomatic extensions
can be used also for endowing LE-logics with labelled calculi. Specifically, we focus
on a particularly simple LE-logic, namely the basic normal non-distributive (i.e. lattice-
based) modal logic L [3,4], for which we introduce a labelled calculus and show
its basic properties, namely soundness, completeness, cut-elimination and subformula
property. Moreover, we discuss, by way of examples, how ALBA can be used to gen-
erate analytic rules corresponding to (analytic inductive) axiomatic extensions of the
basic logic L.

Structure of the Paper. Section 2 recalls preliminaries on basic normal non-distributive
logic, canonical extensions and the algorithm ALBA, Sect. 3 presents a labelled calculus
for normal non-distributive logic and its extensions. Section 4 proves soundness, com-
pleteness, cut elimination and subformula property for basic normal non-distributive
logic and some of its axiomatic extensions. Section 5 shows that the all calculi intro-
duced in the paper are proper labelled calculi. We conclude in Sect. 6. In Appendix A we
provide the formal definition of proper labelled calculi and we show that any calculus
in this class enjoys the canonical cut elimination a la Belnap.

2 Preliminaries

2.1 Basic Normal Non-distributive Modal Logic, Its Associated ALBA-language,
and Some of Its Axiomatic Extensions

The basic normal non-distributive modal logic is a normal LE-logic (cf. [7,8]) which
was used in [3,4] as the underlying environment for an epistemic logic of categories and
formal concepts, and in [2] as the underlying environment of a logical theory unifying
Formal Concept Analysis [13] and Rough Set Theory [18].

Let Prop be a (countable or finite) set of atomic propositions. The language £ is
defined as follows:

e =L|TlpleneleVe|Op| O,
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where p € Prop. The extended language L£*, used in ALBA-computations taking
inequalities of L-terms in input, is defined as follows:

ye=jlmloly Ay Y vy Oy oy my| ey,

where ¢ € £, and the variables j € NOM (resp. m € CNOM), referred to as nominals
(resp. co-nominals), range over disjoint sets which are also disjoint from Prop. The
basic, or minimal normal L-logic is a set L of sequents ¢ F ¢, with ¢, € L, containing
the following axioms:

prp L+p pF-pVg PpAgFkp TrHOT OpAOgFO(pAQq)
prT qrpVgqg PAQFq OLF L S(pVgEOpVOg

and closed under the following inference rules:

$FX XFY pry XFe Xty orx Yrx @ryY pry
pry ex/prY(x/p)  xtreAY pVYFx OprOy  Optk Oy

An L-logic is any extension of L with £-axioms ¢ + . In what follows, for any set X' of
L-axioms, we let L.2" denote the axiomatic extension of L generated by 2. Throughout
the paper, we will consider all subsets 2 of the set of axioms listed in the table below.
These axioms are well known from classical modal logic, and have also cropped up in
[2] in the context of the definition of relational structures simultaneously generalizing
Formal Concept Analysis and Rough Set Theory.

(4) OCAF OA transitivity (D) DArOA  seriality
(T) DArA reflexivity (C) ©OA+O¢A confluence
(B) A+OCA symmetry

2.2 [-algebras, Their Canonical Extensions, and the Algebraic Interpretation
of the Extended Language of ALBA

In the present section, we recall the definitions of the normal lattice expansions canon-
ically associated with the basic logic L, their canonical extensions, the existence of
which can be shown both constructively and non-constructively, and the interpretation
of the extended language L in the canonical extensions of L-algebras.

An L-algebrais atuple A = (L, 0*,0%), where L is a bounded lattice, 0* (resp. 0*)
is a finitely join-preserving (resp. finitely meet-preserving) unary operation. That is,
besides the usual identities defining general lattices, the following identities hold:

O(xVy) =0xV Oy OL =1 O(x Ay) =0Ox AOy aT =T.

In what follows, we let Alg(£) denote the class of L-algebras. Let L be a (bounded)
sublattice of a complete lattice L’.

1. Lis dense in L’ if every element of L’ can be expressed both as a join of meets and
as a meet of joins of elements from L. We let K(L’) (resp. O(L’)) denote the meet-
closure (resp. join-closure) of L in L’. Thatis, K(L') = {k € L' | k = A\ S for some
ScL,andOWL)={oeLl |o=\TforsomeT C L}.
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2. Lis compact in L' if, for all S,7 € L,if AS < VT then AS’ < \/ T’ for some
finite S’ CSand 7' C T.

3. The canonical extension of alattice L is a complete lattice L° containing L as a dense
and compact sublattice. Elements in K(L?) (resp. O(L?)) are the closed (resp. open)
elements of L°.

As is well known (cf. [14]), the canonical extension of a lattice L exists and is unique
up to an isomorphism fixing L. The non-constructive proof of existence can be achieved
via suitable dualities for lattices, while the constructive proof uses the MacNeille com-
pletion construction on a certain poset obtained from the families of proper lattice filters
and ideals of the original lattice L (cf. [11, 14] for details). In the latter case, the ensuing
complete lattice L° can be shown to be perfect, i.e., to be both completely join-generated
by the set J*(L%) € K(L°) of the completely join-irreducible elements of L, and com-
pletely meet-generated by the set M®(L°) € O(L°) of the completely meet-irreducible
elements of L9.!

For every unary, order-preserving operation f : L — L, the o-extension of f is
defined first on any k € K(L?) and then on every u € L° as follows:

k) = /\{f(a) lacLandk<a}  f7(u):= \/{f”(k) | k€ K(L°) and k < u}.

The m-extension of f is defined first on every o € O(L’), and then on every u € L° as
follows:

(0) = \/{f(a) laeLanda<o}  f () := /\{f”(o) | o€ O(L% and u < o).

Defined as above, the - and m-extensions maps are monotone, and coincide with f
on the elements of A. Moreover, the o-extension (resp. (resp. m-extension) of a finitely
join-preserving (resp. finitely meet-preserving) map is completely join-preserving (resp.
completely meet-preserving). This justifies defining the canonical extension of an L-
algebra A = (L,0,¢) as the L-algebra A% := (L%, 07, 7). By construction, A is
a subalgebra of A° for any A € Alg(L). In fact, compared to arbitrary L-algebras,
A?° enjoys additional properties that make it a suitable semantic environment for the
extended language £+ of Sect.2.1. Indeed, the lattice reduct of A° is a complete lat-
tice. Together with the fact that the operations ¢ and O" do not preserve only finite
joins and meets respectively, but arbitrary joins and meets, this implies, by well known
order-theoretic facts (cf. [9, Proposition 7.34]), that the right and left adjoint of ¢ and
of 0" are well defined on A%, which we denote m*’ and ¢+’ respectively,” and provide
the interpretations of the corresponding logical connectives in £*. Moreover, by dense-
ness, A° is both completely join-generated by the elements in K(L?) and completely
meet-generated by the elements in O(L’), and when considering the non-constructive
proof, these families of generators can be further restricted to J*(L%) and M>(L?),

! For any complete lattice L, any j € L is completely join-irreducible if j # 1 and forany S C L,
if j=\/ S then j € S. Dually, any m € L is completely meet-irreducible if m # T and for any
ScLifm=ASthenmeS.

2 The unary operations m*’ and ¢4’ on A? are the unique maps satisfying the equivalences
o u<viffu <m*’yand ¢4 u < viffu < 0™v forall u,v € A°.
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respectively. These generating subsets provide the interpretation of the variables in
NOM and CNOM, respectively. As is well known, for any set 2 of L-sequents, if
K(X) = {A € Alg(L) | A E X} is closed under taking canonical extensions,’ then
the axiomatic extension L.X is complete w.r.t. the subclass K°(X) = {A% | A € K(Z)},
because any non-theorem & + y will be falsified in the Lindenbaum-Tarski algebra A
of L.2, which is an element of K(X) by construction, and hence ¢ + y will be falsified
under the same assignment in A%, given that A is a subalgebra of A°.

2.3 The Algorithm ALBA

The algorithm ALBA is guaranteed to succeed on a large class of formulas, called (ana-
Iytic) inductive axioms, and it can be used to automatically generate labelled calculi
with good properties equivalently capturing the LE-logics axiomatized by means of
those axioms. We refer the reader to [7, Section 6,8] for the proof of correctness and
success in the general setting of LE-logics. In the present section, we informally illus-
trate how the algorithm ALBA works by means of examples, namely, we run ALBA
on the modal axioms in 2 = {Op + p,p + OCp,Op + Op,OOp + OOp} computing
their first-order correspondent, which, in turn, can be automatically transformed into an
analytic structural rule of a labelled calculus equivalently capturing the axioms (see the
table at the end of Sect. 3). In what follows, A denotes an L-algebra, and A° denotes
its canonical extension. We abuse notation and use the same symbol for the algebra and
its domain. We recall that variables j, h and k (resp. m) range in the set of the complete
join-generators (resp. complete meet-generators) of A%,

The following chain of equivalences is sound on A°:

Yp(OOp < Op)
it VpVjivm (< p & Op <m) = ¢Oj <m) join- and meet-generation, < c. join-preserving
iff VjVm(0j < m = 00j <m) Ackermann’s lemma
iff VjVhVm (¢j < m = (h < 0j = ¢h <m))

Indeed, the first equivalence in the chain above is due to the fact that, since the
variable j (resp. m) ranges over a completely join-generating (resp. completely meet-
generating) subset of A%, and ¢ is completely join-preserving, we can equivalently
rewrite the initial inequality as follows: Yp(\/{0<0j | j < p} < A{m | Op < m}), which
yields the required equivalence by the definition of the least upper bound and the great-
est lower bound of subsets of a poset. The second equivalence is an instance of the core
rule of ALBA, which allows to eliminate the quantification over proposition variables.
As to the direction from bottom to top, by the monotonicity of ¢, the inequalities j < p
and Op < m immediately imply ¢j < ¢p < m, from which the required inequality
$<j < m follows by assumption. For the converse direction, for a given interpretations
of j and m such that ¢j < m, we let p have the same interpretation as j. Then this inter-
pretation satisfies both inequalities j < p and &p = ¢j < m, from which the required
inequality ©<¢j < m follows by assumption. The third equivalence immediately follows
from considerations similar to those made for justifying the first equivalence; namely,
that the inequality ©¢j < m can be equivalently rewritten as \/{Oh | h < ¢j} < m,

3 By the general theory of unified correspondence (cf. [7]), this is the case of every subset X of
the set of axioms listed at the end of Sect. 2.1.
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which yields the required equivalence by the definition of a subset of a poset. Analogous
arguments can be made to justify the following chains of equivalences:

Vp@p < p)
iff VpVjVm((j<op & p<m) = j<m) join- and meet-generation
iff Vjym( < om = j <m) Ackermann’s lemma
Vp(p < 00p)
iff VpVjiVm((j < p & Op <m) = j<oOm) join- and meet-generation
iff Vj¥m (0j <m = j < oOm) Ackermann’s lemma
Vp(@p < Op)

ff VpVjVm(j<op & Op <m) = j<m) join- and meet-generation
iff VpVjVm ((¢j< p& Op<m)= j<m) & 40 adjunction

iff Vj¥ym(Cej<m = j<m) Ackermann’s lemma

iff VjymIk ((k < ¢j = Ok <m) = j<m) join-generation

Vp(ooOp < odp)

iff VpVjiVm (( < gp & Op <m) = ¢Oj < Om) join- and meet-generation
iff VpVjVm((@j < p & Op <m) = ¢Oj <m) ¢ -+ O adjunction
iff VjVm(O®j <m = ¢0j <m) Ackermann’s lemma

iff VjymvVhIk ((k < ¢j > ¢k <m) = (h < 0j = ¢h <m)) join- and meet-generation

The second equivalence in the chain above is based on the existence of the adjoints
of the maps interpreting the original connectives on canonical extensions of L-algebras
(cf. Sect.2.2). Finally, we remark that carrying out the correspondence arguments
above in the algebraic environment of the canonical extensions of L-algebras allows
us to clearly identify their pivotal properties, and, in particular, to verify that no prop-
erty related with the setting of (perfect) distributive lattices (viz. the complete join-
primeness of the elements interpreting nominal variables) is required.

3 The Labelled Calculus A.L and Some of Its Extensions

In what follows, we use p,q,... for proposition variables, A, B,... for formulas
metavariables (in the original language of the logic), j,i,... for nominal variables,
m, n, ... for conominal variables, J,H, ... (resp. M|, N, . ..) for nominal terms metavari-
ables (resp. conominal terms), T for terms metavariables, and I,4,... for meta-
structures metavariables. Given p € Prop, j € NOM, m € CNOM, the language of
(labelled) formulas, terms and structures is defined as follows:

formulas > A = p|T|L|AAA|AVA|DA| QA

nominal terms 3 J = j|Oj| @]
conominal terms >M 1= m | Om | mm
teroms > T = J|M
labelled formulas 3 a = jJ<A|A<m
pure structures > * = j<ST|T<m
structures 3 o = alt
meta-structures > I’ = o | I, T’

*Side condition: j and m do not occur in T.
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Let us first recall some terminology (see e.g. [21, Section4.1]) and notation. A
(A.L-)sequent is a pair I' + 4 where I" and 4 (the antecedent and the consequent of
the sequent, respectively) are metavariables for meta-structures separated by commas.
An inference r, also called an instance of a rule, is a pair (S, s) of a (possibly empty)
set of sequents S (the premises) and a sequent s (the conclusion). We identify a rule
R with the set of all instances that are instantiations of R. A rule R, also referred to
as a scheme is usually presented schematically using metavariables for meta-structures
(denoted by upper-case Greek letters I,4,11,%,...,I',I,,...), or metavariables for
structures (denoted by lower-case Latin letters: a, b, c,...,a;,as, ... for labelled for-
mulas and #, 5, 13, ... for pure structures), or metavariables for formulas (denoted by
A,B,C,...Ay,As,..., or metavariables for terms (denoted by j,i,h,...,ji,j2,... for
nominal terms and m,n,o,...,m;,my,... for conominal terms). A rule R with no
premises, i.e. S = 0, is called an axiom scheme, and an instantiation of such R is called
an axiom. The immediate subformulas of a principal formula (see Definition 1) in the
premise(s) of an operational inference are called auxiliary formulas. The formulas that
are not preserved in an inference instantiating the cut rule are called cut formulas. If the
cut formulas are principal in an inference instantiating the cut rule, then the inference
is called principal cut. A cut that is not principal is called parametric. A proof of (the
instantiation of) a sequent I” + 4 is a tree where (the instantiation of) I" + 4 occurs as the
end-sequent, all the leaves are (instantiations of) axioms, and each node is introduced
via an inference. Before providing the list of the primitive rules of A.L, we need two
preliminary definitions.

Definition 1 (Analysis). The specifications are instantiations of meta-structure meta-
variables in the statement of R. The parameters of r € R are substructures of instan-
tiations of (meta-)structure metavariables in the statement of R. A formula instance is
principal in an inference r € R if it is not a parameter in the conclusion of r (except for
switch rules).

(Meta-)Structure occurrences in an inference r € R are in the (symmetric) relation
of local congruence in r if they instantiate the same metavariable occurring in the same
position in a premise and in the conclusion of R, or they instantiate nonparametric
structures in the application of switch rules (namely, in the case of A.LLX, occurrences
of labelled formulas j < A and A < m, or occurrences of pure structures j < T and
T < m). Therefore, the local congruence is a relation between specifications.

Two occurrences instatiating a (meta-)structure are in the inference congruence
relation if they are locally congruent in an inference r occurring in a proof n. The proof
congruent relation is the transitive closure of the inference congruence relation in a
derivation m.

Definition 2 (Position). For any well-formed sequent I' + 4,

— The occurrence of a labelled formula j < A (resp. A < m) is in precedent position
ifj <Ael (resp. A <m e 4) and it is in succedent position if j < A € 4
(resp., A<mel);

— any occurrence of a pure structure j < T in I (resp. A) is in precedent (resp. succe-
dent) position; any occurrence of a pure structure T < m in I" (resp. A) is in succe-
dent (resp. precedent) position.
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We follow the notational conventions as stated in Definition 1, which provides the
so-called analysis of the rules of any proper labelled calculus. In particular, according
to Definition 1, notice that if an occurrence o is a substructure of I7 € {I,I7,4,4"}
occurring in an instantiation r of a rule R € A.L (including axioms, namely rules with
no premises), then o is a parameter of r and every other o is nonparametric in rt
moreover, if o occurs in a premise and in the conclusion of r in the same position
(namely, in precedent versus in succedent position: see Definition 2), then these two
occurrences of o~ are locally congruent in r.> Notice that in the display calculi literature
‘being locally congruent’ usually presupposes ‘being parametric’, but in labelled calculi
this is not anymore the case due to the presence of switch rules (see Remark 1).

Initial rules*

ldp<m  1d, Id.

Idj<, T T
1<m*tr L<m JSTHJEST

j<prij<p p<mt p<m

The initial rules above encode identities for atomic propositions and zeroary con-
nectives, namely the fact that the derivability relation F is reflexive. Identity sequents
oftheform j <A r j <A (resp. A <m + A < m) are derivable in the calculus.

Initial rules for T and L*
1 — _ Lm Tm  — - T
jJ<1Lrj<A B<mt*t 1L <m T<m*tr B<m JSARj<T

*Side condition: A € {p,A; AN A,,0A,}and B € {p, B, V By, OB}

The initial rules for L (resp. T) above encodes the fact that L is interpreted as the
minimal element (resp. T as the maximal element) in the algebraic interpretation.

The cut rules below encode the fact that the derivability relation + is transitive.
Notice that the notion of ‘cut formula’ in standard Gentzen sequent calculi corresponds
to ‘labelled cut formula’ in the present setting. Before defining the cut rules, we need
the following definition.

Definition 3. A labelled formula a is a j-labelled (resp. m-labelled) formula in a
derivation r if the uppermost labelled formulas congruent with a in nt are introduced
Via Idjsp, J—j9 Tj’ AP’ /\S ’ DP’ DS (resp' Idpﬁm, J—m, Tm’ VP’ VS > <>P7 OS)'

Cut rules*
'rj<A4 I'j<sAv A '+ B<m,4 I' B<m+ A
rrva,4 I v a4,4

Cl.ltjsA Cut g

*Side condition: j < A and B < m are in display,
j < Ais aj-labelled formula and B < m is an m-labelled formula.

# Therefore, every instantiation of a labelled formula (resp. a pure structure) occurring in R €
AL is nonparametric. For instance, j < p is nonparametric in Idjc,, and A < m,j < 0OA,j <
Om are all nonparametric in Op. Moreover, according to Definition 1, every instantiation of
a structure (resp. a labelled formula) in the conclusion of initial rules (resp. logical rules) is
principal. For instance, j < p is principal in Id;<, and j < OA is principal in Op.

> For instance, given an instantiation r of the rule Ag, assuming o~ € I” in the first (resp. second)
premise of r, then it occurs in the same position in the conclusion of r, and these two occur-
rences of o are locally congruent in r. Nonetheless, notice that the two occurrences of ¢ in the
premises of r are not locally congruent in .
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The switch rules below encode elementary properties of pairs of inequalities with
the same approximant (either a nominal j or a conominal m) occurring in the same
sequent with opposite polarity (namely, the first in precedent position and the second
in succedent position: see Definition 2). Notice that we might use S as a generic name
denoting a specific switch rule in the following set. If so, we rely on the context to
disambiguate which rule we are referring to. In particular, the label S is unambiguous
whenever we use it as the name for a rule application in a derivation.

Switch rules*

Lj<Arj<m,4

LA<mt j<m,4

Si
Sm A <m./ Irj<AA )
INj<Arj<B4 INA<mtr B<m,4
Smm e mrA<md  Lj<Brj<Ad
Li<Trj<A4 I'T<mtrA<mda _,
SmT - n SjT
NA<mtr T<m4 Ni<Arj<T4
ST Ij<Arj<T,4 ILA<mr T<m4 ST
M T<mrA<md Lj<Trj<Ad
Li<T rj<T,4 LT<mrT<mdad _,
STT'm —- J SjTT

T<mr T <m,4 Li<Trj<T 4

*Side condition: For all the switch rules except Sm and Sj,
j and m do not appear in I” or 4. j (resp. m) in Sm (resp. Sj)
must not appear in the conclusion of the rule.

Remark 1 (Analysis of switch rules). For each instantiation r of R € {STT'm, SjTT’'},
the instantiations of j < T” and T” < m (where T” € {T,T’}) are nonparametric and
locally congruent in r (see Definition 1). For each instantiation r of any other switch
rule R, the instantiations of j < C and C < m (where C € {A, B}) are nonparametric and
locally congruent in r (see Definition 1).

Adjunction rules

> I'r oj<m,4 I'rFj<mm,4 X

im -

Trj<mmd Troj<mda ©'®
I+ j<om,4 '+ ¢j<m, 4

&40 ¢ 10!

I'+ &j<m,4 I+ j<om, A

Structural rules for T and L
I'r T<m4 I'rj<1,4
Lj<T+*rj<om4 ILL<mt Oj<m,4

The adjunction rules above encode the fact that unary modalities <, m and ¢,0
constitute pairs of adjoint operators. The structural rules T (resp. L) above encodes
the fact that O preserve T (resp. & preserves L).

The logical rules below encode the minimal order-theoretic properties and the arity
of propositional and modal connectives.
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Logical rules for propositional connectives*

. Lj<Ai+ 4 Frj<A4 rvi<BAa
P Tj<A AA + 4 IT'rj<AABA s
v I'rA<m,4 I'r B<m,4 A <m¢ 4 v
r I'rAvVB<m,A LA VA, <mrd °

*Side condition: labelled formula in the conclusion of any logical rule are in display.

We consider the following logical rules for modalities, where Og and <p are invert-
ible, but Op and ¢ are not. This choice facilitates a smoother analysis of the rules and
therefore it is preferable whenever the goal is to provide a canonical cut elimination.

Logical rules for modalities*

I'-A<m4 IA<mt j<oOm,4 5
[Lj<OA+ j<om, A I'Fj<DA A s
Li<Ar Oj<m, A I'+j<A4 o

P Ty oA<m, 4 LOA<mF oj<md °

*Side conditions: m (resp. j) must not occur in the conclusion of Og (resp. <p).
Labelled formulas in the conclusion of any logical rule are in display.
Remark 2. The invertible version of Ap, Vg, f Op and Oy are as follows:

Ij<A,j<B+r 4 INA<mB<mt 4
ILj<AABWr A IAVB<mt‘ 4

P s
Ij<oAr A<m,j<oOm,4 LLOA<m+F j<A,Oj<m,4
Ij<oArj<om4 [LOA<mF Oj<m.A $
Invertible rules can be used whenever the goal is to facilitate backwards-looking
proof searches. In this case, the initial rules have to be generalized accordingly.

The table below collects the analytic rules, both in the format of display calculi and

in the present format, generated by reading off the ALBA outputs of the corresponding
axioms reported on in Sect. 2.3.

modal axiom display rule labelled rule
SXrY I'roj<m,4
4 AFOA | 4—2—
@ eodro OOX v Y I’h<ojr Oh<m,4
X + 0y I'+j<oOm4
T OAFA —FT R e
™ XrY I'rFj<m,4
(B) AFrDOGA OXry Lrojsmd
X + Y I+ j<om,4
SeX kY k< ®j+ok<m,4
D) DArCA
® © b—xrv b rrj<m4
(©) 00A + 00A c O8X Y rk<ejr ok<m4

X+ Y Ih<oj+- ¢h<m, 4
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Where k in rules C and D must not appear in I,4. For any 2 C
{(T),(4),(B),(D),(C)}, we let ALY be the calculus defined by the rules in the sec-
tions above plus the additional rules in the table above corresponding to the axioms in
2. Welet AL :=ALg.

4 Properties of the Calculus A.LY

4.1 Soundness

In the present section, we show that, for any 2 C {(T), (4), (B), (D), (C)}, the rules of
A.LZX are sound on the class K°(X) := {A% | A | X). Firstly, let us recall that, as
usual, any A.L-sequent I + 4 is to be interpreted as “any assignment of the variables
in Prop U NOM U CNOM under which all inequalities in I” are satisfied also satisfies
some inequality in 4”; in symbols: YpVjVm(& I' = 29 4).

As to the basic calculus A.L, the soundness of the initial rules, cut rules, adjunction
rules, and logical rules for propositional connectives is straightforward. The soundness
of the switch rules hinges on the fact that nominal and co-nominal variables range over
completely join-generating and completely meet-generating subsets of A° for any £-
algebra A. For example, the soundness of Sjm follows from the following chain of
equivalences:

VpYiVRYD(& T & j<A=j<B?¥ X 4) validity of premise
iff VTJVEW(& I'=>Vj<A=j<B®R uncurrying + side condition
iff VpVkYn(& I = A < B® 2 4) c. join generation

iff VpVRYI(& I = Ym(B<m = A <m)® 20 4) c. meet generation
iff YpYmYkYn(& IT'& B<m = A <m % 29 A) currying

Since m does not occur in I” and 4, the rule is also invertible. The verification of the
soundness of the remaining switch rules is similar.

The soundness and invertibility of the introduction rules for the modal connec-
tives hinge on the fact that the operation ¢7 (resp. O") is completely join-preserving
(resp. completely meet preserving) and on the complete- join-generation and meet-
generation properties of the subsets of A° on which nominal and co-nominal variables
are interpreted. For example, the soundness and invertibility of Og is verified via the
following chain of equivalences:

VpYiYmVkVi(& M & A<m = j<om?¥ 24 validity of premise
iff VﬁVjVEVﬁ(& I'=>YmA<m=j<om)®2PA) uncurrying + side condition
iff VpViVRYR(& I’ = Ym(A <m = ¢j <m) ¥ 29 4) adjunction

iff VRViVRYI(&& T = ¢j <A X 29 A) c. meet-generation
iff VpYjVRYn(& I’ = j<ODA® 29 1) adjunction

The soundness of Op immediately follows from the monotonicity of O”. Indeed, fix
an assignment of variables in Prop U NOM U CNOM under which all inequalities in I”
and j < DA are satisfied. If such assignment also satisfies A < n, then, by monotonicity,
Jj < DA < On, as required. The proof for the rules ¢p and O is similar.
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As to the extended calculus A. LY, the soundness of rule (4) is verified by the fol-
lowing chain of computations holding on the canonical extension of any L-algebra A
such that A F OOp < Op:

VpYKYiVmYn(& I' = Oj < m ¥ 29 A) validity of premise
then YpYKYj¥mVn(& I = 00j <m ¥ 29 A) axiom (4)
iff Vpvk¥Yj¥mvn(& I' = Yh(h < ¢j = Sh <m) % 29 4) c. join-generation
iff VpYkYj¥mvhvn(& I'&h < 0j = Ch<m ® 29 1) currying + h fresh

The key step in the computation above is the one which makes use of the assumption
of axiom (4) being valid on A. Indeed, by the general theory of correspondence for LE-
logics (cf. [7]), axiom (4) is canonical, hence the assumption implies that (4) is valid
also on A%. Then, as is shown in the computation concerning axiom (4) in Sect. 2.3,
the validity of (4) in A? is equivalent to the condition VjVm (¢j < m = ¢0j < m)
holding in A, which justifies this key step. The verification of the remaining additional
rules hinges on similar arguments and facts (in particular, all axioms we consider are

canonical), so in what follows we only report on the corresponding computations.

VpVYKYjYmyn(& I’ = j < om ¥ 29 A)  validity of premise
then VpYKYjVmVn(& I'=j<m® ¥ 4)  axiom (T)

VpYRYjYmYn(& I' = Oj <m % 29 4)  validity of premise
then VpYkYj¥mvn(& I' = j<om® 29 4) axiom (B)

VpvkYjYmyn(& I' = j <om ¥ 29 4)  validity of premise
then YpVkYj¥mVn(& I' = 0j <m ® 29 4) axiom (B™")

The soundness of the rule (C) is verified by the following chain of computations
holding on the canonical extension of any L-algebra A such that A E oOp < OOp:

VpYhVivmYkVn(& I & k< #j = Ok <m X 29 4)  validity of premise
iff VﬁVEVijVﬁ(&F = Vk(k < ¢j = Ok <m)® 29 4) uncurrying + side cond.
iff VpYR'ViVmYn(& I’ = Vk(k < ¢j = k <mm)%® 29 4)  adjunction

iff VﬁVF\lj\v’mVﬁ(&F = ej<mEm¥» 2P A1) c. join-generation
iff VpVh'YjVmYn(& I = oej <m® 29 1) adjunction

then VpYh'Vjvmyn(& I’ = #0j <m % 29 1) axiom (C)
iff YpYh'Vjivmyn(& I = Oj < om ® 29 4) adjunction
iff VﬁVWVj\/mVﬁ(&F SVii<oj=i<om) ¥R A) c. join-generation
iff YpYivh'VivmYn(& I' & i< 0j = i <om ¥ 29 A) currying
iff YpYivh'VivmYn(& I & i< Oj = #i <m ¥ 29 1) adjunction

Instantiating i as h completes the proof. The key step in the computation above is
the one which makes use of the assumption of axiom (C) being valid on A. Indeed, by
the general theory of correspondence for LE-logics (cf. [7]), axiom (C) is canonical,
hence the assumption implies that (C) is valid also on A°. Then, as is shown in the
computation concerning axiom (C) in Sect. 2.3, the validity of (C) in A? is equivalent
to the condition Yj¥Vm (G#j < m = #<0j < m) holding in A%, which justifies this key
step.

The soundness of the rules (D), (T), (B) is verified in a similar way.
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4.2 Syntactic Completeness

In the present section, we show that all the axioms and rules of the basic logic are
derivable in A.L, and that for any 2’ C {(T), (4), (B), (D), (C)}, the axioms and rules of
L2 are derivable in A LX.°

Thesequentsp + p, L+ p,p+ T,p+F pVq(g+ pVg),andpAgt+ p(GAp F+ q)
are trivially derivable with one single application of the rule I/dj<;, L., Ty, Vs, and Ap,
respectively. The derivability of the rules £- X % L2 ‘;Vi‘[: ;X and £—£L2Y can be
shown by derivations in which the cut rules, Vp, and Ag, respectively, are apphed The
two derivations below show the rules concerning the connectives O and <:

: y<mrg<m iserijsy o
PjSDgo,(//Sml—jSDm QY <mj<ptr Oj<m <>S
T j<oerj<oy oy<mrop<m

To show the admissibility of the substitution rule
induction on the derivation height of ¢ + i suffices.

As to the axioms and rules of the basic logic L, below, we derive the axioms encod-
ing the distributivity of & over V and L in A.L. The distributivity of O over A and T is
derived similarly.

szw a straightforward

Idjggy —— djcp ————
= TicAriza o = <Bri<B o
T e o s TV R L)
i<ACA<mFEOi<m v i<B,OB<mtF oi<m v

s s
i<ACAVOB<mF Oi<m i<B,CAVOB<mF Oi<m

o4m o4m

s i<AQAVOB<mFi<mm i<B,OAVOB<m&Fi<mm s

SCAVOB<mmEm<ntA<n SCAVOB<mmEm<nt B<n 1d;

Vp L=
CAVOB<mmEm<nt+AVB<n Jslrjsl oL
h<AVBOAVOB<m*F h<mm L<mj<Lltj<mm

o4m! o4m!l —————————
o h<AVB,OAVOB<m+F Oh<m o L<mj<OLFj<m

P - -
CAVOB<mF O(AVB)<m r L1<m*FrOoL<m

The syntactic completeness for the other axioms and rules of L can be shown in
a similar way. In particular, the admissibility of the substitution rule can be proved by
induction in a standard manner.

As to the axiomatic extensions of L, Let us consider the axiom (4) OOCA + OA.
Using ALBA we generate the first order correspondent YjVm(¢j < m = &0j <
m). Further processing the axiom (4) using ALBA we obtain the equivalent first order
correspondent (in the so-called ‘flat form’): VjVhVm (¢j < m = (h < ¢j = ¢h < m)),
which can be written as a structural rule in the language of ALBA labelled calculi as
follows:

I'r oj<m,4
LLh<OjF oh<m, 4

We now provide a derivation of the axiom (4) in the basic labelled calculus A.L
expanded with the previous structural rule 4.

6 That is, we show that, for any L-axiom s = A + B € {(T), (4), (B), (D), (C)}, a derivation exists
in A.L{s} of the sequent j < A  j < B, or equivalently of B<m+ A <m.
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1ds j<Arj<A

JSAQCA<mMF Oj<m
JSACA<Mh<Ojr Oh<m
J<AOCA<mMh<OjFrh<mm
JSACA<mEMm<m r Oj<m’
CA<mmEm<m + CA<m’
J<OACA<mMF j <mm
J<OACA<mMF Of <m

CA<mF OOA <m

Os

(o |

P

O 4m!

P

Analogously, we provide a derivation of the axioms (T), (B), (D), and (C) in the
basic labelled calculus A.L expanded with the structural rules 7, B, D, and C, respec-
tively.

_— —1d
e mrd<m : jsArj<A 0
J<OAA<m+ j<Om r JSAQCA<mMF Oj<m s
JSOAA<m*F j<m g J<SAOA<m‘t j<Om

j<oArj<A s J<SAFrj<OCA

Id,

. A<oFrA<o
j<ODA,A<or j<Do

¢+0 J<OA,A<ot+ &j<o
K<®jj<CArk<A °
1, A<ntA<n Op k<@j,j<DA,0A<m*+ Ok<m Os
JSOA,A<nt+ j<On g h<9j,j<0A,0A<mt+ éh<m R
J<OAA<nt &j<n h<?¢j,j<DA,0A<m*r h<oOm
k<ejj<oArk<A o o iSDAGASmOm=nr:oj<m >
k<ojj<oAoA<mr ok<m > " GA<moOm<nroDA<n
JSOACA<m¢F j<m i<OOA,CA<m ¢ i<Om Os
CA<m+t OA<m i<OmAri<OOA

4.3 Conservativity

In the present section, we argue that, for any 2 C {(T), (4), (B), (D), (C)} and all £-
formulas A and B, if the A.L-sequent j < A + j < B is derivable in A.LY, then the
L-sequent A + Bis an L.2-theorem.

Indeed, because the rules of A.L are sound in the class K(Z) = {A° | A X},
the assumption implies that A°  VpVj(j < A = j < B) which, by complete join-
generation, is equivalent to A% | Vp(A < B). Since, as discussed in Sect.2.2, L.X is
complete w.r.t. K°(X), this implies that A + B is a theorem of L.X, as required.

4.4 Cut Elimination and Subformula Property

As usual in the tradition of display calculi, we first characterize a new class of cal-
culi. The actual definition is given in Appendix A. Here we just mention that a proper
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labelled calculus is a proof systems satisfying the conditions C,—Cg of Definition 6.
Then, in the appendix, we prove the following general result, namely a canonical cut
elimination theorem a la Belnap for any calculus in this class:

Theorem 1. Any proper labelled calculus enjoys cut-elimination. If also the condition
Cy in Definition 6 is satisfied, then the proof system enjoys the subformula property.

Finally, we obtain that the calculi A.L2 introduced in Sect. 3 enjoys cut elimination
and subformula property thanks to the following result, proved in Sect. 5.

Corollary 1. ALY is a proper labelled calculus.

5 A.LX Is a Proper Labelled Calculus

In this section we first show that A.LLX has the display property and then we provide a
proof of Corollary 1 as stated in Sect. 4.4.

Lemma 1. Let s be any derivable sequent in A.LLX. Then, up to renaming of the vari-
ables, every nominal or conominal occurring in s occurs in it exactly twice and with
opposite polarity.

Proof. The proof is by induction on the height of the derivation. The statement is triv-
ially true for the axioms. All the rules in the calculi with the exception of the cut-rules
either (a) introduce two occurrences of a new label, (b) eliminate two occurrences of
the same existing label, or (c) keep the labels in the sequent intact. Before applying
the same reasoning to Cutj<s and Cut,<y,, we must take care of renaming nominals
and conominals in I, 7, 4,4’ to avoid conflicts. Thus, up to substitution, any variable
occurring in a derivable sequent occurs exactly twice.

To prove that A.LX has the display property (see Definition 5) we need the following
definition:

Definition 4. Let s = I' + A be any sequent. For any structure o = j < T, (resp. o =
T < m) in I', we say that it has a j-twin (resp. m-twin) iff there exists exactly one
occurrence of j (resp. m) in 4.

Proposition 1. For any derivable sequent s = I’ + A and any structure o = j < T
(resp. o =T <m) in I there exists a sequent s' = I"" + A" which is interderivable with
s such that o € I'" and o has a j-twin (resp. m-twin) in s’

Proof. A sequent s is said to have the j-twin property (resp. m-twin property) iff every
structure of the form j < T (resp. T < m) has a j-twin (resp. m-twin) in 4. Notice
that the conclusions of initial rules satisfy all twin properties trivially. We say that an
inference rule preserves the twin property if the premises having a certain twin property
implies that the conclusion has the same twin property.

All the rules in the basic calculus which do not involve switching of structural terms
(i.e. all the rules except for the rules STm, SmT, STj, SjT, STT'm, SJTT’) and the rules
T, B, and C preserve the twin property, since, for each nominal j or conominal m in the
rule, one of the following holds:
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1. each occurrence of j or m remains on the same side in the conclusion as it was in
the premise (adjunction rules, rules for propositional connectives, T, B);

2. exactly two occurrences of j (resp. m) are eliminated (cut, Sm, Sj, Os, Op, D, C ),

3. j (resp. m) does not occur in the premise, and exactly two occurrences of j (resp. m)
are added in the conclusion, one in the antecedent and one in the consequent of the
conclusion (Tg, Le, Op, Og, C).

Notice that rule C occurs both in items 2 and 3 and, in particular, we can assume that
the nominal h in the conclusion of C is fresh (see the proof of Lemma 2).

In the case one of the STm, SmT, STj, SjT, STT'm, SjTT’ rules is applied, the
twin property can be broken, as nominals (resp. conominal) contained in the structural
terms T, T’ switch side without their twin nominals (resp. conominals) doing the same.
LetR = g i j; be an application of any of these rules. Let o € I} N [, be a structure
which has a twin in 4; but not in 4,. This is only possible if o is of the form i < T,
(resp. T; < n) and there exists a ¢’ of the form T < m (resp. j < T) for some T
containing i (resp. n) which will appear in I'; with j (resp. m) introduced fresh. We can
switch the term T back to the right by using the switch rule applicable to the conclusion
of R, which gives a sequent of the same form as I'; + 4y, but with a fresh conominal
(resp. nominal) in the place of m (resp. j). Here, we show the proof for the rules STT'm
and SmT, the proof for other rules being similar.

STT'm Li<T +rj<T, 4 NA<mt+ T<mA STj
S{TT’ IT<mr T <m,4 Li<Trj<AA SenT
Lj<T +j<T.4 TLA<m rT<m,4

Let s’ = I's + 43 be any sequent derived from I, + 4, such that o € I';. If 07 ¢ I3,
it must have been switched to the right by a switch rule, as all other rules leave pure
structures on the left intact. However, whenever a switch rule is applied, the term T
occurs on the right of the sequent and has a twin. Thus, if the last rule of the derivation
is such a switch rule, then o has a twin in §’. If 0’ € I';5 and ¢” has a twin structure,
then we can switch T to right by the application of an appropriate switch rule leading
to a interderivable sequent in which o has a twin. Thus, reasoning by induction, it is
enough to show that o’ has a twin when it occurs for the first time (by the application
of the switch rule). This is immediate from the fact that the label occurring in o’ € I'3
in any switch rule is of the form j < T or T < m where j or m is fresh and also occurs
in 43. Thus switch rules preserve the twin property.

LetR = % be an application of rule (4). Let o € I'} N I'; be a structure which
has a twin in 4, but not in 4,. This is only possible if o is of the form j < T € I for
some structure T. In this case, after the application of 4 we can reintroduce the relevant
twin structure ¢j < m in the following way.

JSTel'roj<m
4 Jj<TelLh<Ojr oh<m
j<Telh<<ojrh<mm
j<TelLmm<nt Oj<n

O4m
STT'n

7 Given the result in Lemma 1, notice that this is the same as saying that all occurrences of j
(resp. m) are eliminated, except in the case of cut rules, which have two premises. But, if the
cut formula has a j-twin (resp. m-twin) in /" in the one premise and in 4" in the other, the
conclusion I, 1" + 4,4" will still have the j-twin (resp. m-twin) property.
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The rest of the proof now follows by the same inductive algorithm.

We can now prove the display property of the calculus.

Proposition 2. Ifs =TI + Aisaderivable A LX-sequent, then every structure o occur-
ring in s is displayable (see Definition 5).

Proof. We prove the display property only for the structures of the form j < T and
Jj < A. The proof for structures of the form T < m and A < m are dual. Let o be
a structure of the form j < T or j < A. By Lemma 1, j occurs exactly twice in any
derivable sequent. Let o be the structure containing the other occurrence of j. If o’ is a
labelled formula we are done. The set of well-formed pure structures containing j is the
following: {(j <m,Oj < m, ¢j <m,j < 0Om,j < mm,i < ¢j,i < @j}. For any derivable
sequent s = I F 4, it is easy to verify the following (by inspection of all the rules in
AL):

(a) if ©j < n (resp. i < Om) occurs in s, then it occurs in 4, given that Og and L
(resp. Op and Tg) are the only rules introducing such a structure;

(b) if &j <n (resp.i < mm) occurs in s, then it occurs in 4, given that ¢ and m can be
introduced only via adjunction rules to structures ¢j < n and i < Om which only
occur in 4 by (a);

(c) if any pure structure t € {i < ¢j,i < @j,0m < n,Em < n} occurs in s, then
it occurs in I, given that they can only be introduced via a switch rule (namely,
STm, STj, STT'm, Sj, TT").

Case (a) and (b). If j (resp. m) occurs in some pure structure <j < n or ¢j < n (resp.
i < Omori < mm), then it occurs in 4 and it is displayable through a single application
of an adjunction rule.

Case (c). If j (resp. m) occurs in some pure structure i < <j, i < @] (resp. Om < n,
mm < n), then it occurs in . If we can apply a switch rule moving the relevant complex
term to 4, we reduce ourselves to the previous cases (a) or (b) and we are done. We will
consider the case where a pure structure i < &j occurs on the left. All the other cases are
treated analogously. By Proposition 1, there exists a sequence s' = I'" + A’ such that s’
is interderivable with s, i < Oj occurs in I and has an i-twin (resp. n-twin) in s’. Thus,
i occurs in A" by definition. By (a) and (b), i can occur in 4’ in one of the structures
i<Ai<m<di<m,orei <m Ifioccursini < A ori < m, we can apply a switch
rule with i < ¢j to reduce ourselves to previous cases. If i occurs in the structure of the
form ¢i < m or i < m, we first apply adjunction and then proceed in the same way.
This concludes the proof of display property for the basic calculus.

In case of the axiomatic extensions, we need to argue that the added rules preserve
the property in Proposition 1. Notice that all the additional rules preserve the Lemma 1.

In case of rules (T), (B), and (C) no variables nominals or conominals switch side
thus the twin structures are preserved by these rules. (4): The rule 4 moves <¢j from the
right to the left. Thus, the only structure in I" which loses the twin property is some
structure o in I” containing j. However, just like in the case of the switch rules we can
switch j back to the right by applying an adjunction followed by a switch rule on h as
follows.
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I'h<Ojr Oh<m
Ih<oj+-h<mm
I'mm<nt+ ¢oj<n

oA
STT'm

Thus, the twin of o reappears. We can now argue that the existence of an interderivable
sequent with a twin is preserved in a derivation containing an application of this rule in
similar way as we did with the switch rules.

(D): In case of rule D, as the premise contains the structure k < #j, there must be
another structure o € I containing j of the form j < A or j < T. The premise must be
interderivable with a sequent in which o has a twin. However, in the conclusion k does
not occur and j < Om occurs on the right. Thus, o has a twin in the conclusion. All
other nominals and conominals in the premise stay on the same side in the conclusion.
Thus, rule D preserves the property of existence of interederivable sequent with the twin

property.

To show that A. LY is a proper labelled calculus, we need to verify that A. LY satis-
fies each condition in Definition 6. The verification of the conditions C6 and C7 requires
to preliminarily show the following:

Lemma 2 (Preservation of principal formulas’ approximants). If the sequents s
and s’ occur in the same branch b of an ALX-derivationn, j < A€ sandi < A € s
(resp. A < m € sand A < n € s') are congruent in b (see Definition 5), j < A
(resp. A < m) is principal in s and i < A (resp. A < n) is in display in §', then the
term occurring ini < A (resp. A < n) in « can be renamed in a way such that i = j
(resp. n = m), and the new derivation rn’ is s.t. ' = m modulo a renaming of some

nominal or conominal.

Proof. Assumethatj<Aesandi<Ae€ s (resp.A<me sandA <n € s’) are con-
gruent in the branch b of a derivation 7, j < A (resp. A < m) is principal in s and i < A
(resp. A < n) isin display in s’. This means that there is a sub-branch »” C b connecting
s and s’ and the height of s is strictly smaller than the height of 5" in 7, given that j < A
(resp. A < m) is principal in s. If j < A stays parametric in ', then j = i (resp. m = n).
If not, it means that j < A (resp. A < m) is nonparametric in an even number of appli-
cations of switch rules occurring in b’, given that j < A andi < A (resp. A < m and
A < n) are both approximated by a nominal (resp. conominal) and a single application
of a switch rules changes the nominal (resp. conominal) approximating a formula into
a conominal (resp. nominal). W.1.o.g. we can confine ourselves to consider a branch &’
with exactly two applications of switch rule involving j < A andi < A (resp. m < A)
as nonparametric structures. If a rule R is applied in »’, R is not a switch rule, and x is a
nominal or conominal occurring in a nonparametric strucure in the conclusion of R but
not necessarily occurring in the premise(s) of R, then we can pick x fresh in the entire
sub-branch »” C b’ connecting the conclusion of R with the sequent s. In the case of
ALY, such rule R is either Op, Og, C, or 4. Therefore, j (resp. m) occurs neither in the
premise nor in any parametric structure in the conclusion of S, where S is any applica-
tion of a switch rules in the branch 4’ and s.t. i < A (resp. A < n) is a nonparametric
structure in the conclusion of S. So, the side conditions of switch rules are satisfied, and
in any application of such S we can switch i for j (resp. n for m).
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We now proceed to check all the conditions C;-Cg defining proper labelled calculi.

Proof. The fact that ALY satisfies condition C; is proved in Proposition 2. To show
that A.LLY satisfies condition Cg we need to consider all possible principal cuts.

Below we consider cut formulas introduced by initial rules and we exhibit a new
cut-free proof that is an axiom as well (notice that axioms are defined with empty con-
texts). The principal cut formulais j < T or j < p, R € {ldj<,Id+, T}, and x,y,z are
instantiated accordingly to R (the proof for L < mor p < m, and R € {Idp<,,1d., L}
is similar and it is omitted).

T T
n < R - - R
j<xrj<y JEyrtJ=z T R
j<xrj<z ~w o jSxbj<z

Cutjg

Below we consider formulas introduced by logical rules. The side conditions on
logical rules impose that the parametric structures are in display or can be displayed
with a single application of an adjunction rule, therefore we can provide the following
proof transformations where the newly generated cuts are well-defined (in particular
the cut formulas are in display) and of lower complexity (the new cut formulas are
immediate subformulas of the original cut formulas).

The principal cut formula is OA and A is m-labelled formula (see Definition 3).

1Ty

im ) im ILA<mF j<om4

NLA<mt j<om4 I’ v A<mA r'vA<md IA<mt ¢j<mA ¢40
3 DS DP ’ s . ’ ’ . ’ CutA<m
Cllt I'vrj<oA4 I'',j<oA+r j<omA _1 LI’ v 4,¢j<mA -
i o e Weme
isoA Lr' v 4,j<omd’ s ¢-0O nLr' v aj<omd

The principal cut formula is OA and A is a j-labelled formula (see Definition 3): in
this case the original cut is as in the proof above. The principal cut elimination transfor-
mation requires we perform a new cut on the immediate labelled subformulas A < m,
but, given A is a j-labelled formula by assumption, only Cutjcs can be applied, so we
need first to apply the appropriate switch rules changing the approximants of the imme-
diate subformulas A on both branches. In branch ; of the original proof, we can apply
adjunction and derive ;A < m + 4j < m where ¢j < m is the twin structure (see
Definition 4) of A < m, so we can apply the rule STj. In branch m,, Proposition 1
ensures that I/ + A < m, 4’ is interderivable with I, x <m + A < m,4” for some
x formula or x pure structure, where x < m is the twin structure of A < m. Therefore,
we can apply the appropriate switch rule changing the approximant of A. The proof
transformation is detailed below.

ST 63
IA<mt j<om,A4 ¢ < ’
L - &40 __PrAsmd Prop. 1
INA<mt© ¢j<m,4 ST I, x<mtr A<mA4"
J

rii<ejri<A,4 I i<Avri<gx A4’
LT7i<ejri<xd4"

Cuticy

LT+ &j<m a4
~ LT+ j<omdA
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The principal cut formula is A A B and both immediate subformulas are j-labelled
formulas (the case in which at least one immediate subformula is an m-labelled formula
is analogous to the proof transformation step for ©A and it is omitted. The case for AV B
are similar and they are omitted).

ol o) 73
Irj<Ap4 Trj<Ayd A A rj<Aj+ 4 7 73
p—— -
Trj<A] AAp4 s I'j<Ay Ay v A Trj<A;4 rj<Ajr 4
Cutjca; na, 7 Cutje, >
2 LI’ v 4.4 ~ LI v 4.4

To show that A.LLX satisfies all the other conditions is immediate and it requires
inspecting all the rules in A.LX.

6 Conclusions

In the present paper, we have showcased a methodology for introducing labelled cal-
culi for nonclassical logics (LE-logics) in a uniform and principled way, taking the
basic normal lattice-based modal logic L. and some of its axiomatic extensions as a case
study. This methodology hinges on the use of semantic information to generate calculi
which are guaranteed by their design to enjoy a set of basic desirable properties (sound-
ness, syntactic completeness, conservativity, cut elimination and subformula property).
Interestingly, the methodology showcased in the present paper naturally imports the
one developed and applied in [15] in the context of proper display calculi to the proof-
theoretic format of labelled calculi. Specifically, just like the algorithm ALBA, the main
tool in unified correspondence theory, was used in [1,15] to generate proper display
calculi for basic (D)LE-logics in arbitrary signatures and their axiomatic extensions
defined by analytic inductive axioms, in the present paper, ALBA is used to generate
labelled calculi for L and 31 of its axiomatic extensions. Similarly to extant labelled
calculi in the literature (viz. those introduced in [16]), the language of the calculi intro-
duced in the present paper manipulate a language which properly extends the original
language of the logic, and includes labels. However, the language of these labels is the
same language manipulated by ALBA, the intended interpretation of which is provided
by a suitable algebraic environment, rather than by a relational one; specifically, by the
canonical extensions of the algebras in the class canonically associated with the given
logic. Just like the use of canonical extensions as a semantic environment for unified
correspondence theory has allowed for the mechanization and uniform generalization
of correspondence arguments from classical normal modal logic to the much wider set-
ting of normal LE-logics without relying on the availability of any particular relational
semantics, this same semantic setting allows for the uniform generation of labelled
calculi for LE-logics in a way that does not rely on a particular relational semantics.
However, via general duality theoretic facts, these calculi will be sound also w.r.t. any
relational semantic environment for the given logic, and can also provide a “blueprint”
for the introduction of labelled calculi designed to capture the logics of specific classes
of relational structures (cf. [20]). In future work, we will generalize the current results to
arbitrary LE-signatures, and establish systematic connections, via formal translations,
between proper display calculi and labelled calculi for LE-logics.



Labelled Calculi for Lattice-Based Modal Logics 43

A Proper Labelled Calculi

In what follows we provide a formal definition of the display property and proper
labelled calculi.

Definition 5 (Display). A nominal j (resp. conominal m) is always in display in a
labelled formula j < A (resp. A < m), and is in display in a pure structure t ifft =j < T
(resp. t = T < m) for some term T such that j does not occur in T.

A pure structure j < T (resp. T < m) is in display in a sequent s if j (resp. m) is in
display in each structure of s in which it occurs.

A labelled formula j < A (resp. A < m) is in display in a sequent s if j (resp. m) is
in display in each structure of s in which it occurs.

A proof system enjoys the display property iff for every derivable sequent s = I" + A
and every structure o € s, the sequent s can be equivalently transformed, using the
rules of the system, into a sequent s’ s.t. o occurs in display in s’ (in this case we might
say that o is displayable).’

Definition 6 (Proper labelled calculi). A proof system is a proper labelled calculus if
it satisfies the following list of conditions:

C: Preservation of Formulas. Each formula occurring in a premise of an inference r
is a subformula of some formula in the conclusion of r.

C,: Shape-Alikeness of Parameters and Formulas/Terms in Congruent Structures.
(i) Congruent parameters are occurrences of the same (meta-)structure (i.e. instantia-
tions of structure metavariables in the application of a rule R except for switch rules);
(ii) instantiations of labelled formulas in the application of switch rules (in the case
of ALX, occurrences of the form j < C and C < m) are congruent and the formu-
las in these occurrences instantiate the same formula metavariable (namely C); (iii)
instantiations of pure structures in the application of switch rules (in the case of A LX,
occurrences of the form j < T and T” < m) are congruent and exactly one term in
these occurrences instantiate the same term metavariable (namely T” ).

C;: Non-proliferation of Parameters and Congruent Structures. (i) Each parameter
in an inference r is congruent to at most one constituent in the conclusion of r. (ii) Each
nonparametric structure in the instantiation r of a switch rule R is congruent to at most
one nonparametric structure in the conclusion of r.

C,: Position-Alikeness of Parameters and Congruent Structures. Congruent parame-
ters and congruent structures occur in the same position (i.e. either in precedent posi-
tion or in succedent position) in their respective sequents.

Cs: Display of Principal Constituents. If a labelled formula a is principal in the con-
clusion of an inference r, then a is in display.
C%: Display-Invariance of Axioms and Structural Rules. If a structure o occurs in the

. Sloeees S . .
conclusion s of a structural rule —-""— R (where R is an axiom whenever the set of

N

8 Notice that we are not requiring that every meta-structure is displayable.
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premises is empty), then either o occurs in display in s, or a structure o’ and a sequent
s" exist s.t. o’ is in display in s', and s’ is derivable from s via application of switch and
adjunction rules only, and o and o’ are congruent in this derivation. Moreover, if the
rule R is an axiom, then ~g~ R is an axiom of the calculus as well.

Ce: Closure Under Substitution for Succedent Parts. Each rule is closed under simul-
taneous substitution of (sets of) arbitrary structures for congruent labelled formulas
occurring in succedent position.

C7: Closure Under Substitution for Precedent Parts. Each rule is closed under simul-
taneous substitution of (sets of) arbitrary structures for congruent labelled formulas
occurring in precedent position.

where T is a multi-set of structures and o [a means that o are substituted for a.

This condition caters for the step in the cut-elimination procedure in which the cut
needs to be “pushed up” over rules in which the cut-formula in succedent position is
parametric.

Cs: Eliminability of Matching Principal Constituents. This condition requests a stan-
dard Gentzen-style checking, which is now limited to the case in which both cut formu-
las are principal, i.e. each of them has been introduced with the last rule application of
each corresponding subdeduction. In this case, analogously to the proof Gentzen-style,
condition Cg requires being able to transform the given deduction into a deduction with
the same conclusion in which either the cut is eliminated altogether, or is transformed in
one or more applications of the cut rule(s), involving proper subformulas of the original
cut-formula.

We now provide the proof of Theorem 1 stated in Sect. 4.4.

Proof. The proof is close to the proofs in [12] and [22, Section 3.3, Appendix A]. As to
the principal move (i.e. both labelled cut formulas are principal), condition Cg guaran-
tees that this cut application can be eliminated. As to the parametric moves (i.e. at least
one labelled cut formula is parametric), we are in the following situation:

TT (Mo
Iy v A)[ay, 1P (I v 4)[ay, 1P
L iTm
(1 + 2)[a]™ (I' F Mla]™
Inrrx4

where we assume that the cut labelled formula a is parametric in the conclusion of m,
(the other case is symmetric), and (I" + A)[a]?™ (resp. (I + 2)[a]*™“) means that a occur
in precedent (resp. succedent) position in I" + 4 (resp. I1 + X).

Conditions C,-C4 make it possible to follow the history of that occurrence of a,
since these conditions enforce that the history takes the shape of a tree, of which we
consider each leaf. Let a,, (abbreviated to a, from now on) be one such uppermost-
occurrence in the history-tree of the parametric cut term a occurring in m,, and let 7, ;
be the subderivation ending in the sequent I'; + 4;, in which a, is introduced.
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Wansing’s parametric case (1) splits into two subcases: (la) a, is introduced in
display; (1b) a, is not introduced in display. Condition C guarantees that (1b) can only
be the case when a, has been introduced via an axiom.

If (1a), then we can perform the following transformation:

¥ L7 X
(I v 4)[a, 1 I+ 2)[a]™ (I v 4)[a, ] ,
- - 0T v 5,4 Cut
(1 )[a]™™ (I' + Mla) Lo (11,2} /al
oI Cut I,rv5,4

where m, [{{1,2}/a] is the derivation obtained by m, by substituting /7,2 for a in 7.0

Notice that the assumption that a is parametric in the conclusion of 7, and that a, is
principal implies that 7, has more than one node, and hence the transformation above
results in a cut application of strictly lower height. Moreover, condition C; implies that
Cut’ is well defined and the substitution of {I7, 2} for a in 7, gives rise to an admissible
derivation m, [{{1,2}/a]?”" in the calculus (use Cg for the symmetric case). If (1b), i.e. if
ay is the principal formula of an axiom, the situation is illustrated below in the derivation
on the left-hand side:

m
I+ 2)[a]™ Il v 4)[a, ] ,
I s A Cut
(I v 4)la, 1 ¥4
L Ly (I v 4D, 2}/ al
(1 v D)[a]™ I+ Dlay™ L1y [{I1, 2} /a)
(LT F A o I v 5, A

where (I'; + 4;)[a,]?"[a]** is an axiom. Then, condition C implies that some sequent
(I'l + 4))[a,)P¢[al* exists, which is display-equivalent to the first axiom, and in which
a, occurs in display. This new sequent can be either identical to (I'; + 4,)[a,]""[a]*™,
in which case we proceed as in case (1a), or it can be different, in which case, condition
Ci guarantees that it is an axiom as well. Further, if 7 is the derivation consisting of
applications of adjunction and switch rules which transform the latter axiom into the
former, then let i’ = n[{{1,2}/a,]. As discussed when treating (1a), the assumptions
imply that 7, has more than one node, so the transformation described above results in a
cut application of strictly lower height. Moreover, condition C7 implies that Cut’ is well
defined and substituting {/7, 2} for a, in m, and in 7 gives rise to admissible derivations
my [{I1,2}/a,] and 7’ in the calculus (use Cg for the symmetric case).

As to Wansing’s case (2), assume that a, has been introduced as a parameter in the
conclusion of 7, ; by an application r of the rule R.

° Notice that the writing m, [{/7,X}/a] does not mean that /7 and X remain untouched in 5,
namely it does not mean that every sequent in 7, is of the form 77, I + X', A” for some I, 4" .
Indeed, structures in /7 or in 2 might play the role of active structures in some applications of
switch rules occurring in 7,, if any.
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Therefore, the transformation below yields a derivation where 7 is not used at all

and the cut is not applied.

ST
I + 4)la, ] oy
iy i i v AU 2Y a, ]
I+ 2)[a]™ I+ DHla) c s [{1, 2}/ a]
T+ 2,4 N A

From this point on, the proof proceeds like in [22].
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Abstract. This paper applies and extends the results from [22] on
agent-update frames and their logic. Several interesting examples of
actions for forgery and deception, agent-upgrade and agent-downgrade
are considered. Going on from the earlier paper, a second interesting
children’s story is modelled using these ideas. A dynamic epistemic logic
is defined with all these actions and provided with a complete axiomati-
zation. Decision procedures for satisfiability and model checking follow.
A planning-oriented approach is also discussed.

Keywords: Agent-update + Deception - Forgery - Completeness and
decidability - Epistemic planning

1 Introduction

In [22], the authors modelled Julia Donaldson’s children’s story The Gruffalo [14]
in dynamic epistemic logic [28]. The technical enhancement required extending
the update modality, specified by an action frame U = (E, O;, pre, post) [3], with
a product update operation providing the updated Kripke model. We extended
the semantics with agent-update frames U = (E, O;, O;‘ ,O; , pre, post), which
allow adding and deleting agents at states of the Kripke model. The different
viewpoints of agents provided in an action frame are used to model deception.
An extended sum-product update operation underlies this development.

Our work showed us the flexibility and extendibility provided by action
frames. Our extensions were extremely general, and dealing with how to ascribe
beliefs to the updated agents was a challenge. The axioms we came up with
seemed quite ad hoc.

In The Gruffalo, a mouse runs into a fox, owl and snake, all intent on eating
it. It deceives them by claiming it is friends with a terrible gruffalo, and they all
run away. In a magical twist, the gruffalo appears and wants to eat the mouse.
The mouse claims everyone is scared of it and takes the gruffalo to fox, owl and
snake, each of whom run away on seeing them. The gruffalo is convinced this
must be because of the mouse, and it too runs away.

Remark 1 (Historical). The story by Donaldson [14] is close to one in the Arabian
Nights [7]. Donaldson’s story is simpler and easier to model in pure doxastic
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logic. It appears this Arabian nights story is derived from a simpler one in the
Buddhist Jataka tales, which go at least as far back as the 3rd century [13].

In this paper we model a sequel: Julia Donaldson’s The Gruffalo’s Child [15].
Here is the story in brief. There are several agents in the story. We begin with
four: the gruffalo (child) g, mouse m, fox f and owl o, and all four believe in
each others’ agency. For simplicity, we do not consider a snake agent from the
book. The gruffalo has been brought up to believe that the mouse is big and
bad, which it is skeptical about. In the context of the story, “big and bad” means
that it eats gruffalos. The gruffalo first meets the fox (instead of the snake in the
story) and then the owl, both of whom reiterate this belief. The gruffalo remains
skeptical. It then meets the mouse who is not big at all, and it sees that it can
eat the mouse. The mouse utilizes the rising Moon to project a big shadow of
itself. This reverses the gruffalo’s belief and it runs away.

Remark 2 (Historical). A similar idea (a solar eclipse) was used by Tintin in
Prisoners of the Sun [16].

To model the story we introduce agent-upgrade and agent-downgrade oper-
ations: the mouse is downgraded in the gruffalo’s eyes, and then the mouse
upgrades itself. We see them as variants of agent-addition and agent-deletion.
There is a different way to present belief upgrade and downgrade without chang-
ing the set of agents [4,24,25] using ordered Kripke models. Although we do not
study this, our work suggests that the two approaches may be inter-translatable.

Our paper [22] and the present paper began with a problem in AI planning.
This is seen as model checking from a logic perspective [10,11], and has been
studied in DEL [17,18]. We sketch how formulating it in logic suggests ways to
tackle it.

Remark 3 (On stories). Amarel [1] suggested using the folk problem of mis-
sionaries and cannibals to study planning problems in artificial intelligence.
Smullyan’s books, starting from [23], are masterpieces of logic puzzles of various
kinds. The book of [27] is an inspiring account of modelling epistemic puzzles
as stories. Woods’s books on fiction [31,32] explore the paradox that Sherlock
Holmes lived in 221B Baker Street in the 19th century, and that he didn’t since
he didn’t exist then.

Here is an outline of the paper.

Section 2 gives some basic definitions of models, as well as the agent-update
semantics of [22]. In Sect.3 we define a few kinds of agent-updates and a logic
with which we can use them. In particular we show how forgery can be modelled
in addition to deception, as well as new operations of agent upgrade and down-
grade. These updates are used to model the story from The Gruffalo’s Child [15].
In Sect.4 we prove the usual theoretical results: completeness of the proof sys-
tem, algorithms for satisfiability and model checking. Section 5 has a discussion
suggesting a more planning-oriented approach.

We want to thank Hans van Ditmarsch, Anantha Padmanabha, R. Ramanu-
jam and Yanjing Wang for discussions on the earlier paper [22] which led to the
writing of this paper.
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2 Models and Logic

We begin with Kripke structures.

Definition 1 (Kripke model). M = (S,{R; | i € A},V), where model M
consists of a set of possible worlds S and accessibility relations R; C S x S for
every agent i € A, and a valuation function V : Prop — 2° assigns states to a
proposition. sR;t abbreviates (s,t) € R; and it means that at a world s, agent
i believes possible that the world may be t. When an agent relation is reflexive,
symmetric and transitive the worlds are said to be indistinguishable by the agent.
A pointed Kripke model is written as (M, s) where s € S is a designated state.

In the figures, a directed arrow labelled with 4 from world s to world ¢ depicts
sR;t and an undirected line between two worlds, say s and t, labelled with 4,
represents arrows for sR;t and tR;s.

We will assume a fixed set of propositions Prop throughout this article.
When used as an input to an algorithm, the size of a Kripke model is the sum
of the number of states |S|, the number of agents |A|, the sizes of the accessi-
bility relation |R;| of every agent ¢ and the size of the valuation, presented in
some convenient manner such as a bitvector of states for every proposition. The
asymptotically dominant component will be the sizes of the relations, which can
be quadratic in the number of states. The size of the valuation is only linear in
the number of states. Thus the input is of size O(|A[|S]?).

2.1 Updating Kripke Models with Actions

We present our agent-updates in the style of Baltag, Moss and Solecki’s action
frames [3], further developed in [26].

We formally define Agent Update frames on a countable set of potential agents
A and a finite A C A of agents in a model [22]. The logic EL will be defined in
Definition 4.

Definition 2 (Agent-update frame on A C A). An agent-update frame
is a finite structure U = (E,{O; | i € A},{Of | i € A},{O; | i € A},pre)
with a finite set of events E, observability relations for each agent: O;, O, O;
C E x E, the former two being transitive, together with function pre : E — EL
which assigns a precondition for each event. uO;v means that agent i perceives
event u as event v. uO; v means that event u adds agent i, we collect such added
agents i in the set Add(u). uO; v means that event u deletes agent i, and Del(u)
is the collection of such deleted agents. A pointed agent-update frame is written
as (U, u) where u € E is a designated event.

A pointed frame (U, u) with u € E specifies the semantics of an action which
updates a Kripke model, applied at event u where the precondition pre(u) holds.
See Definition 3 below.

In pictures, in addition to the traditional (solid) arrows (here denoted as O;)
in an action frame on A, we have two other types of arrows: sum arrows, dashed,
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for O;f, which can range over new agents outside A, and del arrows, dotted, for
O; on A in the agent-update frames. Where required, the precondition of an
event is shown alongside. Otherwise the precondition at an event u can be taken
as pre(u) = T.

We use letters a, b, g, h, 1, j, k to denote agents, s,t to denote worlds in Kripke
frames, and u,v,w,z to denote events in the agent update frames throughout
the paper. We will use Ry for a subset of agents X to abbreviate the transitive
closure of ({R; | j € X}.

A skip event, represented as an event with T precondition and self-loops for
all agents A, denotes no change. It will be frequently seen in agent frames.

The updated model after an action is formalized as a product of a Kripke
model with an action frame [3].

We defined sum-product update [22] to describe belief update for the existing
agents and to ascribe beliefs to the newly added agents, and drop beliefs of the
deleted agents. During model transformation, for an existing agent a, the possible
worlds for an agent in the updated model are inherited from the possible worlds
it considered earlier. In world (s,u) (after execution of event u in world s) of
the product model, another world (¢,v) is possible if and only if ¢ is possible
from s, and v is possible from u. For the agent i being added due to an agent
adding event u (i € Add(u)), the worlds that ¢ considers possible at (s, u) are
observer-dependent.

The beliefs of the existing agents are determined by product, the beliefs of
the newly added/deleted agents are determined by sum/difference. We describe
the transformation of a model on A when an agent-update frame on A4 is applied
to it, and we call it sum-product update. This is product update for agents in A,
along with sum and difference for agents in Add() and Del() respectively. An
agent’s deletion takes priority over its addition.

Definition 3 (Sum-product update). Given a pointed Kripke model
(M,s) on agents A and a pointed agent-update frame (U,e) with U =
(E,0,0%7,07,pre) on agents A, the updated pointed Kripke model (M x
U, (s,€)), is defined as: (S',{R}, | a € A'},V') on the updated set of agents
A" (those a such that R) is nonempty), where:

1. 8" ={(s,u) | M,s Epre(u)} N (S x E)

2 V/(p) = {(5,) € S | 5 € V(p)}

3. R! is the transitive closure of (Q“™f U Q¢ U Q™™"), where:
unforgotten: (s,u)Q"f (t,v) <= sR,t and uO,v and not uO; v
ascribed: (s,u)Q%“(s,v) < uOfv, for a € (Add(u) \ Del(u))
inherited: (s,u)Qi""(t,u) <= sRops(u)t, for a € (Add(u) \ Del(u))

2.2 Logic

We define our agent-update logic using the BNF below. Let p € Prop be a
proposition, Y, X, H be disjoint subsets of A and i an element. We add specific
agent-changing operators U given in the BNF below to obtain the language
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AU L. The sublanguage without these operators is called EL. The book of Van
Ditmarsch, Van der Hoek and Kooi [28] presents various dynamic epistemic
logics.

Definition 4 (Formulas of updates and language AUL).

U:u=skip|p for X |pdev X | +Y for X | =Y for X |tY for X |JY for X |
H:+Ydow X |H:-Ydow X |H:tYdew X |H:{Y dev X
pu=p|-d[(dAQ) | Pig | (U)o

The modality P;¢ is read as “agent ¢ possibly believes ¢”. The dual modality
B;¢p = = P;—¢ is read as “agent i believes ¢”. The other modalities are action
modalities, (U)¢ is read as “after possible update U, ¢ holds”. The dual modality
is [U]¢ = =(U)—¢. The updates will be explained through examples in Sect. 3.

Each action operator U is provided a specific action frame F(U). More specif-
ically, given these fixed frames (defined in Sect. 3), the semantics of AUL can be
defined as follows, using Definition 3 for sum-product update. We use u for the
designated event of the update.

Definition 5 (Truth at a world in a model). Given a formula ¢, al a
pointed Kripke model (M,s), the assertion “formula ¢ is true at world s in
model M7 is abbreviated as M, s |= ¢ and recursively defined as:

- M,s =T (always),

- M,skEpeseV(p),

Mslzﬁqi?@nOt(Ms)l:‘bf
st= (0 AY) & (M,s) | ¢ and (M, 5) [= 1), and

Ms':PqS(:)forsomet,sRZt and (M,t) = ¢

M = (0)6 iff (M F©), (5,)) F 6

A formula is valid if it is true in all models at all worlds. It is satisfiable if
it is true in some model at some world.

We work only with transitive relations R;, hence B;¢p — B;B;¢ is a valid
formula. It says that positive belief is introspective. In our models, - B;¢ =
B;—B;¢ is not a valid formula. It says that negative belief is introspective. Chellas
has a textbook treatment of modal logic [9] which describes such correspondences
of valid formulas with properties of Kripke frames.

Independently of Wang et al. [30] which has the same idea, we model existence
of agents at a world using presence of that agent’s accessibility at the world. We
sometimes use the “agency” of an agent ¢, by which we mean: An agent ¢ exists
at a world s in model M iff (M,s) = P;T. An agent i exists for another agent j
at a world s if i’s agency holds at all the worlds ¢ reachable by j from s. Formally,
B;P;T.
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2.3 Proof System

The proof system gives axioms and inference rules to prove valid formulas. There
are 8 axioms below and 2 standard inference rules. Several axioms for the update
operators will be presented in Sect. 3.

all instances of propositional tautologies
Bi(¢ = ) = (Ba¢ = Bay)
B.¢p = Bu.Bu¢

[Ul(¢ = ) = (Ul¢p = [UY)
[Ulp < (pre(u) = p)
[U]=¢ < (pre(u) = —[U]$)

[Ul(o AY) < (Ul A [UJY)

(skip)p <= ¢

From ¢ and ¢ = 4, infer ¢

From ¢, infer B,¢

S IR ol e

—

3 Agent-Update Actions and Their Logic

In this section, we will examine different kinds of agent-update actions.
We first identify a set of agents whose beliefs remain unchanged at an event
in an agent-update frame.

Definition 6 (Observer). The set of observers Obs(u) at an event u in an
agent-update frame is those j with agency at v such that uO;v <= v = u.

A subset of these are deceivers. In brief, the deceived come to believe the
situation depicted at event v observable from u. But at u, the deceivers’ beliefs
are unchanged.

Definition 7 (Deceiver). In an agent-update frame if event v is observ-
able at uw by X (uOxw), the set of deceivers Dcvr(u,v) is observers at u,
Dcvr(u,v) C Obs(u), whereas the deceived Dcvd(u,v) are those D C X dis-
joint from Dcor(u,v) such that D U Dcor(u,v) are observers at v.

Agents from A which are added, deleted, observed at u or deceived at v, or
to whom information is communicated participate in an action. We call other
agents remote.

The following axioms are validities. The first axiom says that no beliefs
change for remote agents. The next axiom is the epistemic action axiom (we
call it belief-action) which is common in the literature [2,3,28]. It says that for
agents which are observers at the designated event wu, beliefs after the update
can be reduced to beliefs before the update.

11. (U)Pr¢p <= Py (skip)¢, for k € A\ (Add() U Del() U Obs(u) U Dcvd(u,v))
12. (U)Pj¢ <= P;(U)¢, for j € Obs(u)
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(b)

Fig. 1. (a) Alice informing Bob, F(p for {a,b}); (b) Alice lying to Bob, F(a : p dcv b)

3.1 Private Update and Lying

Example 1. Suppose Alice knows the truth value of proposition p and Bob does
not know. The actions of Alice telling Bob the truth value of p (p for {a,b})
and Alice lying to Bob about the truth value of p (a : p dcv b) are depicted in
Fig.1 [29].

In Fig. la, top left is a Kripke model, bottom left is an action frame with
Obs(u) = {a,b} and on the right is the product Kripke model. Alice telling Bob
that p is true is modelled with a single event with precondition p, such that both
Alice and Bob believe p after the update. Another agent c¢ is unaffected.

Whereas in Fig. 1b above left is a Kripke model, below left is an action frame
with Obs(u) = {a}, Dcvr(u,v) = {a} and Devd(u,v) = {b}, on the right is the
product Kripke model. Alice lying to Bob that p is true is modelled using v with
precondition p, representing perception of Bob, while event v with precondition
—p and with an outgoing Bob-arrow to event v is the perception of Alice. Agent
¢ remains unaffected.

The next axiom expresses a validity about information communicated during
an update. The remote agent axiom covers the other agents.

13. (p for X)Pj¢ <= (p A Pj{p for X)¢), for j € X = Obs(u)

Next we have the axioms for lying. The first reduces to the previous truthful
update axioms. This is a pattern which we will repeatedly see in deception. The
belief-action axiom covers agents in H = Dcvr(u) = Obs(u) and the remote
agent axiom covers the rest.

14. (H :p dev X)Pj¢p <= (-p A Pj(p for X UH)¢), for j € X = Dcvd(u,v)
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3.2 Forgery with Deception and Without

The first agent-update operator we consider is agent-addition H : +Y dcv X
which is deceptive [20,21]. For our example we consider a generalization where
the deceivers H do not reveal themselves but use a forged message pretending
to be from I.

Xul
H Y
(—‘] 4 \\\
X 3
u v
A\ (XU H) %\(Xul)
A
(a) F(H forge I:+Y dev X) (b) H forge I:4Y for X

Fig. 2. Forgery

Ezample 2. Figure2a is from The final problem of Sherlock Holmes [12] with
H = {Moriarty}, X = {Dr.Watson}, and I = {Innkeeper}.

Moriarty wants to deceive Dr Watson away from Holmes by saying that
there is a lady who is ill at their inn and needs his help. Such an attempt would
not succeed because Watson would not believe Moriarty. So Moriarty forges a
letter from the innkeeper, and Watson gets deceived. Thus Watson believes the
innkeeper knows of the existence of the lady, whereas Moriarty knows that the
innkeeper knows nothing.

We consider lying H : +Y dcv X plausible when Y are new agents, thus the
deceived are credulous. The set of agents is now A’ = AUY. When all the Y
are new fictitious agents (we restrict to Y N A = ), the next axiom is valid. For
observers and remote agents, we do not repeat the axioms.

15. [H forge I : +Y dcv X|BiL, for I € Y = Add(v) (so (H forge I :
+Y dev X)P¢p — 1)
16. (H forgeI:+Y dcv X)Pjp < Pj(+Y for XUI)¢, for j € X = Dcvd(u,v)

The second axiom above is a belief-action which reduces the deceptive agent-
addition operator to a private agent-addition operator which is described next.

Ezample 3. Figure2b illustrates a variant of the Sherlock Holmes story if such
a lady did exist. For example, Moriarty could send a lady agent to the inn who
could then have pretended to be ill. The forged message from the innkeeper
would say a lady is arriving at the inn and has requested a physician’s help. The
innkeeper is not aware of the existence of the lady.
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17. (H forge I : +Y for X)Pip < ¢V ey Pu(H forge I : +Y for X)o,
forl € Y = Add(u) = Add(v) (so (H forge I:+Y for X)P/T is valid)
18. (H forge I: +Y for X)P;¢ < Pj(+Y for X UI)¢, for j € X = Obs(v)

3.3 Agent-Deletion with Deception and Without

In modelling the gruffalo story we use commonsense conditions from AI, which
include actors: an action is carried out by an actor. Initially we have the agent
set A = {m, f,o0}. Associated with this is a commonsense order Co = {f >
m,o0 > m} reflecting that foxes and owls eat mice. Co does not have any agent
a > f or a > o. For example, the action of fox eating mouse has precondition
P,, T AP¢T and postcondition =P, T. Candel Bormann points out [8] that this
order underlies the story. In the action language of Baral et al. [5], additional
predicates present(m) and present(f) are used to denote that these agents are at
the initial location in order to being part of the set A. In our modelling locations
play no role so we dispense with these conditions.

(a) (F(H : =Y dev X),u) for deceptive (b) (F(=Y for X),u) for private
agent-deletion update agent-deletion update

Fig. 3. Agent-deletion

In Fig. 3a, deceivers H, whose beliefs about agency of Y (which are neither
deceiver nor deceived) are unchanged at u, deceive X into believing that agents
Y C A\ (X U H) have been privately deleted at v for themselves and for H.

In a private deletion, agents Y are selectively deleted for observers in X C A
(Y C A\ X), at event u in an agent update frame. The remaining agents are
oblivious at v.

Ezample 4. In Fig. 3b, the dotted self-loop for Y at u could stand for the mouse
1 € Y being eaten by the fox f, observed by others X (f € X), the rest of the
animals being oblivious of the meal. The beliefs of the rest of the animals in
A\ X are unchanged, v is a skip. In particular, the animals in A\ X believe in
the agency of 7 at v.
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Based on the commonsense order, we have the actions Act = {f
—m for X,0: —m for X}, for subsets X C A. We will make up the action
syntax as we go along, it is copied from the AUL update modalities and only
meant to informally refer to the actions. The actors are f and o respectively
(which do the eating). The actions —f for X and —o for X of fox or owl being
eaten are not in Act since they do not respect the commonsense order: there is
no agent eating them.

Because no i-arrows remain after i-deletion, the next axiom is valid. The next
two axioms follow from belief-action axiom.

The next three axioms for deceptive agent-deletion follow from belief-action
axiom.

19. (H : =Y dev X)Pi¢p < Pi(skip)¢p, for i € Y = Del(v) U A\ (Del(v) U
Obs(u) U Devd(u, v))

20. (H : =Y dev X)Ph¢p < Py(H : =Y dev X)¢, for h € H = Devr(u,v) =
Obs(u)

21. (H:-Y dev X)Pj¢p < Pi(=Y for (X UH))¢, for j € X = Dcvd(u,v)

Here is the key axiom for private agent-deletion.

22. [-Y for X|B; L, for i € Y = Del(u). So (=Y for X)P,¢p <— L.

Fox Tries to Convince Gruffalo. The initial situation in the Gruffalo’s child
story is modelled with M, with a designated world s as is shown in Fig.4.
(Mo, s) = P,TAP;TAP,T AP, T A=P,,p. By the proposition is meant p <=
—P,T, that is, a “big bad mouse” is one which eats gruffalos.

Example 5. In The Gruffalo’s child, the first move is fox telling the gruffalo ¢
of a mouse which likes to eat fox. This move is modelled as a combination of
the addition and deletion actions. We write it as a f : (—g) for g action. At v1,
the fox believes the mouse believes in eating gruffalos, which we represent as a
deletion of gruffalo at z1. At ul, the gruffalo does not buy the belief. Another
agent, the owl, is oblivious of this interaction at wl.

Owl Tries to Convince Gruffalo

Ezxample 6. The mouse runs into the owl after deceiving fox and makes a decep-
tive move again, o : (—g) for g, as before a combination of an addition and a
deletion in Fig. 5. At v2 the owl believes that the mouse believes in eating gruffa-
los. At u2 the gruffalo does not accept believing this, with fox being oblivious of
the interaction.
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Fig. 4. Fox tries to convince gruffalo of a gruffalo-eating mouse

Fig. 5. Owl tries to convince gruffalo that there is a gruffalo-eating mouse

3.4 Private Agent-Addition: +Y for X

In Fig. 6, agents Y are selectively added at event u for observers X C A (YNX =
() in an agent frame. Agents in Y can be outside A. Event v is a skip event that
does not change anything for anyone. At u, agents in A\ X believe that event v
occurs; they consider that all agents in A are observers at v.

Ezample 7. In Fig. 6, let a new agent owl ¢ € Y appear in the action +Y for X
as indicated by the dashed arrow. The actor is Y, so we could write it as Y :
+Y for X. The mouse m is present on the scene at u, it constitutes X (m € X).
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Fig.6. (F(+Y for X),u) for private agent-addition update

Other animals such as the fox f in A\ X are unaware of the agency of ¢ at this
moment. They believe that nothing happens at v (a skip).

The agent set A = {m, f, g} is expanded to A’ = {m, f,g,i}. The common-
sense order Co is unchanged, it has ¢ > m from the earlier introduction of
the gruffalo by fox. An action a : +i for X with ¢ > a does not respect the
commonsense order, how would a commandeer such a performance?

When all the Y are new agents (so we restrict to YN A = (), the next axiom
is a valid equivalence. The next two axioms follow from the belief-action axiom.

23. (+Y for X)Pip & ¢V V;ex Pi(+Y for X)¢, for i € Y = Add(u) (so
(+Y for X)T is valid)

3.5 Downgrade and Deceptive Downgrade

Figure 7a shows an agent-downgrade action. In the literature with ordered Kripke
models [4,24], such updates typically refer to a proposition. For example an
action || p would place worlds satisfying p below worlds that do not satisfy
p. Our interest in [22] was in existence of agents, where we introduced agent-
addition and agent-deletion operations. In this paper, we attempt integrating
these ideas into commonsense situations which appear in AI modelling, which
are represented by the order Co. Hence agent-downgrade (and agent-upgrade)
actions will affect propositional values related to the commonsense order.

Ezample 8. The agent-downgrade action is motivated by our story The
Gruffalo’s child. Here ¢ € X at event u downgrades the mouse m € Y at
event v, which it had heard of from fox and owl as eating gruffalos, to one which
does not eat gruffalos. That is, the commonsense order C'o is updated to remove
m > g. This has the postcondition P, T, f continues to be present but with-
out its desire to eat m the mouse remains safe. However, notice that at event
v, a self-loop for agent ¢ is added. That is, if the high-grade mouse considered
gruffalos as vermin which it had eaten up, the low-grade mouse allows gruffalos
to peacefully co-exist.

The explanation above serves to reduce agent-downgrade to agent-addition,
which provides a simple axiom.

24. Y for X)Pp¢ <= Pp(+X forY)e, form €Y = Obs(v), X = Add(v)
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(b) F(H : Y dev X)

Fig. 7. Agent-downgrade

The deceptive downgrade (H :|} Y dcv X )¢ removes j-deletion arrows (j €
X), however H does not believe that j is not capable of eating Y, as shown in
Fig. 7b.

25. (H:Y dev X)Pyop <= P,(} Y for (XUH))¢, for g € X = Add(z)

Fig. 8. Mouse appears for gruffalo

The Mouse Appears

Ezxample 9. Further in The Gruffalo’s child, the gruffalo runs into a mouse which
is not big and bad. We model this as a downgrade |} m for g about m appearing
for gruffalo. m doesn’t have any g-deletion arrow. See update U3 illustrated in
Fig.8.
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3.6 Upgrade and Deceptive Upgrade

An i-upgrade for j is one which adds the possibility of j-deletion as shown in
Fig. 9a.

x G ix
\"

u

A\(XUY)
A\(XUY)

A{/W

(a) FM Y for X)

Fig. 9. Agent-upgrade

The deceptive upgrade also adds j-deletion arrows for X. Beliefs of A\ X as
well as H about Y’s capabilities will be unaffected as shown in Fig. 9b.

26. (MY for X)Ppo <= Py,(—X forY)¢, form €Y = Obs(v), X = Del(v)
As usual, the axioms for deceptive upgrade use those for upgrade.

27. (H Y dev X)Py¢p <= P,(Y for (XUH))¢, for g € X = Del(x)

Fig. 10. Mouse deceives gruffalo that it is the big bad mouse, F(m : t m dcv g)
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Mouse Deceives Gruffalo

Ezxample 10. Further in the story, the mouse deceives the gruffalo m :ft m dcv g
by showing m capable of eating g. This makes the upgraded m have a —g arrow,
although m itself does not believe in its upgraded capability. Owl is oblivious at
w4. This is illustrated in Fig. 10.

Mouse uses the Moon to implement this projection action, m uses Moon : {}
m dcv g. Modelling these ideas require several location properties in the planning
domain, which are ignored in our simple setup.

ul,u2,u3, x4
s,w1,w2,v3,x4
M,m

Fig. 11. Mouse deceives gruffalo that there is a big bad mouse

Mouse Deceives Gruffalo Another Way

Ezxample 11. We present an alternate modelling. This may be what the author
intended in The Gruffalo’s child, since the mouse talks about a friend, although
there is some ambiguity in the book. In this model the mouse deceives the
gruffalo that there is a different big bad mouse M with another combination
of agent-addition and agent-deletion m : (+M : —g) dcv g action, as shown in
Fig. 11. Mouse is an observer of event u4 at which g observes +m : p-addition
at v4. Owl is oblivious at w4. In any case, the gruffalo runs away and the story
has a happy ending.

4 Some Results for Agent Update Logic

Theorem 1 (Completeness). The proof system of Sects. 2.3 and 3 is sound
and complete over transitive Kripke models.
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Proof. For the proof we define the lexicographic size of a formula, following
the DEL book [28, Definition 7.38]. For all formulas, this is as expected, for
example {(P,¢) = 1+ {(¢); except only the update formula: ¢/({(U)¢) is defined
as (44 £(U))¢(¢). This means that the lexicographic size of the left hand side
of every bi-implication in the proof system is greater than the lexicographic
size of its right hand side. For example, for axiom 23: (+Y for X)Pj¢ =
¢V Vjex Pi(+Y for X)¢, it can be shown that (4 +n + k)(1 +m) >
(14n)+ 4+ n+ k)m where n is |X|, k is |[Y| and m is £(¢). Thus a reduc-
tion algorithm can apply these equivalences to go from an AUL formula to an
equivalent EL formula. EL is complete over transitive Kripke models [9]. a

The reader may ask what is achieved by having a proof system with 2 gen-
eral axioms and 15 specific axioms for 10 update operations (excluding skip),
compared to the couple of axioms for a single general update operation in [22].
We will discuss this in the context of Al planning in Sect. 5.

Next we provide decision procedures mentioned in [22]. The proof of the first
theorem follows from the completeness argument.

Theorem 2 (Satisfiability). There is a polynomial space algorithm to check
satisfiability of an AUL formula.

Theorem 3 (Model checking). Given a transitive Kripke model, checking
whether an AUL formula holds at a designated state can be done in polynomial
time.

Proof. A labelling algorithm can be implemented by saving the action updates
as one proceeds inwards in the formula (without performing the updates). On
evaluating a belief modality which requires an agent relation in the updated
model, the relation after the updates is calculated by using the saved updates.
An extra multiplication by the length of the formula is needed for the number
of modalities this has to be done for. This gives a polynomial time algorithm for
model checking on transitive models. a

5 Planning

The planning community has traditionally worked with a fixed set of actions Act,
and a planning problem is defined as a triple (S, Act,G) where S is the start
state that is completely specified, and G is the set of goal predicates that are
desired to be true. The goal predicates G may be true in many states, and any
one of them may be acceptable to the planner. For example, in the Gruffalo’s
child story both the mouse running away and the gruffalo running away would
satisfy the goal of the mouse being alive.

In the real world the set of actions available to an agent may virtually be
unlimited, limited only by the agent’s imagination. For a planner, considering a
much larger set of actions may be intractable. In the real world agents normally
pick a familiar sequence of actions that have been known to work in the past.
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For example a traveller may choose between going by bus to the airport or hiring
a taxi based on time and money constraints. But what if there were to be a taxi
strike and time is running out? In that scenario the traveller may think of the
option of calling up a friend to drop him to the airport, an action that one would
not normally consider.

We propose that when the set of operators may be potentially unlimited, one
can prescribe a graded set of partitions that are accessible to the planner, in a
lazy evaluation manner. Thus the set Act may be partitioned into an ordered
set of subsets Act; C Acts C .... The planner can now operate with an iterative
broadening algorithm in which it begins searching for a plan with the minimal
set Act; and under certain conditions broadens it to Acts, and so on. This
broadening could be when a plan cannot be found within a reasonable time with
only the set Act;, but there could be other conditions too involving sub-goal
interaction.

The above scenario is exemplified in the stories that we are considering where
desperate agents seek desperate solutions, often in life threatening situations. For
example, the default plan that a mouse may have is to flee in the presence of a
hungry predator, but spatial proximity may prohibit that, prompting it to think
of other options. In the original story by Donaldson [14], the mouse invents the
Gruffalo, with fingers crossed that the predator will swallow the story. And when
the unexpected happens and the relieved mouse next encounters the Gruffalo in
flesh and blood, it is compelled to spin yet another yarn.

The approach that we are advocating is to not limit a planner to a fixed set of
actions, but have access to graded sets of actions when a plan with fewer actions
cannot be found. The actions in the extended sets may be computationally more
demanding, or may have a lesser chance of success.

The goal for the planner is P,,, T after one step. Informally speaking we have
a set of actions Act; available to model check the transitive closure (Act] )P, T
(this is outside the logic AUL) at the initial state [11,17]. Since [Act1]-Pp,T,
the goal is unreachable after 1 step, the base of the transitive closure. Thus from
this Acty, the planner moves to a larger set of actions Acts.

To reach the goal we restrict ourselves to actions that add agents from Sect. 3,
that only alter matters related to agent existence. Since the possible agents form
an infinite set, for a practical solution we will have to use some rules about how
to go about adding agents.

First Rule. We use the following commonsense inference rule. Suppose s |=
PyTAPLT . IEs = Nysimazrea PaT, for Co2 {f > m}, then add fresh g ¢ A
to get A’ = AU {g} with Co’ = CoU{g > f}. The word “fresh” indicates that
the agents outside A form one equivalence class; an arbitrary ¢ is chosen from
them, thus dividing the equivalence class into {g} which gets added to A’ and
another equivalence class of the agents outside A’.

Let Act be the current set of actions. Consider Act U {g : —f}. The new
action is not applicable since P, T is false in the initial state.
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So one generates a new action, +¢g for f which has the postcondition P, T
for the sub-goal. This action does not identify an actor. Try m : +g for f using
agent m as actor. (g : +g for f is useless because precondition P, T is not
met.) But the commonsense order m < f < g says mouse cannot commandeer
a gruffalo to appear for fox.

So one generates a new action m : +g¢g dcv f. This action has an actor present,
respects commonsense (assuming a credulous fox) and achieves the desired sub-
goal. The fact that gruffalo g is fictitious helps in plausibility. So the action set
expands to Act’ = ActU{g: —f,m: +g decv f}.

This process can be repeated for the owl. The goal P,, T is reached.

Second Rule. Here is another inference rule. If P, TAP; T A /\f>a>meA -P, T,
then add fresh h ¢ A with the new commonsense order Co’ = CoU{f > h,h >
m} on the expanded agent set A’ = AU {h}.

By the reasoning process we saw above, this will eventually lead to an action
m : +h dev f being added to Act. For example, mouse leads the fox to believe
there is a hen which is more delicious than itself. The mouse has to still find a
way to escape, but for the moment the action is plausible as it preserves P, T. It
requires a planning domain where the story will move to a location where mouse
can escape. This is basically the action in Book 4 of the Panchatantra stories
[6,19] where the monkey who foolishly asked a crocodile to ferry it across the
river on its back, only to find itself being considered a meal, tells the crocodile it
has left its most delicious heart on the shore, and exhorts the crocodile to swim
to the river bank so that the heart can be recovered. This requires a planning
domain where river and its bank are modellable.

Remark 4 (Historical). The Panchatantra stories are dated to the 3rd century.
One of the stories appears in sculpture at a Nalanda temple (7th century).

Third Rule. Here is another inference rule. In a commonsense order with
m > g € Co, remove m > g to get Co’ = Co\{m > g}. This is the essential idea
behind the action of agent-downgrade. In the Gruffalo’s child, the downgrade
leads to Co’ = (Co\ {m > g})U{g > m}.

These are only suggestions towards a planning-oriented view of the agent-
update logic.

6 Conclusion

Van Ditmarsch, Van der Hoek and Kooi’s book on DEL [28, Section 6.1] has a
discussion on action frames as syntax and semantics for a logic. In this paper, we
suggested using an explicit syntax for our agent-update modalities. The bulk of
the paper is a discussion on what kind of syntax works to model stories in an Al
planning setting. The usual theoretical results of completeness and algorithms
for satisfiability and model checking were obtained. Our syntactic view suggests
an approach to synthesis which can be used in planning. A collaboration between
people working in logic and AT can lead to fruitful results in this area.
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Abstract. The study of inner models was initiated by Godel’s analysis
of the constructible universe. Later, the study of canonical inner mod-
els with large cardinals, e.g., measurable cardinals, strong cardinals or
Woodin cardinals, was pioneered by Jensen, Mitchell, Steel, and others.
Around the same time, the study of infinite two-player games was driven
forward by Martin’s proof of analytic determinacy from a measurable
cardinal, Borel determinacy from ZFC, and Martin and Steel’s proof
of levels of projective determinacy from Woodin cardinals with a mea-
surable cardinal on top. First Woodin and later Neeman improved the
result in the projective hierarchy by showing that in fact the existence of
a countable iterable model, a mouse, with Woodin cardinals and a top
measure suffices to prove determinacy in the projective hierarchy. This
opened up the possibility for an optimal result stating the equivalence
between local determinacy hypotheses and the existence of mice in the
projective hierarchy. This article outlines the main concepts and results
connecting determinacy hypotheses with the existence of mice with large
cardinals as well as recent progress in the area.

Keywords: Determinacy - Infinite game - Large cardinal

1 Introduction

The standard axioms of set theory, Zermelo-Fraenkel set theory with Choice
(ZFC), do not suffice to answer all questions in mathematics. While this fol-
lows abstractly from Kurt Godel’s famous incompleteness theorems, we nowa-
days know numerous concrete examples for such questions. A large number of
problems in set theory, for example, regularity properties such as Lebesgue mea-
surability and the Baire property are not decided — for even rather simple (for
example, projective) sets of reals — by ZFC. Even many problems outside of set
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theory have been showed to be unsolvable, meaning neither their truth nor their
failure can be proven from ZFC. This includes the Whitehead Problem (group
theory, [49]), the Borel Conjecture (measure theory, [22]), Kaplansky’s Conjec-
ture on Banach algebras (analysis, [8]), and the Brown-Douglas-Fillmore Prob-
lem (operator algebras, [11]). A major part of set theory is devoted to attacking
this problem by studying various extensions of ZFC and their properties. One of
the main goals of current research in set theory is to identify the “right” axioms
for mathematics that settle these problems. This, in part philosophical, problem
is attacked with technical mathematical methods by analyzing various exten-
sions of ZFC and their properties. Determinacy assumptions are canonical
extensions of ZFC that postulate the existence of winning strategies in natural
two-player games. Such assumptions are known to imply regularity properties,
and enhance sets of real numbers with a great deal of canonical structure. Other
natural and well-studied extensions of ZFC are given by the hierarchy of large
cardinal axioms. Determinacy assumptions, large cardinal axioms, and their
consequences are widely used and have many fruitful implications in set theory
and even in other areas of mathematics such as algebraic topology [7], topol-
ogy [6,13,38], algebra [10], and operator algebras [11]. Many applications, in
particular, proofs of consistency strength lower bounds, exploit the interplay of
large cardinals and determinacy axioms. Thus, understanding the connections
between determinacy assumptions and the hierarchy of large cardinals is vital to
answer questions left open by ZFC itself. The results outlined in this article
are closely related to this overall goal.

To explore the connections between large cardinals and determinacy at higher
levels, the study of other hierarchies, for example, with more complex inner mod-
els called hybrid mice, has been very fruitful. Translation procedures are
needed to translate these hybrid models, whose strength comes from descriptive
set theoretic features, back to standard inner models while making use of their
hybrid nature to obtain stronger large cardinals in the translated model. They
are therefore a key method connecting descriptive set theory with inner
model theory. One of the results surveyed in this article is a new translation
procedure extending work of Sargsyan [41], Steel [53], and Zhu [61]. This new
translation procedure yields a countably iterable inner model with a cardinal
A that is both a limit of Woodin cardinals and a limit of strong cardinals [30].
So it improves Sargsyan’s construction in [41] in two ways: It can be used to
obtain infinitely many instead of finitely many strong cardinals and the models
it yields are countably iterable — a crucial property of mice. This translation
procedure can be applied to prove a conjecture of Sargsyan on the consis-
tency strength of the Axiom of Determinacy when all sets are universally Baire
[30], a central and widely used property of sets of reals introduced implicitly in
[47] and explicitly in [12]. In fact, the new translation procedure can be applied
in a much broader context. Moreover, it provides the basis for translation pro-
cedures resulting in more complex patterns of strong cardinals, for example, a
strong cardinal that is a limit of strong cardinals.
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Recent seminal results of Sargsyan and Trang [44-46], see also the review [29],
as well as Larson and Sargsyan [20,42] suggest that we are at a turning point in
the search for natural constructions of canonical models with a Woodin limit of
Woodin cardinals and thereby for proving better lower bounds for natural set
theoretic hypotheses.

2 Determinacy for Games of Length w and Large
Cardinals

In 1953, Gale and Stewart [14] developed a basic theory of infinite games. For
notational simplicity, we identify reals in R with w-sequences of natural numbers
in “w. Gale and Stewart considered, for every set of reals A, a two-player game
G(A) of length w, where player I and player II alternate playing natural numbers
ng, N1, - .., as follows:

I ‘77,0 n9

II‘ nq ns ...

They defined that player I wins the game G(A) if and only if the sequence
x = (ng,n1,...) of natural numbers produced during a run of the game G(A)
is an element of A; otherwise, player IT wins. We call A the payoff set of G(A).
The game G(A) (or the set A itself) is called determined if and only if one of the
two players has a winning strategy, meaning that there is a method by which
they can win in the game described above, no matter what their opponent does.
The Axiom of Determinacy (AD) is the statement that all sets of reals are
determined.

Already in [14], the authors were able to prove that every open and every
closed set of reals is determined under ZFC. But they also proved that deter-
minacy for all sets of reals contradicts the Axiom of Choice. This leads to the
natural question as to how the picture looks for definable sets of reals which are
more complicated than open and closed sets. After some partial results by Wolfe
[59] and Davis [9], Martin was able to prove in 1975 [24] that every Borel set of
reals is determined (again using ZFC).

In the meantime, the development of so-called large cardinal axioms was
proceeding in set theory, and Solovay was able to prove regularity properties,
a known consequence of determinacy, for a specific pointclass, assuming the
existence of a measurable cardinal, instead of a determinacy axiom. Finally,
Martin was able to prove a direct connection between large cardinals and deter-
minacy axioms: He showed, in 1970, that the existence of a measurable cardinal
implies determinacy for every analytic set of reals [23]. Eight years later, Har-
rington established that this result is, in some sense, optimal, by proving that
determinacy for all analytic sets of reals implies that 0%, a countable active
iterable canonical inner model which can be obtained from a measurable car-
dinal, exists [15]. Here, an iterable canonical inner model, or mouse, is
a fine structural model that is, in some sense, iterable. This notion goes back
to Jensen [16]. Together with Martin’s argument mentioned above, this yields
an equivalence between the two statements. The construction of such canonical
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inner models and their connection with determinacy was later extended in work
of Dodd, Jensen, Martin, Mitchell, Neeman, Schimmerling, Schindler, Solovay,
Steel, Woodin, Zeman, and others (see, e.g., [25,26,48,55,60]; see the preface
of [32] or Larson’s history of determinacy [19] for a more detailed overview). In
the projective hierarchy, this led to the following fundamental theorem. Here,
M () denotes z#, a version of 0% relativized to a real 2, and M# (z) denotes a
minimal countable active mouse with n Woodin cardinals constructed above z.

Theorem 1 (Harrington, Martin, Neeman, Woodin [15,23,32,33,36]).
Let n be a natural number. Then the following are equivalent:

1. All IT},, sets are determined, and
2. for all z € “w, M (x) exists and is wy-iterable.

The proof that the determinacy of sets in the projective hierarchy implies
the existence of mice with finitely many Woodin cardinals in this exact level-by-
level correspondence first appeared in [27,32] and is originally due to Woodin. As
shown in [27], the underlying methods can be used to obtain similar results for
certain hybrid mice in the L(R)-hierarchy. These tight connections are, at first,
very surprising, as they show that two ostensibly completely different notions,
from distinct areas of set theory — determinacy from descriptive set theory, and
inner models with large cardinals from inner model theory — are, in fact, the
same.

3 Determinacy for Games Longer Than w

It turns out that the correspondence between determinacy and inner models
with large cardinals does not stop at games of length w. For every ordinal o and
set A C “w, we can define a game G(A) of length o with payoff set A, as follows:

I‘no o .. Ny,
II‘ ny ns ... Nu+1 -

The players alternate playing natural numbers n; for ¢ < «, and we again
say that player I wins the game if and only if the sequence x = (ng,n1,...) of
length a they produce is an element of A; otherwise, player II wins. In landmark
results, Neeman [37] developed powerful techniques to prove the determinacy of
projective games longer than w from large cardinals. A first step in this direction
is, for example, the following result:

Theorem 2 (Neeman, [37]). Let n € w and suppose that Mf+n(x) exists for
all reals o € “w. Then all games of length w? with IT }L 11 payoff are determined.

This result in fact holds for games of fixed length «, for all countable ordinals
a, instead of games of length w?. The following theorem complements Neeman’s
results for projective games of length w?:
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Theorem 3 (Aguilera, Miiller, [2,28]) Let n be a natural number and sup-
pose that all games of length w? with IT }L 41 payoff are determined. Then, for
every © € “w, there is a model M of ZFC, with w + n Woodin cardinals, such
that x € M.

At this level, the interplay of determinacy and large cardinals is already
understood quite well (see also [1,3]). For games of length w® with analytic pay-
off, for countable ordinals «, similar results have previously been established by
Trang [57], building on unpublished results of Woodin, using canonical models
of determinacy with a generalized Solovay measure. The Solovay measure is also
called a supercompact measure for w; as it witnesses a degree of supercom-
pactness for w.

When considering much stronger notions of determinacy, the picture is less
clear. For example, it was already shown by Mycielski in 1964 that determinacy
for all games of length w; is inconsistent with Zermelo-Fraenkel set theory (ZF).
Nevertheless, there are subclasses of games of length w; that are still known to
be determined under large cardinal assumptions.

An intermediate step are games that do not have a fixed countable length
but still end after countably many rounds. In 2004, Neeman showed in ground-
breaking work, from large cardinals, that certain games that are not of fixed
countable length are still determined. These so-called games of continuously
coded length, which go back to Steel [50], are defined as follows: For any set
A C (Yw)<¥t and partial function v: “w — w, the game Geont (v, A) is given by
the following rules:

I |y0(0) Yo(2) - Ya(0) Ya(2)
H‘ y()(l) y0(3) ya(l) ya(?))

We canonically identify segments of the game of length w as mega-rounds,
and let gy, denote the real that the two players together produce in mega-round
a. If v(ya) is undefined, the game ends, and player I wins if and only if (y, | £ <
a) € A. Otherwise, let ny, = v(yo). Then the game ends if n, € {n¢ | £ < a},
and again, player I wins if and only if (ye | £ < a) € A. If neither of these
alternatives hold, the game continues.

Theorem 4 (Neeman, [37]). Suppose there is an iterable proper class model
M, with a Woodin cardinal ¢ and a cardinal k < § that is (§ + 1)-strong in M,
such that V(;A_fl is countable in V. Then the game G.ont (v, A) is determined for

every v in the class X9 and every A that is <w? — IT1 in the codes.

Here, being I' in the codes for a pointclass I' and a set A C (Yw)<** is
defined via a natural coding of elements of A as reals; A is I' in the codes if the
set of codes of elements of A belongs to I'. It is not known whether Theorem 4
is optimal, but results of Neeman and Steel [34] show that it cannot be very far
away from optimal. I conjecture that it is indeed optimal in the following sense:

Conjecture 1. Suppose the game Geont(v, A) is determined for every v in the
class X9 and every A that is <w? — IT} in the codes. Then there is a model of
ZFC with a Woodin cardinal ¢ and a cardinal x < ¢ that is (6 + 1)-strong.
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A similar conjecture at a higher level is moving toward a Holy Grail of current
inner model theory. More precisely, it concers the aim to prove the existence of
an inner model with a Woodin cardinal that is a limit of Woodin cardinals
from the determinacy of certain long games. The natural games to consider at
this level have length w; and their payoff set is ordinal definable using reals as
parameters. The converse was shown by Woodin, using results of Neeman [37]
and ideas going back to Kechris and Solovay [18].

Theorem 5 (Neeman, Woodin, [37]). Suppose there is an iterable proper
class model with a Woodin cardinal that is a limit of Woodin cardinals and
countable in V. Then there is a model of ZFC in which all ordinal definable
games of length w; on natural numbers with real parameters are determined.

In fact, Woodin showed that determinacy of these games of length w; is
equiconsistent with a seemingly weaker statement: determinacy of certain games
that are constructibly uncountable in the play. These games are defined as
follows: For a payoff set A C (“w)<“', players I and II alternate playing natural
numbers to produce reals y,,.

I |yo(0) Yo(2) - Ya(0) Yo(2)
11| yo(1) Yo(3) ... Ya(1) Ya(3) ...

The game ends when its length reaches the first ordinal v which is uncount-
able in L[y, | @ < 7], and player I wins if and only if (y, | @ < v) € A. Here

Llys | @ < 7] denotes Godel’s Constructible Universe L relative to (yo | o < 7).

In this case v = wlL[y“la<’”, so it makes sense to say that the game ends at w;

in L of the play. We technically define that II wins if the game lasts wq (in V)
rounds, but mild large cardinal assumptions yield an ordinal ~, as above, that
is countable in V. Neeman proved that, for sufficiently definable payoff sets A,
these games are determined, via a sophisticated extension of the methods used
in the proof of Theorem 4.

Theorem 6 (Neeman, [37]). Suppose there is an iterable proper class model
with a Woodin cardinal that is a limit of Woodin cardinals and countable in
V. Then all games ending at w; in L of the play with payoff sets that are
O(<w? — II}) in the codes are determined.

Here, © denotes the game quantifier for games of length w. In [35], Neeman
showed the consistency of the hypotheses of Theorems 5 and 6 from large cardi-
nals. In light of Theorem 6, Theorem 5 is a consequence of the following result
of Woodin’s:

Theorem 7 (Woodin, [37]). The following theories are equiconsistent:

1. ZFC + all ordinal definable games of length w; on natural numbers with real
parameters are determined.

2. ZFC+ all games ending at w; in L of the play with payoff sets that are
O(<w? — II}) in the codes are determined.
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I conjecture that Theorem 5 is optimal, in the following sense:

Congjecture 2. Suppose all ordinal definable games of length w; on natural num-
bers with real parameters are determined. Then there is a model of ZFC with a
Woodin cardinal that is a limit of Woodin cardinals.

This would be the first correspondence between a natural determinacy notion
and large cardinals at the level of a Woodin cardinal that is a limit of Woodin
cardinals. It cannot be achieved using current methods such as the core model
induction technique due to Woodin (see, for example, the review [29]), which
Sargsyan and Trang [44—46] have recently shown runs into serious issues before
reaching this level. In addition, by recent results of Larson and Sargsyan [20,42],
also the well-known liberal K¢ construction in [4,17] can fail if there is a Woodin
cardinal that is a limit of Woodin cardinals.

Therefore, understanding the large cardinal strength of the determinacy of
such uncountable games might shed light on how to canonically obtain inner
models with a Woodin cardinal that is a limit of Woodin cardinals.

4 Strong Models of Determinacy for Games of Length w

Another approach to strengthen determinacy is to keep playing games of length
w and impose additional structural properties on the model. Examples of such
structural properties are “6y < ©,” “© is regular,” or the Largest Suslin Axiom,
see, for example, [40,44,53]. Here © is given by

O = sup{« | there is a surjection f: R — a}

and we write 0 for the least ordinal @ such that there is no surjection of R onto
« which is ordinal definable from a real. While in models of the Axiom of Choice
O is simply equal to (2%0)*, it has very interesting behaviour in models of the
Axiom of Determinacy.

Other examples of properties that can be used to obtain strong models of
determinacy are “all sets of reals are Suslin” or “all sets of reals are universally
Baire.” Being Suslin is a generalization of being analytic. More precisely, a set of
reals is Suslin if it is the projection of a tree on w X x for some ordinal x. Woodin
and Steel determined the exact large cardinal strength of the theory “AD + all
sets of reals are Suslin” [52,54]:

Theorem 8 (Steel, Woodin, [52,54]). The following theories are equiconsis-
tent (over ZF):

1. AD + all sets of reals are Suslin,
2. ZFC+ there is a cardinal A that is a limit of Woodin cardinals and a limit of
<A-strong cardinals.

By results of Martin and Woodin, see [54, Theorems 9.1 and 9.2], assuming
AD, the statement “all sets of reals are Suslin” is equivalent to the Axiom of
Determinacy for games on reals (ADg). Being universally Baire is a strengthening
of being Suslin that was introduced implicitly in [47] and explicitly by Feng,
Magidor and Woodin [12].
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Definition 1 (Feng, Magidor, Woodin [12]). A subset A of a topological
space Y is universally Baire if f~1(A) has the property of Baire in any topological
space X, where f: X —Y is continuous.

The exact consistency strength of the statement that all sets of reals are
universally Baire under determinacy was conjectured by Sargsyan, in 2014, after
he was able to obtain an upper bound with Larson and Wilson [21] via an
extension of Woodin’s famous derived model theorem. One fact that makes their
argument particularly interesting is that no model of the form L(P(R)) is a
model of “AD+ all sets of reals are universally Baire.” Universal Baireness is not
only widely used across set theory but a crucial property in inner model theory:
Universally Baire iteration strategies (canonically coded as a set of reals) can be
extended from countable to uncountable iterations (see, for example, [39]). The
following theorem proves Sargsyan’s conjecture by showing that the upper
bound Larson, Sargsyan, and Wilson obtained is optimal:

Theorem 9 (Larson, Sargsyan, Wilson, [21], Miiller, [30]). The following
theories are equiconsistent (over ZF):

1. AD+ all sets of reals are universally Baire,
2. ZFC + there is a cardinal that is a limit of Woodin cardinals and a limit of
strong cardinals.

To construct and analyze the relevant models to prove the direction
Con(1.) = Con(2.) in this theorem, instead of just considering two hierarchies —
determinacy axioms and inner models with large cardinals — a third hierarchy is
used to reach higher levels in the other two. These three hierarchies together form
what Steel calls the triple helix of inner model theory. The new hierarchy goes
back to Woodin and Sargsyan and consists of canonical models called hybrid
mice, or hod mice. These models are not only enhanced by large cardinals wit-
nessed by extenders on their sequence, but also equipped with partial iteration
strategies for themselves, see [40]. The strength of these models intuitively comes
from the descriptive set theoretic complexity of these partial iteration strategies.

The name hod mouse comes from the fact that these mice naturally occur
as the result of analyses of HOD, the hereditarily ordinal definable sets, in various
models of determinacy. This analysis was pioneered by Steel and Woodin [51,56]
in the model L(R), as well as in L[x][g] for a cone of reals x, where g is generic for
Lévy collapsing the least inaccessible cardinal in L[x] (both under a determinacy
hypothesis). It was extended to larger models of determinacy by Sargsyan, Trang,
and others [5,40,43,58]. In [31] we showed how to analyze HOD in M, (z)][g], for
a cone of reals x, where g is generic for Lévy collapsing the least inaccessible
cardinal in M, (z) (under a determinacy hypothesis).

The technical innovation behind the direction Con(1.) = Con(2.) in Theo-
rem 9 is a new translation procedure to translate hybrid mice into mice with a
limit of Woodin and strong cardinals [30]. This required an iterability proof for
models obtained via a novel backgrounded construction. In [30] it is shown that
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the resulting models are countably iterably, meaning that countable substruc-
tures are iterable, and, in fact, a bit more. But the following natural question is
left open:

Question 1. Is there a translation procedure that yields fully iterable mice with
a limit of Woodin and strong cardinals (when applied to suitable hybrid mice)?
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Abstract. Despite logic and reasoning being considered central to
mathematics and computing education, it plays a largely peripheral role
in high school or undergraduate curricula. The language of propositional
logic and formal deductions are taught in high school mathematics as well
as undergraduate discrete mathematics courses. Opportunities for learn-
ing mathematical logic are few. In this paper, we address the question
whether mathematical logic can meaningfully contribute to mathematics
and computing education at the school level.

Along the lines of Big Ideas of mathematics [4] we propose a set of
“Big Ideas” of mathematical logic relevant to education: for instance, the
notion of truth relative to a structure, construction of models for a set of
sentences, consistency of procedures used for computation, comparison
of algorithms, and so on. We discuss how they can significantly enrich
mathematics and computing science curriculum and pedagogy, clearing
up students’ common misconceptions, referring to some experiences with
high school mathematics teachers and students.

Keywords: High school mathematics curriculum - Mathematics
education - Algorithms * Logic

1 Logic in School Mathematics

The structure of school mathematics curricula dates back to the days of the
industrial revolution. The content areas are: arithmetic, algebra, geometry,
trigonometry, the differential and integral calculus, probability and statistics.
Combinatorics and propositional logic are accommodated within this structure.
In terms of relative space, arithmetic in the early years, algebra and geometry
in the middle years, and calculus in the later years occupy the centre [15]. While
there are differences across national curricula, the principal structure remains
similar.

In what follows, we focus on the curriculum of the Central Board of Sec-
ondary Education (CBSE) in India, principally because of our familiarity with
it and relative ignorance of syllabi elsewhere. However, even a superficial study
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of curricula across the world show similarities to CBSE. As it happens, India has
32 Boards of education (every state has its own, and there are other national ones
as well); however, while there are differences between the syllabi, the structure
is similar, especially with regard to the role logic plays in school mathematics.
(In India secondary school education covers grades 9 to 12, when students are
typically from age 13 to 17.)

In this structure, the study of logic is principally limited to geometric reason-
ing and using the language of propositional logic. We discuss these below.

1.1 Geometric Reasoning

Geometry occupies a significant space in the secondary school curriculum, in
grades 9 and 10. In grade 9, it constitutes nearly half of the instruction period
(75 out of 160 scheduled class hours). In grade 10, it reduces to less than a quarter
(30 out of 160). Proofs are accorded importance in the study of geometry. There
are theorems and proofs in other ares such as number theory and algebra, but
these are not explicitly signalled and discussed as they are in geometry. Some
algebraic identities are stated without proof, whereas geometric propositions are
always proved.

Geometry begins with a historical introduction to Euclid. The syllabus doc-
ument [13] says:

Euclid’s method of formalising observed phenomenon into rigorous mathe-
matics with definitions, common/obvious notions, axioms/postulates, and
theorems. The five postulates of Euclid. Equivalent versions of the fifth
postulate. Showing the relationship between axiom and theorem.

Subsequently a number of propositions on lines, angles, triangles, quadrilat-
erals and circles are stated and proved. Geometry in grade 10 is similar, with the
additional notions of congruence and similarity, tangents. The proofs are largely
rigorous but informal. Some of the proofs, such as ones using congruence, require
some depth of reasoning using many assertions proved earlier. An appendix in
each book discusses the nature of deductive proofs, stressing the role of formal
derivations and the distinction between verification and proof.

In this regard, geometry instruction employs logic purposefully even while
not stressing on the language of logic or on formal deduction in an inference
system.

1.2 Propositional Reasoning

The CBSE syllabus for grade 11 includes a unit titled Mathematical reasoning.
The document [13] says:

Mathematically acceptable statements. Connecting words/phrases — con-
solidating the understanding of “if and only if (necessary and sufficient)
condition”, “implies”, “and/or”, “implied by”, “and”, “or”, “there exists”
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and their use through a variety of examples related to real life and Math-
ematics. Validating the statements involving the connecting words — dif-
ference between contradiction, converse and contrapositive.

The textbook chapter introduces the language of propositional logic, and
explains the use of connectives very well. The principal focus is on implication:
getting students to appreciate the distinction between p — ¢ and ¢ = p,
to understand inclusive disjunction and to realise that a single counter-example
suffices to falsify a universally quantified statement. Considerable effort is spent
in formalising intuitive statements in the language of propositional logic. It is
also important to point out that geometry is extensively used as the terrain from
which propositions are picked.

For instance, an exercise ([14], Chap. 14, page 344) asks the students to: Write
the following statement in five different ways, conveying the same meaning.

If a triangle is equiangular, then it is an obtuse angled triangle.

For someone formalising this as p = ¢ (which is what the book teaches the
student to do), there are indeed equivalent forms to try, such as ¢ = -p.
If a student tries to use the language of geometry starting with a triangle ABC
and proceeding further, it is much less clear if she would get anywhere with this
exercise.

Our remark here is limited to pointing out the use of a formal logical lan-
guage in mathematical context in the syllabus, and the derivation of differently
expressed properties by virtue of logical equivalence. This is an important logical
exercise in which students gain some proficiency.

1.3 What is Achieved

How effective is this foray into logic for the student learning mathematics? It is
clear that geometry is central to mathematics learning and students should be
able to see that the theorems proved are deduced from clearly stated axioms.
They also get some practice in proving some assertions themselves. Does it mat-
ter that the axioms and inference rules are never formally spelt out, nor that
an informal argument is preferred over a formal deduction? Most mathemat-
ics educators are clear that informal, rigorous argument is more important for
mathematics learning than formal deductions. There is extensive literature on
students’ reasoning and structure in proofs: [8,10,17], and more. Invariably, these
researchers point out that developing intuition is more important for mathematics
learning than formal proofs. For our discussion here, the more relevant question
is whether the language of logic is playing any significant role when the student
is learning geometry, or whether the student is learning deductive systems by
way of geometry. The answer to both of these questions seems to be negative. [1]
argues persuasively that mathematical logic is not really necessary for teaching
proofs in mathematics. [6] offers nuanced arguments on different aspects of logic
relevant in the teaching of proofs.
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On the other hand, learning the correct use of propositional connectives and
quantifiers unambiguously constitutes logic learning, and this is also indispens-
able for obtaining fluency in the language of mathematics. However, in practice,
even this is entirely unclear [9].

To understand why logic may be ineffective in these respects, we need to look
at the placement of this syllabus unit in the curricular structure. The other syl-
labus units among which boolean logic is placed involve topics such as: Trigono-
metric Functions, Complex Numbers, Binomial Theorem, Conic Sections, Fre-
quency Distributions, Limits and Derivatives. In fact, in the CBSE’s official
textbook, the chapter on propositional logic follows the chapter on limits and
derivatives. After solving exercises computing the derivatives of functions such
as - — the student encounters the relationship between p = ¢ and ¢ = p.
It is hardly surprising that the student is left wondering whether this is merely
an interlude between differentiation and integration (which do consume most
of the time and energy of the higher secondary mathematics student). While
students are happy to take any “easy” topic that comes their way, the deeper
issues pass them by, and the chapter on propositional reasoning merely becomes
another set of (thankfully simple) rules to be learnt and forgotten soon.

If logic has very little place in school mathematics, and even the little that
is on offer is ineffective, should we conclude that logic is irrelevant for school
mathematics?

We suggest in what follows that we take a slightly different view: rather than
teach logic, we should consider incorporating ideas from logic into the teaching of
the content areas of mathematics such as algebra, geometry, number systems, and
so on.

2 Conceptual Difficulties

In this section, we point out a number of difficulties faced by students learning
mathematics where logic can be of significant help. These are symptomatic rather
than constituting a detailed analysis. These difficulties are acknowledged and
discussed extensively in the mathematics education literature. If we have any
novelty to offer it is only in the suggested use of mathematical logic for addressing
these difficulties.

1. The use of variables: We ask middle school children to solve equations of the
form x + 3 = 5, and they learn that x is an unknown number. Then they
go on to consider equations such as x + y = 5, when = can be one of many
numbers, somehow dependent on the value that y takes. We also ask them to
“see” that * +y = y + x, but now z can be any value whatsoever. There is
worse to come when we ask them to consider the line given by the equation
x = k where k is some constant [3].

All these are legitimate and reasonable uses of  in mathematical contexts, but
being syntactically disciplined about quantifying x appropriately depending
on context would solve much of the confusion.
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2. True or false?: Durand-Guerrier [7] discusses the proposition: “Any number
that ends in 4 is divisible by 4.” Some students consider such statements true
as well as false, since it holds for some numbers and does not hold for some
numbers.

3. Truth in a structure: Is 2 — 2 = 0? Well, that depends on which number sys-

tem you are solving the equation in. But this is a source of endless confusion
to students.
The problem is not only of truth being structure dependent, but even inter-
pretation of operations and functions being structure dependent as well. This
confusion gets considerably worse when we consider statements such as “mul-
tiplication is the same as repeated addition”. This works on positive integers
and this is how students learn arithmetic in primary school. But this reasoning
is unhelpful when they need to learn V2 x v/3 and so on.

4. FEquation solving: A classic problem asks students to evaluate ‘"’;2:11 at x = 1.
The student answering this as = 2 gets shocked when made to realise that
the function cannot be evaluated at z = 1. The same student, further on, is
asked to compute the limit of ’;2:11 as £ — 1. Now the limit is indeed 2. The
student is left with a bad taste in the mouth: something is surely wrong!

5. Heuristic advice: One of the side effects of the trouble above is the typical

advice given to the student to always substitute the answer she obtains in the
given equation and verify. This does help in this instance, since the student
can immediately verify that it leads to division by zero.
Equation solving comes with a range of heuristics such as grouping like terms,
moving all terms involving the same variable to one side, change of sign across
equality symbol, and so on. However, very rarely does the student get any
assurance on the reliability of these heuristics, and whether they suffice in all
contexts.

6. Functional variation: The student learns the definition of the sine function
as ratio of the ‘opposite side’ to the hypotenuse of a right angled triangle.
Later on, the student gets to graph the function as an oscillating curve. What
is varying here? Are we saying something about the universe of right angled
triangles? This again is a cause of confusion for many students.

There are many such sources of confusion and incomprehension in school
mathematics. We mention these here merely to point out how logic can be helpful
in this regard.

3 Big Ideas

[4] suggested a curriculum for mathematics education based on Big Ideas of
mathematics. The argument is that rather than teaching algebra, geometry, num-
ber systems etc we should attempt to communicate the ideas of mathematics
that make it at once abstract and at the same time uniquely powerful in being
widely applicable. Charles offers a list of 21 such ideas; these have been debated
by other researchers [11] but everyone would agree that notions like algorithm,
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functional variation, symmetry and transformation, linearity, etc. are among the
central ideas of mathematics. Whether a curriculum based on such ideas can
address the social as well as disciplinary objectives of mathematics education
needs to be critically assessed.

Our reference to Big Ideas here is towards a different purpose. We could
presumably consider a similar set of Big Ideas of Mathematical Logic. More
specifically we can ask, what are the Big Ideas of Mathematical Logic of relevance
to mathematics education (if any)? This distinction is important, since there
are some important ideas of logic whose relevance to school mathematics is
not immediately clear. For instance the compositionality principle, by which the
meaning of sentences is entirely derived from the semantics of connectives and
given meaning of primitive elements, is of central importance in logic. However, it
is not clear how important this is for pedagogic purposes of school mathematics.

We propose the following partial list of Big Ideas of Mathematical Logic for
mathematics education, many of which have been discussed extensively by [2].

1. Truth relative to a structure: Students are trained to consider mathemat-
ical statements to be true or false. Often some underlying structure is
assumed, against which statements are being evaluated. Unfortunately, the
ground shifts, so to speak, leaving many students confused. For instance, does
22 — 2 = 0 have a solution? The answer is that it depends on what z ranges
over. Is multiplication repeated addition? Yes, it is, over natural numbers,
and hence this is true in primary school, but not in high school. Is the angle
sum property true? Yes, if you consider triangles on the plane. The fact that
truth is relative to the assumed structure is not easily understood.

2. Model construction: The fact that definitions are in themselves neither true
nor false may seem obvious to the mature mathematics student, but is a
source of confusion to school children. Indeed, it is pedagogically non-trivial
to show that alternate definitions give us different objects and that it makes
sense to ask whether two definitions are equivalent. All this has to do with
model constructions, a logical enterprise. A direct way this appears in school
mathematics is in the use of multiple but equivalent representations of the
same mathematical object, where the equivalence is not easy to establish or
comprehend. For instance, /2 is the solution to the equation z? — 2 = 0
over the reals, but locating that real number on the real line is not easy. It
is also the length of the diagonal of the unit square, and while students are
comfortable with denoting both by v/2, they are puzzled when they try to
extend these meanings to 2v/2.

3. The Syntax Semantics distinction: A student is puzzled by the fact that though
9”;:11 = x + 1 seems to be correct, at * = 1 we cannot evaluate the left
hand side, whereas we can indeed evaluate the right hand side. The fact
that equivalence of expressions at the syntactic level denotes equivalence of
functions at the semantic level is difficult to grasp for the student. Logic
makes the syntax semantics distinction explicit. We have already referred to
the use of variables in school and the confusion caused therein, due to the
hidden quantifiers. The use of the same symbols for arithmetical operations
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whether they are interpreted over integers or the reals again causes a great
deal of confusion. The syntax semantics distinction, a central notion of logic,
can greatly help mathematics pedagogy as well [7].

4. Formalisation: When asked whether z > y implied 22 > 32, a student answered
that this was both true and false, since it was true for “half the numbers”. In
general, students hold intuitive notions of disjunction, implication and uni-
versal/existential quantification, whereas the mathematics they learn works
with these in formal terms, where the definition is different. (The author has
often seen frequentist interpretations of implication by school students.)

5. Consistency of rules: Students tend to learn mathematics as a collection
of rules. For instance, while solving equations, one moves all “like terms”
together. Many heuristics are learnt and they are largely helpful. For instance,
while solving trigonometric equations, one actively looks for sinz + cos’x
hidden in different ways. Very rarely is the question raised whether these rules
are reliable, and whether they are always applicable. Doubts often creep in
when encountering notions such as limits and derivatives, or infinite sums,
when suddenly some of the old rules are not applicable. Again, logic has an
important notion to contribute, namely the notion of consistency.

6. Proving vs Checking: Typically, proofs in school mathematics involve demon-
stration that a universally quantified statement is true in some implicit struc-
ture. The quantification could be over numbers, triangles, circles, and so on.
(Note that even the assertion of an infinity of primes is of the form Vz3y.)
On the other hand, students are used to checking that a property holds for
some object: for instance that 137 is a prime, or that perpendicular bisectors
of a given triangle have a point of concurrency, and so on. Yet the former
isn’t called a proof whereas the latter is termed a theorem. These are clearly
logical issues and can easily be cleared up with some understanding of logic.

7. Reasoning about algorithms: This is of sufficient importance for us to discuss
it separately in the next section.

We reiterate the fact that this is an indicative list, and we make no claims
to being comprehensive. Further, we emphasise that we are not advocating the
teaching of these notions to students but only that mathematics curricula take
cognizance of them, and that teachers learn sufficient logic so that it informs

pedagogy.

4 Reasoning About Algorithms

If there is one thing that characterises school mathematics for a student, it is
the learning of algorithms in one context after another, be it long division, or
factorisation of quadratic expressions, or matrix inversion, or computing com-
pound interest, or finding the standard deviation of given data, and so on. These
are largely seen to be disparate, to be learnt and applied in context. It is not
an exaggeration to say that the teaching and learning of these algorithms dom-
inates school mathematics almost to the exclusion of their declarative content.
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Moreover, the conceptual vs procedural debate dominates the discourse on math-
ematics education.

Our mention of algorithms is to point out that reasoning about algorithms is
crucial for bridging the conceptual — procedural divide (where it exists) and that
this is an indispensable role for logic. Moreover, it is such reasoning that is central
to computational thinking, a term of great current interest. Indeed it is when
algorithms are taught and learnt as procedures without any explicit reasoning
about them that mathematics becomes difficult for many. The position paper
[15] on teaching of mathematics in the 2005 National Curriculum Framework
asserts:

. we have repeatedly referred to offering a multiplicity of approaches,
procedures, solutions. We see this as crucial for liberating school mathe-
matics from the tyranny of the one right answer, found by applying the
one algorithm taught. When many ways are available, one can compare
them, decide which is appropriate when, and in the process gain insight.

When we have a multiplicity of methods, they need to be compared and
analysed to determine which method works best when, and this is the conceptual
understanding of importance to mathematics learning. Ideally when students
come up with algorithms, compare theirs with other algorithms and argue about
them, they acquire confidence in the use of these algorithms. Logic has a great
deal to contribute in this regard.

Opportunities for such reasoning are present throughout school. Very small
children working with some number of counters, say 20, need to reason thus
when they are asked, “how do you know you have counted them all?” and come
up with grouping strategies. When a child who has distributed 20 toffees among
10 children is asked, “how many do you have?” answers readily. When asked
further, “how many do each of your friends have?”, needs to reason explicitly
by symmetry, provided the algorithm she used for toffee distribution treats all
children symmetrically.

At primary school, students get asked how many different pairs of whole
numbers add to (say) 10. When a student offers the solution, there is an implicit
question to her: how do you know you have counted them all? This process of
verification involves reasoning, and when it becomes a habit, shows the value of
formal reasoning as it helps the student catch routine mistakes. The transition
from “do you know” to “how do you know it” is important for mathematics,
and reasoning provides the natural vehicle for carrying the student through the
transition.

One can list a range of algorithms in number theory, algebra, geometry,
trigonometry, calculus, statistics and business mathematics and ask, in each
case, how students reason about the correctness of the algorithm they learn.
Much better, if and when they get to devise algorithms of their own, one can
ask how they argue that their method works. While formal proofs of correctness
may neither be feasible nor required, argumentation is important, and logic can
help in this.
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All this, of course, is even more relevant to computing education. Reasoning
about procedures is at the heart of computational thinking [16] and the connec-
tion to logic is generally missed in school. When a small child is asked to add
2,104 and 78, and regroups them to first get 80 first and then adds it to 104, this
re-ordering is a crucial element of computational thinking. Over time a student
builds up such rules, and reflection on these rules and their applicability is a
logical exercise, very much necessary for meta-cognition.

Students learning programming need to also learn to build correctness argu-
ments (even if not proofs). Reasoning about programs requires understanding
the syntax semantics distinction, and checking whether a claim is true or not at
different points of program execution. Logic plays an indispensable role here [5].

We point out once again that it is quite unclear how a separate logic course
taught as a curricular unit will help in the ways listed above. More than the
formal language of logic, integral use of these Big Ideas within the mathematics
and computing curricula would be helpful.

5 Experiences

Experiential accounts of educational interventions are of very limited value.
What we need is research based on strong data from classroom practices, anal-
ysed in appropriate theoretical frameworks. Our discussion here should be seen
as stressing the need for such research, one that examines whether a logician’s
perspective may be able to influence mathematics and computing curricula pos-
itively, and if yes, understand how, in a nuanced manner.

However, two instances of discussion on some of the issues discussed in this
paper seem to be worth reporting. The first of these was during a workshop for
high school teachers of mathematics in 2015 and the second was in a mathematics
club activity with students in the higher secondary stage (age 16-17, in grades
11-12, the last stage before students enter university). To a great extent, these
were among the experiences initiated the author’s foray into discussions with
mathematics teachers and educators on logic.

5.1 Algebra Tricks

The workshop for high school teachers was on problem solving in algebra and
geometry. In a particular session, there was discussion on problem solving tech-
niques that had come up in different contexts, and while we were listing them,
one teacher V made the remarkable assertion that there was no unifying method
combining these techniques, especially in the context of algebra. He contended
that they were “tricks” and best learnt thus. Several teachers disputed this, but
when called upon to present a unifying method, found it hard to even argue that
any such method exists, let alone present one, much to the glee of the (by now
growing) camp of “algebra tricks” enthusiasts.

At this point, one of the participant teachers M wondered whether this was a
problem specific to algebra, and whether the situation was different with regard
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to geometric reasoning. She felt that geometry was about proofs, and that should
help. The author deferred to V on this, who was emphatic that geometry was
“logical”, entirely based on axioms and proof, and hence all techniques were uni-
fied. The ensuing discussion led to a consensus among teachers that the axiomatic
method in geometry provided a sound basis for problem solving as well.

At this point, the author reminded teachers that algebra was entirely
axiomatic in its development. A teacher protested that this was true of “abstract
algebra” studied in the university, not algebra in school mathematics which was
only about “solving equations”. This led to a general discussion but it was clear
that there was a sense of unease with what had been concluded some moments
ago. The author gave an impromptu lecture on equational theories and decision
problems related to them. Almost everyone had heard of Goédel’s theorems but
had not seen their relevance to the matter under discussion. Tarski’s theorem on
real arithmetic was entirely unfamiliar to teachers. They were impressed that an
algorithm could possibly be constructed to solve high school algebra problems,
but this also made them somehow uneasy.

This instance is recounted only to highlight the point made earlier that
notions such as consistency and algorithms for satisfiability in equational theories
are relevant for mathematics pedagogy, and hence that teachers would benefit
from familiarity with these notions.

5.2 What are Foundations?

The other instance occurred when the author was visiting a school to conduct a
mathematics club session for students in the last two years of school, preparatory
to entering the university. The author was introduced as someone working on
‘the logical foundations of computer science’. The day’s plan was to play some
games, introduce some game theoretic ideas. Before we could get started, student
K wanted to ask something, and was clearly hesitant to pipe up. There was some
discussion between him and his neighbour. After some prodding, he asked: What
does ‘logical foundation’ mean? Mathematics is the one beneath everything. The
side comment was a particularly enticing invitation for discussion (and game
theory was happily abandoned then and there).

The discussion was initially incoherent but settled on the question of whether
logic was founded on mathematics or it was the other way. The student group was
overwhelmingly in support of the former opinion, and the author’s prompts about
logic providing the language of mathematics were ineffective. The pivotal opinion
was expressed by student D who said, How can we talk of % and limits as A\ and
V 2. She carried the day, with others pitching in with their favourite construct
such as /, integrals, and so on. The students were familiar with the language of
boolean logic, and while they had some idea of quantifiers, the word logic largely
meant assertions such as law of contrapositives and formal deductions (as seen
in geometry).

Feeling obliged to talk a little on foundations of mathematics, without the
rigorous setting of first order logic, the author embarked on a presentation of
Peano’s axioms for arithmetic, and having got the consent of students that they
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were reasonable, showed that even a ‘weird’ arithmetic, with two copies of the
number line, “one sitting on top of another”, would support these axioms. The
idea was to show that it makes sense to define mathematical objects by their
properties, but that the properties may lead us to new ‘weird’ objects. The
students were almost spell-bound by this demonstration and the author was
gratified to get a round of spontaneous applause for the ‘weird’ number line.
(After the talk, a bothered student asked the author which was actually true,
whether there was only one number line, or many more.)

Since this incident, the author has had similar discussions with undergraduate
students of mathematics as well, with varied experiences. But the idea of a
nonstandard model (admittedly only demonstrated, not proven) was always an
aha moment for students.

Again, this instance is recounted not to ask for inclusion of foundations of
mathematics in the curriculum, but only to point to one of the Big Ideas dis-
cussed earlier, that of Model construction. This idea is not only a foundational
concept in mathematics but of pedagogic purpose as well, in terms of inspiring
students and giving them a glimpse of how the mathematical edifice is con-
structed, rather than taking mathematical constructs as given.

Indeed, all the Big Ideas presented here are supported by experiences of this
kind, arising from interactions with students and teachers.

6 Room for Logic

ICLA is not the appropriate forum for discussing school curricula in mathematics
and computing. However, certain remarks, as they pertain to ways by which
logicians can contribute meaningfully to school education, seem worth offering.
We list some below in formulaic terms, without detailed justification.

— Logic has a significant role to play in school mathematics, but it is quite
unclear whether this is actualised by teaching the language of boolean logic
and syllogisms, or by emphasis on formal deductions in Euclidean geometry.

— Logic can be greatly helpful in clearing up a range of misconceptions that
students have, and in easing students into facility with the formal language
of mathematics. This is of particular importance since mathematical language
is known to play a greatly alienating role for a large proportion of the stu-
dent population (perhaps the majority). Formalisation and formalisability are
notions relevant to understanding discourse in mathematics classrooms [12],
and logicians have significant expertise in this regard.

— Mathematics teachers can greatly benefit from learning the central ideas of
logic, but again it is unclear whether the standard introductory course in
mathematical logic offered at the university achieves this purpose.

— Reasoning about procedures is central to computational thinking and this is
a fundamental need for both mathematics and computing education. While
this is being acknowledged in recent times, we have some way to go before
we have curricular designs for schools that incorporate such reasoning.
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— A range of technological tools (such as Geogebra or Mathigon) and Computer
Algebra Systems have had significant impact on mathematics classrooms with
pedagogic integration. Can logic tools play a similar role? Do we need spe-
cialised child-friendly tools for school students’ logical explorations?

— As a rule, mathematics educators seem to be largely unaware of the inter-
action between mathematical logic and mathematics, and what logic might
mean at different stages of schooling. While there is extensive literature on
how students reason in mathematics classrooms, this is not examined in the
light of logic in itself.

[15] talks of compartmentalisation as one of the major problems of the math-
ematics education milieu, with little interaction between mathematics teachers
at the university and those in high school, or between the latter and teachers
in the elementary school. The tribe of logicians is miniscule in comparison, but
interaction between logicians and mathematics teachers can be of mutual benefit
to both.
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Abstract. For each non-zero cardinal x, we introduce a generalized sep-
aration axiom Ty for topological spaces. For every integer n > 0, under
the d-semantics which interpret ¢ as the derived set operator in a topo-
logical space, the class of all Tj'-spaces is d-defined by the modal formula
tg, and we show that wK4ATy = wK4 @ t{ is the d-logic of all T§'-spaces.
For k > N, the class of all T -spaces is not d-definable.

Keywords: Topological space * Separation axiom *+ Modal logic

1 Introduction

McKinsey and Tarski [18] proposed interpretations of the unary modal operator
¢ as the closure operator C and the derived set operator d of a topological space.
These interpretations give the topological C-semantics and d-semantics for modal
logic. According to the work [8], we distinguish C-logics under the C-semantics
and d-logics under the d-semantics. The C-logic of all topological spaces is the
modal logic S4 (cf. [18]), and the d-logic of all topological spaces is the modal
logic wK4 (cf. [15]). The fundamental connection between C-semantics and d-
semantics gives an embedding of the modal logic S4 into wK4 (cf. e.g. [8,16]).
These discoveries drive the development of the fruitful branch of topological
semantics in the study of modal logic. Many modal logics are shown to be C-
logics or d-logics of various classes of topological spaces (cf. e.g. [2,3,6-11]), and
topological structures are also used for modeling concrete scenarios like reasoning
about knowledge and belief (cf. e.g. [20]).

In the present work, we are concerned with modal logics of topological spaces
defined by separation axioms. It is quite standard in the study of topology to
consider a series of separation axioms including Ty (Kolmogoroff), T7 (Fréchet),
T, (Hausdorff), T3 (Vietoris/regular) and Ty (Tietze/normal) etc. (cf. e.g. [1,4,
14,19,24]). These axioms obtain their new forms or applications in the study of
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topological spaces (cf. e.g. [5,13,17,21,22]). Few results on the logic of separation
axioms can be found in the literature (cf. [23]). Here let us concentrate on the
d-semantics of modal logics, and hence the d-definability of separation axioms.
It is known that K4 is the d-logics of all Ty-spaces (also called T} o-spaces) as
well as the one of all Stone spaces (cf. [9]). Since all Stone spaces are normal,
it follows that T3, To, T3 and T, are not d-definable in modal logic. However,
it is shown in [10] that Typ-spaces are d-definable in the basic modal language,
namely, a topological space X is a Tp-space if and only if the modal formula
(to) pAO(g A Op) — OpV O(g A Qq) is d-valid in X. Furthermore, it is shown in
[10] that the modal logic wK4Ty = wK4 @ tg is d-logic of all Ty-spaces, and that
it is also the d-logic of all spectral spaces.

The separation axiom Tj says that each pair of different points can be sep-
arated by an open set. It is based on Ty that other point separation axioms are
defined. In the present work, we propose the notion of set separation and intro-
duce generalized separation axioms. Basically a set Z C X in a topological space
(X, 7) is distinguishable if there exists an open set Y such that @ #Y NZ # Z.
For each non-zero cardinal s, we introduce T§-spaces. For each positive integer
n, we introduce a modal formula (t{}) which d-defines T{-spaces. We show that
wKATG = wK4 @ t2 is the d-logic of all T{"-spaces. However, for each infinite
cardinal k, the class of all T{j-spaces is not d-definable. These generalized sepa-
ration axioms T give new classes of topological spaces. Kripke frames for (t})
are exactly those in which each proper cluster has at most n-irreflexive points.
The modal logic wK4Ty{ is also characterized by frames for (t3)).

The structure of this paper is given as follows. Section 2 gives preliminaries on
topological spaces and the d-semantics of modal logic. Section 3 gives generalized
separation axioms T} and proves basic properties of T{-spaces. Section 4 proves
that each T’ with positive integer n is d-definable in modal logic, and shows the
d-completeness of modal logic wK4T(. Section 5 gives some concluding remarks.

2 Preliminaries

Let N and Z be sets of natural numbers and integers respectively. Let ZT be the
set of all positive integers. We use | X| for the cardinality of a set X, and P(X)
for the power set of X. We recall some basic notions of topological spaces from
e.g. [24], as well as modal logic of space from e.g. [7—10].

A topological space is a pair X = (X, 7) where X # @ and 7 C P(X) such
that X, € 7 and 7 is closed under arbitrary unions and finite intersections.
Elements in 7 are called open sets. A subset Y C X is closed if X \ 'Y is open.
The class of all topological spaces is denoted by Topo.

Let X = (X, 7) be a space and € X. A subset Y C X is an open neighbor-
hood of x if x € Y € 7. Let N(z) be the set of all open neighborhoods of x. For
every subset A C X let d(A) be the derived set of A, i.e.,

d(A) = {z € X : VU € N(z)(U N (A\ {z}) £ 2)}.

A base for 7 is a B C 7 with 7 = {Upey B : € € AB}. A subbase for 7 is a
% C 7 such that all finite intersections of elements in ¥ form a base for 7.
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Point separation in a topological space X are introduced by requiring that
X satisfies one of the separation axioms Tj, T%, Ty or Ts etc.

Definition 1. Let X = (X, ) be a topological space.

(1) X is a Ty-space if for each pair of different points there exists an open set
containing one and not the other.

(2) X is a Ty-space if for each v € X there exists U € N(x) such that {x} is
closed in U.

(3) X is a Ty-space if for each pair {(x,y) of different points, there exist open
sets U,V € T such that U N {z,y} = {z} and V N {x,y} = {y}.

(4) X is a Tr-space, or Hausdorff space if for each pair of different points x and
y there exist disjoint open neighborhoods of x and y.

Let Tg, T 1 T1 and T4 be classes of all Ty-spaces, T% -spaces Ti-spaces and
Ty-spaces respectively. It is shown in [4] that T} is between Ty and T;. Then we
see that To C Ty & T1 & To.

Let X = (X, 7) and Y = (Y, o) be topological spaces. Then ) is a subspace
of XfYCXando={UNY:U €7} Let f: X =Y be a map.

(1) f is continuous if V € o implies f~1(V) € 7.
(2) fis openif U € 7 implies f(U) € o.
(3) f is interiorif f is continuous and open.

We say ) is an interior image of X if there is an interior map from X onto Y.

Let {X; = (X;, 7:) }ier be a family of topological spaces. The topological sum
of {X;}ier is defined as the topological space @, ; Xi = (H;c; Xi,7) where
[H;e; Xi is the disjoint union of {X;}ier and 7 ={U C X : Vi € [([UNX; € 73)}.

The topological product of {X;}ie; is defined as [],.; &i = ([[,c; Xi, 7) where
Hiel X; is the product of {X;};cr and 7 is obtained by taking as a base, sets of
the form [],.; Us, where U; € 7; for all i € I; and U; = X; for all but finitely
many coordinates. If I = {ny,--+ ,ny} is finite, we write X, x -+ X Xy, .

Let X = (X, 7) be a space, Z a set and g : X — Z a onto mapping. Let
7, ={H C Z: g '(H) € 7}. The topological space X, = (Z,7,) is called the
quotient of X induced on Z by g. The inducing map g is called a quotient map.

A class of topological spaces K is closed under an operation O if O(X) € K
for all X € K. It is well-known that, for each ¢ € {0, %, 1,2}, T, is closed under
subspaces and topological products; T; is not closed under quotients. Moreover,
T is not closed under interior images.

Now we introduce the d-semantics of modal logic in topological spaces, which
we refer to [8]. We take the basic modal language with only a diamond ¢.

Definition 2. Let V = {p; : i € N} be a set of propositional variables. The set
of all modal formulas L is defined inductively as follows:

Lopu=p|-p|(p1Ve2)|Op

where p € V. The connectives T, 1, A, — and < are defined as usual. We use
the abbreviation Oy 1= =0—p.
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Definition 3. A topological model is a triple M = (X, 7,v) where X = (X, )
is a topological space and v : Prop — P(X) is a function which is called a
valuation in X. A wvaluation v is extended to all modal formulas L as follows:

v(—p) = X\ v(p); v(ip V) =rvip) Uv(); v(Op) =dw(p)).

Note that v(Op) = {z € X : U € N(x)(U C v(p) U{x})}. For every formula
©, topological model M = (X, 7,v), X € Topo and K C Topo,

(1) ¢ is true at w in M (notation: M,w = ¢) if w € v(p).

(2) ¢ is true in M (notation: M = ) if w € v(p) for allw € X.

(3) ¢ isvalid in X (notation: X = @) if X,v = ¢ for every valuation v in X.
(4) ¢ isvalid in K (notation: K = ) if X = ¢ for all X € K.

The set of modal formulas L4(K) = {p € L : K = ¢} is called the d-logic of a
class of topological spaces K. If KK = {X'}, we write Lq(X).

Many d-logics of classes of topological spaces are finitely axiomatizable. Here
a normal modal logic is defined as a set of modal formulas L such that

(1) all instance of classical propositional tautologies belong to L;

(2) O(p —¢q) = [Op —Dg) € L;

(3) L is closed under (MP) and uniform substitution.

Let K denote the least normal modal logic. For a normal modal logic L and a
set of formulas X, let L @ X' be the least normal modal logic containing L U X.

Definition 4. Let w4, tg and 4 be the following modal formulas:

OOp —pV Op (w4)
pAO(@AOp) — OpV O(g A Oq) (to)
OOp — Op (4)

Let wK4 = K ® w4, wK4Tg = wK4 @ tg and K4 = KD 4.
It is known that wK4 = L4(Topo) and K4 = L4(Ty1) (cf. [15,16]). Moreover,

1

3
wK4Ty = Lg(To) (cf. [10]). Kripke semantics is used in the proof of topological
completeness and related consequences. Recall some definitions from e.g. [8,10].

Definition 5. A frame is a pair § = (W, R) where W # & and R C W x W.
For each w € W and S C W, we define R(w) = {u € W : wRu} and R[S] =
Upes R(w). A point w € W is reflexive if w € R(w). A point w € W s
irreflexive if w & R(w). Let O : P(W) — P(W) be the function defined as

OrQ ={weW:Rw)NQ # I} for each Q € P(W).

A valuation in a frame § = (W, R) is a function 6 : V — P(W). A valuation 0
is extended to the set of all modal formulas L by the following rule:

0(—p) =W\ 0(p); 00 V) =0(p)UbW); 0(0p) = Ord(p).
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A Kripke model is a triple 9 = (W, R,0) where (W, R) is a frame and 0 is a
valuation. A formula ¢ is true at w in M = (W, R,0) (notation: M,w = ¢)
if w e 0(p). A formula ¢ is valid at w in § = (W, R) (notation: §,w = ¢) if
w € §(yp) for each valuation 0 in §. A formula ¢ is valid in § (notation: § = ¢)
if §,w = @ for every w in §.

For a set of modal formulas X, let Fr(X) be the class of all frames validating
every formula in X. Let Fro,(X) be the set of all finite members in Fr(X). For
every class of frames C, let C = ¢ denote that ¢ is valid in C. Let Th(C) =
{o € L:C = ¢} and we call it the theory of C. If C = {§}, we write Th(F).
A normal modal logic L is Kripke-complete if L = Th(Fr(L)); L has the finite
model property (FMP) if L = Th(Fr.,(L)).

A frame § = (W, R) is weakly transitive if for all w,u,v € W, if wRu and
wRv, then w = v or wRv. A frame § = w4 if and only if § is weakly transitive.
For every weakly transitive frame § = (W, R), § E to if and only if for all
w,v € W, if wRv and vRw, then wRw or vRv. Note that wK4 and wK4T( have
the FMP (cf. [10,15]).

Definition 6. Let § = (W, R) be a weakly transitive frame and w € W. The
cluster generated by w, denoted by C(w), is defined as follows:

C(w) ={w}U{u € R(w) : w € R(u)}.

A subset C C W is a cluster if C = C(w) for some w € W. Let C*" (or C" (w))
denote the set of all irreflexive points in C (or C(w)). A cluster C' is degenerate
if |C| = |C"| = 1. A cluster is proper if it is not degenerate.

Clearly, for every weakly transitive frame § = (W, R), § = to if and only if
every proper cluster in § contains at most one irreflexive point.

3 Generalized Separation Axioms

In this section, we generalize point separation to set separation, and introduce
generalized separation axioms which define new classes of topological spaces.
They are generalized from T by considering set separation.

Definition 7. Let X = (X, ) be a topological space. A subset Z C X is distin-
guishable if there exists an open set Y € 7 such that @ #2Y NZ # Z. In this
case, Y is called a separator for Z, or we say that Y separates Z.

For each n € N, let n denote the set {0, - ,n — 1}. Consider the set 3 and
topological space X3 = (3,7) where 7 = {3,3,{0,1}}. Clearly the set {0,1} is
a separator for {1,2}. However, the set {0, 1} itself is not distinguishable.

In what follows, we use Card for the class of all cardinals and Card™ for the
class of all non-zero cardinals. For each x € Card™, let kT be the successor of k.
We also use cardinal arithmetic lightly.
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Definition 8. Let X = (X, 7) € Topo and x € Card™. Then X is a T¢-space
if every Z C X with |Z| > 1+ k is distinguishable. Let T§ be the class of all
T -spaces.

For k € Z*, X is a T{f-space if every Z C X with |Z] > & is distinguishable.
For k > Vo, X is a T{j-space if every Z C X with |Z| > & is distinguishable.
Note that all Tj}-spaces are exactly Tp-spaces.

Example 1. Partitions of sets yield T-spaces in a natural way. Let X # @ be
a set and 7 be a partition of X. For every x € X, let w(x) be the block of .
Suppose max{|r(x)| : x € X} = kT with 0 < kK < Rg. Consider the topological
space X' = (X, 7) where 7 = {{J,cy 7(y) : Y C X}. Now we show X € TE\ TS,
To show that X € TS+, let Y C X be a set such that |[Y| > 1+ T > k™ and
y €Y. Then |r(y)| < x* and so @ # Y N7(y) # Y. Then 7 (y) is a separator for
Y. Hence X € T5". To show X ¢ T%, take o € X such that |7(z)] = kT > 1+ k.
Let U = J,c, 7(2) € 7 be an open set. Clearly either UNm(z) = @ or w(x) C U.
Then 7(z) is not distinguishable. Hence X & T§.

Proposition 1. Let k € Card™. The following hold:

(1) Subspaces of T -spaces are T{ -spaces.
(2) Sum of T§-spaces are T -spaces.

Proof. (1) Let X = (X, 1) be a T{-spaces and ) = (Y,0) a subspace of X. If
Z CY and |Z] > 1+ K, then Z C X is distinguishable. Hence Y is a T§-space.

(2) Let {X;}ier be a family of T}-spaces and X; = (X;,7;) for each i € I.
Let X = (X, 7) be the sum @,; ;. Suppose S C X is not distinguishable. If
S = @, then |S| < 1+ k. Suppose S # & and s € S. Then s € X; for some
1€ 1. By X; € 7, we have t € X for all ¢t € S. Otherwise, X, is a separator for
S. Hence S C X;. Recall that X; is a T{f-space and S is not distinguishable. It
follows that |S| < 1+ k. O

Theorem 1. Let x € Card™. The following hold:

(1) U0<)\<n T())\ g TS'
(2) For every X € Topo, there exists k € Card™ with X € T§ \ Upeycr To-

Proof. (1) Note that Ty C T§ for all A < k. Then (J,_y., Ty € T§. Suppose
k= pt for some u € Card. Let X # @ and Ty be the trivial topology on X. If
1< Ro and | X| = &, then clearly Tx € T§ \ Ugcren To- If > Ng and | X| = 4,
then we can also readily check that Tx € T§\ Ugcrcr To-

Suppose £ is a limit cardinal. Let {7x, : 0 < A < x} be a family of trivial
topological spaces such that |X| = A for all 0 < A < k. Note that 7x, are T§-
spaces for all 0 < A < &, by Proposition 1 (2), @g.,., Tx, is T Let A < k.
Then we see that ’J'XA+ 4 TS‘. Since & is a limit cardinal, AT < k and so ’TXA+
is a subspace of @, Zx,. By Proposition 1(1) and the arbitrariness of A,
Do <. Tx, is not T3 for any A < x, which entails @Dy, Tx, & Up<rer To-

(2) Let X = (X, 7) be a topological space. Clearly X € T‘()X‘+. Then we see
that T = {\ € Card® : (X,7) € T}} # . Let x = min(T) and we are done. O
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Lemma 1. Let {X; : i € I} be a family of topological spaces and [];.;
(X, 7). A subset S C X 1is distinguishable if and only if S(i) = {f(@): f €
distinguishable in X; for some i € I.

X, =
St s

Proof. Let X; = (X, 7;) for each i € I. Assume S(i) is distinguishable in X; for
some i € I. Then there are f,g € S and U € 7; such that f(i) € U and g(i) € U.
For each j € I, we define

o
U, ifj=i.

Then [[,c;Y; € 7 is a separator for S.

Assume S is distinguishable. There are f,g € S and U = [[,; U; € 7 such
that f € U and g ¢ U. Then there exists ¢ € I with g(i) ¢ U;. Since f(i) € U;
and U; € 7;, we have @ # S(i) NU; # S(4). Then S(7) is distinguishable. O

Proposition 2. Let {k; : i € I} C Card® and {X; : i € I} be a family of
topological spaces where X; € T(' for each i € I. Then [[,.; Xi € T§ where

k= (ILies ki)

Proof. Let X; = (X;,7;) for i € I. Suppose that S C [[,.; X; is not distinguish-
able. By Lemma 1, for each ¢ € I, S(i) = {f(¢) : f € S} is not distinguishable
in &;. Hence [S(i)] < 1+ #; and so |S(i)| < w;. Note that S C [[,.; S(i). Then
IS| < [[Lie; SG)| < Ilier i <k <1+ k. It follows that [[,., &; € TG. |

el

When finite non-zero cardinals are concerned, the product of T-spaces is
more elegant. For example, consider the topological space Xo = (2,{2,2}).
Clearly X> € TZ. However, Xa x Xo = (4,{4,@}) which is clearly not a T¢-space
but a T-space.

Proposition 3. Letn,m € ZT. If X1 € T and Xy € T, then Xy x Xy € Ty ™.

Proof. Let X1 = (X1, 71) € Ty and Xy = (X3, 72) € T§". Suppose S C X; x X5
is not distinguishable. By Lemma 1, S(i) = {f (i) : f € S} is not distinguishable
in X; for i € {1,2}. Then |[S(1)] < 1+ n and |[S(2)] < 1+ m. Then |[S(1)| <n
and [S(2)] <m. By S C S(1) x §(2), |S| <|5(1) x S2)| <nmxm<1+nxm.
Hence X; x Xy € Ty™*™. O

For the operations of quotient and open continuous image on the class of all
topological spaces, we have the following general negative result on T§.

Proposition 4. Let k € Card™. There are spaces H1 and Ha such that H1 € T,
Ho & T§, Ha is a quotient of Hi, and Hsa is an interior image of H.

Proof. Let k € Cardt and A = kT + Rg. Let X,Y be sets with [X| = A and
Y] = &kT. Let Hy = (X x Y, 7) be the topological space where 7 = {&} U {Z C
XxY (X xY)\Z| < No}. Let Ha be the trivial space over Y. Clearly H; € Ty
and Ho € T§. Let f: X XY — Y be the function defined by f({z,y)) = y. Then
the quotient of H; induced by f is exactly Hs. Note that f is an interior map
and onto. Hence Hs is an interior image of H;. 0O
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4 Modal Logic wK4T

Now we introduce modal logics of Tij-spaces under the d-semantics. Recall that
Ty-spaces are d-defined by the modal formula tg, and wK4Tj is exactly the modal
logic of all Ty-spaces. This section generalizes these results for T{-spaces.

Definition 9. For each n € Z", let t{} denote the modal formula

poA N\ OGpr A Ampia Api AOpo) = Opo vV \/ Opi A Opi).-
1<i<n 1<i<n

Let wK4T( denote the modal logic wK4 @ t7.

Note that t} is exactly to. A frame § = (W, R) is irreflezive if w ¢ R(w) for
all w € W. The following proposition gives the condition for the validity of t{.

Proposition 5. Let § = (W, R) be a weakly transitive frame. For each n € ZT,
S =t if and only if |C7 (w)| < n for allw € W.

Proof. Assume |C""(w)| > n for some w € W. Then there exist pairwise different
irreflexive points wp, - - - ,w, € C(w). Let 6 be a valuation in § such that 6(p;) =
{w;} for alli < n. Then §,0,w; &= —p1A - A—-p;—1 Ap; AQpp for all i € {1,---  n},
which implies §,0,wo = po A Nj<icp, Q01 A -+ A =pi—1 A pi A Opo). Since
wo, -+, wy, are irreflexive, we have §, 6, wo = =0po A N\ <;<,, O~ (pi AOp;). Then
T, 0,wo =t and so § F 5. -

Assume §F }£ tf. There exists a point w € W and a valuation 6 in § with
5,0, w W~ tf. Let M = (W, R,0) and wy = w. Then M, wy = po A O—pg and for
each 1 <1 < n there exists w; € R(wp) with MM, w; = —p1 A+ - A=pi—1 Ap; AOpo A
O-p;. For all i # j < n, w; # w; are irreflexive. Then [{wo, - ,w,}| =n+ 1.
Let I € {1,--- ,n}. Since M, w; = Opy, there exists u € R(w;) with M, u = po.
Since § is weakly transitive, by woRw; and 9, wg = O-pg, u = wy. Then w; Rwy
for all [ € {1,---,n}. Hence i # j < n implies w; Rw;. Then |C*(w)| >n. O

Clearly (t§) is a Sahlgvist-formula and so wK4T(; is complete (cf. e.g. [12]).
Proposition 6. (), ., WK4Ty = wK4.

Proof. Suppose ¢ ¢ wK4. Since wK4 has the FMP (cf. [9]), there exists a finite
weakly transitive frame § = (W, R) such that § [~ ¢. Let [W| = k € Zt.
Obviously § = wK4T§. Then § |= Npez+ WKAT(. Hence ¢ & (), cz+ WKAT. O

Proposition 7. For each n € Z", wK4T( has the FMP.

Proof. Note that Fr(t7) is closed under taking subframes and so wK4Ty is a
subframe logic over wK4. By [11, Theorem 5.9], wK4T{ has the FMP. O

By Proposition 7, for each n € ZT, the logic wKAT( is decidable since it is
finitely axiomatized. Now we are ready for proving the d-definability of T{-spaces
and further the topological completeness of modal logics wK4T(.
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Theorem 2. Let X € Topo and n € Z*. Then X = t§ if and only if X € T}.

Proof. Let X = (X, 7). Suppose X ¢ T{. Then there exist pairwise different

points zg, -+ ,x, € X such that {zg,---,x,} is not distinguishable. Let v be
a valuation in X with v(p;) = {z;} for all i < n, and M = (X, 7,v). Let
1 # j € {0,---,n}. Since {xg, - ,z,} is not distinguishable, we have x; €

Un ({x;} \ {z;}) for all U € N(z;). Then z; € d({z;}). By v(po) = {x0}, we
have {x1, -+ ,xn} Cd(¥(po)). Then {x,,} = v(—p1A- - A= Pm_1ADm AOpo) for all
1 <m < n. It follows that M, o = po AN << C(TPIA - - A=D1 AP AOD0).
By X € N(x;) and X N({z;}\{x;}) = &, we have x; & d({x;}). By v(p;) = {=:},
we have v(p; A Op;) = v(pi) Nd(v(p;)) = @ and v(O(p; A Op;)) = @. Hence
M, zo = Opo V Vcicn Qi A Op;). Tt follows that X p-= tf.

Suppose X [~ ti. Then there exists a valuation v on X and wy € X such
that M,wy & t§ where M = (X,7,v). Then M,wy = O-pg. Hence there
exists Uy € N(wp) such that Uy C v(-pg) U {wo}. Let k € {1,--- ,n}. Then
M, wo = O(pr — O-pg). Then there exists U}, € N(wp) such that U}, C v(py —
O-pr) U{wo}. By wo € Uy € N(wy), we have U, = U, NUy € N(wp). Note that
M,wy = O(—p1 A+ - A=pr—1 App AOpo). Then there exists wy, € UpyNv(—piA---A
“pr—1 A pr A Opo) such that wy # wg. By M, wy E pi A (pr — O-py), we have
M, wy, = O-py. Then there exists V) € N(wy) such that V| C v(—pg) U {wg}.
By wy € Uy € 7, we have V, = Uy N V] € N(wg). By M,wi = Opo, we have
Vie N (v(po) \ {wr}) # @. Note that Vi, C U, C Uy C v(—po) U {wp}. Then
wp € V. Otherwise, Vi, Nv(py) = @. Hence Vi, € N(wp). By k € {1,--- ,n}, we
define such Vj, for all k € {1,--- ,n}.

Now we show that W = {wy, : k < n} is not distinguishable. For a contra-
diction, suppose that U € 7 is a separator for W. We have two cases:

(1) wo € U. Then there exists m € {1,--- ,n} with w,, ¢ U. Since UNV,, €
N(wp), by M,wo = Opm, we have (UNV,, Nv(pm)) # @. Note that V,, C
V!, Cv(—pm)U{wn} and w,, € U. Then UNV,, C v(-py) and (UNV,, N
v(pm)) = @ which contradict the assumption.

(2) wo & U. Then there exists m € {1,--- ,n} with w,, € U. Since UNV,, €
N(wp,), by M,wp, = Opo, we have (U NV, Nv(pg)) # @. Note that V,, C
Un C Uy C v(=po) U{wo} and wyg ¢ U. Then U NV, C v(—pg) and
(UNVyNu(pg)) =@ which contradict the assumption.

Note that |W| =n+1 > n and W is not distinguishable. It follows that X & T.
O

In what follows, we shall prove the d-completeness of WK4T( for each n € Z.
Let § = (W, R) be a weakly transitive frame. Then we get a frame §* = (W, R*)
where R* is the reflexive closure of R. Let Xz = (W, 7g) be the Alezandroff space
induced by §*, namely, 7 = {R*(Y) : Y C W}.

Definition 10. Let X = (X, 1) be a topological space, § = (W, R) a weakly
transitive frame and f : X — W a mapping. We say that (1) f is irreflexively
discrete (i-discrete) if f~1(w) is a discrete subspace of X for all irreflezive point
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w € W; and (2) f is reflexively dense (r-dense) if f~*(w) C d(f~*(w)) for all
reflezive point w € W. We call f a d-morphism if f is i-discrete, r-dense and
f X — Xz is interior.

Let § = (W, R) be weakly transitive and X = (X, 7) a topological space. By
[8, Corollary 2.8], if § is finite, then f : X — W is a d-morphism if and only if
d(f~Y(w)) = f~HRY(w)) for all w € W. By [8, Corollary 2.9], if f: X — W is
a surjective d-morphism, then Lyq(X) C Th(F).

Definition 11. Let § = (W, R) be a frame and { Xy, bwew a family of topological
spaces where Xy = (Xy, 7). Let Xg be the disjoint union of { Xy }bwew, €.,
Xe = {{z,w) : z € Xy andw € W}. For each A C Xg and w € W, let
Ay = AN Xy,. The F-sum of {Xy }wew is defined as @&X = (Xg,Te) where
U € 7g if and only if for allw,v € W, (1) Uy € Tyw; and (2) if wRv, w # v and
Uy # D, then U, = X,.

Note that the §-sum @3 X in Definition 11 is indeed a topological space.
For each n € Z*, let n* denote the set {i* : i < n} and N* the set {i* : i € N}.
Now we define more topological spaces.

Definition 12. The topological space X, = (X, Tn) is defined as follows:
(1) X,, =Nun*.

(2) T ={2}U{Y C X, :n*CY and | X, \ Y| < Ro}.

Let § = (W, R) be finite weakly transitive. We define §s = (W, Rs) as

(1) Ws={C(w) : w e W}.
(2) Rs ={(C(w),C(v)) : C(w) # C(v) and wRv}.

For each C € Wy, the topological space Xo = (X¢, 7o) is defined as follows:

(X|cir|s Ticin ) if |C| #|Ci].

Let X3 = (X3, 73) = D3, Xc-
Note that the frame §, in Definition 12 is transitive and irreflexive.
Lemma 2. Let§ be finite, weakly transitive and § = ti. Then X3 is a T§'-space.

Proof. Let § = (W, R). We show [Y| < n for all Y C X2 which are not distin-
guishable. Suppose not. Let Y C Xg be not distinguishable and [Y'| > n. Every
element in Y is of the form (z,C) where z € NUN* and C' € W,. We have the
following claims:

(1) if (z,C),(y,D) € Y, then C' = D. Suppose (z,C),(y,D) € Y and C # D.
Since Rj is transitive and irreflexive, either (C, D) ¢ R; or (D,C) ¢ R,. If
(C,D) & R, then U = {(z,E) € X3 : E € Rs(C)U{C}} is an open set
which separates Y. The case (D,C) € Ry is similar. This contradicts the
assumption.
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(2) if (x,C) € Y, then « ¢ N. Suppose (z,C) € Y and z € N. By |Y]| >
n > 1, there exists (y,C) € Y with y # x. Let V = {(2,F) € X3 : E €
Rs(C)U{C}}\{(z,C)}. Then we see that V' is an open set of XZ. Note that
(x,C) ¢ V and (y,C) € V. Then V is a separator for Y. This contradicts
the assumption.

By (1) and (2), Y C {(2,C) : z € |C"|*} for some C € Wy. Note that § |= t§,
we see |C"| < n and so |Y| < |C*| < n which contradicts the assumption. Hence
|Y] <nfor all Y C X3 which is not distinguishable. Hence X% is a T§'-space. O

Lemma 3. Let § = (W, R) be finite weakly transitive. Then Lq(X3) C Th(F).

Proof. By [8, Corollary 2.9], it suffices to show there is a d-morphism from A7
to §. For each C' € W, we define fo : X¢ — C as follows:

(1) |C] =|C|. Then | X¢| = |C|. Let fc be a bijection from X, to c.

(2) |C] # |Cr|. Since § is finite, there are k + 1 = |C| — |C"| reflexive points
v, ,vx € C, and [ = |C| irreflexive points u1,--- ,u; € C. The function
fo is defined as follows:

v;, ifzeNandz=1i (modk+1).
,0)) =
fe((z,C)) {uj’ if = j*.
Let f = Ugew, fo- Clearly f is onto. By [8, Corollary 2.8], it suffices to show
d(f~Hw)) = f~H(R Y (w)) for all w € W. Let w € W.

(1) (/= (w)) € /7 (R (w)). Tet {5, D) ¢ f~(R""(w)). Then [({y, D)) ¢
R (w). Let U = {(z,E) € X3 : E € Ry(D)U{D}}. We show (f~*(w) N
U)\ {{y,D)} = @. Clearly f({y,D)) € D. Then (D,C(w)) ¢ Rs. We have
two cases:

(1.1) D # C(w). Then C(w) € Rs(D) U {D}. If (2, E) € f~!(w), then
E = C(w) for all (2, E) € X3. Then U N f~'(w) = @. So (f~*(w) N
U\ {{y,D)} =2

(1.2) D = C(w). By f({y,D)) € R~*(w), f({y, D)) = w is irreflexive. Then
[~ (w) = {{y, D)} and'so f~(w)\ {{y, D)} = 2. So (f () NT) \
{5, D)} = 2.
Note that U is an open set of X3 and (y,D) € U. Then (y,D) ¢
d(f~H(w)).

(2) fFHR N (w)) € d(f7H(w)). Assume (y, D) € f~H(R™*(w)) and (y,D) ¢
d(/~(w)). Then f({y, D)) € R~"(w) and s0 C(w) € R,(D) U {D}.

(2.1) C(w) € R4(D). Since R; is irreflexive, we have C(w) # D. Then
for all open neighborhood V' of (y,D), V N X¢(w) = Xco(w) and so
(/" (w) N V)\ {5, D)} = f*(w) £ ©. Then (y, D) € d(/~(w))
which is a contradiction.

(2.2) C(w) = D. Note that (y, D) ¢ d(f~!(w)). Then there exists an open
neighborhood V' of (y, D) such that (V N f~Y(w)) \ {(y, D)} = @.
Now we show that w is irreflexive. For a contradiction, suppose that
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w is reflexive. Then |f~!(w)| = Ro. Since V' N Xy is an open set of
XC(w)a we have |Xc(w) \V| < No. Note that fﬁl(w) - XC(w)~ Then
[VNf~1(w)| = Ry which contradicts (VN f~(w))\{(y, D)} = @. Hence
w is irreflexive and so f~1(w) = {(m*, D)} for some m € N. Note that
f({y,D)) € R~Y(w). Then f({y, D)) # w which yields y # m*. Clearly,
for each open neighborhood V of (y, D), we have (m*, D) € VN f~(w).
Hence (m*, D) € (V N f~Y(w)) \ {{y, D)} which is a contradiction.

By (1) and (2), d(f~*(w)) = f~*(R™'(w)) for all w € W. Then f is a
d-morphism from X7 to § and hence Lq(X3) C Th(F). O

Theorem 3. For each n € Z, wK4Ty is the d-logic of all T})}-spaces.

Proof. Assume ¢ ¢ wK4T(. Since wK4Ty has the FMP, there exists a finite
frame § for wK4T( such that § = ¢. By Lemma 3, X3 = . By Lemma 2 and
Theorem 2, X2 = wKA4Ty. Hence wK4Ty = Ly(Tp). O

By Theorem 2, for each n € Z*, t{ defines the class of all T{'-spaces. By
Theorem 3, wKAT( is the d-logic of the class of T¢'-spaces for each n € Z¥.
However, for an infinite cardinal k, this is not the case.

Proposition 8. For each cardinal k > R, the class Tf is not d-definable.

Proof. Let k > Ny be a cardinal. By Theorem 1, we have Topo D T§ O Tg 2D
Ui<new To- By Theorem 3, (N, .5+ WK4T( is the d-logic of ., ., T5. By
Proposition 6, Ly(T§) = wK4 = Lyq(Topo). Hence T§ is not d-definable. O

5 Concluding Remarks

This work proposes generalized separation axioms for topological spaces and
explores their modal logics. Point separation in the traditional study of topo-
logical spaces is generalized to set separation. For each non-zero cardinal x, a
separation axiom T is given. We show that the d-logic of T§ for each n € Z* is
axiomatized by the modal logic wK4Ty = wK4 & tf where t} is a new formula
proposed in this work. We also show that T§ for each infinite cardinal « is not d-
definable. These contributions make a progress in the logical study of separation
axioms. For further exploration, we can define more topological spaces based
on these axioms 7. We can also explore topological duality of modal algebras
wKA4Tg.
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1 Introduction

Temporal logic is a branch of logic that studies the reasoning about time. In basic
temporal language, we have F' and P as its additional operators. We interpret
the formula ‘F¢’ as ‘at some moment in the future, ¢ is true’, and ‘Py’ is to
be read as ‘at some moment in the past, ¢ was true’. But this language is too
limited in expressivity for many applications. For example, the following two
statements:

The construction of the new railway will be finished in two years.
The construction of the new railway will be finished in six years.

which present some possible occasion in the future and whose only difference
is their temporal distances from now. This difference plays an important role
in the reasoning about time. Beyond the expressivity, this difference cannot be
described and analyzed in the basic temporal language. Therefore, A.N. Prior
considered the use of what he called ‘metric tense logic’ (e.g., [8-10]). This logic
is the tense logic in which the future and past operators have an index represent-
ing a temporal distance. This logic have been extensively studied by computer
scientists under the name ‘metric temporal logic’ (e.g., [6,7] and others).

We have introduced multiple-valued semantics for multimodal logics in [5].
From the semantic perspective, a Kripke frame for a monomodal language is a
pair (W, R) where W is a non-empty set of states, and R is a binary relation
on W. Each modal formula Uy is true at a state w if and only if ¢ is true at
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all R-accessible states of w (e.g., [1,2]). An accessibility relation R is indeed a
bivalent function R : W x W — {0, 1}. We generalize Kripke frames by changing
the set {0,1} into a set of values @) and obtain multiple-valued frames. This
leads to a general framework for the investigation of multimodal logics. One can
impose additional structure on @, and study the modal logics of these special
class of frames. With some additional restrictions, the multiple-valued frames
can be used to interpret the metric temporal operators. Thus we have a new
perspective of the metric temporal logic.

In this paper, we do some primary work on the multiple-valued semantics for
the metric temporal logic, and the article is structured as follows. Section 2 gives
the modal language and semantics where metric temporal frames are introduced.
Section 3 introduces normal metric temporal logics and proves the completeness
of the minimal normal metric temporal logic. Section4 proves the minimal nor-
mal metric temporal logic has the finite model property with respect to the class
of all temporal metric models. Section 5 gives concluding remarks.

2 Language and Semantics

Let M = (N, 0, <™, 4+™) be the standard model of arithmetic. An initial finite
segment of N is a set {x € N : & < m} for some m € N. An inversely well-
ordered set (‘i.w.o set’ for short) is a pair (@, <) such that > well-orders the
nonempty set Q. Obviously, the set {z € N : z < m} is inversely well-ordered
by =", i.e., the converse of the relation <™ in M. Therefore, every subset X of
{z € N: 2z < m} with X # @ has a maximal element \/ X. If Q is an ordered
set ordered by <, a downset in @) is a subset X C () such that a < b € X implies
a € X. An upsetin @ is a subset X C @ such that a € X and a < bimply b € X.
Let | X and TX be the downset and upset in @) generated by X respectively.
The cardinal of a set X is denoted by |X]|.

Definition 1 (Temporal Metric). A temporal metric MM = (M,0,<,+) is
a structure where M is an initial finite segment of N, < is the binary relation
which is the restriction of <™ to M, and + is the binary partial function such
that:
{a—f—mb if a,b,a +" b € M.
a+b=

undefined  otherwise.

Temporal metric will be used to measure the temporal distance between
different moments. For technical reasons, we don’t choose I, the standard model
of arithmetic, as our temporal metric. But in most cases, we could find a sufficient
large natural number m such that the set {x € N : x < m} is suitable for
applications.

Definition 2 (Metric Temporal Language). Let 0 = (M, 0, <, +) be a tem-
poral metric. The metric temporal language Ly (9MN) consists of a denumerable
set of propositional variables P = {p; : i < w}, connectives L and —, and unary
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modal operators {G, : a € M} and {H, : a € M}. The set of formulas Fm(9)
is defined inductively as follows:

Fm(M) > o u=p| L] (p1 — ¢2) | Gay | Hagp

where p € P and a € M. Connectives T,—, A,V and < are defined as usual. For
every a € M, one defines Fyp := ~G4—p and Py := —-H,—p. The complexity
of a formula ¢ € Fm(9M), denoted by 6(yp), is defined inductively as follows:

5(p) =0(L)=0
5(p — ) = maz{s(p),d(¥)} + 1
6(Ga90) = 6(Ha(p) = 6(90) +1

A substitution is a function s : P — Fm(9M). For every formula ¢ € Fm(9M),
let ©® be obtained from o by the substitution s.

Definition 3 (Metric Temporal Frame). Let 9 = (M,0,<,+) be a tem-
poral metric. A metric temporal frame over 9 (“DM-frame’ for short) is a pair
F = (W,0) where W # & is a set of states, and o : W x W — M is a partial
Sfunction from W x W to M satisfying the following conditions:

(1) for allw e W, o(w,w)! = 0;
(2) for allw,u,v € W and a,b,a+b € M, if o(w,u)! > a and o(u,v)! = b, then
o(w,v)! =2 a+b.

where the notation o(w,u)! means that o(w,u) exists in M, and o(w,u)! > a
means o(w,u)! and o(w,u) = a. For every a € M, the binary relation RS on W
1s defined as follows:

wRIw if and only if o(w,u)! > a.

Let R (w) = {u e W :o(w,u)! > a}. Let Foy be the class of all M-frames.

A valuation in a M-frame F = (W,0) is a function V : P — P(W) from P
to the powerset of W. A 9M-model is a triple M = (W,0,V) where (W, o) is a
M-frame and V is a valuation in (W, o). Let Mon be the class of all M-models.

Intuitively, in a frame F, states of F represent all possible moments in con-
sideration. And the measure function o assigns (or not) a temporal distance for
a pair of states in F. As the temporal structures we are interested in may have
some kind of branching, we do not assume our measure function to be total.

Moreover, suppose w,u,v are any moments in our consideration, clearly we
have o(w,w) = 0, which means the temporal distance between a moment w and
itself is 0. Furthermore, if o(w,u) = a and o(u,v) = b, then o(w,v) = a + b,
which represents the fact that if u is in the future of w with temporal distance
a, and v is in the future of u with temporal distance b, then v is in the future of
w with temporal distance a + b. The corresponding conditions in our definition
are weakened mainly because of technical reasons.
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The usual semantics of metric temporal logic uses two-sorted structure
(T, A, <,d,+,0) where T is a nonempty set of ‘moments’, < is a binary total
order on T', and A is a nonempty set called metric domain. The temporal distance
function d : T x T — A is surjective and satisfies usual topological conditions
apart from the replacement of the triangular inequality by a conditional equality,
and the structure (A, +,0) satisfies some arithmetical laws (cf. [6]).

Definition 4 (Satisfaction Relation). Let F = (W, o) be a M-frame, M =
(W,0,V) a M-model and w € W. For every ¢ € Fm(9M), the satisfaction
relation M, w [= ¢ is defined inductively as follows:

(1) M,w k= p if and only if w € V(p).

(2) M,w = L.

(3) My,wkE ¢ — ¢ if and only if M,w [~ ¢ or M,w = 1.

(4) M,w = Gap if and only if M,u = ¢ for all u such that o(w,u)! > a.
(5) M,w |= Hup if and only if M,u |= ¢ for all u such that o(u,w)! > a.

Let V(o) = {w € W : M,w | ¢}. A formula ¢ is true in M, notation
M E ¢, if V(p) = W. A formula ¢ is valid at w in F = (W, o), notation
F.w E @, if F,V,w = ¢ for every valuation V in F. A formula ¢ is valid in
F, notation F = ¢, if F,w = ¢ for every w € W. A formula ¢ is valid in a
class of M-frames A, notation K = @, if F |E ¢ for every F € X .

Let I' € Fm(9M) be a set of formulas. Suppose S is a metric temporal struc-
ture (model or frame) or a class of metric temporal structures, let S |= T stand
for that S | ¢ for all p € I'. The class of all M-frames defined by I" is denoted
by Fron(I') ={F : F = I'}. If I = {¢}, one writes Fron(y). The modal theory of
a class of M-frames K is defined as the set Th(JE) = {p € Fm(M) : H = ¢}.
We say that & is modally 9M-definable, if £ = Fron(Th(£)).

3 Normal 99t-Modal Logics

In this section, we introduce normal metric temporal logics over 9, or normal
M-modal logics. As expected, the canonical method is applied in showing the
completeness of the minimal normal 9t-modal logic.

Definition 5 (Normal Metric Temporal Logic). A normal 9-modal logic
is a set of formulas L C Fm(9M) such that L contains the following formulas:

Tau) All instances of classical propositional tautologies.

) Ga(p—q) = (Gap — Gagq) and Hy(p — q) — (Hap — Haq).
) p— GoPup and p — H Fyp.

o) Gop— p and Hop — p.

) Gup — Gyp and H,p — Hyp, where a < b in M.

) Gorpp — GoGpp and Hypp — HoHyp, where a,b,a+b € M.
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and L is closed under the following rules:

(MP) ifp,o =t €L, thent € L.
(Gen) ifpe L, then Gop € L and Hyp € L.
(Sub) if p € L, then ¢® € L for every substitution s.

A formula ¢ is a theorem of L, notation Fp, ¢, if ¢ € L.

For every family of normal 9-modal logics {L; : i € I}, [;c; L; is a normal
IM-modal logic. The minimal normal 9-modal logic is denoted by Kgy. Let
@;c; Li be the smallest normal 9M-modal logic containing | J;; Li. For every
set of formulas ¥, let Koy @& X = ({L : X' C L}, the minimal normal 9-modal
logic containing X. If X' = {¢}, we write Ko @ ¢ instead of Koy @ {}. For every
normal 9Mi-modal logic L, let NExt(L) be the set of all normal 9t-modal logics
containing L.

Remark 1. Suppose [a] € {Gq, H,} and (a) € {F,, P,}, the following hold for
every normal 9t-modal logic L:

(1) [a]T < T €L and (a)L < L L.

(2) [a](pr A - A pn) < ([aler A~ - [a]en) € L.

(3) (@)1 V-V om) = ({a)pr V - (a)pm) € L.

(4) Gap ANFob — Fo(p A) € L and Hyp A Pytp — Pu(p A1) € L.
(5) if ¢ — ¢ € L, then [a]¢ — [a]Y € L and (a)p — (a)y) € L.

Let L be a normal 9-modal logic. A formula ¢ is a L-consequence of a set
of formulas I', notation I' Fp ¢, if ¢ € L or there exist 11,...,%, € ' with
i A... N, — @ € L. A set of formulas I is L-consistent, if I' t/;, 1; and I’
is maximal L-consistent, if I' is L-consistent and C-maximal. One obtains the
deduction theorem and Lindenbaum-Tarski lemma for L: (i) I, b ¢ if and
only if I' by, ¢ — #; (ii) if I' is L-consistent, there is a maximal L-consistent set
Y with ' C X

A normal 9M-modal logic L is complete, if L = Th(Frop(L)). One can obtain
some completeness results using the canonical method.

Definition 6 (Canonical Model). Let WX be the set of all mazimal L-
consistent sets of formulas. For every a € M, one defines RE C Wt x Wk

as follows:
Ele@ if and only if ¢ € Ofor allGap € X.

For every pair (X,0) € WL x WL one defines X{5(X,0) = {a € M: YRLO}.
The canonical M-model for L is defined as ML = (WL o& VL) where

VXiH(Z,0)  if X3(2,0) # 2.
undefined otherwise.

UL(Z,@)Z{

and VE(p) = {¥ € WL :p e X} for every p € P. The canonical M-frame for L
is defined as F& = (WL ol).
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Lemma 1. For every X,0 € W¥ and a € M, the following hold:

(1) XE(X,0) is a downset in M.
(2) if X&(X,0) # @, then X5(X,0) = |\ Xu(X,0).
(3) a € XL(X,0) if and only if oL(2,0)! > a.

Proof.(1) Assume a < b and b € X;(X,0). Then YREO. Suppose G,p € X.
By (C), Gap — Gpp € L. Hence Gy € X. By Y REO, one obtains ¢ € ©.
It follows that a € X% (X, 0).
(2) Assume X5 (X,0) # @. Then \/ X(X,0) is the maximal element of
XE(2.0). By (1), X5(5.6) = |V XE(T.0).
(3) Assume a € X[5(X,0). Then ol(X,0) = \V XH(X,0) > a. Assume
oL(5,6)! > a. Then a <\ XE(5,0). By (2), a € XL(5,0).

Lemma 2. For every X ¢ Wt:

(1) if Gop & X, there exists © € WE with a € X5(X,0) and ¢ € ©.
(2) if Hop & X, there exists © € WL with a € X5(0,X) and ¢ ¢ 6.

Proof.(1) Gop € X. Let I' ={¢ : Gaip € Y} U{—~¢}. Assume that I' is not
L-consistent. Then I' 7, L. There exist ¢1, ..., %, € I' with (V1A. . .AY,) —
¢ € L. By (Gen), (K) and (MP), Go(1 A ... ANp) — Gop € L. By
Ga(V1 N oo ANp) — (Gat1 A ... Gatby) € L, one obtains G, € L. Then
Gu.p € X, which contradicts the assumption. Hence I' is L-consistent. Let
I'COe WL Then a € X(X,0) and ¢ ¢ 6.

(2) If Hyp & X, let I' = {p : Hytp € X} U{—p}. We can prove I" is L-consistent
as above. Let I’ C © € W, then we have ¢ & O. Suppose G,p € O
and ¢ ¢ X, then ¢ € X. By (R), H,F,~¢ € ¥ and F,~p € I' C O,
which contradicts the assumption. Hence, if G, € © then ¢ € X we have
a€ XL(O,%).

Lemma 3. Suppose L is a normal 9-modal logic, then the canonical M-frame
for L is a metric temporal frame.

Proof. We check the canonical 9M-frame for L satisfies the conditions in the
definition of metric temporal frame.

(1) Suppose X € WL, by (Tp), we have 0 € X5(X, X), hence o% (X, X)! > 0

(2) Suppose X,0,I' € WE and a,b,a+b € M. If 0%(X,0)! > aand oL (6, ')! >
b, we show o(X, ') > a +b. Assume G, 9 € X, by (A), G.Gpp € X,
then Gy € O and ¢ € I' by Lemma 1. Hence a + b € X5(X,I"), and
ol(Z, I >a+b.

Lemma 4. For every X ¢ W', ME X &= ¢ if and only if p € X.

Proof. The proof proceeds by induction on the complexity §(p). The atomic and
Boolean cases are obvious. We check the modal cases:
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(1) Let ¢ = Ggatp. Assume G, € X. Suppose o”(X,0)! > a. By Lemma
1, a € X%(X,0). Then YRLO. Hence 1 € 6. By induction hypothesis,
ML O = . Hence ML) X = Gu1p. Assume G,1p ¢ X. By Lemma 2, there
exists © € WL with a € X4 (X,0) and ¢ ¢ ©. Then X5 (X,0) # @ and
ol(2,0)! =\ X%(X,0) > a. By induction hypothesis, ML, © [~ 1. Hence
ML X G
(2) Let ¢ = H,t. Assume H,1p € X. Suppose 0%(0,%)! > a. By Lemma 1,
a € X4(0,%). If ¢ ¢ O, then ) € O, and by (R) we have G, P,~ € 6.
By a € X%(0,X), P,~ € X, a contradiction. Hence ¢ € ©. By induction
hypothesis, M @ = 4. Hence M*, X = Gu. Assume H,p ¢ X. By
Lemma 2, there exists © € Wl with a € X[(0,%) and ¢ ¢ ©. Then
Xk(6,%) #+ @ and oL(0, X)! = ) X{4(6, Y) > a. By induction hypothesis,
ML O W +p. Hence ME, X 1= Hyop.

Theorem 1. Kgy is complete.

Proof. Clearly Fr(Kgn) = Fon. Obviously Koy C Th(Fgy). Assume ¢ &€ Koy.
Then {—p} is Kgp-consistent. Let ¥ € WK= with -p € X. By Lemma 4,
MK 3L o Hence ¢ & Th(Fan).

In the rest of this section, we make some observations on some extensions of
Kon. Consider the following formulas:

(Ta) Gup—pand Hyp — p.
(B.) p— G.F,pand p— H,P,p.
(4a) Gap - GaGap and H,p — H,H,p.

We have Ty € Kon. Suppose F = (W,0) is a M-frame, a € M and a # 0,
clearly F = T, if and only if for any w € W, o(w,w) > a. According to our
intended interpretation of measure function, this means the temporal distance
of a moment and itself is not 0, which is not so consistent with our intuition of
metric temporal systems. Moreover, if a € M and a # 0, then F = p — G Fup
if and only if for any w,u € W, o(w,u) > a implies o(u, w) > a. This indicates
that our metric temporal frame has a kind of temporal loop structure. Since Kon
has Gup — Gaiap and Gyyop — G.Gap as its axioms, (4,) is a theorem of Kgy.

Recall our definition of metric temporal frames, if F = (W,0) is a metric
temporal frame, we demand that the measure function ¢ is a partial function.
Let Z}; be the class of all metric temporal frames over 9 with a total measure
function, i.e., if F = (W, o) € F&,, then for every pair (w,u) in W x W, o(w, u)
is defined. We will prove that this class is characterized by Koy @& By.

Theorem 2. Koy @ By = Th(Fk,).

Proof. Suppose F = (W,0) € Th(#},), then o(w,u) > 0 for all w,u € W. It
follows that F = p — GoFop and F = p — HoPyp. Therefore Koy & By C
Th(#%;). For the completeness, let M = (W,0,V) be the canonical model for
Kon @ By. Note that 0 € Xy (X, 0) and so o(X,0) = \/ Xy(X, ©) which is a
total function. If ¢ & Koy ® By, then M [~ ¢. Hence Th(.#%;) C Ko @ Bo.
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4 Finite Model Property

In this section, we prove for a temporal metric 9, the minimal normal 90-
modal logic Kgn has the finite model property with respect to .#oy, the class of
all temporal metric models over 1.

Definition 7 (Metric Temporal Subformula Closed). A set of Ly (9N)
formulas X is closed under metric temporal subformulas (‘subformula closed’
for short) if for all formulas ¢ and v and a,b,c,a +b € M:

(1) if (¢ — V) € X, then so are ¢ and 1.

(2) if Gop € X or Hyp € X, then so is ¢.

(3) if Gap € X or Hyp € X, and a < ¢, then so is G.p or H.p respectively.

(4) if Gayop € X or Hoqpp € X, then GGy, Gy € X or HoHyp, Hyp € X
respectively.

We say ¢ and ¥ are subformulas of (¢ — 1), ¢ is a subformula of Gap or Hyp.
And (1) if a < ¢, Gep and H.p are metric temporal subformulas (or simply
‘subformulas’) of Gu and Hap respectively. (2) Go.Gyo, Gy and H,Hyp, Hpp
are metric temporal subformulas (or simply ‘subformulas’) of Goype and Haipp
respectively.

Definition 8 (Filtration). Let M = (W,0,V) be a M-model and X a subfor-
mula closed set of Lyr(IM) formulas. Let «~x be the equivalence relation on
the states of M defined by: w «~x u if and only if for all p € X, Mjw = ¢
if and only if M,u = ¢. We denote the equivalence class of a state w of M
with respect to «~x by [w]s, or simply by [w] if no confusion will arise. Then a
filtration of M through X' is any 9-model M{; = (W7, 05, V) such that:

(1) WH={[w]:we W}.

(2) if o(w,u) > a, then o/ ([w], [u]) > a.

(3) if of ([w], [u]) = a, then for all Gup, Hyp € X: if M,w = Gap then M, u |=
©, and if M,u |= Hyp then M,w = ¢.

(4) VI(p) = {[w] : M,w [= p}, for all propositional variables p € X.

We will often write M/ instead of Mfz if there is no confusion.

Theorem 3. Let M = (W,0,V) be a M-model and X a subformula closed set
of L (M) formulas. Suppose MT = (W1 af VF) is a filtration of M through
X, then for all formulas ¢ € X and all states w € W, M,w [ ¢ if and only if
MY [w] = .

Proof. The proof proceeds by induction on ¢. The base case is from the definition
of V¥, The boolean cases follows from the fact that X is closed under subfomulas,
this allows us to apply the inductive hypothesis.

(1) Let ¢ = Gup € X. Assume M,w = Gut and of ([w],[u]) > a, by the
definition of filtration, we have M, u |= 1. As X is subformula closed, ¢ € X,
therefore by the inductive hypothesis, MY, [u] = 1. Hence M7, [w] = G-
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Conversely, suppose M/, [w] = G,9 and o(w,u) > a, by the definition of
filtration, we have o7 ([w], [u]) = a. Thus M7, [u] = 9. As ¥ is subformula
closed, ¢ € X therefore by the inductive hypothesis, M,u = 1. Hence
Myw = G

(2) Let ¢ = Hyp € X. Assume M,w = H,vy and of([u],[w]) > a, by the
definition of filtration, we have M, u |= 1. As X is subformula closed, ¢ € X,
therefore by the inductive hypothesis, M7, [u] = 1. Hence M/, [w] = H 1.
Conversely, suppose M/, [w] = H,¢ and o(u,w) > a, by the definition of
filtration, we have o7 ([u], [w]) = a. Thus M7, [u] = 9. As ¥ is subformula
closed, 1 € X, therefore by the inductive hypothesis, M,u = 1. Hence
M, w = Hatp.

The next lemma is clear, we just state it below and the proof is omitted.

Lemma 5. Let X' be a finite subformula closed set of Lyrr (M) formulas. For
any M-model M = (W, 0, V), if M5 = (WS o/ V1) is a filtration of M through
X, then |W7| is finite.

Definition 9 (Metric Temporal Filtration). Let M = (W,0,V) be a M-
model and X a subformula closed set of Lyr (M) formulas. Let the equivalence
relation «~x and its equivalence classes be defined as before. Suppose w,u € W,
we define:

XSG (w,u) = {a e M: for all Gop € X, if M,w |= Gup then M,u = ¢}

X (w,u) = {a € M : for all Hyp € X, if M,u = Hyp then M,w = ¢}

Let Xi§ (w,u) = X (w,u) N X{ (w,u). The metric temporal filtration of M
through X is the structure M = (W', o, V) where W/ and V/ are defined
as before, and

undefined otherwise.

Ut([w]v [u]) _ {VXN%(U),U) 'LfXN%(U),U) £ 0.

We will often write M" instead of MY, if there is no confusion.

Remark 2. We need to check this definition is well defined. Suppose w «~ 5 w’
and u ey o/, we prove Xi; (w,u) = Xif(w' ). If a € Xif(w,u), then for
all Gop € X and Hyp € X, we have if M,w = G,p then M,u | ¢ and if
M,u | Hyp then M,w | ¢. By the definition of «wy, and ¢ € X as ¥
is closed under subformulas, we have if M,w’ = G,¢ then M,u’ = ¢ and
if M, = Hup then M,w’ = ¢. Therefore a € X} (w',u’). Conversely, if
a € X (w',u), then for all Gop € ¥ and H,p € X, we have if M,w’ = G,
then M, | ¢ and if M, v = H,p then M, w’ |= ¢. By the definition of «w g,
and ¢ € X as X is closed under subformulas, we have if M,w &= G,¢ then
M, u = p and if M,u = Hyp then M, w = ¢. Hence a € X;5 (w,u).
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Lemma 6. Let M = (W,0,V) be a M-model and X a subformula closed set of
Ly (M) formulas. For every w,u € W and a € M, the following hold:

(1) X7 (w,u) is a downset in M.
(2) if X5 (w,u) # @, then Xif (w,u) = |\ Xif (w,u).
(3) a € Xi; (w,u) if and only if ot ([w], [u])! > a.

Proof.(1) Assume a < b and b € X} (w,u). Then for all Gyp € X and Hyp € X,
we have if M, w = Gpp then M, u = ¢ and if M, u |= Hyp then M, w |= ¢.
Suppose Gap € X and M, w = G4, then we have Gpp € X' as X is metric
temporal subformula closed and a < b. And by axiom (C) G, — Gpp, we
have M,w = Gpp, and M,u |= ¢ as b € Xj (w,u) and Gpp € . Hence
a € X (w,u). We can prove a € X (w,u) in the same way. It follows that
a € Xii (w,u).

(2) Assume Xif(w,u) # @. Then \ Xjj(w,u) is the maximal element of
X% (w,u). By (1), Xi% (w,u) = |V X% (w, u).

(3) Assume a € X (w,u). Then o'([w], [u])! = V Xi}(w,u) > a. Assume
ot([w], [u])! = a. Then a <\ Xif (w,u). By (2), a € Xi5 (w,u).

Lemma 7. Let M = (W,0,V) be a M-model and X a subformula closed set of
Lyt (M) formulas. Then Mt = (W', ot V), the metric temporal filtration of
M through X is a filtration and a metric temporal model over IN.

Proof. First we prove M! is a filtration:

(1) Suppose o(w,u) > a, we prove a € Xi;(w,u), by Lemma 6 this implies
o' ([w], [u]) > a. Assume Gup € ¥ and M,w E G,p, then M,u = ¢ as
o(w,u) > a. Hence a € X (w,u). Suppose H,p € X and M,u = H,p,
then M,w = ¢ as o(w,u) > a. Hence a € X{f (w,u). It follows that a €
X5 (w,u).

(2) Suppose ot ([w], [u]) > a, by Lemma 6, we have a € X} (w,u). Thus for all
Guop, Hop € X0 if Myw = Gap then M, u = ¢, and if M,u = H,p then
M, w = .

Next we show M? is a metric temporal model over 9:

(1) Suppose w € W and Gop € X. If M, w = Goyp, then by axiom (Ty) Gop —
¢, we have M, w [= ¢. Hence 0 € X (w,w). Assume Hop € Y. If M,w =
Hyp, then by axiom (Tp), we have M,w = ¢. Hence 0 € X (w,w). Tt
follows that 0 € X;f (w, w). By Lemma 6, we have o ([w], [w])! > 0.

(2) Suppose w,u,v € W, ot([w], [u])! > a and o!([u], [v])! > b. By Lemma 6 we
have a € Xif(w,u) and b € Xi} (u,v). Assume Ggipp € X and M,w =
Gatpp, then G,Gyp, Gy € X as X' is metric temporal subformula closed.
And by axiom (A) Gurpp — GoGrp, we have M,w E G,Gpp. By a €
X% (w,u) we have for all G, € X, if M,w | Gup then M,u = ¢, thus
M,u | Gpp. By b € Xif (u,v) we have for all Gy € X, if M,u = Gy
then M,v = ¢, thus M,v |= ¢. Hence a + b € X (w,v). We can prove
a+b € Xfl(w,v) in the same way. It follows that a + b € X} (w,v). By
Lemma 6, we have o*([w], [v])! > a + b.
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Theorem 4. Suppose M is a temporal metric, then Kon, the minimal normal
M-modal logic has the finite model property with respect to Mo, the class of all
temporal metric models over IN.

Proof. Suppose ¢ is a L (9) formula, take X to be the set of metric temporal
subformulas of ¢. Suppose M is a M-model, let M? be the metric temporal
filtration of M through ¥. By Lemma 7, M? is a filtration and a 9i-model.
Since M is finite, clearly X is finite. By Lemma 5, M! is a finite 9-model. And
by Theorem 3, we have M, w [= ¢ if and only if M?, [w] | ¢.

Corollary 1. Koy is decidable.

5 Concluding Remarks

In the present work, we contribute multiple-valued semantics for metric tempo-
ral logic. We have introduced metric temporal frames based on multiple-valued
frames, and take them as the semantic ontology to interpret the metric temporal
operators. In the study of normal metric temporal logics, we adjust the canon-
ical model method and obtain some completeness results. We also obtain some
finite model property results for normal metric temporal logics. There are many
problems that are interesting for further exploration. Here we mention two of
them:
(1) Recall our definition of satisfaction relation, we have:

M, w l= G if and only if M, u = ¢ for all u such that o(w,u)! > a.
M, w = Hyp if and only if M, u |= ¢ for all u such that o(u,w)! > a.

There are other kinds of metric temporal operators, let’s denote them by G, H;
and G, HS. Their satisfaction relation could be defined by:

M, w = G5 ¢ if and only if M, u |= ¢ for all u such that o(w,u)! =
M,w = H ¢ if and only if M, u |= ¢ for all u such that o(u,w)!
M, w = GS ¢ if and only if M, u |= ¢ for all u such that o(w,u)!
M, w = HS if and only if M, u |= ¢ for all u such that o(u,w)!

One could study the systems of these kinds of metric temporal operators and
the system combine these operators together.

(2) In our definition of metric temporal frames, the conditions to be satisfied
by the measure function are weakened for technical reasons. One could study
the metric temporal frames with unweakened conditions, i.e., the frames with
measure function o satisfies:

(a) o(w,w) =0 for every state w in the frame;
(b) if o(w,u) = a and o(u,v) = b, then o(w,v) = a+b.

We wish these problems should be solved in further investigations, and a fully
developed account of metric temporal frames based on multiple-valued seman-
tics may lead to fruitful theories about metric temporal reasoning, which may
find applications in philosophical analysis of some problems involving metric
temporal operators.
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Abstract. The first-order definability of the shortest path function (1)
as well as the first-order non-definability of the induced path function
(J) of graphs is established by Nebesky. Inspired by these results, we try
to investigate the first-order logic axiomatisation of the segment transit

functions associated with the induced path (J) in graphs and obtained
that J does not possess first-order axiomatisation.

Keywords: Segment transit function - Induced path function - First
order definability

1 Introduction

First-order logic is a natural object of study, it is semantically complete and
is adequate to the axiomatisation of all ordinary mathematics. Further Lind-
strom’s theorem shows that it is the maximal logic satisfying the compactness
and Lowenheim-Skolem properties [12]. So it is not surprising that first-order
logic has long been regarded as the “right” logic for investigations into the foun-
dations of mathematics.

In this paper, we consider only a connected finite and simple graph, denoted
as G = (V, E) with V' ( denoted some times as V(G)) being the vertex set and
E (denoted some times as (E(G)), the edge set of G. A u,v-path is a sequence
of distinct vertices u = uq,u2, - ,u, = v in G where uw;u; is an edge of G
whenever |i — j| = 1. If P is a path then length of P is the number of edges in P.
A u,v-path is called a u, v-shortest path, if P is a path of minimum length. The
distance between two vertices u and v of a graph G is the length of a shortest
u, v-path and is denoted by dg(u,v) or d(u,v).

The interval function I :V x V — 2V of a graph G is defined as: I(u,v) =
{z € V' : z lies on some shortest u, v-path in G}, is an important tool in studying
distance properties in graphs and is a part of folklore in metric graph theory [14].
In [16,17], Ladislav Nebesky gave an interesting turn in the axiomatic study in
graphs by characterising the interval function of a connected graph G = (V, E),
using a set of simple first-order (FO) axioms defined on an arbitrary function R
defined on V. This function is later termed as a transit function (denoted as R)
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by Mulder in [13], defined as the function R : V x V — 2V satisfying the three
transit axioms: (t1) Va Yy (x € R(z,y)); (12) Vo Yy (R(x,y) = R(y,x)); and (¢3)
Vo (R(z,z) = {z}). This first order axiomatisation of the function I is further
refined in [15] and extended to arbitrary graphs in [6].

Moreover, the transit function is used to generalise the notion of betweenness,
intervals and convex sets, present in several areas in mathematics. It is not
difficult to see that, corresponding to any function R : V x V — 2V there is a
ternary relation T'C V x V' x V and vice versa. Thus any axiom defined on R can
be associated with a corresponding axiom in the ternary relation 7' and hence
the axioms (t1), (t2) and (t3) can be translated into corresponding axioms on T
and vice versa.

Motivated by the study of the interval function, other functions defined by
natural path properties and betweenness is studied in graphs. An immediate
generalisation of a shortest path is the induced path; a u,v-path, say P := u =
v1,V32, ...,V = v in G is an induced u,v-path if there is no edge in G joining
non-consecutive vertices of P; that is, v;v; is not an edge in G with |j —i| > 1.
The corresponding induced path function J (or monophonic interval) is defined
as J(u,v) = {z € V : z lies on an induced u, v-path}. Similarly, if we consider all
paths between u and v instead of shortest or induced paths, we get the so called
all-paths transit function, defined as A(u,v) = {z € V : z lies on a wu,v-path}.
The functions I, J, A and the associated betweenness and convexities, known
as respectively, the shortest path betwenness and the geodesic convexity, the
induced path betwenness and induced path convexity( monophonic convexity),
all-paths betweenness and all paths convexity, are well studied in graphs, for
e.g., see [4,5,19], also the survey [7], and references therein.

Given a transit function R on V. A subset X of V' is R-convez, if R(z,y) C X,
for all z, y € X. The family of R-convex sets in V is called the R-convezity on
V. The R-closure R(X) of a subset X of V' is given by R(X) = U, ,ex B(u,v).
The smallest R-convex set containing X is denoted by (X) g and is called the R-
convez hull of X. (X)p is also defined recursively as follows: R} (X) = R(R(X))
and RF(X) = R(R*1(X)). For the least k satisfying R*(X) = R*1(X), we
say that (X)r = RF(X).

Given a transit function R, one can define another transit function, named
as the segment transit function associated with R, as R:V xV — 2V defined
by R(u,v) = ({u,v})g, for u, v € V.

In 2000, Nebesky [18] gave another interesting result that the induced path
function of a connected graph is not FO definable. In 2010, Changat et.al [5] gave
special cases involving forbidden induced subgraphs, in which J can be charac-
terised by transit axioms. It may be noted that the all paths transit function
A(u,v) also possess a first order axiomatic characterisation, see [3]. It is also
interesting to observe that for the transit function A, A(u,v) is always A-convex
and hence both the transit function A and the segment transit function A are
the same which implies that the function A is also first order axiomatisable.

In this paper, we consider the induced path function J of a connected graph
and its corresponding segment transit function. In 1984, Duchet [9] and in 2010,
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Dourado et all [8] gave elegant characterisations of .J. It is proved in [8] that
the time complexity of determining the J-convex hull of a set of vertices of
connected graph is polynomial (O(n?m)), while that of computing the interval
J(u,v) is NP-complete. Motivated from these results and the work of Nebesky
on the non-FO definability of the function J, we attempt to study the feasibility

of first order axiomatic characterisation of J.

2 Preliminaries

In this section, we fix the preliminary concepts, notations and terminologies that
we follow in this paper. Given a transit function R, one can define a sequence
of transit functions R!, R2, --- so that for the least k satisfying R*(u,v) =
RF1(u,v), we get R(u,v) = R*(u,v). We define R® = R and R*(u,v) = {z :
z € R(z,y), where x,y € RF~1(u,v)}.

If for a transit function R, all sets R(x,y) are convex, then it can be easily seen
that R = R. We can define a simple first order axiom to specify the convexity
of R(x,y) known as monotone aziom on R denoted as (m). A transit function
R satisfies axiom (m), if

z,y € R(u,v) = R(x,y) C R(u,v), for every z,y,u,v € V.

Thus for a transit function R satisfying the axiom (m), R and R coincides. In
other words, a graph with convex intervals satisfies the axiom (m). Generally, it
might be noted that the convexity defined by R and R are the same since convex
hull of a convex set is the set itself and the convex hull of a set is basically a
convex set.

Two natural betweenness axioms of a transit function R are the following.

(b1) z € R(u,v),z v =1v ¢ R(u,x)
(02) z € R(u,v) = R(u,z) C R(u,v).

It was shown in [2] that the function J of a connected graph G need not
satisfy these axioms and further proved that J satisfies the axioms (b1) and (b2)
if and only if G is HHD-free (that is, G has no house, hole or domino as induced
subgraphs). It may be observed that axiom (m) is a stronger axiom than (b2)
as the axiom (m) is a special case of axiom (b2). If we compare the function
J and J of an arbitrary connected graph G with respect to the betweeness
properties, we observe that both J and J satisfies the simple betweenness axiom
(j2), defined on a transit function R as R(u,z) = {u,z}, R(z,v) = {z,v},u #
v, and R(u,v) # {u,v} implies € R(u,v). It is already observed that .J satisfies
the monotone axiom (m), but J need not satisfy (m) and as noted above, J even
need not satisfy the weaker axiom (b2). Thus the function J possesses stronger
betweenness axioms than the function J. We prove that, still the function J
doesn’t possess a first order axiomatisation.

We use the method of Ehrenfeucht Fraissé game [10,12] (EF game) to show
the inexpressibility of J whereas Nebesky uses the back and forth condition in
[18]. EF game is one of the main tools in proving that a query is not definable
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in first order logic. This game is called “Ehernfeucht Fraissé Game”, in honor
of their developers Ehrenfeucht and Fraissé. Some of the other tools used to
check the inexpressibility of queries in first-order logic are zero-one law, Hanf-
locality, Gaifman-locality, etc. [12]. The following is a brief outline of the method
of Ehrenfeucht Fraissé game:

The tuple X = (X, S) is called a structure when X is a nonempty set called
universe and S is a finite set of function symbols, relation symbols and constant
symbols called signature. Here we assume that the signature contains only rela-
tion symbols. The quantifier rank of a formula ¢ is its depth of quantifier nesting
and is denoted by ¢r(¢). Let A and B be two structures with same signatures. A
map ¢ is said to be a partial isomorphism from A to B if and only if dom(q) C A,
rg(q) C B, q is injective and for any n-ary relation R in the signature and ay,

.oy ai—1 € dom(q), R*ao,...,a_1) iff RB(q(ao),...,q(a_1)).

Let r be a positive integer. The r-move Ehrenfeucht-Fraisse Game on A and
B is played between 2 players called the Spoiler and the Duplicator, according
to the following rules:

Each run of the game has r moves. In each move, the Spoiler plays first and
picks an element from the universe A of the structure A or from the universe
B of the structure B; the Duplicator then responds by picking an element from
the universe of the other structure (that is if the Spoiler has picked an element
from B, then the duplicator picks an element from A and vice versa).

Let a; € A and b; € B be the two elements picked by the Spoiler and
the Duplicator in their ith move, 1 < ¢ < r. The Duplicator wins the run
(a1,b1), ..., (ar, b.) if the mapping a; — b;, where 1 < ¢ < r is a partial
isomorphism from the structure A to B. Otherwise the Spoiler wins the run
(a1,b1), ..., (ar, b;).

The Duplicator wins the r-move EF-game on A and B or the Duplicator
has a winning strategy for the EF-game on A and B if the duplicator can win
every run of the game; no matter how the spoiler plays. Otherwise, the Spoiler
wins the r-move EF-game on A and B. For more details on first order logic and
game concepts refer [10,12]. The following theorem is our main tool in proving
the inexpressibility results.

Theorem 1. [12] Let A and B be two structures in a relational vocabulary.
Then the following are equivalent.

1. A and B satisfy the same sentence o with qr(c) < n.
2. The Duplicator has an n- round winning strategy in the EF game on A and
B.

The study of graphs using different signatures other than I, J, and A can be
seen in [11] and [1].

3 Segment Function Corresponding to the Induced Path
Function

Here we show that it is not possible to give a characterisation of J using a set
of first-order axioms defined on R.
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By a ternary structure we mean an ordered pair (X,T) where X is a finite
nonempty set and 7' is a ternary relation on X. By the underlying graph of a
ternary structure (X,7T) we mean the graph G with the properties that X is its
vertex set and distinct vertices u and v of G are adjacent if and only if

{z e X;T(u,z,0)}U{z € X;T(v,z,u)} = {u,v}.

We call a ternary structure (X,T'), ‘the B"- structure of a graph G’, if X is
the vertex set of G and T is the ternary relation corresponding to J". A ternary
structure (X, T), is ‘the C- structure of a graph G’, if X is the vertex set of G and
T is the ternary relation corresponding to J. We say that the ternary structure
(X,T) is a C-structure (or BF-structure), if there exists a connected graph G
such that (X, T) is the C- structure (or B*-structure) of G. From the definition
of underlying graph of a ternary structure, it is easy to see that if (X,T) is
a C-structure (or B¥-structure), then it is the C-structure (or B*-structure) of
exactly one connected graph, namely the underlying graph of (X, T). Remember
that, corresponding to any ternary relation ' C X x X x X, there is a function
F: X x X — 2% defined as F(z,y) = {u € X : T(x,u,y)}. So, for any ternary
structure (X,T), we can associate the function F corresponding to T. We say
that (X,T) is scant if the function F corresponding to the ternary relation
T, satisfies the condition: (s) Vz Vy (F(x,y) # {z,y}, * #y = F(z,y) = X);
along with the axioms (¢1), (¢2), and (¢3) or in other words F is a transit function
satisfying the axiom (s).

For each k > 1, we present two graphs G4 and G/, such that the B*-structure
of one of which is scant and the other is not. Clearly, if the B*-structure of Gy
is scant then the C-structure of G4 will also be scant. Moreover, the proof will
get settled, once we prove that the Duplicator wins the EF game on G4 and G;.

For d > 2 let G4 be a graph with vertices {uy, usg, ..., u4q, v1, V2, ..., Vsad,
wy, Wa, T1, T2}, and edges

E(Gg) = {uiug, ugus, . .., Usd—1Uad, UadU1,
V1V2, V203, . . ., V4d—1V4d, V4dV1,
U1V2, UQV3, - - ., U4d—1V4d, U4d V1,
V1Ug, V2U3, . . . , V4d—1U4d, V4dU1,

u1r1,0121, U1W1, V1W1, W1T1
U2d4+1L2, V2d+1T2, U2d4+1W2, V244-1W2, W2T2
LT, T1W2, W1T2, W1W2

For d > 2 let G/, be a graph with vertices {u}, u), ..., uj v}, v5, ..., V),
/ / / /
wf, wh, «f, x4}, and edges
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U1

ug U2

e,
g

vy 3

Us

Ug - Uy

Fig. 1. Diagram for G5

! _ ! ! ! 7 I i / I
E(Gy) = {ujuy, upus, . . ., ubg_qusg, usguy,
! ! ! / / ! ! /
Uog1U2d+25 Uag2U2d+35 -+ - Ugd—1U4q> WaqU2d+15
! ! / / / /
V1Vg, VgVz, . - ., Ugq_1VUsq, VgqV1,
! ! ! / ! A ! li
V2d+1V2d+25 V2d+2V2d+35 - - - » Vad—1V4d> VaqU2d+1>
!/ ! I ! ! !
Uy Vg, UgVg, - - -, Ugg_1Vaq, U2qV7
! / Vi ! A A ! !
U2g+1Y24425 Y2d+2V2d+35 - - - » Uad—1V4d> W4qV24+1>
! ! / / / /
V1lUg, VgUg, -« ., Voq_1Ugq, VogUy,
! i ! A ! ! ! I
V2d+1U24425 V2d+2U2d+35 - - - » Vad—1%44d> VaqU2d+1>

i / ! ! ! A ! ! ! !
ULy, V1L, U3 Wy, VW, W Ty
! / ! / ! ! ! ! ! !
Ugg+1T25 V2441T2) Ugq4+1Wa, Vogy1Wa, Waly
/A ! / ! / !
T Ty, T Wo, W TH, Wiwh }

The graphs Gy and G are shown in Fig. 1 and 2 respectively. Before going
into the next lemma, observe that the subgraph K’ induced by the vertices x/,
x5, wi, and w) in G4 and the subgraph K induced by the vertices z1, z2, wy,
and wy in G are complete graphs. Due to the presence of this K’ in G} we
can see that, J'(uf,v}) = {uf, v}, ul, v, uh, vh, u), v} } # V(GY). Hence, the B'-
structure of G% is not scant. On the other hand, in Gs, even in the presence of
the induced subgraph K, we have J!(us,v3) = V(Gs2). A further checking on
each other pair of vertices in V(Gz) will yield that Bl-structure of G is scant.
We generalize this observation for G4 and G/, with d > 2, in the following lemma.

Lemma 1. Let d > 2.

i. The B'-structure of G4 is scant.
ii. The Bl-structure of G, is not scant.
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G5

Fig. 2. Diagram for G%

Proof. (i) Let V(Gy) = UUVUWUX, where U = {uq, ug, ..., usq}, V. = {v1, va,
ooy Vaat, W= {wy, wa}, and X = {x1, x2}. Also, we write ug = ugq, Vo = V44,
Ugg+1 = w1 and v4g41 = v1. Let u, v € V(Gy) with d(u,v) > 2. Clearly, v and v
will be some elements in U, V, W, or X. We have to show that J!(u,v) = V(Gg).

When u, v € W (or X), or when v € X (or W) and v € W (or X) then
d(u,v) =1 and for this particular v and v, the axiom (s) holds trivially. So we
consider the following cases:

Case 1: u, v € U (or V)

First we consider the case when u = ug and v = uyq (the case when u =
ugg and v = uggio can be obtained similarly). Now, J(ug,usq) = V(Gq) \
{va, Vg, X1, T2, w1, wa }. But uy, v1, usds1, vadt1 € J(uz,uqsq) and since vy, v4q,
1, w1 € J(ur,v1) and z2, wa € J(Uggr1, V2ar1), we get J1(ug, usq) = V(Ga).
Similarly Jl(UQd,UQdJ,_Q) = V(Gd)

Furthermore, for any other pair of vertices u = u,; and v = u; with d(u,, u;) >
2, we have J(u;, u;) = V(Gq) \ {vi,vj}. Since wiy1, vig1, wjt1, vj41 € J(us,uj)
we obtain v; € J(uit1,vi41) and v; € J(ujy1,vj41). Hence J (uj, uj) = V(Gq).
Case2: ueUandv eV

Let v = w; and v = v;. Suppose ¢ = j. When i = 1, J(u;,v;) =
{ui,vi, wig1,vig1, wi—1,vi-1, Ti,wi}, when i = 2d + 1, J(u;v) =
{u;, vi, Wit1, Vit1, i—1, Vi—1, T2, w2} and otherwise, that is when i # 1,2d+1, we
have J(u;, v;) = {u;, v;, Uit1, Vig1, Ui—1,Vi—1} and 1, o, w1, wy € J(Uiyr1,ui—1)
(for example consider the induced path w;y1, wit2, ..., Uadt1, T2(0r wa), 21 (or
wy), Uy, U, .., Ui—1). Clearly, U C J(uijr1,ui—1) and V' C J(v;41,v;—1). Thus,
when i = j, J'(u;,v;) = V(Gq). If i # j, then follow Case 1 with v = v4q and
v = v; instead of v = uyq and v = u; to obtain J*(u;,v;) = V(Ga).

Case :u e U (or V) and v e W (or X)

Let u € U and v € W. With out loss of generality we take v = w;. If

d(u,w1) = 2 then, u = ug, u4q or usqy1. The following is a list of wa, wy
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- induced path: (1) ug,ur,wy (2) ug,vi,wy , (3) ug,us, ..., Uzd, U2ds+1, T2, (OT
’LUQ), w1 (4) U2, V3, ..., V2d, U2d+1, T2, (OI‘ ’LUQ), wy. Note that us, vz € J(Uz,wl)
and vy € J(vs,us). Also, uj,usgr1 € J(ug,wr) and us,v; € J(ug,usger) for
all 2d +2 < i < 4d and x1 € J(uy,v1). Hence J1(uz,w1) = V(Gy). Similarly,
JHugg, w1) = V(Gg). Furthermore, J(ugqr1,wi) = V(Gy) \ {x1,v2441} and
JH(uggy1, w1) = V(Gy), since z1 € J(ug,v1) and vagr1 € J(uzq, vaq)-

Similarly for any other u; with d(u;,wq) > 2, we have, J(u;,w1) = V(Gq) \
{Uj,l‘l} and Jl(uj,wl) = V(Gd)

(i) Consider any vertices uj,u, where 1 < 4,5 < 2d and d(uj,u;) >

2. Clearly, Jl(ug,u;) C {uf,uy, ..., uby, vi,v5,..., v, x),wi} and hence
J(uf,uf) # V(GY). Thus the result. O

Remark 1. From Lemma 1 we get that, for every n > 3 there exists a connected
graph G of diameter n such that the C-structure of G is scant.

Lemma 2. Let n > 1 and d > 2""!. Assume that (X1,T1) and (Xa,T3) are
scant ternary structures such that the underlying graph of (X1,T1) is G4 and the
underlying graph of (Xo,T5) is GYj. Then (X1,T1) and (X2, Ts) satisfy the same
sentence n with qr(n) < n.

Proof. Let X1 = {u1, ua, ..., U4d, V1, V2, ..., Vad, W1, Wa, T1, T2} and let Xo
= {uf, uh, ..., ulyy, v, vy, ..., VY, Wi, wh, o, wh) Let U = {wq, ug, ..., waql,
V= {’Ul, V2, « oy U4d}7 W = {wl, ’LUQ}7 and X = {’1,‘1, 1’2}. AISO, let U/ = {Ull, U,Q,

co gt V= Aol vh, o v, W= {wh, wh), and X7 = {2, 25}. Clearly
Xi=UUVUWUX and Xo =U' ' UV'UW'U X'. Let d* and d’ denote the
distance function of G4 and G/} respectively.

We will show that the Duplicator wins the n-move EF-game on G4 and G/,
using induction on n. In the ' move we respectively use p; and ¢; to denote
points chosen from G4 and G/, in the n-move game. Clearly, p; will be some
elements in X; and ¢; will be some element in X5. Note that, during the game,
the elements of U (respectively, V, W and X) will be mapped to element of U’
(respectively, V', W' and X').

Let H; be the subgraph induced by the vertices ui, us, ..., ugq of G4 and
H{ be the subgraph induced by the vertices u, uj, ..., u}, of GI. Since (X1,T1)
and (X5, T5) are scant ternary structures, to win the game the Duplicator must
preserve the edges in G4 and G.

For, we claim that, for 1 < 7,1 <, the duplicator can play in G4 and G, in
a way that ensures the following conditions after each round ¢ < n.

(1)
(2)
Obviously, to win the game, the following correspondence must be preserved

by the Duplicator:
! / / !/ ! /
Up Uy, U1 b U1, Wy b Wy, T b X, Udl B Uggygs V2d41 F Uggyg,

(pj,p1) < 2", then d'(g;, 1) = d*(p;, m1)-

If a*
If d* (pj, pi) > 2"7", then d'(g;, qi) > 2"".

Wo = Wh, Ty — Th.
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For ¢ = 1, (1) and (2) trivially hold. Suppose they hold after ¢ moves and
that the Spoiler makes his i + 1** move. Let the Spoiler picks p;y; € X; (the
case of g1 € Xy is symmetric). If p;11 = p; for some j < 4, then ¢;41 = ¢;
and the conditions (1) and (2) are preserved. If p; ;1 is some w, (or v,) where
the vertex v, (or u,) is already chosen. With out loss of generality, let p;11 = u,
and let v, — v.. Then set ¢;+1; = ul,. Clearly conditions (1) and (2) will hold,
since, for any previously chosen vertex p;, d*(pj, u,) = d*(p;,vr).

Otherwise, find two previously chosen vertices p; and p, closest to p;y1 so
that there are no other previously chosen vertices on the p;, p,-path of G4 which
passes via p;i1.

Case 1: pj, p¢, pi+1 €U

First we consider the case when d*(p;, pr) = du, (pj, pe). There are two possi-
bilities depending on the value of d* (p;,ps). If d*(pj,pe) < 2"~*, then by induc-
tion assumption there will be vertices ¢; and g, in G!, with d'(g;,q,) < an—i,
Then the Duplicator can choose ¢; 41 so that d*(p;,pi+1) = d'(¢;,¢i+1) and
d*(pitv1,pe) = d'(gi+1,q¢). Clearly, the conditions (1) and (2) will hold. If
d*(p;j,pe) > 2"7%, then by induction assumption d’(q;,q,) > 2"~%. There are
two cases:

Case i. d*(pj,pir1) < 2" 0D or d*(pit1,pe) < 270D say the first.
Then d*(piy1,pe) > 2"~ 0D, So the Duplicator can choose g;4; with
d'(g;,qiv1) = d*(pj, pit1) and d'(gi1, qe) > 2~ 0FD,

Case ii. d*(pj,pit1) > 2n=(+1) and d*(pit1,p0) > on—(i+1) " Therefore, the
Spoiler plays at a distance greater than 2"~ (+1 from all previously
played vertices. However, since we have chosen d sufficiently large, we
can be sure that, if fewer than n-rounds of the game have been played,
in G/, there is a point at distance larger than 2n=(+1) from all the
previously played vertices.

Now, suppose d*(p;,pe) # dm,(pj,pe). This case occurs when pj, pg-shortest
path contains the vertices u1, u2q44+1, V1, Y24+1, 1, T2, w1 and wq. Here find out
min{d*(p;, pi+1), d*(pe, pi+1)}. Suppose d*(pj, pi+1) < d*(ps, pi+1)- Then choose
i1 s0 that d*(pj, piv1) = d'(gj, qiv1)-

Case 2: pj, pe €V, pig1 €V

Let p; = vy, pr = Vs, Pi+1 = v¢. Then find the elements u,, us and u; in U
and use case 1 to find the response of Duplictor when Spoiler chooses u;. Let
us — u,,. Then choose ¢;+1 = V..

Similarly for other cases (when p; € U(orV), pp € V(or U), pit1 €
V( or U)) we can make all the vertices lying in U as in case 2 and is possible to
find a response of the Duplicator. Evidently, in all the cases, the conditions (1)
and (2) hold.

Furthermore, after n rounds of the game, the Duplicator can preserve the
partial isomorphism. For, suppose n rounds have been played and let {p1, pa,

.o, P} € Xy and {q1, g2, ..., ¢u} € X2 be the vertices chosen in the n-move
EF-game. For, 1 < j,¢ < n, let pjp, € E(Gq). That is, d*(p;,p¢) = 1, and by
(1) d'(gj,q¢) = 1. Therefore, gjq0 € E(G)). Conversely, let ¢;q, € E(G)). If
pipe ¢ E(Gq), then d*(p;,p;) > 1 and by (2) we get d’(g;,q¢) > 1, contrary
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to our assumption that ¢;q; € E(G}). Thus the Duplicator wins the n-move
EF-game on G4 and GY;. Hence by Theorem 1 we obtain the result. a

In general to show that J k k> 2 is not first order axiomatisable, we need a
graph G such that for any a, b in V(G), J(a,b) = J*(a,b), with £ < k. Consider
the following graphs Hy (depicted in Fig. 3) and H); (depicted in Fig. 4):

For d > 2, let Hy be a graph with vertices V(Hy) = V(Gy) U {a1, aq, ...,
ak, b1, ba, ..., b}, and edges

E(Hq) =E(Ggq) U{uia1,u1bi,v1a1,v1b1,

aiaz,a2ag, . ..,ak—-10k,
b1ba, bobs, ..., by—1bs,
arba, azbs, ..., ai_1bg,
b1a27 b2a3a ey bk—lak}
ap  Gh-1 a3 ap a1 U1
o ) "
v Di1 b3 by U1 2

v2

\
\ U2d+2 /

2.
A

2d+1

Fig. 3. Diagram for Hy

/ /

Let H) be a graph with vertices V(H}) = V(GY) U {a}, a5, ..., a}, b}, b,
.., b}, and edges

E(Hy) = E(Gy) U{uyay, uiby, viay, vybl,

ayay, abay, ... a),_jay,
bll Qab/2 BRI ;cflb;m
all l2aa2 év"'va;e—lb;ca
lla/27 éaé,...,b%_laﬁg}

Notice that for any p, ¢ in V(Hy), j(p, q) = J'(p,q), with £ < k + 1. Clearly,
the B l_structure of Hy is scant and that of H) is not scant. Also analogous
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., ’
7 Usd /)”:w
’

.

Fig. 4. Diagram for H

of Lemma 2 can be obtained, since the Duplicator can win the game on H; and
H, by corresponding a; to a and b; to b for each 1 <i < k.

By Lemma 2, we get that scant ternary structures with underlying graph
G4 and G satisfy the same first-order sentences (that is they cannot be dis-
tinguished using any FO sentences). And using Lemma 1, we obtain that the
Bl-structure of G4 and G/, are different. In other words, G4 and G/ differ in J'.
Thus J? is not FO definable. Similarly, using analogous of Lemma 1 and Lemma
2 for the graphs H, and H)}, we get, J*, k > 2 is not first-order definable. Hence,
we obtain the following theorem for every k > 1.

Theorem 2. There exists no sentence o of the first order logic of vocabulary
{TY such that a connected ternary structure is a B*-structure if and only if it
satisfies o.

By Theorem 2 we can conclude that for any k > 1, the transit function J*
does not posses a first order axiomatic characterisation. In addition, observe that
the C-structure of the graph Gy, as well as Hy is scant and C-structure of G/
and H), are not scant. This observations along with Lemma 2 for both the pairs
of graphs G4 and G/}, and, Hq and H);, we can conclude the following result.

Theorem 3. There exists no finite set S of sentences of the first order logic of
vocabulary {T'} such that a connected ternary structure is a C- structure if and
only if it satisfies each sentence in S.

4 Characterisation of Graph Classes Using J

In this section, we observe that even though the segment function .J of arbitrary
connected graphs are not first order axiomatisable, there are non-trivial graph
classes whose J possesses first order axiomatic characterisation. The particular
problem seems challenging, because of the iterative nature of J. We prove that
J possesses a first order axiomatic characterisation in graphs having no clique
separator.
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A clique of G is a subset of V' consisting of pairwise adjacent vertices. A
separator in a connected graph G is a set of vertices, the removal of which
disconnects the graph, and a clique separator is a separator which is a clique.

Theorem 4. [9] In a connected graph G a vertex a belongs to the J-convex hull
of a set A if and only if no clique of G\a (the graph obtained by removing the
vertex a and all the edges incident to a in G) separates a and A

Adapting the above characterisation by Duchet, we can find a characterisa-
tion in terms of first order axioms of J for a graph that does not contain a clique
separator.

Theorem 5. Let G be a connected graph which is not a complete graph. Then
J of G satisfies axiom (s) if and only if G does not contain a clique separator.

(s) Yu Vv Vo (R(u,v) # {u,v} = x € R(u,v))

Proof. Prior to beginning the proof, note that if G is a complete graph, then
J of G holds axiom (s) trivially. Suppose G contains a clique separator C. We
will show that J of G does not satisfy the axiom (s). Without loss of generality
assume that C' separates G into precisely two parts say, Hy and Hs. Let u, v
€ V(H;) which does not frame an edge and let © € V(Hs). Then, by Theorem
4, we get = ¢ J(u,v).

Conversely, suppose J of G does not satisfy axiom (s). Then there exists
vertices u, v, and  with J(u,v) # {u,v} and z ¢ J(u,v). Now by Theorem 4,
x ¢ J(u,v) (that is, z does not belong to the J-convex hull of the set {u,v})
means there exists a clique of G\z that separates z and {u,v}. That is, G
contains a clique separator.

5 Conclusion

In this work, we proved that the segment transit function of the induced path
function of graphs does not have a first order axiomatic characterisation. Also,
due to the iterative nature of the functions the characterisation of graphs using
these functions will have less expressibility compared to FOLB (the first order
logic with betweenness). It will be interesting to check the FO axiomatisation of
segment transit function associated with the interval function.
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Abstract. In this work we propose a fuzzy free logic, that is a generalized system
which can give proper interpretation to sentences containing vagueness of non-
referring singular terms. This logic is an amalgamation of classical positive free
logic system with predicate rational Pavelka logic. The semantics given to the
fuzzy free logic is based on dual-domain semantics. A graded similarity measure
is introduced in the system which allows comparing two objects based on some
properties and assign a degree of similarity. Soundness of the proposed system is
proved.

Keywords: Free logic * Positive free logic -+ Dual-domain semantics + Rational
Pavelka logic - Graded similarity measure - Empty-names

1 Introduction

Most of our daily communications use ordinary language and a good part of our
thinking is done in it. In our daily lives, we often talk about sentences with refer-
entless names, i.e., empty names, like, Dark matter, Santa Claus, Vulcan, Pegasus,
Byomkesh Bakshi etc. These names may come from fictional stories (like story of
Christmas, Roman Mythology, Greek Mythology, stories of Satyanweshi), from meta-
physics (‘nothingness’) or from scientific discussions about existence of unobserved
hypothetical entities (like dark matter). Also, in the ordinary language, we often use
words whose meanings are vague, e.g., ‘tall’, ‘beautiful” etc.

Though the referentless names are unavoidable in ordinary discourse, classical first
order logic is not well-equipped to reason with such names. Because, if we attempt to
assign arbitrary truth values to such sentences by assuming some kind of interpretation
of the empty names in the domain of discourse, i.e., both existent and non-existent
objects are placed in a single domain without any distinction, then some counter-
intuitive results, like “Pegasus exists”, “Round square exists”, “something exists that
does not exist” etc. can be derived. Furthermore, some logical rules/principles, i.e.,
principle of Existential Generalization (EG) and principle of Universal Instantiation
(UI) are invalidated [8,9]. Also classical logic is inadequate to deal with graded valua-
tion arising from vague terms.

So, to cope with the problem of empty names, free logic emerges [10,12], where
all classical principles are valid in case of sentences containing empty names. But free
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logic is unable to deal with vague properties and fuzzy reasoning. To deal with vague
properties of objects and for approximate reasoning, fuzzy logic is used, which allows
graded valuation according to the degree to which an object satisfies a particular prop-
erty. But fuzzy logic also has its drawbacks. A sentence, like, “A Pegasus is more similar
to a horse than a Hyppogrift”, which involves non-referring names and the fuzzy notion
of similarity, cannot simultaneously be dealt within fuzzy predicate logic.

In this paper, we propose a new fuzzy logical system that can simultaneously deal
with vague properties and also empty names. The system is named as Fuzzy Free Logic
with Dual Domain Semantics (FFDS). The proposed system is new in the sense that it
amalgamates dual domain positive free logic with predicate rational Pavelka logic [5],
thus giving a many-valued variation of free logic. Also in the system we introduce a
graded similarity measure that broadens the scope to comparing different objects having
different degrees of similarity. Not only that, the similarity measure is defined in such a
way so that we can express different degrees of similarity between two objects based on
different sets of properties. In this respect the proposed system is more generalized than
systems containing only strict identity, because strict identity cannot capture different
grades of similarity. The similarity relation plays significant role in fuzzy approximate
reasoning [14] and also to build information systems [6]. Also the proposed system
extends the scope of dealing with sentences that are used in ordinary language.

To the best of our knowledge this type of amalgamation of fuzzy logic and free
logic has not been studied yet. In [2] a basic outline of a fuzzy free logic was proposed.
But their approach was quite different from the system presented here. Firstly, in [2] the
authors allowed truth-value gaps in the semantics; while here the proposed semantics is
based on total valuation. Secondly, no detailed mathematical analysis and axiomatiza-
tion was presented in [2]. Thirdly, we have incorporated a notion of graded similarity
in our system.

2 Fuzzy Free Logic with Dual Domain Semantics (FFDS)

In this work, we propose a fuzzy free logic, which is an amalgamation of predicate
rational Pavelka logic (RPLY) and positive free logic with dual domain semantics. This
logic resolves the problem of empty names of fuzzy predicate logic by dispensing with
the tacit existential assumption of singular terms by means of an existence predicate E!.
Simultaneously, the proposed system is capable of dealing with vague properties and
graded truth values of sentences.

There are three major semantics for free logic [12], namely positive [7, 10], negative
[11] and neutral [3]. Positive semantics allows some empty-termed atomic formulas, not
of the form ‘E!t’ (where, ¢ is a term), to be true. On the other hand, negative free logic
semantics require all empty-termed atomic formulas to be false. In neutral semantics
all empty-termed atomic formulas, not of the form ‘E!#’, are truthvalueless. Here, in
positive free logic the sentence ¢ = ¢ is true, even if 7 is empty; whereas in negative free
logic the sentence t = ¢ is false if ¢ is empty.

The semantics of the proposed system is based on the dual domain semantics of
positive free logic. Dual domain positive semantics, uses two domains of interpretation
[13], namely inner and outer domain; where, the inner domain captures the class of
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existing objects and the outer domain includes non-existent objects. Hence, in a dual-
domain semantics the interpretation function is total and empty names are not non-
referring as they refer to non-existent objects from the outer domain. The quantifiers
range over the inner domain only. The domain of interpretation can be given as:

D=D;UD,,

where, D; and D, are inner and outer domain respectively, and D; and D, are disjoint
sets.

Single and dual-domain semantics differ in the ways of assigning truth values to
atomic formulas containing empty names. In dual-domain semantics the extension of a
predicate ranges over the union of inner and outer domain, and truth value of any atomic
formula is evaluated in the Tarskian fashion; i.e., an atomic formula is true if and only if
the ordered n-tuple of objects referred to by its singular terms belongs to the extension
of the predicate. Such evaluation is not possible in case of single domain semantics as
empty names have no reference; hence truth values of such formulas are fixed either to
be true or to be false depending on the semantics, which may lead to counter-intuitive
results. For instance, the atomic proposition “Santa Claus is the President of United
States” is true in single-domain positive free semantics and “Harry Potter is a fictitious
character” is false in negative free semantics. This issue is resolved by considering two
domains of interpretation.

Predicate rational Pavelka logic (RPLY) is a conservative extension of
Lukasiewicz’s infinite valued logic [5], which extends Lukasiewicz logic with truth
constants 7 for each rational r € [0, 1], where 7 is treated as an atomic formula whose
truth value is r under each evaluation. This allows to derive partially true conclusions
from partially true statements.

2.1 The Role of Similarity

One essential feature of the proposed system is that, here, along with strict identity (=)
a graded similarity measure is introduced, so that two objects can be compared based
on how much they have in common.

Strict identity follows Leibnizian principle, which in a modified form, can be stated
as [1]:

x =y iff x has p implies y has p and conversely;

where, p represents a property belonging to a specified collection of properties or
attributes. Say, the specified collection of properties is denoted by A.

However, graded similarity offers a broader scope for comparing two objects, which
can’t be captured by strict identity. This is illustrated with the help of following two
cases.

Firstly, in case of vague properties, e.g., tall, beautiful etc., the concern is not only
whether an object has those properties but also to what extents the properties are present
in the object. Hence for any object x € D and any vague property p € A, it is not enough,
only to specify that whether x is p or not, but to what extent x has the property of being
p is to be specified. For this, RPLY is appropriate to assign a graded valuation from [0, 1]
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to the statement “x is p”. In such a scenario, two objects, x and y, may both have some
property p, but with different degrees. Thus x and y are not identical, but have certain
similarity with respect to the vague property p. The same scenario can arise when a set
of vague properties is considered instead of a single property p. This aspect cannot be
handled using strict identity.

Secondly, even if we are not considering vague properties, the notion of graded
similarity may come into the picture [6]. Instead of the strict identity between two
objects (or entities), finding some common properties becomes important in reasoning
with ordinary discourse. Bivalent identity does not capture these aspects. Suppose two
objects x,y € D have certain (crisp) properties py, .., p, € A. Whereas, x and y mismatch
over the rest of the properties in A. Then clearly x and y are not identical; but they are
similar. But this similarity is not fuzzy, two objects can either be similar or not.

In the proposed logic, a graded similarity measure is introduced along with the
concept of identity of classical free logic, that can deal with both of the aforementioned
cases.

In order to define an appropriate similarity measure it must be kept in mind that
similarity between two objects (or entities) should be judged with respect to many
parameters, not just one. For instance, a horse is similar to a Pegasus with respect to
their appearance; Santa Claus is similar to Pegasus because both are non-existent; Hip-
pogriff is similar to Harry Potter since both are characters from same fantasy story,
whereas they have very different appearance. Hence, a single similarity measure is not
capable of dealing with these various parameters of comparison, i.e., sets of properties,
based on which similarity of two objects are to be evaluated.

2.2 Representation of Properties and Similarity

Any unary predicate stands for a property or attribute of the corresponding argument.
For instance, if Intelligent is considered to be a unary predicate then, Intelligent (x)
depicts a property of x. In case of binary predicates there are two arguments. Thus a
binary predicate depicts a property of one of its arguments relative to the other one.
For instance, in case of the binary predicate Greater_than; Greater_than(x,x) says
X is greater than x1; i.e. the property of x being greater than x;. This binary predicate
can be considered to be an attribute for one of its arguments if the other argument is not a
free variable. If the second argument is some constant, say 2, then Greater_than(x,2),
having only one free variable, corresponds to the attribute being greater than 2. The
position of the free variable is important in case of non-symmetric non-unary pred-
icates. Greater_than(x,2) does not depict the same property as Greater_than(2,x).
Same holds true for higher arity predicates, where only one argument is kept for the
free variable.

In a general way it can be said that any well formed formula with a single free
variable can be associated with a property. For instance, the property of being tall and
blonde can be represented with Tall(x) A Blonde(x). The property of being tall or not
blonde can be depicted as Tall(x) V —Blonde(x).

Hence, corresponding to each property, depicted by any wff with a single free vari-
able, a similarity measure can be induced over any two objects.
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2.3 Language of FFDS

In the language, L, of the proposed system, there are: a list of variables (x,x1,x2,x3,..),
a list of individual constants (c,cy,c2,...), a list of predicate symbols, P/, where, n
stands for the arity and i for identifier, logical connectives —, &, V, —, A, V, the equality
predicate =, truth constants 7 for each r € [0, 1], universal and existential quantifiers V,
3, an existence predicate E!, a special binary predicate symbol Sim_measg ;. Here ¢
and s are parameters.

The corresponding truth functions of t-norms & and A are taken to be Lukaseiwicz
t-norm (©®) and min respectively; truth functions of t-conorms V and V are taken to be
Lukaseiwicz t-conorm (6) and max respectively; truth function of implication (—) is
taken to be Lukaseiwicz residuated implicator (=) [4]. The existence predicate E! is
taken from free logic.

In the language LF, a term is a variable or an individual constant. For any n-ary
predicate P!, P'(t1,..,t,) is an atomic formula, where #,..t, are terms. For any wff
¢ and terms s,t,t;, Sim_measy s(t,11) and E!s are atomic formulas. For each rational
r € [0,1], 7 is a formula. If ¢, y, x are formulas, x is a variable and s is a term, then
-0, @ — W, &Y, 0 A Y, oV Y, oV, (Vx)y, (Ix) are formulas. Each formula
that results from atomic formulas and using the deduction rule, are also formulas in the
system.

The similarity measure between two terms ¢ and #; with respect to a wff ¢ and a
term s, denoted as Sim_measg s (t,11), is used to represent the similarity between two
terms ¢ and #; with respect to the property depicted by the wff ¢, where the term s serves
to denote the arguments to be substituted to capture the property depicted by ¢.

For instance, consider @ is IQ(t;) A Pass_Exm(t)) A Good_univ(ty) A Admit (t1,12),
which considers a student’s IQ, whether he/she passed the exam and whether he/she has
taken admission to a good university. Then Sim_Measg,, (s,t) stands for the similarity
of two students based on ¢, where, s and ¢ are to be substituted in place of 7;.

2.4 Semantics of FFDS

The semantics of the system, FFDS, is based on dual-domain positive semantics and
semantics of RPLY. In the dual domains, inner domain represents the domain of existent
entities and the outer domain represents the domain of non-existent entities. So, in the
semantics, the interpretation function is total.

The model structure is specified as follows;

M= <Di;D()7 <dc>c ) <VP>P> .

The truth values range over [0, 1] and the domain of interpretation D; |J D, is non-
empty.
In the model structure,

— D;,D, are two disjoint sets, called inner and outer domain respectively.

— For each object constant ¢, d, is an element of D; | D,.

— For an n-ary predicate B/, rps : (D; UD,)" — [0,1] associates to each tuple
(dey,...,de,) € (Di U D,)" the membership value of (d,, , ...,d., ) to the fuzzy relation
P!, which s rpr(de, , ..., de,) € [0,1].
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Definition 1. For the language Ly and model structure M for Lr, an M-evaluation of
variables is a mapping v, that assigns an element from D; \J D, to each object variable
x. Let, v, V' be two assignments, then v =, V' means v(x1) = V'(x1) for each variable
X1 distinct from x.

The interpretation of a term by M, v, is given as; [, , = v(x) and ||c[|;; , = d..
The truth value of a sentence @, denoted as [|@|[, ., is obtained under the following
conditions:

LA (s t)llpgy = oo (llen gy oo lEnllag v )3
2. Ml = Wl = 1@llyy = Wiy
3. @ [lo&yllyy = l10llyy © Wl
(b) ”(PVW”MV_ H(pHMV@HWHMV’
© @AWy =min(|9llyy Wl );
@A) [V wllyy =max([@llyy Wl );
(e) ”_‘(p”Mv_] ollpy
4. HrHMV—rrGQﬂ[O 1];
IVx@lp,y = inf{||@llyryr | v =x V" and V/(x) € D;};
6. [|3x@|lyry = sup{ll@llp, | v =x V' and V/(x) € D;};

1 t =||n
7. t:tIHM.,V:{ o Wl =l

9,1

0, otherwise

L ielly,y € Di
8. |IE!],y, = {o, othefvvvise ;

9. ||Sim_measy(ti1) |y =1 - \ 19/ /5) g s — ||<p<n//s>||M,v\

where, @(¢//s) means replacing zero or more (but not necessarily all) occurrences
of s in ¢ with ¢. Also a restriction is imposed that, in ¢(z//s) and ¢(#1//s), t and t;
are substituted in the same occurrences of s.

It can be seen that in the proposed semantics the valuation is total, because each and
every well formed formula is given some valuation and no truth-value gap is allowed.
Here, one thing is to be noted that predicates’ extensions range over both the inner and
outer domain. Semantic condition 1 ensures that the truth values of atomic sentences
with empty names, that are not of the form Elt, are being assigned in the Tarskian
fashion, rather that being rigidly true or false. This would result in positive dual-domain
semantics if the valuation would have been restricted to {0,1} and also this clearly
points out the distinction of the proposed system from negative and neutral semantics.
The valuation can be constructed in such a way to assign O to the sentence “Santa Claus
is the President of the Unites States” and to assign 1 to the sentence “Harry Potter is
a fictitious character”; whereas negative semantics would assign false to both of them
and neutral semantics would assign truth-value gap to both of them.

In condition 9, the similarity between two terms ¢ and #; with respect to any prop-
erty depicted by ¢ is measured by the extents to which ¢ and #; satisfies ¢. If both
l@(t//s)ly.y and [[@(t1//5)]5s, are close to each other then both ¢ and #, are similar

with respect to ¢ and HSlm Measg (1,1 HM , 1s close to 1. On the other hand if # and
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t; are dissimilar with respect to ¢, then one of ||@(//s) ||, and [[@(t1//s) ||, will be
close to 1 and the other one is close to 0; thus resulting HSim_Meas(Pﬁs(ml) H My O be
close to 0. The similarity defined here, is reflexive, symmetric and transitive. '

Lemma 1: [[@(t1//5)[lyy > ||Sim_Measq s(t,11)]],y., © 190/ /5)p1,v-

Proof: R.H.S. = ||Sim_Measg(t,1)|| v @lle//s)|

M.,v

= (1= ot/ ot/

) 10/
_ m{o - ] 106/ /) oty — 191/ /)l

o/}

|

= maX{O» 1o/ /)y — ‘ o/ /)y =@/ /$)lut v

Case 1: If |@(1//9) [y, < 10(t1//9)llp1.y

o)

= mar{0.2( 1900/ /5)~ lola/ /Sy ) + 106/ /)y | < 10(0//5)hy

RH.S. = max{O,Z o/ /9) vy =@t/ /s)]

Case 2: If [|o(t1//9)|lpry < [l@(t//9)|lasv

RHS. = m{o 100t/ /)l — 19/ /) g+ 10001/ /5) 1 }

_ m{o 101775 } 101/l

2.5 Axiom Schema of FFDS

The axiomatization of the proposed system is developed by converging free logic with
predicate rational Pavelka logic (RPLY), with introduction of a similarity measure.

Let ¢, v, x be well formed formulas, x is a variable and s, ¢, t1, 1, ...t;_1 be terms,
then the axioms are as follows:

¢ — (v —9);

(=)= (¥ —2) = (90— 2));

(¢ —~y) = (v — 9);

(p—=v)—y)—=(y—9)— o)

(¢ — Vx@), x is not free in ¢ (Blanket Axiom);

(Vx(@ — y)) — (Vxp — Vxy) (Dist);

Vxep — (E't — ¢(t/x)) (Restricted form of the principle of Specification);
t=t

PN =
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9. Sim_Measg s(t,11) — (@(t//s) — @(t1//s));
where, in @(¢//s) and ¢(t;//s), t and #; are substituted in the same occurrences of
s.
10. VxEx; B
11. () FT—k=r=k
(b) =7 =1 —r, where r, k are rationals from [0, 1].

In axiom 7, ¢(¢/x) stands for replacing each free occurrence of the variable x in
¢(x) with 7. This principle states that, if a term 7 refers to any existing object in the
domain of discourse, then only it can be used to replace the occurrences of the variable
x in the formula ¢. Axiom 7 is the restricted form of principle of Specification, which
is the key behind the success of free logic for dealing with empty names.

In axiom 9, ¢(¢//s) stands for replacing zero or more (but not necessarily all) occur-
rences of s in ¢ by 7. In the axiom, Sim_Measq (t,11) replaces the identity (r = 1)
occurring in the relevant axiom in classical free logic. This depicts that the ¢ can sub-
stitute #1, not only when they are identical; but also when they both possess certain set
of properties relevant to the wif @. For instance, if the consequent is concerned about
a property such as beautiful, then the substitutivity of ¢ by #; would depend upon their
similarity based on their beauty only. This relaxes the substitutivity condition.

The axiom 10, stipulates that the quantifiers range over all objects that satisfy E!.

Axiom 11 corresponds to the “bookkeeping axioms” for truth constants.

2.6 Deduction Rules

The deduction rule of FF DS is modus ponens (MP) (from @, ¢ — y infer y). There is
another derived deduction rule in RPLY [4] as stated below;
(p.r) (9= wk)
(w,r©k)

Here, r, k,r © k are rational elements from [0, 1]. The pair of the form (¢,r) is a
graded formula such that ¢ is a formula and is a shorthand representation of ¥ — ¢
and ‘®’ is Lukasiewicz t-norm.

3 Soundness of the System

Now we prove the soundness of the system FFDS. The truth degree and provability
degree are defined following RPLV.

Definition 2: For a theory T (a closed set of formulas) in FF DS and a formula ¢;

1. The truth degree of @ over T is ||@||; = inf{||@||,; |M is a model structure of T },
where, ||@||y, = inf{||@ll., |v is M-evaluation}
2. The provability degree of @ over T is |@|; = sup{r|T + (¢,r)}.
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Theorem 1: For each theory, T in the system and each formula, ¢, we have,

lolr <llell7

Proof: It immediately follows from if 7 I y then [y, , = 1, for each model of ¢
[4]. The soundness of deduction rules are proved in [4]. Thus, for proving soundness
of the system we will have to prove that for any axiom ¢, |||, , = 1. Axioms 1 to 4
and axiom 8 and 11 are taken directly from RPLY; hence for them the proof is already
well-established [[4], Ch 5]. For the rest of the axioms, proofs are presented here.

Axiom 5: (¢ — Vx) [x is not free in @]

1o = Vx@llyy = @l = 1Vx@lay 5
= min(L =@l + [[Vx@llsy, 1);
— min(1 = @l +inf [l [v =2 V' and V/(x) € D}, 1):
=min(1 =@/, + | ®llp,,1); [since, x is not free in ¢]

=1

Axiom 6: (Vx(¢ — v)) — (Vx¢ — Vxy)
To prove, [|(Vx(¢ — y)) — (Vx@ — Vay) |, =1
we need to show;
IVx@ — Vxyllyy > [[Vx(@ = W)l
or, ([IVx@lly,y = [Vxwlly, ) = 1Vx(@ = W)l 5
or, min(1—[[Vx@|[y , +[Vxwllyy 1)
> inf{llo — Wiy v=cv and v'(x) € D;};
or, min(1 —inf{[| @[y, |V = v and v'(x) € D;}
+inf{||wlly., v =x V' and V'(x) € D;},1)
> inf{llo — vy, |v=cv and v'(x) € D;}

Now suppose, for some constants cy,c, with d¢, ,d., € Dj;

inf{ll@lly, v =xv"and V'(x) € Di} = [[@lly1,y xie,)
inf{l| Wil [V =x v and V'(x) € Di} = [[Wllys v e,

where, v(x|c) is same as Vv, except at the variable x, which is assigned the value d, i.e.,

v(xle)(x1) = {V(x])’ x| #x

de, X=X
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So,  min(1—inf{||@lly.,/|v=c v and V'(x) € D;}
+inf{||Wlly, [v=c v and v/(x) € Di}, 1)
= min(1=[10llyrv ey + 1Vl vielen) » 1)
= min(1= 1@y v(xe) T W laryxier) - 1)
[Since, |9]ly,v(xier) = 191lp1,v(xfey)]
= 0 = Wllmyiey
> inf{ll¢ = Wl |v=cV and v'(x) € D;}
Hence, [|(Vx(¢ — v)) — (Vx@ — Vxy)l|,,, =1
Axiom 7:
Vxg — (Elt — (1/x))
It is to be proved;
[¥xe — (Elt — @(t/x))llyy = 1;
or, ([[Vx@llyy = [IE' — @(t/x)llpr,y) = 15
or, [EYt — @(t/x) Iy = [Vx@llpry 5
or, (1E [y, = 9(/2)lag,) = [Vx@llps,y 5
or, min(1, 1= [|E't|l;, + [19(/x)lly,)
> inf{[|@ly,, [v = v’ and v'(x) € D;}
Now consider the following two cases:

Case-1:
Let, |[El|,,, =1 ,ie.,
Then,

t||M7v €D;

LH.S =min(1, 1~ [Et|y, + 19(t/x)]4.,)
= min(1, 1= 1+ 0(t/x)l3.)
= min(1,[[@(t/x)]ly1,,)
=lo(/x)lly,
= inf{]|@llyyr[v = v and V'(x) € Di} = RH.S

Case-2: Let, ||E!t|l,, =0, i.e., [t][;, € Do;
Then,

LH.S = min(1, 1= |EY|yy, + 19t /%)llyy.,)
= min(1,1—0+|0(t/x)]y1.,)
=min(1,1+ H(P(f/x)HM,v)
=1
> inf{[|@lly |V =xv' and v'(x) € D}
=R.H.S

139
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Hence, it is proved that,

IE" — @(t/%)[lyry > VX015,
and, [[Vxg — (E!t — @(t/x))|y, =1

Axiom 9:
Sim_Measg s(t,11) — (@(t//s) — ¢@(t1//s)) It is to show that,

|Sim_Measgs(t,11) — (p(t//s) — (P(fl//s))HM,v =
or, |[Sim_Mease(t.11) 1, = (19(//)ly, = 1001/ /5) ) = 1
or, (190079l = 19(1//5) ) = |ISim_Measg. (6,0,

o, min (1,1~ 1001/ /5) gy + 10001/ /5) g ) = ||Sim_Measg. (a1,

Case-1:
Suppose, [|¢(t//5)lly,y < 191/ /)|y, - So,

LH.S=min(1—@//s)llyy+lot1//)lyyv,1)
=1
> HSlm Meas(ps (t,11 HM =RH.S

Case-2:

Suppose, [|@(t//s)llyr,y > 19 (t1//5)lys,v
Then, we need to show that,

min(1,1 =@/ /5) |y, + 01/ /9)lpr,0)
=1=1lo//s)my+ 0@ //9)llp,y
||Szm Meas(ps t,1 HMV

Now,

L=llo@//9) vy + 101/ /$)lary
> 1= 0t/ /9) sy + ([|Sim_Measgs(t.11) ||y, © N0/ /5)as,)

[replacing ||(p(t1//s)||M1v using Lemma 1.
=1=lo(t//9) sy +max(0,||Sim_Measgs(t,11)[|,;, + 19(t//5)llysy — 1)
= max(0,[|@(t/ /5|y, + || Sim_Measq s (t,11) ||y, — 1) = (l9(t//5)llpg,y — 1)
= max(0, | @(t//s) ||MV+HSzm Measg s(t,11 HMV 1)

—(||(p(t//s)||Mv+HSlm Measg (1,11 HM?V— )
+ HSlm Measg (1,1 HMV

HSzm Measg (1,11 HMV Since, max(0,a) —a > 0].
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Hence, it is proved that,
HSim_Meas(p.S(t,tl) —(o(t//s) — (p(tl//s))HM’v =1.

Axiom 10: VxE!x

[VXE x|y = inf{||[E'x|.\r [V =x v/ and V'(x) € D;};
=inf{||E!c| |d; € D;};
=1.

This completes the proof of soundness of the FFDS system.

4 Conclusion

In this paper a fuzzy version of positive free logic is proposed that is a unification
of positive free logic with dual-domain semantics and predicate rational Pavelka logic.
Having in it the properties of both the systems, the resulting system, namely F'F DS, can
resolve the problems that arise in classical logic and fuzzy logic due to inclusion of ref-
erentless singular terms corresponding to non-existent objects and also supports graded
valuation which can handle vague concepts. This makes the system more appealing for
reasoning in ordinary discourse of which non-referring empty names and vagueness are
inseparable parts.

Another very crucial improvement, that makes the system more general and flexi-
ble is adding the notion of a graded similarity measure along with strict identity. This
allows comparing two different objects based on their common properties and assign a
degree of similarity, which can’t be captured by identity. This notion of similarity is an
important characteristic of logic for information systems. This system has accommo-
dated more than one similarity measure so that similarity between any two objects can
be judged from different perspectives. The system FF DS is sound. The investigation
of completeness is aimed to be our future work. This type of fuzzy free logic based on
Godel logic and product logic, instead of RPLY, can be further studied.

So the new system FFDS filters out the limitations of positive free logic as well
as fuzzy logic. In our daily lives this system can be used for dealing with reasoning in
ordinary discourse. This system presents a vast scope of applications.

Acknowledgement. The authors are indebted to Dr. Mihir Kumar Chakraborty and Dr. Purbita
Jana for their valuable comments and suggestions.
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Abstract. A full-fledged theory of imperative logic is found in the writings of
Peter Vranas. An unconditional prescription is an ordered pair with satisfaction as
the first member, and violation as the second member. A conditional prescription
is a set of mutually exclusive and jointly exhaustive three values — satisfaction,
violation and avoidance. An argument is valid, only if, necessarily, if its premises
merit endorsement, then its conclusion merits endorsement. The phrase “meriting
endorsement” is interpreted as ‘supported by a proposition/prescription’. Among
different schools of Indian philosophy, the Mimarnsa system offers an analysis of
imperative sentences, where actions, guided by instructions, play an important role.
Vidhi or normal injunctive statements is studied intensely and recently arguments
involving ‘vidhi’ has been used in special education and in the domain of Robotics.
Imperative, discussed in this sense, is however not the only type of imperatives,
it is only one variety of different kinds of imperative. Such varieties are very well
recognized by Indian grammarians and philosophers as well as by western thinkers.
These imperatives also deserve the status of the premise or the conclusion of an
inference. The present paper focuses upon unveiling such varieties of imperative
sentences from both perspectives—Indian and Western.

Keywords: Imperative - Advice - Prayer - Acceptance-table - Validity

Conversation — verbal or written — is a main source of communication. A necessary
condition of proper communication is the use of reason or argument. So,it is language,
which plays a vital role even in the field of logic. As argument is primarily inferential, a
study of the nature of sentences constituting such inferences is required. Towards the end
of the 20 century, attention has been given to inferences constituted of sentences, which
are not declarative in nature. Instead of reductionism — imperative sentences reduced
to declarative sentences — the standpoint of non-reductionism has been successfully
developed in the West, though it was already present in some schools of Indian tradition.

1 Logic of Imperatives - Western

A full-fledged theory of imperative logic is found in the writings of Peter B. M. Vranas [1-
4]. An imperative sentence, occurring either as premise or as conclusion of an inference
expresses a prescription, which is neither true nor false. Vranas introduced three values
to study prescriptions. An unconditional prescription, however, is an ordered pair with
satisfaction as the first member, and violation as the second member —

I=<s,v>
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A conditional prescription is a set of three values — viz., satisfaction, violation and
avoidance, which are mutually exclusive and jointly exhaustive. The condition is treated
as context, which is the union of the set of satisfaction and that of violation. A conditional
imperative “If you trust him, help him” is

i) satisfied if you trust him and help him,
ii) violated if you trust him but don’t help him,
iii) avoided if you don’t trust him, no matter whether you help him or not.

In the vocabulary of the system formulated by Vranas,
Conditional prescription = <s, v, a> or <<Ss, V>, a>

context = (Sv V)

avoidance = ~ (s v V)

We can represent the unconditional prescription using the identical symbolic form,
instead of limiting it to an ordered pair of s and v i.e., <s, v>.
Let me prove the case with illustrations of all connectives:

Negation
Unconditional prescription— “help her”.
negation— “Don’t help her”

you don’t help her (satisfied),
you help her (violated),

you remain indifferent (avoided).

It is to be noted that this state of indifference is not the same as being unmindfully
indifferent to a passer-by, who may need some help. [ may be indifferent to her, because
I am mentally otherwise engaged at that moment. But the present case of indifference is
a state of conscious indifference, even after hearing somebody giving me the instruction
“help her”.

Conjunction

Unconditional prescription: “Trust me and touch me”.

You trust me and you touch me (satisfied),

you do not trust me or you do not touch me or both (violated)

[i.e., you neither trust me, nor touch me],

you are simply present as a stranger, who denies all

acquaintance (avoided).

In the case of avoidance, the presence of the person for whom the imperative is uttered
isimportant. This presence is accompanied by an awareness of the conjunctive imperative
without having a deliberation to violate it. So it is not to be understood as violation,
though it appears to be so. In fact, in understanding an imperative statement, it is not
enough to depend only on physical observation of the worldly affairs. Unlike descriptive
or declarative proposition, it connects us with the total attitude of the agent — utterer or
hearer — of the imperative statement.
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Disjunction

Unconditional prescription - “Write to me or talk to me”.

You write to me or you talk to me (satisfied),

you do not write to me and you do not talk to me (violated),

you are simply present as a stranger, who denies all

acquaintance (avoided).

Here, the case is the same as found in the case of conjunction. The illustrations
offered, if found cogent, show nevertheless the distinction between imperative logic
and standard two-valued logic in a sharper way. This is the status of unconditional
prescriptions.

The definition of validity is technically stated in the following way:

D(2) Anargument is valid, only if, necessarily, if its premises merit endorsement, then
its conclusion merits endorsement. The phrase “meriting endorsement” is interpreted as
‘supported by a proposition/prescription’. This interpretation can be made clear if we
consider the original definition of validity mentioned by Vranas in a comparatively naive
way:

An argument is valid exactly if, necessarily, every fact that sustains every premise of
the argument also sustains the conclusion of the argument. Since a conditional imperative
premise normally has a proposition as antecedent and prescription as a consequence,
“meriting endorsement” in the sense of “being sustained by a fact” is understood in the
following way:

a) guaranteed by some fact (in case of a proposition),
b) supported by some reason (in case of a prescription).

Now the term ‘reason’ covers different cases of application of reason, i.e. reasons for
acting, feeling, believing etc. It implies that an imperative does not pertain to direct action
only, it also involves feeling, believing and other attitudes which precede an action.

2 Logic of Imperatives - Indian

Among different schools of Indian philosophy, the Mimarhsa system, which provides
the rules for interpreting Vedic sentences, offers an analysis of imperative sentences;
where actions, guided by instructions, play an important role [5]. There are five types of
Vedic sentences, of which only the first is in the imperative form:

(1)  Vidhi or normal injunctive statements (dictating one to perform actions)

(i) Mantra or hymns (recited during sacrifice)

(iii) Namadheya or titles of the sacrifice (account of names of sacrifices)

(iv) Nisedha or prohibitions (prohibiting the performance of an action)

(v) Arthavada or corroborative statements (encouraging performance of actions that
are enjoined by vidhi, and discouraging performance of actions that are prohibited
by nisedha).
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The distinction between narratives and injunctions is distinctly made [6]. Vidhi is
classified into five types:

1. Principal injunction (Utpattividhi): Injunction enjoining an act thatis either principal,
or auxiliary, or a procedure.

2. Injunction enjoining auxiliaries (Gupavidhi).

3. Restrictive injunction (Niyamavidhi): Injunctions making one method mandatory,
out of two or more methods which are available for reaching a goal.

4. Exclusive injunction (Parisankhyavidhi): Injunctions excluding one item from a
number of items which are simultaneously present.

5. Injunction setting forth result (Phalavidhi): Injunctions that indicate results. For
example, “One who desires heaven should perform fire-sacrifice”.

The Mimarhsakas are more concerned about the explanation of Vidhivakya-s (imper-
atives/prescriptions) in the context of ritualistic sacrifice [7]. So the imperative here is
authoritative (pramapyavakya) in nature. Unlike the western thought, the Indian thinkers
opine that an imperative points both to the person to whom the command is given,
and to the action that is supposed to be produced by that command. The Bhattas con-
sider bhavana (not to be confused with motivation) as the meaning of the statement. It is
something that is conducive to the execution of the expected result. The causative verbal
noun bhavand (“causing to be”’) was introduced into Mimarhsa hermeneutics by Sabara
[8]. The term is a causative verbal noun which denotes the undertaking of an activity by
a person. According to the Prabhakaras, what is to be done (ought) is prescribed by the
Vedic injunctions. This ‘ought’ is something, such that it cannot be known (Aptrva) by
any other means of knowledge [9].

The inspiration derived from the Vedic sacrifices (MIRA formalism) has been aptly
used by in special education [10], and in the domain of Robotics [11], as shown by
Bama Srinivasan and Ranjini Parthasarathi. In this interpretation, imperatives are treated
either as conditional or as unconditional. From another perspective, imperatives may be
affirmative or negative. Conditional imperatives often speak of goal, reason, or sequence
of actions. Imperatives are expressed sometimes in terms of binary connectives, viz.,
conjunction, mutually exclusive disjunction, implication, etc.

Let i and m be two imperatives

(a) Conjunction: i A m [Do i and do m]
(b) Disjunction: i vV m [Do i or do m]
(c) Sequence of action: i = > im [Do i, then do m]
(d) Ground for performing an action: T — r ¢ [If T then ¢]
(where T is a ground for an action to be performed indicated by the imperative
¢)
(e) Imperative regarding actions to be performed for achieving a goal: ¢ — p e [Do ¢
in order to do o]
(if ¢ is an imperative indicating an action, such that when performed, it leads
to the goal o)
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Three values of imperatives have been suggested, viz., “S” (satisfaction), “V” (vio-
lation), and “Gn” (absence of goal). Let us take an example to illustrate the ascription
of values:

Take a pen to write.

S is the evaluation if the intention to reach the goal of writing is present, and the
action is performed.

V is the value ascribed to the imperative A, if the said intention is present, and the
action is not performed.

Gnis the ascribed value, if the intention is not present, irrespective of the performance
of the action.

This system has introduced the third value “absence of goal” (which is the same as
absence of intention to reach the goal) in place of “avoidance” introduced by Vranas, and,
unlike Vranas, it enjoys the facility of applying three values both to the unconditional
and conditional imperative.

The syntax consists of a language of imperatives, which includes a set of imperatives
I such that {iy, i, .... iy}, a set of reasons R {ry, 12, .... ry}, and a set of purpose in
terms of goals P {p1, p2, .... pn}. There are formation rules and several deduction rules
including introduction and elimination rules in respect of the connectives. The semantics
has been developed in respect of imperatives enjoining goals (¢ — pe), reason (t —
r¢), and temporal actions (i — 117), respectively. By repeated application of deduction
rules, a conclusion { can be deduced from a set of premises @1, @2, .... . It is shown
in the following way:

(pla(pZa"'(Pnl_l"}

Soundness and completeness of this system have been proved to show that any
imperative provable by MIRA formalism (2014) is also satisfied during the performance
of action. In proving soundness, it attempts to show that the deduction of a conclusion
from a set of premises is valid in terms of the values held by the premises and conclusion.

Soundness Theorem 1.
Let ¢1, ¢2, ... @4 and ¥ be imperative or propositional formulas. If @1, @2, ... ¢q - U,
then @1, @2, ... ¢n|= ¥ Holds.

The proof for soundness includes one inductive step and proofs for each of the
deduction rules.

Completeness Theorem 2.
Let @1, @2, ... ¢y and { be imperative or propositional formulas. If @1, @2, ... epl= U,
then the property of a plan @1, @2, ... @y F U holds.

The proof for completeness is constructed on the basis of induction and being
supported by action performance tables and deduction rules.

Imperative, as discussed both in Indian and Western context, is however not the
only type of imperatives, it is only one variety of different kinds of imperatives. Such
varieties are very well recognized by Indian grammarians and philosophers as well as
by western thinkers. They also deserve the status of premise or conclusion of inference.
The present paper focuses upon unveiling such varieties of imperative sentences from
both perspectives.
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3 Interpretation of Imperatives - Indian

In the texts of Sanskrit grammar and of different schools of Indian Philosophy,
an in-depth analysis of (i) imperatives (sentences employed for strongly encourag-
ing someone for doing something) and of (ii) prohibitions (for preventing someone
from doing something) is found. Such sentences occur profusely in Sanskrit grammar
(Astadhyayr of Panini), and (i) the Vedic texts ( Brahmana and Upanisad), (i) Smrti texts
(Manusamhita, Yajriavalkya Samhita etc.,) (iii) Epics (Ramayana, Mahabharata, Bha-
gavadgita), Purana-s (Visnupurana, Skandapurana, Bhagavatapurana etc.) and didactic
literature (Hitopadesa, Paricatantra, Canakyasloka etc.)

Sanskrit grammar provides us with some rules governing the formation of injunctions
and prohibitions. Like German, Sanskrit is an inflected language, where word-order is
free, barring a few exceptions. Sentences are collections of words that are characterized
by (i) mutual expectancy (akanksa) (ii) contiguity (asatti). (iii) compatibility (yogyata)
and (iv) import ( tatparya). Words again are primarily of two types — nouns and verbs.
Without entering into much details of grammar, we can focus upon what is relevant for
the present paper. Imperative sentences are usually formed in three ways:

(i) by employing the verb in the imperative mood, e.g., ‘satyam vada’(i.e., ‘speak the
truth” where the termination ‘/of’ has been used)

(i) by employing the verb in the potential mood, e.g., ‘svargakamo yajeta’ (one who
desires to attain heaven should perform sacrifice, where the termination /in has
been used),

(iii) by using, instead of such words, nouns that have been formed by adding to the verbs
concerned, any one of the verbal suffixes known as ‘krtyapralyaya’, that are used
for forming potential/future participles; e.g., ‘satatam karyam karma samdcara’
[i.e., ‘always perform the obligatory duty’, where the work ° karya’ has been
formed by the addition of the suffix ‘nyat’, which is a ‘krtyapratyaya’].

Moreover, from rule no. 3/4/7 (linarthe let), and the comment on it by Bhattoj1 Diksita
in his ‘Siddhantakaumudr’ [12], it can be known that in Vedic texts, instead of ‘lin’ or
‘lot’ another verbal ending called ‘let’, which expresses subjunctive mood, may be used
for forming imperative sentences. An example of this is ‘agnihotram juhoti’ (i.e., ‘one
should perform the agnihotra sacrifice’) [13], where the verbal ending ‘let’ has been
used.

We now proceed to discuss the semantic aspects of them, as found by grammar, as
well as rules of interpretation. Some consideration of pragmatics will also be undertaken,
by considering

(i) the specific context in which a certain imperative or prohibition is being employed;
(i) the manner in which an imperative can urge the listener/reader to perform the
recommended action, and
(iii) the manner in which a prohibition makes the listener/reader desist from performing
the prohibited action.
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The rule no 3/3/161 of Astadhyayr [14] (vidhi-nimantranamantranadhista-
samprasna-prarthanesu lin) means that the verbal termination called ‘lin’ can be
employed for forming sentences that can express

(i) vidhi or ajia, i.e., command,( e.g. a master asking his servant to close the door),

(i) nimantrand, i.e., an invitation, (such that it is obligatory for the invited person to
abide by it),

(iii) amantrana, i.e., an invitation, (such that the invited person can either accept or
decline it),

(iv) adhista, i.e., an entreaty or supplication, where someone is respectfully requested
to perform a duty or honour (e.g., investing a boy with the sacred thread)

(v) samprasna, i.e., a polite question about what is to be done in the near future ( e.g.,
a student asking the teacher — should I now read grammar?)

(vi) prarthana,i.e., prayer where some request is made with the expectation of receiving
some favour (a student saying “ this is my prayer that I be permitted to study
grammar”’)

Besides, the rule no. 3/3/162 (lot ca) means that the termination /ot, which usually
expresses permission (anujria/anumiti), can also be used for expressing vidhi etc., that
are expressed by [lin. All these cases are exhortations (prerana-s), the aim of which is
to produce in the listener/reader some activity that was not so far present in him. Panini
was interested in pointing out the varieties of exhortations, which is very relevant for
the present paper.

It is not, however, difficult to distinguish between these forms of exhortation. In all
such cases, X tells Y to perform the action A; but the status of X and Y is not the same
on all these cases. In the case of command, the speaker is superior as compared to the
listener. The situation is not the same in the case of invitation — X, who is inviting Y,
may or may not be superior to Y. In the case of adhista, or respectful entreaty, X and Y
may be of the same stature, or Y may be superior to X. In the case of questioning and
prayer, Y is definitely superior as compared to X. In the case of command, invitation,
entreaty and prayer, prior to the utterances of the concerned sentences by the speaker
(i.e., X), there is no desire in the listener (i.e., Y) for performing the act A that Y is
asked to perform. The very purpose of uttering such imperatives is to produce in Y such
a desire; which, in its turn, would lead to the performance of A by Y. In the case of
permission [e.g., ‘yathecchasi tathd kuru’, i.e., ‘do as you like’, where the termination
‘lot’ has been used], even prior to the utterance of the sentence concerned by X, the
desire for performing the act A is already present in Y; even though the latter cannot
perform A, unless the required permission is given by the former. Thus the utterance
of permission, so to say, merely removes the preventive factor (pratibandhaka), due to
which the performance of the action A had not taken place previously — it is unlike order
etc. that positively produces some activity in the person to whom they are addressed.

Here we may note another difference of opinion regarding the nature of injunc-
tions and prohibitions that are found in scriptures like Veda-s and Smrti-s. According to
Mammata [15], the author of Kavyaprakasa, scriptures are ‘prabhusammita’, i.e., enti-
ties that act as taskmasters, since scriptural injunctions and prohibitions are inviolable
commands that are carried out by us out of our reverence for the scriptures. But this view
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does not seem to be admitted by Jaimini [16], the author of Mimamsasitra-s, and Gau-
tama [17], the author of Nyayasiitra-s, both of whom have employed the word ‘upadesa’
(i.e. advice) while defining verbal testimony (Sabdapramana). Since the scriptures are
prime examples of verbal testimony for both these authors, according to both of them,
the scriptural injunctions and prohibitions must also be regarded as advices, and not as
commands.

A question may arise: what is the basic difference between a command and an
advice? The answer has been given in clear terms by Mandana Misra [18], a follower
of the Bhatta school of Mimamsa. In his Vidhiviveka, he has explained the nature of
advice, and in the sequel, also distinguished it from command, prayer and permission.
In the cases of all these sentences, some person (say X) utters a sentence S, that prompts
another person (say Y) to perform some action (say A). According to Mandana Misra,
when S is either a command or a prayer, the performance of A directly leads to some
purpose of X being served; but the interest of Y is not taken into account by X. But in
the case of advice, the situation is just the opposite; since in this case, performance of A
directly serves some purpose of Y, and not of X. In some instances, this may be true of
permission as well, but in such cases, Y is already motivated to perform A, even before
Y has been granted the required permission. Advice, however, prompts a person to do
something; and before listening to this advice, that person was not already so motivated.

What is implied by this discussion is that imperative logic, so far developed, cannot
cover all the kinds of imperatives.

4 Interpretation of imperatives - Western

The study of imperatives, which has been conducted since several decades is regarded
as interesting because of two reasons [19]:

i) New theoretical tools are needed to understand the semantically encoded linguistic
meaning of an imperative.

ii) In anatural language, the necessity of retaining truth-condition may be reviewed in
respect of imperative sentences.

The primary point to note in this study is that imperatives don’t determine a function
from world to truth-values. In Castarieda [20], imperatives are studied as part of practical
thinking, as distinct from theoretical thinking. Practical thinking deals with duties and
the conflict between duties. It tends to guide other people regarding their conduct and
decision to act. ‘Practitions’ are the basic units of practical thinking, which is of two
kinds—prescriptions and intentions. According to Castaiieda, though the prescription
i.e., the thought-content of order, command, request, suggestion, or advice is the common
structure of a relation between an agent and his action, the mandates are different in each
case. An intention is the first person correspondent to a prescription.

An imperative is a sentence of the form ‘!p’. In case of a conditional sentence, the
antecedent and the consequent cannot both be prescriptions. It is customary to treat
the whole compound sentence as an imperative sentence. In order to understand the
significance of different varieties of imperatives separately, it is necessary to refer to the
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speech-act theory of Austin and Searle. A speech-act is a combination of three acts- an
utterance-act a locutionary-act and an illocutionary-act. In Austin, the locutionary act is
the act of expressing a certain content. This content has two elements [21]:

1) It is the act of using words with a determinate sense and a determinate reference.
In Austin’s opinion, context and speaker’s intentions play a crucial role in making
them determinate.

ii) A broad type of illocutionary force is encoded by the sentence mood.

It shows that only at the illocutionary level, the force is made contextually determi-
nate. Searle however deviates from it, but that discussion is avoided here because of fear
of digression. Force-content distinction is defended by Frege and Geach [22, 23] It is
never the case that all the occurrences of a sentence expressing the same content ought
to have the same force, if force is a part of the content of a sentence.

On the other hand, force-neutral content is considered as a myth according to Hanks
[24]. He is of the opinion that the ‘unity of the proposition’ requires something to tie
together the ingredients of content. It is the ‘intentional action of the speaker’ acts as
the glue to provide the unity of the proposition. It depends on a condition that the act is
neutral with regard to the issue of illocutionary force. Accordingly to Soames [25], the
glue is the act of predication which is performed irrespective of whether the proposition
is asserted or not.

An imperative and a declarative have two different illocutionary forces, though they
may have different types of the same content. Imperatives express a wide range of speech
acts, which are beyond commands. Likewise, different types of imperatives may have
the same content, though the type of illocutionary force is different in them. The content
is force-neutral. Charlow has referred to several kinds of such expressions [26]:

Go ahead, take the day off (permission)

Talk to your advisor more often (suggestion, advice)

Have a piece of fruit (invitation)

Get well soon ( well-wish)

To get the Union Square, take Broadway (instruction)

Go on, throw it, Just you dare, (threat)

Complete these by tomorrow (command)

Enjoy it!

Choose your friends wisely (advice)

Shall we sleep? (interrogative permission)

Consider the red dress (suggestion)
Charlow also referred to some border line cases [27]:

1. Complete your syllabus by the next month, although you may complete it by this
month.

m. Take rest for a day, although of course you may prepare for the next travel
unierruptedly.

n. Although she must be at her friend’s place tonight, is she helping her mother in
preparing dinner?

0. Iknow you are able to, but can you open the window?

Ao 5@ o0 a0 o



152 M. Sanyal and P. K. Sen
S Attempt to Accommodate All Imperatives in Logic

Let us now see whether arguments containing imperatives, other than commands, in order
to act as premise or conclusion can receive the same treatment in the sphere of existing
system of imperative logic as is received by the arguments containing commands. We
may consider one argument where an imperative(in the sense of command) is used either
as a premise or as a conclusion:

A. Either feel a concern for the needy or remain non-commital.
Do not remain non-commital.
Therefore, feel a concern for the needy.

We may consider another example which has an advice as a part of the premise of
an argument:

B. Choose your friends wisely or you will invite trouble.
You will not invite trouble.
Therefore, choose your friends wisely.

In example A, both disjuncts ‘Feel a concern for the needy’ and ‘remain non-
committal’ are imperative separately. So also the whole disjunctive sentence that occurs
as premise. The conclusion also is fully imperative. But in B, only the disjunct ‘Choose
your friends wisely’ is imperative in the first premise since the other disjunct ‘you will
invite trouble’ is a descriptive sentence. So imperative in example B occurs as a part of
a premise.The first case is intuitively valid, and it is justified by the definition of validity
provided by Vranas. The second, however is neither intuitively valid, nor is it justified by
the definition of validity. So, it is not the structure, but the meaning which is important
for deciding the status of the argument.

Another point to note is that in many cases of advice, there may be a temporal
element and it deserves a different rule of validity, in case it appears as a premise. It may
be made clear by citing two examples. The first example contains a premise, which is a
command:

C. Wait for me and don’t go alone.

i) Therefore, wait for me.
ii) Therefore, don’t go alone.

In this case, both the conclusions are derivable by simplification from the premise,
because, in both the cases, the reason that sustains the premise, also sustains the con-
clusion. Both are valid arguments. Consider another argument containing advice as a
premise:

D. You should wash your hand and eat.

i) Therefore, You should wash your hand.
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ii) Therefore, you should eat.

Here, the portion ‘you should wash your hand” may also be replaced by ‘ wash your
hand’, the difference between a command and an advice being discernible from the tone
in which the sentence is uttered. In the case of first conclusion, the reason sustaining the
premise, sustains the conclusion, and it is intuitively valid. But it is not the case with the
second conclusion. As per the definition of validity introduced by Vranas, the argument
containing (ii) as the conclusion is valid, though it is not intuitively valid. This is so,
because if the addressee begins to eat without washing his/her hand, he/she cannot be
said to abide by the advice given to him/her. There is an inbuilt temporal element, which
does not allow (ii) to be derived from the premise.

The case is similar with making a wish or request, which is another variety of
imperative:

E. Enjoy the art-exhibition, and write a comment in the record-book!

i) Therefore, enjoy the art-exhibition.
ii) Therefore, write a comment in the record-book.

Here, too, we cannot say that the request made by the speaker has been abided (or
honoured) by the addressee, if the latter writes a comment in the record book without
even visiting the art-exhibition.

In fact, the three criteria attached to a command-imperative is not always applicable
in case of other imperatives, i.e., suggestion, invitation, request or advice. The reason is
this. In all cases of imperatives, the dictates are connected with actions. But the demand
for execution of the acts is different in different cases of imperatives. The same spirit is
found in Indian thought also. As in suggestion, invitation, request and advice, so in case
of amantrana, adhista and prarthand, there is no inbuilt compulsion to execute the act.
So, in case of the action being executed or obeyed, the criterion of satisfaction is fulfilled,
but nobody can meaningfully employ the term ‘violated’ if advice or prarthana is not
followed or granted respectively. The deeper reason lies in the fact that some purpose
of the addressee is fulfilled by uttering advice or prayer, while no such purpose of
the addressee is fulfilled in command-imperative. Secondly, there is a subtle difference
between the motivation with which the imperative is fulfilled. Keeping in mind these
two factors, an attempt may be made to bring imperatives of all types under a single
interpretation.
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Itis better to suggest here four values of imperatives which are hierarchically arranged
in the following way:

Four values of imperatives I (Command, request, prayer, advice etc.).

RA (rational or strong acceptance)

CA (Courtesy or weak acceptance) I = <RA, CA, AV, V>

AV (Avoidance or weak denial)

D (Denial or strong denial)

Negation
RA ------ D
CA - AV
AV - CA
D - RA

Conjunction Enjoy the show and be happy
RA

CA AV D
RA RA CA AV D
CA CA CA AV D
AV AV AV AV D
D D D D D

Disjunction (inclusive) Be attentive to the lecture or take notes of the lecture

RA CA AV D
RA RA RA RA RA
CA RA CA CA CA
AV RA CA AV AV

D RA CA AV D
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Disjunction (exclusive) Choose your friends wisely or you will suffer
RA CA AV D
RA D AV CA RA
CA AV AV CA CA
AV CA CA AV AV
D RA CA AV D
Disjunction (Inclusive)
~p v p
D RA RA
AV CA CA
CA CA AV
RA RA D
Disjunction (exclusive)
~p v p
D RA RA
AV CA CA
CA CA AV
RA RA D

The acceptance table in the case of both inclusive and exclusive ‘Or’ is the same.
The final column of ‘ ~p v p’ in both the cases shows the value ‘acceptance’.
From the acceptance tables mentioned before it is obvious that

a) XorY=max of Xand,
X &Y =minof X and Y.
b) The rule of double negation is not accepted as a rule for this system.

In respect of (a) it is clearly mentioned that this is applicable for X and Y in some
cases of imperatives. Often we get such cases where both disjuncts are imperative, and
not a combination of declarative and imperative. For example,

Be attentive to the lecture or take notes of the lecture.

Here both or any one of the two can be satisfied. But it can not happen in case of the
following case:

Choose your friends wisely or you will suffer.

Here the connective ‘Or’ can only be meaningfully used exclusively.It is to be further
noted that though there are two uses of ‘Or’ in respect of imperative sentences, but a
conditional sentence need not be interpreted in terms of acceptance table of any of the two
uses of ‘Or’, for a conditional statement is a combination of declarative and imperative
sentences. For such a statement we need separate table which will be given later.
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As we have referred earlier, an imperative statement may have a declarative con-
stituent part, e.g., the first premise in argument B. So we have to know also the conjunction
and disjunction table for declarative and imperative statement together.

Let us take a statement C & T (C = declarative, T = Imperative)

Conjunction

RA CA AV D
T RA CA AV D
F D D D D

Disjunction

RA CA AV D
T RA CA CA AV
F RA CA D D
Implication

RA CA AV D
T RA CA D D
F RA CA CA AV

Now let us take the previous argument B. The symbolic form of the argument is as
follows:

CvT
~ T/Therefore, C.

So far of the issues of deduction and validity are concerned, i.e., ‘X — y’ represents
premise-conclusion relation, it is to be noted that deduction in imperative logic can
not be interpreted in the same way as that in case of ordinary two valued logic which
is concerned with descriptive statements. In case of a valid inference ‘x — y’ in two
valued logic, it can be said that y is deduced from x. But here deduction is understood
in terms of truth. In case of a valid inference ‘x — y’, if X is true, y can not be false. In
case of imperative inference, validity is defined in terms of satisfaction. If an inference
‘X — y’ is valid, then satisfaction of x is definitely followed by satisfaction of y.

Now we can test the validity of the argument by constituting a hypothetical state-
ment containing conjunction of the premises as antecedent and the conclusion as the
consequent. We may, however, retain the rules of inference and the definition of validity
as proposed by Vranas. But it is important to note that it is not at all an extension of
Vranas’s theory. As per our present criterion of four-value measurement, the require-
ment of a valid argument is that the value ‘D’ is not present in the final column of the
measurement-table of a valid argument. Let us consider the following table:
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[(c v T) & ~T] SN C
RA RA T D F RA RA
RA RA F RA T RA RA
RA CA T D F RA CA
RA CA F CA T CA CA
AV CA T D F RA AV
AV D F D T RA AV
D AV T D F RA D
D D F D T RA D

In the same manner we can test all arguments involving imperative of any type by

applying the values mentioned before. It is possible to justify the acceptance tables by
applying them to other standard tautologies i.e., p — p, or [p — (@ = )] — [(p —
q) — (p — 1)] etc. The task remains to show the soundness and completeness of the
system, which will be undertaken in future.
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Abstract. Rough set theory has already been algebraically investigated
for decades and quasi-Boolean algebra has formed a basis for several
structures related to rough sets. An initiative has been taken in the paper
[17] to obtain rough set models for some of these structures. These models
have been constructed by defining a g-approximation space (U, RY) out
of a generalised approximation space (U, R) and an involution g. In this
paper, as a continuation of [17], we have thrown light on covering cases
and constructed a set model for the algebra IqBa2 [17].

Keywords: Rough set theory + Pre-rough algebra - Quasi-Boolean
algebra - Modal logic

1 Introduction

Rough set theory has already been algebraically investigated for decades and
quasi-Boolean algebra (qBa) has formed a base for a number of abstract algebras
emerging out of rough sets [11]. Pre-rough algebra, amongst them, is one and it
was defined by Banerjee and Chakraborty in [3]. The base of pre-rough algebra
is a quasi-Boolean algebra which is a more general structure than a Boolean
algebra as the law of excluded middle (zV ~ z = 1) and law of contradiction
(zA ~ z = 0) generally do not hold in a gBa. Topological quasi-Boolean algebra
(tgBa) and topological quasi-Boolean algebra with modal axiom Ss (tqBab)
come naturally as predecessors of pre-rough algebra.

Later, from different motivations, many abstract algebras stronger than gba
but weaker than pre-rough algebra were developed. As for example, systeml
algebra, systemlI algebra [14] etc. have been introduced in order to access the
rough implication — which was defined as ¢ — y = (=Iz V Iy) A (—-Cz Vv Cy) in
pre-rough and rough algebras [2,3], where C' = =I—. On the other hand, three
intermediate algebras A1 (intermediate algebra of type 1), IA2 (intermediate
algebra of type 2) and IA3 (intermediate algebra of type 3) [15,19] are defined
based on three intermediate properties viz. ~IzVIz = 1, for all 2 (IP1), I(zVy) =
Iz V 1y, for all z,y (IP2) and Iz < Iy and Cz < Cy imply « < y, for all x,y
(IP3) which play a crucial role to define rough implication.

Besides this, 3-valued Lukasiewicz (Monteiro) algebra [4], 3-valued
Lukasiewicz (Moisil) algebra [5], Tetravalent Modal Algebra (TMA) [7] are some
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of the well-established algebraic structures based on quasi-Boolean algebra. It
has been established in [1,14] that 3-valued Lukasiewicz (Monteiro) algebra
and 3-valued Lukasiewicz (Moisil) algebra are equivalent to pre-rough algebra.
Whereas in [14], it was observed that TMA is stronger than tqBab but weaker
than a pre-rough algebra. In the same paper [14], it has been mentioned that the
algebra MDS5 [6] is equivalent to IA2 if lattice distributivity is added to MDS5.
A relationship diagram amongst the aforesaid algebras is shown in Fig.1. For
details of these algebras and their logics we refer to [2,3,14,18].

In the paper [3], a rough set model has been constructed for the abstract
pre-rough algebra. It was developed in the context of rough set theory specially
based on the notions of rough equality and rough inclusion. It has been described
in [3] as follows. Let (U, R) be an approximation space. Two subsets P and

@ of U are said to be roughly equal if Pp = QR and P = @R where Pp

and ?R are Pawlakian lower and upper approximations of P respectively. An
equivalence relation < is defined in 2Y, the power set of U, as P < @ if and
only if P and @ are roughly equal. Each equivalence class [P]g of 2V /4 is
called a rough set. Using these rough sets and suitable operations M, U, = and
I, 2V /5,m,u,—,1,[0)<, [U]<) is a model of an abstract pre-rough algebra. The
operations MM, L, = and I are defined as

[Pl M@k = [PNQx,
[Pl U@k =[PUQ]x,
-[Plx = [-Plx,
I[P]x = [IP]g,
where
PIQ=(PNQ)uUPNQ n(PAQ""),
PUQ=(PUQ)N(PUQ,U(PUQ,)),
~P = P°,
IP:BFU

N, U and ¢ being the set theoretic intersection, union and complementation. The
lattice order C in the above pre-rough algebra is [P]< C [Q]< if and only if P is
roughly included in @, i.e., Pp C QR and P" - @R.

But, there are no proper set theoretic rough set models of the abstract alge-
bras shown in Fig. 1 which are really weaker than pre-rough algebras. The phrase
‘proper set theoretic rough set model’ means that it should be a set model and
should not reduce to a pre-rough algebra. A step has been taken in this regard
in the paper [18]. In this paper, set models of System0, stqBa, stqBa-D, stqBa-
T, stqBa-B, tqBa, tqBa5 and IA1 have been developed using the relation-based
rough set theory.

Another direction of work was initiated in the papers [15,17]. In these papers,
the authors have considered those algebras where an implication (—) satisfying
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the property (P_): z < yifand only if x — y = 1, for all z,y, can not be
defined or not available till now. It is to be noted that an implication — satisfying
the property (P_) is required in an algebra to develop the Hilbert-type logic
system corresponding to the algebra. For construction of the said logic system,
following Rasiowa, algebras are defined by imposing an implication — obeying
the property (P_,). These algebras are shown in Fig. 2 and for further information
about the algebras and their logics one may see the papers [15,17]. Rough set
models of some of the algebras IqBaO, IqBaT, IqBa4, IqBab, IqBal, IqBal, T,
IgBal,4 and IgBal,5 have been presented in [17].

This current paper deals with a parallel type of research that has been ini-
tiated in our earlier papers [17,18]. In fact, in this paper, covering cases are
considered and one set model has been developed using “deleted neighborhood”,
in other words, anti-reflexive neighborhood that has importance in a number of
areas of computer applications, e.g., the field of computer security [9].

aBa

System0
staBa SystemI
stqBa-D
l Systemld
stqBa-T
Systeml5 SystemlIl
stqBa-B taBa
tqBas
SystemlB
SystemI4E
Systeml14
IA: SystemI5E ~ SystemlII4E
IA1 \ ~ Systemll5
~_ \ ~ SystemlII5E
TMA

Pre-rough

Fig. 1. Structures based on qBa: P = @ stands for the algebra ) has one more operator
and some axioms for the new operator than the algebra P. P — @ stands for both
the algebras P and @ have the same operations and the algebra @ is always the algebra
P. P---Q stands for the algebras P and () are independent.

2 Rough Set Models - Relational Approach

In the papers [17,18], rough set models have been presented for the algebras
System0, stqBa, stqBa-D, stqBa-T, stqBa-B, tqBa, tqBa5, A1, IqBaO, IqBaT,
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TqBal,4 (taBas + (P_.)) IqBa2,1 1qBa3 4

Pl P2 1P3

1gBal,5 IqBa2,5 1qBa3,5
(TAL+ (P-) (IA2+ (P) (1A3+ (PL)

Fig. 2. Algebras with imposed implications: P = @ stands for the algebra @ has one
more operator and some axioms for the new operator than the algebra P. P — @Q
stands for both the algebras P and ) have the same operations and the algebra @ is
always the algebra P.

IgBa4, IqBab, IgBal, IqBal,T, IqBal,4 and IqBal,5. All these algebras are based
on gBa and therefore to construct their rough set models we have focused our
attention on a representation theorem of qBa developed by Rasiowa [13]. As
demonstrated by her, for any set U we can define an algebra (2V,N,U, =, 0, U)
which may be proved to be a quasi Boolean algebra, where —, called quasi-
complementation, is not the standard set-theoretic complementation ¢ but is
defined by means of an involution g (i.e. a map on U satisfying g(g(u)) = u, for all
u € U) namely =P = (g(P))¢, P C U. The lower and the upper approximation
operators _p,-f : 2V — 2V have been defined in a generalised approximation
space (U, R) by
Ppr={ueU:R,CP}

and R
P ={ueU:R,NP+#0D},

where R, = {v € U : uRv}. For any P € 2V, P and P are dual with
respect to the set complementation; the question is, how to define the algebraic
counterparts of these operators in the aforementioned quasi-Boolean algebra,
so as to make them dual with respect to the quasi-complementation —. The
issue has been resolved by defining a g-approximation space (U, RY) out of a
generalised approximation space (U, R) and an involution g on U.

Let (U, R) be a generalised approximation space and g : U — U be an
involution. A binary relation RY on U has been defined as follows:

for any two elements v and v € U,uR%v if and only if g(u)Rg(v). (1)

That is, two elements u,v € U are related with respect to a new relation RY
if and only if their g-images are related in the relation R. We call (U, RY) a
g-generalised approximation space or simply, a g-approximation space.
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As g is an involution on U, R can be obtained from RY as follows:
for any two elements u and v € U, uRv if and only if g(u)Rg(v).  (2)

Similarly, it says that two elements u,v € U will be related in the relation R if
and only if their g-images are so in the relation RY.

In this g-approximation space (U, RY), we have defined g-lower approximation
and g- upper approximation _,-9:2Y — 2V as follows:
for any P € 2V,

9
P,={uelU:RjCP}

and
P’ ={ueU:RY, Ng(P)#0}

where RY = {v € U : uR9v}. Using these lower-upper approximations and
imposing conditions like reflexivity, symmetric, transitivity etc. on RY proper
rough set models of System0, stqBa, stqBa-D, stqBa-T, stqBa-B, tqBa, tqBa5,
TA1 have been constructed in [18].

To construct rough set models for the algebras IqBaO, IqBaT, IqBa4, IqBab
shown in Fig.2, a suitable operation that corresponds to — (available in the
above algebras) is needed. Boolean implication P — Q(= P¢ U Q), in one way,
serves the purpose smoothly. On the other hand, g image of Boolean implication
g(P — Q)(= P —1 Q) also fulfils the property (P_,). With their help, rough set
models of IqgBaO, IqBaT, IqBa4, IqBab have been presented in [17].

A pair of new approximation operators 7g$1,79’1 : 2V — 2U has been defined
[17] in order to obtain set models for the algebras IqBal, IqBal, T, IqBal,4 and
IgBal,5 as follows:

Bg,l:{UGUZRﬁQP}ﬁ{uéU:RZ(U)QP}

and
P = {ueU: Ry, Ng(P)#0}U{ueU: R, Ng(P)#0}.

For details, one may see the paper [17].

3 Rough Set Model - Covering Based Approach

In this section we shall discuss the covering based rough sets and incorporate
the involution g to construct lower-upper approximations so that they will be
dual approximations with respect to the quasi-complementation. As we have
constructed two types of lower-upper approximations based on a binary relation,
some natural questions may arise on covering cases in the following form:

— How can a parallel study be introduced on covering based rough set theory
and what would be outcomes in that case?

— Is it possible to develop rough set models of some of the remaining algebras
through this study?
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In response to the first question, we have defined a g-covering approximation
space out of a covering approximation space and an involution g. Thereafter,
the basic notions like F'riends of u, Neighborhood of u etc. are introduced in a
g-covering approximation space in the same way as they have been defined in a
covering approximation space. Relationships between these two spaces and the
above-mentioned notions are studied.

For the last question, a new type of collection at each point of a g-covering
approximation space has been developed. We call it a “deleted neighborhood”.
For the importance of this neighborhood, we have taken the following words as
it is from the paper [9]: “a neighborhood N(p) of p may be punctured or empty;
by that we mean the neighborhood does not contain its center p or is an empty
set. Such a neighborhood is called an anti-reflexive neighborhood, including the
case of empty neighborhood. It is useful in many applications, e.g., in computer
security. We may consider a set of “my” enemies as a neighborhood. Surely,
“myself” is not included in that set”.

With the help of this deleted neighborhood or anti-reflexive neighborhood,
lower-upper approximations have been defined. A rough set model of IqBa2 has
been presented using these lower-upper approximations.

3.1 Basics in a Covering Approximation Space

Definition 1 [16] (Covering of a set): Let U be a non empty set and C = {U;(#
@) CU :i €I}, where I is an index set, is said to be a covering of U if

uU;=U.
i€l

Definition 2 [16] (Covering approximation space): Let U be a non empty set
and C be a covering of U. Then, the ordered pair (U,C) is called a covering
approrimation space.

Definition 3. Let (U,C) be a covering approximation space. For each u € U,
1. (Friends of u): [16] Friends of u is defined by

FC(u) = Y U

It is also called the indiscernible neighborhood of u [10].
2. (Neighborhood of u): [16] Neighborhood of u is defined by

N€(u) = 0 Ui

3. (Friends’ enemy of u): [10,16] Friends’ enemy of u is defined by

FEC(u) = U — F°(u).
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4. (Kernel of u): [16] Kernel of u is defined by
KC(u)={yeU:VU;(uc U, = yecl)}

Let P¢ = {KC(u) : u € U}. Then, PC is a partition of U and called a partition
generated by the covering C.

5. (Minimal description and Maximal description of w): [12,20] Minimal
description and Mazximal description of u are defined respectively as

mdC(u) = {U; € C:ucU; and VU € C(u € U C U; implies U = Uy)}
and
MdC(u) ={U; €C:ucU; and YU € C(U D U; implies U = U;)}.

We are now going to define a g-covering approximation space in the following
way.

3.2 g-covering Approximation Space

Proposition 1. Let (U,C) be a covering approzimation space and g: U — U be
an involution, i.e., g(g(u)) = u, for allu € U. Then g(C) ={g(U;) : U; € C} is
a covering of U.

Proof. Let u € U. Then, g(u) € U;, for some i € I (As, C = {U;(#£ 0) C U :
1 € I} is a covering of U). Then, by the definition of g, u € ¢g(U;) and hence
g9(C) ={g(U;) : U; € C} is a covering of U.

From the above proposition, we now define a g-covering approximation space
below.

Definition 4. Let (U,C) be a covering approzimation space and g be an involu-
tion on U. Then, (U, g(C)) will be called a g-covering approzimation space.

In general, C # ¢(C). The following example supports the statement.

Ezample 1. Let U = {a,b,c,d,e}, C = {Uy = {a,b},Us = {d,e},Us = {c,e}}
be a covering of U and g : U — U be an involution defined by g(a) =
¢, 9(b) = d, g(c) = a,g(d) = b,g(e) = e. Now, g( C) = {g(U1) = {c,d},g(U2) =
{b.€},9(Us) = {a, e} } and hence C # ¢(C).

The following is a necessary and sufficient condition that reveals when C and
g(C) coincide.

Proposition 2. Let (U, g(C)) be a g-covering approximation space. Then C =
g(C) if and only if for each i € I, g(U;) = U;, for some j € I.

Proof. Let C = g(C) and U; € C, for any i € I. Then U; € ¢(C) [as C = g(C)]. This
gives, U; = g(Uj), for some j € I. Conversely, let for each ¢ € I there exist j € T
such that ¢(U;) = U;. We have to show that C = g(C). Let U; € C. Then by the
hypothesis g(U;) = Uy, for some j € I. Then by the definition of g, U; = g(Uj).
As U; € C, g(U;) € g(C), ie., U; € g(C). Thus, C C g(C). Let Y € g(C). Then
Y = g(Uj), for some U; € C. Then by the hypothesis g(U;) = Uy, for some k € I.
Thus, Y = Uy, € C and hence ¢g(C) C C.
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Note 1. If g(U;) = Uy, for all i € I then C = ¢(C). But the converse, i.e.,C = g(C)
implies g(U;) = U;, for all i € I, is not true as shown by an example given below.

Ezxample 2. Let U and g be the same as mentioned in Example 1. Let C =
{U1 = {a,¢e},Us = {c,e},Us = {b},Us = {d}} be a covering of U. Then, g(
C) = {g(Uh) = {c,e},g(Us) = {ae},g(Us) = {d},g(Us) = {b}} and hence
C = ¢(C) but for none of i = 1,2,3,4, g(U;) = U;.

Now, we define the notions of Friends of u, Neighborhood of u etc. in a g-
covering approximation space (U, g(C)).

Definition 5. Let (U, g(C)) be a g-covering approzimation space. Then for each
ueU,

1. Friends of u is defined by

Fg(C)(u) = ueﬁU,-)g(Ui)’

2. Neighborhood of u is defined by

NIy =0 g(Uy),

3. Friends’ enemy of u is defined by
FEQ(C)(u) —U— FQ(C)(u),
4. Kernel of u is defined by
K9 (u) = {y € U: Yg(Ui)(u € g(Us) = y € g(U)}-

Let PIC) = {K9C)(u) : uw € U}. Then, PI©) is a partition of U and hence it
will be called partition generated by the covering g(C).

5. Minimal description of u is defined by
md© (u) = {g(U;) € g(C) : u € g(U;) and VX € g(C)(u € X C g(U;)
implies X = g(U;))}.

6. Maximal description of u is defined by
Md9© ) = {g(U;) € g(C) : u € g(U;) and¥X € g(C)(X 2 g(Uy)
implies X = g(U;))}.

The following example is considered to show that Friends of u, Neighborhood
of u etc. in a covering approximation space are generally not the same with
Friends of u, Neighborhood of u etc. in the g-covering approximation space.

Ezxample 3. Let U,C and g be the same as defined in Example 1. Considering
u = c we get

1. F9©)(¢) = g(Un

2. N9©)(¢) =
3. FEI©)(c)

£FC(0) = {ce}
# N€(c) = {c, e},
= {a,b,e} # FE°(c) = {a,b,d},
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4. K9 (c) = {y € U : Yg(Uy)(c € g(Ui) & y € g(U)} = {e,d} # K(c) = {c},

5. md9©)(c) = {g(U;) € g(C) : ¢ € g(U;) and VX € g(C)(c € X C g(U;) implies
= g(Ui)} = {g(Uh) = {c,d}} # md°(c) = {Us = {c,e}},

6. Mds©(c) = {g(Us) € g(C) : c € g(UC) and VX € ¢(C)(U 2 ¢(U;) implies
U;)} = Up) ={c,d Md“(c) = ={c,e}}.

O T L e R T {a}f’mi{w(b%}Z (b}, K9©) () =

{e,d} = K9Od), K9 (e) = {e}} # P¢ = {K°a) = {a,b} = K°(b),

KC(c) = {c}, K¢(d) = {d}, K9 () = {e}}

Proposition 3. Let (U, g(C)) be a g-covering approximation space. Then,
(

1. FC(u) = g(F9©) (g(u))) and FI©)(u) =g chg ), for allu € U,

2. N(u) = g(N9©)(g(u))) and N9©)(u 2 ))) forallu e U,

3. FEC(u) = g(FEg(C)(g(u))) and FEY )(u) = g(FEC( (w))), for allu e U,

b K80 = oS g(0) and K90 = g0 (st Jor a0,

5. m g(md?© (g(u))) and mdd’ )g u) = g(md ( ), for allu e U,

6. Mdc( ggMdg(C)(g u))) and Md9(© (u) = g&M g(w))), for allu e U,

7. P€ = g(P9©)) and PIC) = g(PC), where g(PIC)) = {g(Y):Y € PIO} and
similarly for g(Pc).

Proof. 1. Let y € FC(u). Then, y,u € U;, for some j € I and hence g(y), g(u) €
9(Uj). This gives, g(y) € F9©)(g(u)) and hence g(g(y)) € g(F* ) (g(u))), i.e.,
y € g(F9(g(u))). Thus FC(u) C g(F(g(u))). Let y € g(F“)(g(u))). Then
y = g(2), where z € F9©)(g(u)). This implies, z, g(u) € g(Uy), for some k € I
and therefore g(z), g(g(w)) € g(g(Ux)), i.e., y = g(2), u € Ug. This gives,
y € FC(u) and therefore g(F9€) (g(u))) € FC(u). Thus, F€(u) = g(F9©) (g(u))).
Proofs of 2, 3, 4, 5, 6 and 7 can be done similarly.

It is time now to define deleted neighborhood or anti-reflexive neighborhood of
an element u in U in order to develop a rough set model for the algebra IqBa2.

Definition 6. Let (U, g(C)) be a g-covering approzimation space. For each u €
U, deleted Neighbourhood of u in the covering approzimation space (U,C) and

in the g-covering approzimation space (U, g(C)), denoted by N§ (u) and Ng(c)( )
respectively, are defined by N§(u) = N€(u)—{u} and Nj(c)( ) = N9©) (u)—{u}.
Note 2. For each u € U, u does not belong to N§(u) and Ng(c)(u). Moreover,
NS (u) or N9©)(u) may be empty for some u € U.
Proposition 4. Let (U, g(C)) be a g-covering approximation space. Then for
each u € U, N§(u) = g(N{'“(g(u))) and N3 (u) = g(N§ (g ().
Proof.
NI (g(u)) = N (g(u)) — {g(u)} [from Definition 6]
Then, g(N§“ (g(w))) = g(N*“(g(u)) — {g(u)})
= g(N"“(g(u))) — g({g(w)}) [as g(A - B) = g(A) — g(B)]
= N€(u) — {u} [by 2 of Proposition 3]
= N§ (u) [from Definition 6]
Similarly, the other part can be proved.
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3.3 Rough Set Model for IqBa2

For a set-theoretic rough set model of the algebra IqBa2, we have to develop
a pair of lower-upper approximations which must be dual with respect to the
quasi-complementation and satisfies the property IP2: I(a V b) = Ia V Ib. Due
to this reason, we define a new pair of lower-upper approximations as follows.

Definition 7. Let (U, g(C)) be a g-covering approximation space. Then for any

subset A of U, Ag(C),z: the g,2 lower approximation of A and Zg(c)’z, the g,2
upper approrimation of A are defined by
c
Ayere=TueU: NI @) C A} (3)
and a(0)2
AT = {ueU: NS(u)NnA#p}. (4)

Proposition 5. In a g-covering approzimation space (U,g(C)), Ay and

Zg(c),2 are dual approximations with respect to the quasi-complementation —
defined through g.

Proof.

= (24y002) == (gAY, ,,) a5 =4 = (9(A))"]
— —~{ueU:NIw) C g(A)°} [by Definition 7]
= U —{g(u) : NJ'(u) C g(A)} [as ~A = U — g(A)]
=U —{ueU:NJg(u)) C g(A)} [taking g(u) as u]
= {ueU: N§(g(w) N g(A) £ 0}
)

={u e U:g(N§(u))Ng(A) # 0} [by Proposition 4]
={ueU:g(Ng(u)n ) # 0} las g(AN B) = g(A) Ng(B)]
={uecU:N§u)NA#0} [as g is an involution]

ZQ(C)Q

As == A = A, hence 4, ¢ » and Zg(cm are dual approximations with respect to
the quasi-complementation — defined through g.

Proposition 6. In a g-covering approximation space (U, g(C)), the following
results hold.

—g(C),2
L Xy =U and 07 =0,
2. If AC B CU then Ayc) 5 C Bycyo and 292 e

9(C),2 9(
3. AﬂBg(c)2 = Ag(C)QﬁBg(C)2 and AUB Aq
ABCU.

for all
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Proof. Proof of 1 is straightforward.

For proof of 2, let € A, ) - Then by Definition 7, Ng(c)(x) C A and hence
Ng(c) (z) € B (as A C B). This gives, z € B, ) and hence Aj )5 € Byc)o-
Similarly, 2°"% ¢ B*9? holds.

Proof of 3: To show AN B )2 = Agyc)2 N By(c),2>» We have to prove Agcy o N
B2 C© ANBy o Let & € Aye)s N By o Then, N§(z) C A and B.
Therefore, Ng(c)(x) C ANB and hence z € AN By ) o- Thus, Ajc) 2NByc) 2 C
ANB 4(c),2 and hence the result is proved. Similarly, the other part of 3 can be
proved.

Theorem 1. In a g-covering approzimation space (U,g(C)), AUB ¢y, =

A2 YU By, holds for all A, B C U if and only if for each u € U, Ng(c)(u)
contains at most one element of U.

Proof. Let AL,IiBg(CL2 = Ag(cm U By(cy,2, for all A, B C U. It is to be proved
that N9 (u) contains at most one clement of U. If possible, let N9 (u)
contain more than one element of U. Then, there are at least two distinct
elements y,z € Ng(c)(u) where y # uw and z # u [as u ¢ Nj(c)(u)]. Let

= {y} and B = Ng(c)( ) — {y}. Then z € B # (. Then by hypothesis,
AUB )2 = Ayc)2 UByc)2 holds, where A = {y} and B = N C)( ) —{y}.

This gives, Ng( (u) ©.2 = Ay)2 YU By As Ng )( ) is a subset of itself
—4——9(0),

c
so u € Ng( )( ) Oz = Ag( 0),2 Y By(c),2- This implies, either u € Ag(C),Q or

u € By o, i€, either NQ(C)( ) C {y} or Ng(c)(u) - Ng(c)(u) — {y}. But we
have z € Ng(c ) € {y} and y € Ng(c)(u) ¢ Nj(c)(u) — {y}. Thus, Ng(c)(u)
contains at most one element of U, for all u € U.

Conversely, let us assume that each N (C)(u) contains at most one element of U.
We have to prove that AU By o = Ayc)2UBgy),2 holds for all A, B C U. By
2 of Proposition 6, it is sufficient to show that AU B )2 € Agycy 2 U Byey -
Let u € AUB, ). Then, Ng(c)(u) C AUB. As Ng(c) (u) contains at most

one element, so, it follows that either Nj(c)(u) CAor Ng(c)(u) C B and hence
u e Ag(c),Q UBg(C),Q' Thus, AU Bg(c),Q = Ag(c),Q UBQ(C)Q? for all A, B g U.

Remark 1. As A, ¢ and Zg(c)’Q are dual approximations with respect to the

quasi-complementation - and AN B = —(-AU-B) so, AN B2 — 7992 N

B79? holds for all A,B C U if and only if for each u € U, Ng(c)(u) contains
at most one element of U.

The following example is considered to show that A/ ), may not be a subset
of A, for some A C U.
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Ezxample 4. Let U,g and C be the same as defined in Example 1. Then,

c ¢ c c c
N§a) = {e}, N (b) = {e}, N7V () = {a}, N§“(d) = {c}, N§(e) = 0.
Let A= {e}. Then, A ), = {a,b,e} € A= {e}.

Rough Set model for IqBa2: Let (U, g(C)) be a g-covering approximation

space with for each u € U, N, 5 © (u) contains at most one element of U. Now,
2V, N, U, =, 0,U) is a qBa, where A = (g(A))¢, for all A € 2. We define — in
2V as follows

A— B=A°UB.

Then, it is obvious that A — B = U if and only if A C B and consequently
(2V.N,U, —,—,0,U) becomes an IqBa. We now define IA, for all A C U as
1A = Ajc),2- Then by Proposition 6 and Theorem 1, (2V.N,U, —,—, 1,0,U) is
an IqBa2.

Remark 2.

1. If we define implication as A —; B = g(A — B) = =AU ¢g(B), for all
A,B € 2Y then (2Y,N,U,—1,—,I/11,0,U) becomes a different model for
IqBa2 with respect to the implication —.

2. By Example 4, modal axiom T: Ia < a [8] does not hold and hence
2V, N, U, —,—,1,0,U) is not a model for IqBa2,T.

4 Conclusion and Future Work

We may summarise the contents of this paper and indicate some future directions
of work as follows.

— A g-covering approximation space has been developed out of a covering
approximation space and an involution g. A necessary and sufficient condition
is obtained so that these two spaces coincide.

— Familiar notions that are available in a covering approximation space have
been introduced in a g-covering approximation space and relationships
between them are studied.

— Deleted neighborhood or anti-reflexive neighborhood has been incorporated
in this theory. Basically, they are not granules but their importance has been
mentioned [9] in the field of computer security.

— A pair of lower-upper approximations has been introduced which are dual
with respect to the quasi-complementation in a g-covering approximation
space. Using them, a rough set model of IqBa2 has been presented.

— In covering based rough set theory, there are many lower-upper approxima-
tions of a set in various literature. Some of them are dual with respect to the
set-theoretic complementation whereas other pairs are not so. A study may be
continued on them so that the notion of quasi-complementation can be incor-
porated and rough set models of remaining algebras may be constructed.

Acknowledgement. The author would like to thank Professor Mihir Kumar
Chakraborty for checking the article and providing valuable suggestions that helped to
improve the article substantially.
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Abstract. We introduce sound and complete labelled sequent calculi for the
basic normal non-distributive modal logic L and some of its axiomatic extensions,
where the labels are atomic formulas of the first order language of enriched for-
mal contexts, i.e., relational structures based on formal contexts which provide
complete semantics for these logics. We also extend these calculi to provide a
proof system for the logic of rough formal contexts.

Keywords: Rough formal contexts * Non-distributive modal logic - Labelled
calculi + Proof calculi

1 Introduction

In structural proof theory, powerful solutions to the problem of introducing analytic cal-
culi for large classes of normal modal logics hinge on incorporating information about
the relational semantics of the given logics into the calculi. This strategy is prominently
used in the design of labelled calculi [8,13,14], a proof-theoretic format using which,
analytic calculi have been introduced for the axiomatic extensions of the basic normal
modal logic defined by modal axioms corresponding to geometric implications in the
first order language of Kripke frames.

Labelled calculi for classical modal logics manipulate sequents I” + 4 such that I
and 4 are multisets of atomic formulas xRy in the first order language of Kripke frames
and labelled formulas x : A interpreted on Kripke frames as x I A, i.e. as the condition
that the modal formula A be satisfied (or forced) at the state x of a given Kripke frame.
The labelled calculus G3K for the basic normal modal logic K is obtained by expanding
the propositional fragment of the Gentzen calculus G3c with introduction rules for the
modal operators obtained by reading off the interpretation clauses of O- and ¢-formulas
on Kripke frames. Labelled calculi for axiomatic extensions of K defined by Sahlqvist
axioms (including the modal logics T, K4, KB, S4, B, S5) are obtained in [13] by
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augmenting G3K with the rules generated by reading off the first order conditions on
Kripke frames corresponding to the given axioms.

In the present paper, we extend the design principles for the generation of labelled
calculi to normal non-distributive modal logics, a class of normal LE-logics (cf. [5])
the propositional fragment of which coincides with the logic of lattices in which the
distributive laws are not necessarily valid. In [3,4], non distributive modal logics are
used as the underlying environment for an epistemic logic of categories and formal
concepts, and in [2] as the logical environment of a theory unifying Formal Concept
Analysis [9] and Rough Set Theory [15].

Specifically, making use of the fact that the basic normal non-distributive modal
logic is sound and complete w.r.t. enriched formal contexts (i.e., relational structures
based on formal contexts from FCA) [3,4], and that modal axioms of a certain syntactic
shape [5] define elementary (i.e. first order definable) subclasses of enriched formal
contexts, we introduce relational labelled calculi for the basic non-distributive modal
logic and some of its axiomatic extensions.

Moreover, we adapt and specialize these calculi for capturing the logic of relational
structures of a related type, referred to as rough formal contexts, which were introduced
by Kent in [11] as a formal environment for unifying Formal Concept Analysis and
Rough Set Theory. In [10], a sound and complete axiomatization for the non-distributive
modal logic of rough formal contexts was introduced by circumventing a technical dif-
ficulty which in the present paper is shown to be an impossibility, since two of the three
first order conditions characterizing rough formal contexts turn out to be not modally
definable in the modal signature which the general theory would associate with them
(cf. Lemma 4). However, in the richer language of labelled calculi, these first order
conditions can still be used to define structural rules which capture the axiomatization
introduced in [10] for the logic of rough formal contexts.

Structure of the Paper. Section 2 recalls preliminaries on the logic of enriched and
rough formal contexts, Sect.3 presents a labelled calculus for the logic of enriched
formal contexts and its extensions. Section 4 proves soundness and completeness results
for the calculus for the logic of rough formal contexts. We conclude in Sect. 5.

2 Preliminaries

In the present section, we recall the definition and relational semantics of the basic
normal non-distributive modal logic in the modal signature {0, ¢, >} and some of its
axiomatic extensions. This logic and similar others have been studied in the context of a
research program aimed at introducing the logical foundations of categorization theory
[2—4]. In this context, Oc and ¢c¢ and >c can be given e.g. the epistemic interpretation
of the categories of the objects which are certainly, possibly, and certainly not members
of category c, respectively. Motivated by these ideas, in [6], possible interpretations of
(modal) non-distributive logics are systematically discussed also in their connections
with their classical interpretation.
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2.1 Basic Normal Non-distributive Modal Logic and Some of Its Axiomatic
Extensions

Let Prop be a (countable or finite) set of atomic propositions. The language £ is defined
as follows:

e=1|TlpleAeleVel|Op| Op|>e,

where p € Prop. The basic, or minimal normal L-logic is a set L of sequents ¢ + ¢,
with ¢, ¥ € L, containing the following axioms:

prp 1l+p pFpvVg DpAgrp THOT OpAOgF+-O(pAgq)
prFT gqrpVg pAgrqg <OLrL  O(pVgrHOpV g
TrB>L >pAD>qgF>(pVQ)

and closed under the following inference rules:

$FEX XFY pry XFe XFy by Yrx o@ry pry pry
ory ex/PFY(x/p) xtreAY eVyty DOprOp OpkOY DYtbg

An L-logic is any extension of L with L-axioms ¢ + . In what follows, for any
set 2 of L-axioms, we let L.2" denote the axiomatic extension of L generated by 2.
Throughout the paper, we will consider all subsets 2 of the set of axioms listed in the
table below. Some of these axioms are well known from classical modal logic, and have
also cropped up in [2] in the context of the definition of relational structures simulta-
neously generalizing Formal Concept Analysis and Rough Set Theory. In Proposition
1, we list their first-order correspondents w.r.t. the relational semantics discussed in the
next section.

OOA + OA DA + ODA ArOCA OOAF A
OAFA AFr QA A+ >D>A

2.2 Relational Semantics of £L-logics

The present subsection collects notation, notions and facts from [2,6]. For any binary
relation 7 € U x V,and any U’ C U and V' C V, we let T¢ denote the set-theoretic
complement of 7 in U X V, and

TOW = {v | Yu(u € U = uTv)} TOW :={u|¥Yvv eV =ulv). (1)

Well known properties of this construction (cf. [7, Sections 7.22—7.29]) are stated in the
following lemma.

Lemma 1. For any sets U,V, U’ and V', and for any families of sets V and U,

1. X; € X, C U implies TV[X,] € TV[X,], and Y1 C Y> C V implies TO[Y,] C
TOTY,].

U cTOV] iff v C TOIU].

U cTOITOW ) and V' < TOITO[V]].

T(])[U’] - T(l)[T(O)[T(l)[U’]]] and T(O)[V’] - T(O)[T(l)[T(O)[V’]]].

TOMUV] = Nyey TOWV T and TOIJ UL = Nyreys TOLU'L

LA
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IfRCUxV,and S C Vx W, then the composition R; S C U x W is defined as follows:
uR;Sw iff ue RO[SOm]] iff Vv(vSw = uRv).

In what follows, we fix two sets A and X, and use a, b (resp. x, y) for elements of A
(resp. X), and B, C, A; (resp. Y, W, X;) for subsets of A (resp. of X).

A polarity or formal context (cf. [9]) is a tuple P = (A, X, I), where A and X are sets,
and / € A X X is a binary relation. In what follows, for any such polarity, we will let
J C X X A be defined by the equivalence xJa iff alx. Intuitively, formal contexts can be
understood as abstract representations of databases [9], so that A represents a collection
of objects, X a collection of features, and for any object a and feature x, the tuple (a, x)
belongs to I exactly when object a has feature x.

As is well known, for every formal context P = (A, X, I), the pair of maps

OM:PA) > PX) and (' : PX) - PA),

respectively defined by the assignments BT := I!)[B] and Y* := IO[Y], form a Galois
connection (cf. Lemma 1.2), and hence induce the closure operators (-)™* and (-)!" on
P(A) and on P(X) respectively.! The fixed points of these closure operators are referred
to as Galois-stable sets. For a formal context P = (A, I, X), a formal concept of P is a
tuple ¢ = (B,Y) suchthat BC Aand Y C X, and B = Y' and Y = B'. The subset B
(resp. Y) is referred to as the extension (resp. the intension) of ¢ and is denoted by [[c]|
(resp. (c)). By Lemma 1.3, the sets B and Y are Galois-stable. It is well known (cf. [9])
that the set of formal concepts of a formal context P, with the order defined by

c1 <y it [erl € lex]l T (2D € (er),

forms a complete lattice, namely the concept lattice of P, which we denote by P*.

For the language £ defined in the previous section, an enriched formal L-context is
atuple F = (P,Rq,Ro,R.), where Ry CAXXand R, € X XA and R. C A X A are
I-compatible relations, that is, for all a,b € A, and all x € X, the sets R‘(jo)[x], R(Dl)[a],
Rg))[a], Rg)[x], R,(B)[b], Rg)[a] are Galois-stable in P. As usual in modal logic, these
relations can be interpreted in different ways, for instance as the epistemic attributions
of features to objects by agents.

A valuation on such an F is a map V: Prop — P*. For every p € Prop, we let
[ D := V()] (resp. (pD := (V(p))) denote the extension (resp. the intension) of the
interpretation of p under V. A model is a tuple M = (F, V) where F = (P, Ry, R¢, Ry.) is
an enriched formal context and V is a valuation on F. For every ¢ € £, the following
‘forcing’ relations can be recursively defined as follows:

M,ar p iff a € [pllu M, x> p iff x € (phu
M,a+ T always M,x>T iff alx foralla € A
M, x> L always M,ar L iff alx forall x € X

M,ar oAy ff M,aF gandM, a v ¥ M,x>pAy iff Vae A)M,alr ¢ Ay = alx)
M,x>@Vy iff M, x> gandM, x > MyaroVvy iff (Vxe X)M, x> ¢V = alx).

! When B = {a} (resp. Y = {x}) we write a™ for {a}™* (resp. x!T for {x}'1).
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As to the interpretation of modal formulas:

M, a I+ Op iff(Vx € X)(M, x > ¢ = aRpx) M, x > Oy iff(Ya € A)YM, a I+ Op = alx)
M, x> Og¢ iffforalla € A,ifM,a I ¢ then xRoa M, a IF Op iff(Vx € X)(M, x > Op = alx)
M, a I+ >y iff(Vb € A)M, b - ¢ = aR.b) M, x > >y iff(Va € AYM, a I+ >y = alx).

The definition above ensures that, for any £-formula ¢,

M,a + piffa € [¢lly, and M, x > piff x € (@Du.

Finally, as to the interpretation of sequents:

MEery iff [elhs € [¥he iff @y S (@D

A sequent ¢ + ¢ is valid on an enriched formal context F (in symbols: F |= ¢ + ) if
M E ¢ + ¢ for every model M based on F. The basic non-distributive logic L is sound
and complete w.r.t. the class of enriched formal contexts (cf. [2]).

Then, via a general canonicity result (cf. [5]), the following proposition (cf. [2,
Proposition 4.3]) implies that, for any subset 2 of the set of axioms at the end of
Sect. 2.1, the logic L.2 is complete w.r.t. the class of enriched formal contexts defined
by those first-order sentences in the statement of the proposition below corresponding
to the axioms in 2.

These first order sentences are compactly represented as inclusions of relations
defined as follows. For any enriched formal context F = (P, Ry, R, R..), the relations
Re CXXA,Ra CAXXand R, C A X A are defined by xRqa iff aRpx, and aRgx iff
xRsa, and aR, b iff bR, a. Moreover, for all relations R,S CAX X weletR;S CAX X
be defined” by a(R; §)x iff a € RO[IDV[S @[x]]], and for all relations R,S € X X A we
let R; S C X X A be defined by x(R; S )a iff x € RO[IO[S O[a]]].

Proposition 1. For any enriched formal context F = (P, Ry, Re, Ry):

I.FEOptre iffRoCI. 5.FEOCp O iff Ro S Ro 5 R,.
2FE@rOp  iffRo CJ. 6.FE@rO0p iff Ro CR,.
3 FEopro0p iff Ra CRy;Re. 7.FE OO0+ ¢ iff Re CR.
4. FEerore iff R. =R,.

The proposition above motivated the introduction of the notion of conceptual approxi-
mation space in [2], as a subclass of the enriched formal contexts modelling the >-free
fragment of the language L. A conceptual approximation space is an enriched formal
context F = (P, Ry, R,,) verifying the first order sentence Ry; R C I. Such an F is reflex-
ive if Ry C I and R, C J, is symmetric if R, = R4 or equivalently if Rq = Ry, and is
transitive if Ry C Ry ; Ry and Ry C Ry ; R (cf. [1,2] for a discussion on terminology).

2 These compositions and those defined in Sect.2.2 are pairwise different, since each of them
involves different types of relations. However, the types of the relations involved in each defi-
nition provides a unique reading of such compositions, which justifies our abuse of notation.
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2.3 The Logic of Rough Formal Contexts

Examples of conceptual approximation spaces have cropped up in the context of Kent’s
proposal for a simultaneous generalization of approximation spaces from RST and for-
mal contexts from FCA [12]. Specifically, Kent introduced rough formal contexts as
tuples G = (P, E) such that P = (A, X, I) is a polarity, and E C A X A is an equivalence
relation. The relation E induces two relations Ry, Sg € A X X defined as follows: for
everya € Aand x € X,

aRpx iff Ab(aEDb & bIx) aSpx iff Vb(aEb = blx) 2)

The reflexivity of E implies that S5 € I C Ry; hence, Ry and Sy can respectively be
regarded as the lax, or upper, and as the strict, or lower, approximation of I relative to E.
For any rough formal context G = (P, E), let S4 C X X A be defined by the equivalence
xSeaiff aSgx,

Lemma 2. IfG = (P, E) is a rough formal context, then S¢ = J; E.
Proof. Foranya € A and x € X,

xSea iff aSqx Definition of S
iff Yb(bEa = bIx) Definition of Sy
iff Vb(bEa = xJb) Definition of J
iff EO[a] cJP[x] notation T®[-] and T[]
iff xe JO[E@[q]] Lemmal.2
iff x(J; E)a. Definition of J; E

In [2, Section 5] and [10, Section 3], the logic of rough formal contexts was intro-
duced, based on the theory of enriched formal contexts as models of non-distributive
modal logics, the characterization results reported on in Proposition 1, and the follow-
ing:

Lemma 3. (/2, Lemma 5.3]) For any polarity P = (A, X, I), and any I-compatible rela-
tion E C A X A such that its associated Sn C A X X (defined as in (2)) is I—compm‘ible,3
E is reflexive iff Sg Cl; and E is transitive  iff Sg C Sg; Sg.

These results imply that the characterizing properties of rough formal contexts can be
taken as completely axiomatised in the modal language £ via the following axioms:

Op F @ O¢ + OO¢ @ F D>D>o.

Clearly, any rough formal context G = (P, E) such that E is /-compatible is an enriched
formal £ -context, where £, is the {O, ¢O}-free fragment of £. However, interestingly,
it is impossible to capture the reflexivity and transitivity of £ by means of £ -axioms,
as the next lemma shows:

3 Notice that E being I-compatible does not imply that S5 is. Let G = (P,E) s.t. A := {a, b},
X = {x,y} I := {(a,x),(a,y),(b,y)}, and E := A X A. Then E is I-compatible. However,
Sa = {(a,y), (b,y)} is not, as SV[x] = @ is not Galois stable, since @™ = X* = {a}. In [10], it
was remarked that Sy being /-compatible does not imply that E is.
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Lemma 4. The class of enriched formal L.-contexts F = (P,Ry.) such that R. CAXA
is reflexive (resp. transitive) is not modally definable in its associated language L.

Proof. Assume for contradiction that £, -axioms ¢ + i and y + & exist such that F =
¢ + Y iff R, is reflexive, and F  y + & iff R, is transitive for any enriched formal
L.-context F = (P,R.). Then, these equivalences would hold in particular for those
special formal £ -contexts F = (Py, R.) such that Py = (Wy, Wy, I4) such that W, =
Wx = W for some set W, and al,x iff a # x, and R, := Hp. is defined as aHg:b iff
(a,b) ¢ R for some binary relation R € W x W. By construction, letting X = (W, R),
the following chain of equivalences holds: F = ¢ + y iff [¢lly € [¥lly for every
valuation V : Prop — P*. However, by construction, P* = P(W) (cf. [2, Proposition
3.4]). Moreover, the definition of the forcing relation I+ on F implies that

[>¢l = RO[lell] = Hy [l = {b € Wa | Ya(a v ¢ = aR°b)}
={be Wy |Ya(aRb = a ¥ ¢)}

That is, restricted to the class of £, -contexts which arise from classical Kripke frames
X = (W,R) in the way indicated above, the interpretation of >-formulas coincides
with the interpretation of O—-formulas in the language of classical modal logic, which
induces a translation 7, from £.-formulas to formulas in the language of classical
modal logic, which is preserved and reflected from the special formal L. -contexts F
to the Kripke frames with which they are associated. Therefore, by construction, for
any Kripke frame X = (X, R), R is irreflexive iff Hg. is reflexive iff F E ¢ + ¢ iff
X E 1(¢) + 1(¥), contradicting the well known fact that the class of Kripke frames
X = (X, R) such that R is irreflexive is not modally definable.

Reasoning similarly, to show the statement concerning transitivity, it is enough to
see that the class of Kripke frames X = (W, R) s.t. R is transitive is not modally defin-
able. Consider the Kripke frames X; = (W;, R;) such that W; = {a;, b;}, R; = {(a;, b;)},
for 1 < i < 2. Clearly, R{ is transitive in ¥, so the two frames satisfy the property.
However, their disjoint union X; U X, = (W,R), given by W = {ay, by, a,,b,} and
R = {(a1, b1), (a2, by)}, does not: indeed, (a1, a»), (a2, b;) € R but (a;, by) ¢ R°. Hence,
the statement follows from the Goldblatt-Thomason theorem for classical modal logic.

3 Relational Labelled Calculi for £-logics

Below, p, g denote atomic propositions; a, b, ¢ (resp. x,y, z) are labels corresponding to
objects (resp. features). Given labels a, x and a modal formula A, well-formed formulas
are of the type a : A and x::A, while ¢,  are meta-variables for well-formed formulas.
Well-formed terms are of any of the following shapes: alx, aRyx, XxRsa, aRax, XRea,
and #; = 1,, where 1, is of any of the following shapes: aRyx, aRaX, YRoa, YRea, aR.b,
aR, b, and 1, is of the form aly. Relational terms #; = ¢, are interpreted as Yu(t; — t,)
where u is the variable shared by #; and #,. A sequent is an expression of the form I" + 4,
where I, 4 are meta-variables for multisets of well-formed formulas or terms. For any
labels u, v and relations R, S we write u(R; S )v as a shorthand for the term wSv = uRw.
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3.1 Labelled Calculus R.L for the Basic £-logic

Initial rules and cut rules

d,) ———— Id,.. 1 T
“p La:pvra:p,A Lx:prxupd wr I'vrx:1,4 I'ra:T,4
I'tv+a:AA I'a:Av A I'+x:A4 ' x:Avr A
Cut gy, T rAd T AL Cut

Switch rules*

I'x:Brx::A A4 Ia:Ava:B,4
Sax

Sxa Ia:Ava: B4

I'YRea=bly + b: A, A

I'x:Brx:AA

Ia:A v+ aRgx, A
Sanx

SA0X = A xRoad

I,bRox = bly + y:: A, 4

I,bRox = bly + y:: A, A

I'x::A v+ xRea, 4
Sx0a

SxCla I'a: A+ aRpx, A

I,b:A v+ yRoa = bly, A

I yRea= bly v b: A, 4

Ia:A v aRgx, A
Saox

Sadx I xRea v+ x:: A, 4

I,y A F bRyx = bly, A

Iy:: A+ bRyx = bly, A

I xRea v x:: A, 4
Sx0a

Sxtia I aRopx v a: A, A

IbR.a= bly + y:: A4

Ib:A v yRea = bly, 4

Ic:A Vv cR.a,4
Sarx

Sx>a Ic:A v cR.a,4

Iy::AF bR.a = bly, 4

IbR.a= bly + y:: A, 4

I',cR.a v c: A, 4
Sarxx

Sx>a I,cRea v+ c: A, 4

Iy::AFr bR.a = bly, 4

*Side condition: the variables x, y, a, b occurring as labels of a formula
in the premise of any of these rules must not occur in I, 4.
Switch rules for Re, Re, and R, are analogous to those for Ry, R, and R... These rules
encode the I-compatibility conditions of Ra, Re,R».Ru, Re, and R, (cf. Remark 2).

Approximation rules*
Ix:Avalx,4 Fa:Av alx, 4
I'+a:A4 '+ x:AA
*Side condition: the variables x, y occurring as labels of a formula
in the premise of any of these rules must not occur in I, 4.

approx,

approxy

For T,T’ € {Ry, J, J;1, J;Ra, J;R., Ry, J;Ra, J;R,} and S,S’ € {Ro, I, I, J, I, R,
I; Ry, Ra} and for all labels u, v, w of the form a or x, we have the following switch

rules:
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Pure structure switch rules”
S $) F,xY,“u F xT'v, A IaSu v+ aS'v,4 SU:T)
Lall,; T v a(l; T)u, A Ix(J;S)w v x(J;8)u, 4

Lal; T W + all; Tu, 4 Ix(J; 8w+ x(J; S )u, 4

-S(I; S ST
(55) I, xTu v+ xT'v,4 IaSu v aS'v,4 ( )
I'v+aSu, 4 '+ xTu, 4
1d(I: J ’ 1d(J: 1
R oSy d T v 2 (L Tyud (JiDr
IxTutv 4
1d(1: gy, —L>asut+ 4 i 1d(J; 1),

a(l;(J;S)u + 4 Lx(J;(THu v A
*Side condition: the variable x (resp. a) occurring in the premise of rules
S(I;S), -S(U; S) (resp. S(J; T), -S(J; T) ) must not occur in I, 4.
The rules above encode the definition of /-composition of relations on formal contexts
[2, Definition 3.10].

Adjunction rules

oqm I' + xRpa, A R I' v aRgx, 4 . I+ aR.b, 4
I' v+ aRgx, 4 I' + xRea,A I' v+ bRya, A

I' + aRgx, 4 , I' v xRea,4 B '+ aR,b, 4

Ir xRoad 7" Iraroxd *'%  TrorRaa "

Adjunction rules encode the fact that operators & and m, ¢ and O, and > and » constitute
pairs of adjoint operators.

Invertible logical rules for propositional connectives
Ia:A,a:B+ 4 I'ra:A4 I'ta:B,A4

AL AR
Ia:AANB+ 4 I'ra:ANB,4
v I'+x: A4 I'vr x::B, 4 Ix:Ax:Br 4 v
L 't x:AvVBA4 Ix::AVB+r A4
Invertible logical rules for modal connectives*
- Ia:0OA v x:A,aRgx, 4 Ix::A v aRgx, A Og
L I a:0A v+ aRgx, 4 I'+a:0A,4
Ia:A v xRsa, A Ix: QA v a:A xRsa, A
<>L <>R
'+ x::0A,4 I,x::OA F xRsa,4
Ia:>A v+ b:A,aR.b,4 I'b:A v aR.b,4 -
Ia:>A v aR.b, 4 I'ra:>A A

*Side condition: the variable x (resp. a, resp. b) must not occur
in the conclusion of Og (resp. O, resp. >g).
Logical rules encode the definition of satisfaction and refutation for propositional and
modal connectives discussed in Sect. 2.2. The proof of their soundness in Appendix A
shows how this encoding works.
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3.2 Relational Calculi for the Axiomatic Extensions of the Basic £-logic

The structural rule corresponding to each axiom listed in Table | is generated as the
read-off of the first-order condition corresponding to the given axiom as listed in Propo-
sition 1. For any nonempty subset 2 of modal axioms as reported in Table 1, we let R LY
denote the extension of R.L with the corresponding rules.

Table 1. Modal axioms and their corresponding rules.

Modal axiom | Relational calculus rule Modal axiom | Relational calculus rule
I+ aRpx, 4 o I' + xRoa, A
op + —_— F _—
L I v+ alx,4 P P I+ oalx, 4
o I' + xRoa, A o I' + xRea, A
F O _ op + _
P P I' + xRea,4 prp I' + xRsa, A
I' + aRpx, 4 N N I' v xRopa,4
Op + OO F
P P I, bRox = yJb - aRoy. 4 | 7 P I,yRoa = bly F xRob, A
I'F aR.b, A
preep Tt bRoa, 4

3.3 The Relational Calculus R.Lp for the £L-logic of Rough Formal Contexts

The calculus R.L introduced in Sect. 3.1 can be specialized so as to capture the semantic
environment of rough formal contexts by associating the connective O (resp. ) with
relational labels in which S (resp. So) occurs, and adding rules encoding the reflexivity
and the transitivity of E, rather than the (equivalent, cf. Lemma 3) first-order conditions
on Sy. We need the following set of switching rules encoding the relation between E
and 7, and the /-compatibility of E and Sy (and S).

Interdefinability rules

I,bSox=bly vy A4 Ia:A v aSgx, 4
swSf* swSfi*
Ia:A v aSgx,4 IbSox = bly vy A4
Ix::AF xSea, 4 I'bEa v+ b:A,A .
SWSAE = v b AL FxoAr xSeaa SVSU
I',aEc + aSgx, 4 I,bSox = bly + ySea,4 .
swES* swESi*
I,bSox = bly + ySea, 4 I aEc + aSgx, 4
curryS** I+ aS[\x,A F7 bEa + be,A uncurrys**
I',bEa + blx, A I, v aSgx, 4
*Side condition: the variables y, a, b occurring as labels to a formula
in the premise of any of these rules do not occur in I, 4.
**Side condition: b does not occur I, 4.
Rules for equivalence relations
IaEa+r A I v+ aEb,4 I' v aEb,bEcA
refl 4@t 4 L TR sym '+ aEb,bEcA trans

'+ 4 I v bEa, A I+ aEc,4
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4 Properties of R.Lp and R.LY

4.1 Soundness

Any sequent I" + A4 is to be interpreted in any enriched formal L-context F =
(P,Ru,Rs,R.) based on P = (A, X,I) in the following way: for any assignment
V : Prop — P that can be uniquely extended to an assignment on .L-formulas, and for
any interpretation of labels « : {a,b,c,...} - Aand x : {x,y,z,...} = X, we let (y0,)
be the interpretation of well-formed formulas and well-formed terms indicated in the
following table:

a:A |a(a)e[Ally | x:A x(x) € (A)y
aRqx | a(@)Roy(x) | aRgx a(a)Rax(x)
xRoa | x(x)Rea(a) | xRea XX)Rea(a)
aR.b | a(a)Rsa(b) | aR,b a(a)Rya(b)
alx | a(a)ly(x) ti(u) = () | Yu(yan (i) = tyen(t(un))

Under this interpretation, sequents I + A are interpreted as follows*:

VWY& e @) = 2 tvan (0)).

yel oed

In the following, we show the soundness of the interdefinability rules in R.Lp, being
the proof of soundness of the (pure structure) switch rules similar. The soundness of the
rules for the basic calculus R.L is proved in Appendix A.

Remark 1. Given a polarity P = (A, X, I), ¢c € P*, and B C A, the condition

(Vx € X)(c € IOx] = B C 1Vx]),

can be rewritten using the defining properties of () as the inclusion
B ({111 x e X, c 11},
which, by Lemma 2, is equivalent to B C c.

Lemma 5. The rules swSf, swSfi, swSdf, swSdfi, swES, swESi, curryS, uncurrys, refi,
sym, and trans are sound with respect to the class of rough formal contexts.

4 The symbols & and % denotes a meta-linguistic conjunction and a disjunction, respectively.
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Proof. Under the assumption that E and Sy are /-compatible, all the formulae are inter-
preted as concepts. In what follows, we will refer to the objects (resp. features) occur-
ring in I" and 4 in the various rules with d (resp. w). For the sake of readability, in what
follows we omit an explicit reference to the interpretation maps « and y.

(swSf and swSfi)
YVVAYWY XYy (& I' & Yb(bSux = bly) = y € (A)y ¥ 29 4)
iff VVVaYwYxty (& I & S [x] € 101yl = y € (ADy B 29 4) Def. of ()©
iff YVVdYwYxVy (& r&SPx] c 19y = [Ally € IO % ?911) V(A) closed
iff VYV x (& T = Yy (S[x] € IV0y] = [Ally € I[y]) ® 29 4) uncurrying + side

iff YVYdYwVYx (&r = [Ally € SV[x]® 75>A) S I-comp, Remark 1
iff VVVavwix (& I = Va(a € [Ally = a € S[x]) ¥ 29 4) Def. of C
iff YWV x (& T & a € [Ally = a € S[x] B 2 4) currying
iff YVVaYwYx (& T & a € [Ally = aSpx % 29 A) Def. of (-)®
(swSdf and swSdfi)
YVYAYWaVx (& I & x € (A)y = xSea® 2P A)
iff VVVdwYaYx (& I & [Ally € I0[x] = x € $[a] % 29 4) V(A) closed
iff VVVdvVarx (& I & [Ally € 1[x] = 1O[S "[al] € 1V[x] 29 4) S is I-compatible
iff VVVdwia (& I' = 1018y [al] € [Ally ¥ 29 4) V(A) closed, Remark 1
iff YV aYh (& I & b e I0[S[al] = b € [Ally % 29 4) Def. of C
iff VVVaYwVaVb (& I & b e IO[JOEQ[a]]] = b e [Aly ¥ 75)A) Remark 2
iff YVVayw¥aV¥h (& I & b € IOUDVEO[a]]] = b € [Ally ¥ ?gA) Def. of J
iff VVVAYwYaVb (& I' & b € Ea] = b € [Ally ¥ 29 4) E is I-compatible
iff YVVdVwVaV¥b(& I’ & bEa = b € [Ally ® 29 4) Def. of (-

(curryS and uncurryS)

VYWaYwYaVx (& I' = aSox 3 29 4)
iff YVVdYwYa¥x (& I' = Vb(bEa = blx)® 29 A) Def. of S,
iff YVVdYwYa¥x¥b (& I' = (bEa = blx® 29 4))  side condition
iff YVVdYwWYa¥xVb (& I' & bEa = bIx® 29 4)  currying

(swES and swESi) The proof is similar to the previous ones. The soundness of rules
refl, sym, and trans follows from the fact that relation E is equivalence relation in a
rough formal context.

Remark 2. The soundness of the switch rules is proved exactly as the soundness of the
interdefinability rules in Lemma 5 by the /-compatibility of the relations in enriched
formal contexts. More in general, these rules encode exactly the I-compatibility of such
relations. Let us show this for Ry, as the others are proved similarly. One of the two
I-compatibility conditions can be rewritten as

IOUDRY k1] € RY[x]
iff Vy(y € IRV [x]] = aly) = aRox  Def. of 0[]
iff Vy(Yb(bRox = bly) = aly) = aRyx Def. of I'V[]
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In what follows we are not assuming that Ry is /-compatible; hence the valuation of an
arbitrary formula does not need to be closed, but rather just a pair containing an arbi-
trary set of objects and its intension, or a an arbitrary set of features and its extension.
Ignoring the contexts for readability, the rule S ,, is interpreted as

VYV,a,x ¥y Yb(bRgx = bly) = y € (A)y) = (a € [Ally = aRgx))

iff VV,a,x(¥y (Vb(bRox = bly) = y € (A)y) = ([Ally € RY[x])) Def. of R[]
iff VV,a,x(Vy(y € IVRY[x]] = y € (ADy) = ([Ally € RY[x])) Def. of IV[]
iff VV,a,x(Vy Ey € IR [x1] = y € (ADv) = ([Allv € RO[x])) Def. of IV[-]
implies YV, a, x ([Ally € IOUV[RY [x]]] = ([ATy € RY[x])) 1©[)antitone®
iff YV, a, x (10U RS [x]1] € RY[x]) IO[])Def. of <

3The second I-compatibility condition for Ry is proved similarly using S ,oy.

4.2 Syntactic Completeness of the Basic Calculus and Its Axiomatic Extensions

In the present section, we show that the axioms and rules of R.LY, where 2 is a subset
of the set of axioms in Table 1, are derivable in R.L extended with the corresponding
rules. The axioms and rules of the basic logic L and some of its axiomatic extensions
are discussed in Appendix B. Below, we show how the axioms Op + p, Op + OOp, and
p + >b>p can be derived using rules refl, sym, and trans respectively.

xXuprkxup

O

a:0p,x:pF aSgx
p.xX= b o curry

a:0p,x: p,bEa v+ blx
trans

a:0Op,x: p,bEc,cEa v+ blx

. Xuprxup uncurry
b:0Op,x::pF bSpx a:0p,x: p,cEa v+ cSpx o b:>pa:pta:pbRea -
curry R
b:Op,x: p,bEb + blx a:0p,cEa v c:0Op b:ep,a:pt bR.a sym
refl b:ap,x:pr blx a: 0 :0Op, + ySea swSdfi b:>p,a:pt+ aR.b Y
approx, 2O P 1Opy 0P, FySea i>p.a:p b
b:apt+b:p a:0Op+ a:0O0p a:pra:sbp

5 Conclusions

In the present paper, we have introduced labelled calculi for a finite set of non-
distributive modal logics in a modular way, and we have shown that the calculus asso-
ciated with each such logic is sound w.r.t. the relational semantics of that logic given
by elementary classes of enriched formal contexts, and syntactically complete w.r.t. the
given logic. These results showcase that the methodology introduced in [13] for intro-
ducing labelled calculi by suitably integrating semantic information in the design of the
rules can be extended from classical modal logics to the wider class of non-distributive
logics. This methodology has proved successful for designing calculi for classical
modal logics enjoying excellent computational properties, such as cut elimination,

> And also [[ATly € I°[{A]y] holds in both the cases: the one where [[A] is the extension of an
arbitrary set of features, and when (A)) is the intension of [A]].
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subformula property, being contraction-free, and being suitable for proof-search. Future
developments of this work include the proofs of these results for the calculi introduced
in the present paper.

A Soundness of the Basic Calculus

Lemma 6. The basic calculus R.L is sound for the logic of enriched formal contexts.

Proof. The soundness of the axioms, cut rules and propositional rules is trivial from the
definitions of satisfaction and refutation relation for enriched formal contexts. We now
discuss the soundness for the other rules.

Adjunction rules. The soundness of the adjunction rules follows from the fact that
Ra=Ry',Re =R;' and R, = R;".

Approximation rules. We only give proof for approx,. The proof for approx, is sim-
ilar. In what follows, we will refer to the objects (resp. features) occurring in /" and 4 in
the various rules with d (resp. w).

YVYAYwWaVx (& T & x> A = alx ® 29 A)
iff YVVaYwVa (& I & Yx(x > A = alx) ® 2 ) x does not appear in I" or 4
iff YVVAYWYalx (& T & x € (V(A)) = alx ¥ 29 A)
iff YVYdiwiadx (& I' & a € IV(V(A)) B 2 4) Def. of (-)©
iff YVVdYWYaYx (& T & a € [V(A)] % 29 4) V(A) is closed
iff YVVavwWalx(& & ar A 29 1)

Invertible rules for modal connectives. We only give proofs for O, and Og. The proofs
for O, ¢, >, and > can be given in a similar manner.

YVYAYWYaVy (& T & a F OA = x> A% aRox % 29 A)
implies YVYAYWYxVy (& I' & a + OA = Vb(b - OA = bRyx) ¥ aRox® 2 4)  Def.ofn
implies YVYAYWYx¥y (& I' & a v OA = aRyx % 29 A)

The invertibility of the rule Oy is obvious from the fact that the premise can be
obtained from the conclusion by weakening.

YVYAYWYaVx (& T & x > A = aRox ¥ 29 A)
iff YVVdYwVa (& I' & Yx(x > A = aRyx) ® 29 4)  x does not appear in I or A
iff YWWdVwVa(&T& = a- DA 29 A) x Def. of O

Switch rules. Soundness of the rules Sxa and Sax follows from the fact that for any
concepts c¢; and ¢, we have

[cil Sl <= (2D C (c1).
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The soundness of all other switch rules follows from the definition of modal connectives
and I-compatibility. As all the proofs are similar we only prove the soundness of Sa{x
as a representative case. Soundness of other rules can be proved in an analogous manner.

YWaYwyaVb (& I' & Vy(yRoa = bly) = b - A 9 4)

iff YVVAYNath (& I & b e IV[RY [al]l = b+ AR 29 )

iff YVVdYa (& I = Vb(b € IR [al]l = b+ A) % 2 4)

iff VVVadvwia(& I = IR [all € [V(A)] B 29 4)

iff VVVdvwYa (& I = 1DV € IVIORD[a]l] ® 29 4)

iff YVVdYinva (& I = IV[IVA] € R [a] ® 29 4)

iff VYV (& I = Yx(x € IV[VA)] = x € RY[a]) ® 29 4)
implies VVVdVwVax (& I & x € IV[[V(A)]] = x € RY'[a]) ® 79 4)

iff YVYaYwYaVx (& T & x> A = xRoa ¥ 79 4)

Def. of RYand I®

b does not appear in ["or 4

b does not appear in "or 4

IM is antitone and [V(A)] is closed
Ry is I-compatible

. (0)
Def. of Ry

Soundness of the axiomatic extensions considered in Sect. 3.2 is immediate from
the Proposition 1.
B Syntactic completeness

As to the axioms and rules of the basic logic L, below, we only derive in R.L the axioms
and rules encoding the fact that ¢ is a normal modal operator plus the axiom p + pVgq.

Idy.4 X OAx:OB.b:Ar b:A xRob x:: QA x 2 OB, b: B+ b:B,xRob <>1::B
Or X OA, X OB,b: A+ xRob x:OA,x:: OB,b: B+ xRob
<>\4/R- X OAVOB.b:A F xRob X:OAVOBb:IBF R
) x:: OAV OB,b: A + bRgx x:: OQAV OB,b: B+ bRgx
Sxma‘ Sxma¢

x:OCAV OB, aRax = aly F y: A

x:: QAV OB, aRgx = aly + y: B

x:: QAV OB, aRgx = aly + y: AV B

x::OCAV OB,a: AV B + aRex Sx:a
x::OAVOB,a: AV B+ xRpa 4.
x:OCAVOBEF X O(AVB)
yiery:y
bRox = bly,x: L +ry: L yig,xOp kyiy, xRea
Sxma ; ” - Sxa
a:1,x: L F aRgx ) a:y,x: 0k a: e, xRea
o4m Or

a:l,x: L1 F xRea

a:y,x::Op F xRoa

X:p,Xxiqrx:p

X:LlFx:0L

X 0Pk xnOY

VR
xipVgrx:p

The syntactic completeness for the other axioms and rules of L can be shown in
a similar way. In particular, the admissibility of the substitution rule can be proved by

induction in a standard manner.
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We now consider the reflexivity axiom p + <p and the transitivity axiom

Op + odp. The derivation for dual axioms Op + p and OGOp + Op can be provided

analogously.
Idx::p
g, argp.xupr X D, aRox
L a:0Op,x:pF aRgx
trans
bRox = zJb,a :Op,x . p + aRgz
Z(J;Rp)x,a:Op,x :: p + aRgz
O+ e
1 1) Z(J;Rp)x,a:Op,x:: p + zZRea
S(J.’S)’f 2J;Ro)x,a:0p,x i p + 2(J; (I3 Ry))a
’ b(I;Ry)a,a :0Op,x:: p v bRyx
1d YVRea = bly,a :0Op,x :: p v bRyx
gp xXup,a:ptra:p,aRex SR YRea = bly,a:0p + b:0Op
R d x:up,a:p bk aRex aex . x::0Op,a:0p + xRea
re . . ¢ -0 - .
approx, > Op,a:ptalx o Op,a :0Op + aRyx

x:Opkx:ip a:Op+ a:00p

Completeness for the other axiomatic extensions can be shown in a similar way.
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Abstract. We develop infinitely many intuitionistic connexive logics
Crm,n with m > 0 and n > 0 which are obtained from intuitionistic
propositional logic by adding the negation sign ~ which admits princi-
ples of connexive implication and ~*™"p « ~"p. We introduce (m,n)-
connexive logics and show that lattices of these connexive logics are iso-
morphic to lattices of superintuitionistic logics. Furthermore, we give
cut-free G3-style sequent calculi for (m, n)-connexive logics.

Keywords: Connexive logic - Intuitionistic logic - Sequent calculus

1 Introduction

Connexive logic has its roots in ancient time (cf. e.g. [15]). It enters into mod-
ern logic mainly by McCall’s investigation on the connezive implication (cf. e.g.
[13,14]). The following Aristotle’s theses (A1) and (A2) as well as Boethian the-
ses (B1) and (B2) are taken into account when connexive logics are explored:
(A1) ~(~p = ¢), (A2) ~( — ~g), (BL) (¢ — 1) — ~(p — ~) and (B2)
(¢ — ~) — ~(¢ — ). These are not tautologies in classical propositional
logic (CPL). Connexive logics containing one of them are called contra-classical
logics (cf. [5,19]). McCall [14] presented a consistent, independent of classical
bivalent logic and Post complete system CCl to accommodate the connexive
implication. After McCall, there are various trends in the study of connexive
logic (cf. e.g. [6,7,9,10,12,17-26]). These trends develop connexive logics in both
semantical and syntactic aspects. Wansing [8,24] proposed the basic connex-
ive logic C which enjoys pleasant semantics and proof-theoretic properties. The
Hilbert-style system for C is obtained from positive intuitionistic propositional
logic (IPL) by adding (DN) ~~p < ¢, (M1) ~(p AY) < (~p V ~1), (M2)
~(p V) < (~o A~y) and (BT) ~(¢ — ) < (¢ — ~1). Using (DN) and
(BT), we can derive Aristotle’s and Boethian theses. The double negation laws
and Boethius thesis shed lights on the understanding of connexivity. Using them

This work was supported by Chinese National Funding of Social Sciences (Grant no.
18ZDA033).
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023

M. Banerjee and A. V. Sreejith (Eds.): ICLA 2023, LNCS 13963, pp. 189-206, 2023.
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every formula is equivalently transformed into a negation normal form (Defini-
tion 3) built from literals p or ~p where p is a variable. As Wansing [24] observed,
the system C is equivalent to the positive fragment of IPL by treating each ~p
as a new variable. And recent studies towards connexive logic in [3,4] are taken
from algebraic approaches.

Inspired by Wansing’ system C, the present work develops infinitely many
connexive logics which contain at least one of connexive principles. We use the
full IPL as the base and hence the desired intuitionistic connexive logics are
IPL with a negation operator ~ satisfying additional axioms. For each pair of
natural numbers (m,n) with m > 0 and n > 0, we generalize the double negation
axiom to (DN, ,,) ~2™+"p < ~"p. This axiom in algebraic form was originally
proposed by Berman [1], and it is systematically investigated in the study of
weakenings of Belnap-Dunn four-valued logic (cf. [11]). For each pair (m,n)
with m > 0 and n > 0, we define a connexive logic C,, ,, by adding (DN, ),
(M1), (M2) and (BT) to the IPL. Furthermore, if we take an intermediate logic
L as basis, we also obtain infinitely many connexive logics.

This paper is organized as follows. Section 2 gives syntax and semantics for
intuitionistic connexive logics. Section 3 presents Hilbert-style axiomatic systems
and lattices of (m,n)—connexive logics. Section4 introduces G3-style Gentzen
sequent calculi for connexive logics. Section 5 gives some concluding remarks.

2 Intuitionistic Connexive Logics

Let Z, ZT and Z* be sets of all integers, positive integers and non-negative
integers respectively. For ki, ko € Z, let [k1,ks) = {i € Z* : k1 < i < ka}. Let
E and O be sets of all even and odd numbers in Z* respectively. The language
of intuitionistic connexive logic £ consists of a denumerable set of variables
P = {p; : i € Z*}, intuitionistic connectives L, A, V, — and negation ~. The set
of all Zc-formulas .% is defined as follows:

Fopu=p|L|(p1Ap2) ] (p1Ve2)|(p1— pa)|~ep

where p € P. If we remove ~ from %, we obtain the set .%; of all formulas
for TPL. We use abbreviations T := =L, mp := ¢ — L and ¢ < ¢ = (¢ —
P) A (v — ¢). For every finite set of formulas I, let A" and \/ I" be the
conjunction and disjunction of all formulas in I" respectively. Let A @ = T and
\/ @ = L. For k > 0, let ~*¢ be defined by ~%¢ = ¢ and ~*+1p = ~~Fep.

Let mc(p) be the main connective of ¢. Let Sub(p) be the set of all sub-
formulas of . Let var(yp) be the set of all propositional variables appearing in
. The complexity c(y) of a formula ¢ is defined inductively as usual. A sub-
stitution is a function s : P — %#. Let ¢° be the formula obtained from ¢ by
substitution s. For all o, ¢, x € &, let p(¢¥1/x1,-..,¥n/Xn) be obtained from ¢
by substituting 1; for one or more occurrences of x; in .

Definition 1. A frame is a pair § = (W, R) where W # & is a set of states and
R is a partial order (a reflexive, transitive and anti-symmetric binary relation)
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on W. For every w € W and X C W, let R(w) = {u € W : wRu} and
R[X] = Uyex R(w). A subset X C W is an upset in § if R[X] = X. The set
of all upsets in § will be denoted by Up(F). For each pair (m,n) € Z+ x 7*,
the set of all (m,n)-literals is defined as X, = {~Fp : k € [0,2m +n),p €
PlU{~'L:0 <1< 2m+n}. An (m,n)-valuation in a frame § is a function
V:Xpmn — Up(F). An (m,n)-model is a triple M = (F,V) where § is a frame
and V' is an {m,n)-valuation in §.

Note that @, W € Up(F) and Up(F) is closed under N and U. As in intuition-
istic logic, if X,Y € Up(F), then X -p Y ={w e W: Rlw)NX C Y} also
belongs to Up(F). For every (m,n)-model M = (W, R,V) and formula ¢, the
truth-set V() of ¢ in M is defined inductively as follows:

Vil)=2 Vieny) =Vie)nV(y)
VipVy) =V(e) UV (¢) Vipg =) =V(p) =r V(¥)
V(2" p) = V(~"g) Vi~ A)) = V(vp) UV ()
Vir(p V) =V(mp) NV(ng) - V(e = ¢) = V() =r V(M)

For a set of formulas I', let V(I') = ¢y V(¢). A formula ¢ is true at w in M
(notation: M, w =y, @) if w € V(p). We write M |=p,. ¢ if VI(p) =W.

Definition 2. Let § = (W, R) be a frame. A formula ¢ is (m,n)-valid at w in §
(notation: §,w Em.n @) if w € V(p) for all (m,n)-valuations V in §. A formula
@ is (m,n)-valid in § (notation: § Emn @) if § W FEmn @ forallw e W. A
formula ¢ is (m,n)-valid (notation: =p, n ) if § Emn @ for all frames §. The
intuitionistic (m,n)-connexive logic is defined as Cppp, = {9 € F : FEmn ¢} A
formula ¢ is an (m,n)-consequence of a set of formulas I' (notation: I' =, @)
if V(I') CV(¢) for every (m,n)-model M = (W, R,V ).

Lemma 1. For alli,j € [0,2m +n), Emn ~'p < ~Ip iff i = j.

Proof. Clearly =y ~'p < ~Jp if i = j. Assume =, , ~'p < ij. Let MM =
(W, R, V) be the (m,n)-model where W = {w}, R = {{w,w)}, V(~'p) = {w}
and V(~*p) = @ for all k € [0,2m + n) with k # i. Then M, w =y, ~'p and
so M, w Epmpn ~Ip. Then w € V(~7p). Hence i = j. O

Let IPL be the set of all intuitionistic tautologies. By Definition 2, all instances
of formulas in IPL are (m,n)-valid in all frames, and hence belong to Cy, -

Lemma 2. The following formulas are (m,n)-valid: ~?"+"@ « ~"p; ~(p A

) = (vpV ) (Vi) = (v A); (= ) = (p = ) (v — ).
Proof. Let 9t be an (m, n)-model. For the (m,n)-validity of ~(p — ¢) < (¢ —

~1)), we have M, w . ~(@ — ¥) M Vu € R(w)(M,u Emn ¢ = Mu Emn
~1)), namely, MM, w =, n ¢ — ~1p. Other items are shown similarly. O

Corollary 1. For alle € E, 0 € O and k € Z*, the following are (m,n)-valid:
ARG s i for i = my S (pAP) > (~CPAY); O (pAY)  (~OpV )
~(PVY) o (V) ~O(pVY) o (~PpACY); R (0 — ) & (0 — ~Fep).
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Remark 1. By Lemma2, Aristotle’s thesis (A1) and Boethian thesis (B2) are
(m,n)-valid. However, this is not the case in general for (A2) and (B1). Clearly
(A2) and (B1) are (1,0)-valid. Let m > 1 or n > 0. Then 2m +n > 2. We
have the following facts: (1) Em.n ~(p — ~p). Clearly p,~~p € X,, . Let
M = (W,R,V) be the model where W = {w}, R = {{w,w)}, V(p) = {w}
and V(~~p) = @. Then M, w . p and M w FEpn ~~p; (2) Emn (0 —
q) = ~(p — ~q). Clearly p,q,~~q € X,;, . Let M = (W, R, V) be the model
where W = {w}, R = {{w,w)}, V(p) = {w} = V(q) and V(~~q) = &. Then
M, w Emn p— ¢ By DMw =, p and M, w op, p, ~~q, we have M, w FEp p
~(p — ~~q). The following table shows the (m,n)-validity of connexive theses:

Cmon (Al)| (A2) | (B1)| (B2)
m=1andn=0|Yes | Yes |Yes |Yes
m>1lorn>0 |Yes [ No |No | Yes

Note that C,, ,, has at least one connexive principle and we call it connezive.

Definition 3. The set NEG-AT of all negated atoms is defined as NEG-AT =
{~Fp:keZpePu{~FL: ke Z}. A formula ¢ is in negation normal
form (NNF) if it is built from negated atoms using only L, A,V and —. Let N
be the set all NNFs. Let v(yp) be the set of all negated atoms appearing in a
formula o € N'. The degree d(p) of a formula p € N is defined inductively by
d(p) =0=d(L) and d(p® ) = d(p) +d() +1 where ® € {A,V,—}. Let Fp
be the set of all formulas built from literals in X, », using only L,A\,V and —.
Note that Fp, , € N. For every ¢ € Fp n, let X(p) be the set of all literals in
. We write o(A1,...,An) f M) C{A1,..., A}

Lemma 3. For every formula ¢ € F, there exists a unique formula N(p) € N
such that =m.n ¢ < N(p).

Proof. For all ¥, x,§ € Z,if Emn ¥ < x and =y x < &, then =, ¢ < X
By Lemma 2, the negation ~ goes through A,V and —, and we obtain N(p) in
NNF such that =, ¢ < N(p). O

Lemma 4. For every negated atom o € NEG-AT, there exists a unique A €
Xpnn such that =, a — A

Proof. Let a = ~*3. If k € [0,2m + n), then A\ = ~*3 is the required literal.
Let k& > 2m + n. Then there exist j > 1 and ¢ € [0,2m + n) with k = 2jm + 1.
By Corollary 1, =, ~*3 < ~'3 where ~'3 € X, . O

Lemma 5. For every formula ¢ € N, if Fpn a1 < ag with aq € NEG-AT
and ag € v(p), then =pmpn ¢ < wlar/az).
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Proof. The proof proceeds by induction on d(y¢). The case d(p) = 0 is trivial.
Assume d(¢) > 0. This is easily shown by induction hypothesis. For example,
let ¢ =1 — x. By induction hypothesis, = n ¥ < P(a1/a2) and Epp X <
x(e1/az). Hence = p (¥ — X) < (1/J — X)(on /). u

Theorem 1. For every formula ¢ € F, there exists a unique formula Ny, ()
€ Fmn such that =y @ — Ny o (@ )

Proof. By Lemma 3, there is a unique N(¢) € N with |=,, , ¢ < N(¢). By
Lemmad, for every o € v(N(p)), there is a unique A € X, , with =, ,, o < A
By Lemmab, we get a unique formula Ny, (@) € Fpn with = n N(p) <
N (9). Then Epyp @ < Nyn(p). O

Ezample 1. For every formula ¢ € %, the unique equivalent formula Ny, ,(¢)
can be calculated automatically. Let m = 2 and n = 1. Consider the formula
o = ~~((~*p A ~Bq) vV ~%p). We calculate N, ,(¢) as follows:

Emm ¢ < ~(~(~*p A ~Og) A ~ep) (Lemma 3)
o (2 A ROG) Vv (Lemma 3)
o (P V anBg) Vivantp (Lemma 3)
o (~p A B v ~Op (Lemma 3)
o (~p A~ VA2 (Lemma 5)

Note that ~*p, ~*q,~2p € Xy ;. This completes the calculation.

Proposition 1 (Persistency). For every ¢ € F,, , and (m,n)-valuation V in

a frame §, V() € Up(F). Then for every ¢ € F, V(i) € Up(F).

Proof. The proof proceeds by induction on d(y¢). The case d(p) = 0 is trivial.
The case ¢ = @1 © p2 with ® € {A,V,—} is shown by induction hypothesis.
Hence V() € Up(F). If ¥ € #, by Theorem 1, V(¢)) = V(Np, n(¥)). O

Proposition 2. For every formula x € 7, if {~'p < ~4p i € [0,2m +n)} C
Cinns then x < x(o/1) € Crn.

Proof. Assume {~'¢ < ~%) i € [0,2m +n)} C Cpp, n. The proof proceeds by
induction on ¢(x). The case x € PU{ L} or x = ¢ is trivial. The case x = x1 ® X2
with ® € {A,V,—} is shown by induction hypothesis. Suppose y = ~*6 with
k > 0 and mc(#) # ~. Suppose 6 € PU{L}. Then ¢ = ~70 for some j € [0, k). If
k—j < 2m-+n, then ~F g s ~F=iy) € Cinns 1€0 ,~Rg o Eip e C, m,n Where
~*=Ip = x(p/v). Suppose k—j > 2m-+n. Then Nk Inh s ~ih € Cp, n for some
i < 2m+n. Hence x — ~'1h € Cpy . By the assumption, ~ip e Ao € Cype
Then X © ~'¢ € Cpy . Clearly ~*~7p e ~ip € Cpp . Hence x < x(p/0) €
Cnn- Suppose 0 = 01 © 0y with © € {A,V, —}. These cases are shown similarly.
Here we show only ® = A. The case 1 = ~% with i € [0,k) is shown as (1).
Suppose ¥ € Sub(6) or 1 € Sub(s). If k € E, then x < (~F0; A~F0y) € Cypy
If k € E, then x < (~F0; vV ~*03) € Cppp. Let o € Sub(hy). By induction
hypothesis, ~*6; < ~k0;(¢/1) € Cpnp. Then x < x(p/%) € Cn- O
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By Proposition 2, the intuitionistic connexive logic C,, ,, is closed under the
following rule of replacement of equivalents:

Ni(p — Niq/)
X < x(@/¥))

Note that, if ¢ < 1) € Cy 9 and ~p — ~p € Cy 0, then x « x(¢/9) € Cy 0.

(RE,n), where i € [0,2m + n).

3 Lattices of (m,n)-Connexive Logics

In this section, we first give a Hilbert-style axiomatic system for C,, ,, for every
(m,n) € Z* x Z*. Then we introduce (m,n)-connexive logics which are exten-
sions of C,, », and obtain in such a way the lattice of all (m,n)-connexive logics.
Let IPC be the intuitionistic propositional calculus.

Definition 4. The Hilbert-style axiomatic system HC,, ,, consists of the follow-
ing axiom schemata and inference rules:

(IPC) All aziom schemata of IPC.
(C1) ~2mHTp o g,

(C2) ~(o N1p) = (~p V).
(C3) ~(o V1) — (~p At
(C4) ~(p =) = (o = ~).
(MP) from o — 1 and ¢ infer .

We use Fuc,,.,. ¢ if ¢ is a theorem of HC,, ;. Let HC,, ,, denote the set of all
theorems of HC,p, . Let I' Fyc,, ,, % denote that 1 is deducible from I" in HC,, .

Fact 2. Foralle € E,0€ O andk € Z*, (1) ¢, I' Fuc,,., ¥ iff I Fuc,,.,, © — ¥;
(2) the following formulas are theorems of HC,y, n: ~*™¥ip s ~ip where i > n;
~E(PAY) o (P ANED); O (PAY) o (PEV ) (V) o (VYY)

~(p V) & (Vo Ano); Ko — ) & (9 — ~Fy).
Lemma 6. For every formula ¢ € .F, Fuc,, ., © < Nmn(p).

Proof. The proof is similar to the proof of Theorem 1. Using (C1)—(C4), we
obtain syntactic versions of Lemma 3-5. Hence Fyc,, ,, ¢ < Npn(9). O

A set of formulas I" is an HC,, ,,-theory if I' is closed under Fuc,, ,, i-e., if
I'Fuc,,.,, », then p € I'. A set of formulas I" is HC,, ,-consistent if I' Hyc,, ,, L.
An HC,, ,,-consistent theory A is primeif Vi) € A implies ¢ € Aor ¢ € A. Let
Tm,n be the set of all prime HC,, ,,-theories. Let [I") = {9 € .F | I Fuc,,.,. ¢}

be the HC,, ,,-theory generated by I

Lemma 7. If I' t/uc,, ., ¢, there exists A € Ty, , with I' C A and ¢ & A.
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Proof. Assume I' e, , p- Let II = {X | I' C X, X is a HC,, ,,-theory, ¢ ¢ X'}.
Obviously [I") € IT and every nonempty C-chain in IT has an upper bound. By
Zorn’s lemma, IT has a C-maximal element A. Now we show A is prime. Suppose
not. There exist formulas ¥; and 15 such that i1 Vo € A but ¢; ¢ A and
o & A. Let Ay = [AU{¢1}) and Ay = [AU{¢p2}). Obviously I' € Ay N As and
Ay, Ay are HC,, ,,-theories. By the C-maximality of A, A; ¢ IT and A, ¢ II.
Then ¢ € Ay and ¢ € Ay. Hence A,4; Fuc,,,, @ and 4,43 Fuc,, ., ¢. Then
APy V aho Fuc,, ,, @ Since ¥y Vaps € A, p € A which contradicts ¢ ¢ A. O

Lemma 8. For every A € T, 5, and ¢, € F, the following hold:

) HC,n € A and L ¢ A.

) oA e AGfpeAandy € A

) oV eAiffoe Aory e A

) o—=YpeAiffVrleZT  (AC X &peX=ypel).

) N2m+n(p€A ZﬁNn(,DEA

) ~(pAY) e AGff~pe A or~pe A.

) ~(pV) e Aff ~pe A and ~p € A.

)~ =) e AFVE €T p(AC T & pe X = ~pe X))

2

i

Proof. (1)—(3) are clear. For (4), assume ¢ — ¢ € A, A C X and ¢ € X.
Then ¢ — ¢ € X. Then ¢ € X. Assume ¢ — ¢ ¢ A. Then ¢, A Vuc,,, ¥
By Lemma7, there exists X' € %,,, with AU {p} C X and ¢ ¢ X. For (5),
assume ~*" 1" € A By byc,, , ~*""p — ~"p, we have ~"¢ € A. The other

direction is similar. Note that (6) and (7) are shown as (5). Clearly ~(¢ — ) €
Aiff ¢ — ~1p € A. Then (8) follows from (4). O

Definition 5. The canonical (m,n)-model for HC,, ,, is defined as the model
mm,n = (Wm,naRm,nvvm,n) where (1) Wn = Im,n; (2) A]%m,n21 iff AC X
(3) Vinn(A) = {A € Wyp 0 A € A} for every A € X, . The frame Fpmn =
(Winn, Rim.n) is the canonical (m,n)-frame for HC,, .

Lemma 9. For every ¢ € F and A € Wy, 00, My s A Emn @ iff ¢ € Al

Proof. By Theorem 1 and Lemma 6, it suffices to show M, », A = Ny on (@)
iff Nppon(p) € A. We show it by induction on d(Ny, »(¢)). The case Ny, (¢)) =
A € Xy, is trivial. The case Ny, () = ¢1 © ¢ for ® € {A,V, —} is shown by
induction hypothesis and Lemma 8. a

Theorem 3 (Completeness). I' Fuc,, , ¢ iff I' Fman ¢

Proof. By Lemma?2, all axioms are (m,n)-valid. Moreover, (MP) preserves
(m,n)-validity. Then we have the soundness of HC,, ,,. For the other direction,
assume I" /¢, ., @. By Lemma7, there exists A € T, ,, with I' € A and ¢ € A.
By Lemma9, My, A Emn ¢ and My, , A =g ¢ for all ¢ € T |

Corollary 2. HC,, , = C,, .
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A literal substitution is a function ¢ : X,,, ,, — #. Every literal substitution
¢ is homomorphically extended to a function ¢ : %, , — #. For every formula
¢ € Fpm.n and literal substitution ¢, let ¢* be the formula obtained from ¢ by ¢.
Now we consider the following rules: (US) from ¢ infer ¢® where s is an arbitrary
substitution; and (LS) from ¢ infer N,, ,,(¢)" where ¢ is a literal substitution.

Proposition 3. For every ¢ € Cyppn, (1) Npn(9)" € Chn for every literal
substitution v; and (2) ¢® € Cy, p, for every substitution s.

Proof. For (1), assume ¢ € Cp,p. By Theorem1, Ny, (p) € Cpyp. Clearly
Nipn(p) € Fppn. It suffices to show that, for all x € Fpn, if X € Coun,
then x* € C,, ., for every literal substitution ¢. Let A(x) = {A1,...,A,} and
X' =x(& /M, 6/ An). Suppose K, x*. There exists a frame § = (W, R),
an (m,n)-valuation V in § and w € W such that w € V(x*). Let V' be an (m, n)-
valuation in § such that V'(\;) = V(&) for 1 <i < n. Clearly V'(x) = V(x*).
Then w ¢ V'(x) and so x € Cyp,n. The proof of (2) is similar to (1). O

An (m,n)-connexive logic is a set L of formulas such that L C .# and the
following conditions hold: (J) C,,, C L; (MP) if ¢, — 9 € L, then ¢ € L;
(LS) if ¢ € L, then ¢* € L for every literal substitution ¢; (US) if ¢ € L, then
¢® € L for every substitution s. A logic L; is a sublogic of Ly (or Lo is an
extension of Lq) if Ly C Lo. A logic Ly is a proper sublogic of Ly (or Lo is an
proper extension of Ly) if Ly C Lo. Let Ext(L) be the set of all extensions of
L. The smallest (m, n)-connexive logic generated by a set of formulas X over L
is defined as L& X = ({L' € Ext(Cy,,,) | LU X C L'}. Clearly C,, , is the
minimal (m,n)-connexive logic. For every (m,n)-connexive logic L, Ext(L) is
closed under N and @, and hence it forms a lattice with top % and bottom L.

A formula ¢ is a theorem of L (notation: Fj ) if ¢ € L. A formula
@ is deducible from a set of formulas I' in L (notation: I' 5 ¢) if there
exists a sequence of formulas v¥1,...,%, = ¢ and each 1; is either a mem-
ber of L U I or derived from previous formula(s) by (MP), (LS) or (US).
Obviously the deduction theorem holds for L. An (m,n)-connexive logic L
is finitely axiomatizable if there exists a finite ¥ C % with L = Cp,, @
Y. For all formulas ¢,7p € ZF such that M(Npa(p)) = {A1,.... A} and
A Npn (@) = {A1,..., A}, the literal repeatless disjunction of ¢ and v is
defined as ¢ V ¥ = Nyn(@)Ay-- 5 A0) V Ny (W) (Ant1s - - -, Antm) where
Nown(0)(Ant1s - - -, Angm) 1s the formula obtained from N, ,, () by substituting
Ani for A; in Ny, o (30) with 1 <i < m.

Proposition 4. Let Ly = Cp, , ® {; : i € I} and Ly = Cppy ® {tp; : j € J}.
Then L1 ﬂLQZCm,n@{Qﬁide]’LGI,]EJ}

Proof. By Lemma6, L1 = Cpp @ {Nmn(pi) 1 @ € I} and Ly = G,y @
{Nmn(¥;) : j € J}. Assume x € Ly N Ly. Then there are finite subsets I’ C I
and J' C J such that A, ., Npman(ei) — x € Copn and /\j’eJ/ Non () —
X c Cm’n. Then /\’L‘GI’,jGJ/(van(SDi> V Nm,n(wj)) — X S Cm’n- Clearly
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Nin(pi) V Nyn(05) is a literal substitution instance of ¢; V ;. Hence
X € Conn @ {pi V; :i € I,j€J}. The other direction is shown easily. O

Recall the lattice Ext(IPL) of all superintuitionistic logics (cf. [2]). We will
show that it is isomorphic to Ext(C,, ) for every (m,n) € Z* x Z*. For every
superintuitionistic logic S € Ext(IPL), we define the (m,n)-connexive logic S*
as the set of theorems in the system obtained from HC,,, by replacing IPC
with S. Let L € Ext(C,,,,). The superintuitionistic logic L, is defined as follows:
Let Nyppn(L) = {Nmn(p) : ¢ € L}. For each X € X, ,,, let py be the variable
associated with A. For every ¢ € L, let A(Nyn(@)) = {A1,..., A} and ¢, =
N (@) (Pry /A5 -5, /An). We define L, = {¢S:p € Land s: P — Z;}.

Lemma 10. Let S € Ext(IPL) and L € Ext(C,,,,). Then (1) S C S*; (2) L. C
L; and (3) L. is a superintuitionistic logic.

Proof. Obviously S C S*. For (2), let ¢ € L,. Then ¢ € L. By Theorem 1,
Npon(p) € L. Since L is closed under (LS) and (US), ¢? € L. Hence L, C L.
For (3), clearly IPL C L,. Let 3,05 — 9! € L,. Then ¢, — 1 € L and so
1 € L. Hence ¢! € L,. Clearly L, is closed under (US). O

Theorem 4. Ext(IPL) is lattice isomorphic to Ext(Cpy p).

Proof. For every S € Ext(IPL) and L € Ext(C,, ), it is clear that S* and L, are
uniquely determined. Then (S*), = S and L = (L,)*. Moreover, (51 N S2)* =
Sf N Sik and (Sl D Sg)* = Sik D S;, (Ll N Lg)* = L1, N Ly, and (Ll D Lg)* =
Ly, @ Lo,. It follows that (.)* and (.). are lattice isomorphisms. O

Let o be the single element frame, i.e., o = ({w}, (w, w)). The material (m, n)-
connezive logic is defined as the set K, ,, = {9 € F : o =0 ¢} Clearly the
classical propositional logic CPL is the superintuitionistic logic which is charac-
terized by the frame o. By Theorem4, K,, ,, = CPL".

Corollary 3. If L € Ext(C,,, ) is consistent, then Cy, ., € L C Ky py.

Proof. Let L € Ext(C,,,,) be consistent. Then L, is consistent. Hence IPL C L C
CPL. By Theorem4, C,,,, € L C Ky .

O

The Hilbert-style axiomatic system HK,, ,, for K, ,, is obtained from HC,, ,
by replacing all axiom schemata of IPC with all axiom schemata of CPL, or
equivalently by adding ¢ V —¢ to HC,, ,. A formula ¢ is an (m, n)-consequence
of a set of formulas I" with respect to the singleton frame o (notation: I' =9, . 1)
if V(I') C V() for every (m,n)-valuation V in o. It is quite standard to show
the strong completeness of HK,, ., namely, I" -y, , o iff I' =5, 9.

An (m,n)-connexive logic L has the disjunction property (DP) if oV € L
implies ¢ € L or ¢ € L. Obviously, for every m > 1 and n > 0, the (m,n)-
connexive logic K, ,, lacks the disjunction property.

Theorem 5. A logic L € Ext(C,, ) has the DP iff L. € Ext(IPL) has the DP.
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Proof. Let L € Ext(C,,, ). Assume that L has the DP. Suppose ¢? V ¢ € L,.
Then ¢ V¢ € L. Hence ¢ € L or ¢ € L. Then ¢ € L3 or ¢ € L,. Assume
that L, has the DP. Suppose ¢ V¢ € L. Then 2 V¢ € IPL. By the DP of IPL,
ps€L,ory; €L, Thenpe Lorvy € L. ad

Corollary 4. For allm >1 and n > 0, C,, ,, has the DP.

It is well-known CPL is embedded into IPC via Glivenko’s double negation
translation ¢ — ——¢ where — is the intuitionistic negation (cf. [2, p. 46]). This
result is extended to intuitionistic and material (m, n)-connexive logics.

Proposition 5. For allm>1,n>0 and ¢ € F, ¢ € Ky iff 7 € Coy .

Proof. Assume —=—¢ € C,, . Then =—¢ € Ky, . By =—¢ — ¢ € Ky, ¢ €
K n. Assume ¢ € K, ,. By Theorem4, ¢, € CPL. Then ——¢p, € IPL. Hence
s € Cp . Clearly ==, = (=—¢).. Then Ny, n(——¢) € Cpy . By 7 <
Nm,n(ﬁﬁﬁp) S Cm7n7 2 (S Cm,n- O

4 Gentzen Sequent Calculi

In this section, we introduce Gentzen sequent calculi for intuitionistic and mate-
rial (m,n)-connexive logics. They are obtained by modifying the construction in
[11]. These sequent calculi are based on the G3-style Gentzen sequent calculi for
IPL and CPL (cf. e.g. [16]). Let E[0,2m+n) and O[0, 2m+n) be sets of all even
and odd numbers in [0, 2m + n) respectively. A sequent is an expression I" = 9
where I' is a finite (possibly empty) multiset of formulas and 1 is a formula in
7. Sequent rules are defined as usual.

Definition 6. The sequent calculus G3C,, ,, consists of the following initial
sequents and sequent rules:

(1) Initial sequents:
(Id) A, ' =\, where A€ X,,,. (L) L, I'=¢p
(2) Sequent rules:

~Cp, ) I = x
~(pAN), "= x

I'=~°p I =~
I'= ~(p A1)

(A=)

(="

~o = x ~, I = x
~ (V) I'=x

I'= ~%p;
I'= ~¢(p1 Vo)

(V=)

(=V)(t=1,2)

~o, = x  ~0, T = x I' = ~°p; )
~A=S =>~A)(1=1,2
~ (e ANY), I = x ( ) I'= ~°(p sz)( I )
INLICIINCIT N AR =~ [ = ~°
@, ~, X (=) 2 w(:wv)

~ (e V), I'=x I'= ~°(p V1)



An Infinity of Intuitionistic Connexive Logics 199

k( k k
— = —>—
~E(p =), I' = x ==) I'= ~Fp =) 5=)
~ro, =) (~2m+":>) I'= ~"y (:>N2m+n)

N2m+n<p’ [‘ = d) [‘ = N2m+n<p
where e € E[0,2m +n), o € 0[0,2m +n) and k > 0.

The formula with connective(s) in the conclusion sequent of a sequent rule is
called principal. Derivations in G3C,, ,, are denoted by D, & etc. and the height
of a derivation D is denoted by |D|. Let G3Cyy, - I' = 1) denote that I' = 1) is
derivable in G3C,, . We use G3Cy, ,, Fp, I = o for that there is a derivation D
of I' = ¢ in G3C,, ,, with |D| < h. The prefix G3C,, ,, is omitted if no confusion
arises from the context. Admissibility and height-preserving admissibility of a
sequent rule in G3C,, ,, are defined as usual (cf. e.g. [16]).

Lemma 11. For every formula p € F and k >0, G3Cyp . - ~F, I = ~Fop.
Proof. By induction on the complexity ¢(y). See Appendix A. O

Now we prove the admissibility of structural rules of weakening and contrac-
tion in G3C,, . Then we show the admissibility of the cut rule.

Lemma 12. The following rule is height-preserving admissible in G3C,, ,:

I'=v
o, "=
Proof. Assume Fj, I' = 1. We show +j, ¢, ' = 9 by induction on A > 0. The
case h = 0 is trivial. Suppose h > 0. Let I' = 1 be obtained by one of the

sequent rules and call it (R). We obtain ¢, I' = ¢ by induction hypothesis and
the rule (R). O

Lemma 13. For every h > 0,e € E[0,2m + n) and o € O[0,2m + n), the
following hold in G3C,, -

1) if by~ (e AY), T = x, then by ~Cp, ~0, T = .

) if by~ (V) T = x, then b, ~p, I = x and b, ~9, I = x.
) if bn ~(p V), T = x, then b, ~°p,~°), I = x.
)
)

(Wk)

if b ~(e ANY), T = x, then b, ~°p, ' = x and by, ~°Y, T = x;
Zf }_h ~2m+”<p,F = ’L/J, then l—h Nn(p7F = ’L/J
) if b ~F(p — ), I = x, then Fy, ~F, ' = y.

Proof. We show only (5) and others are shown similarly. Assume Fp,
~2mtng, ' = 4h. The proof proceeds by induction on h. If h = 0, then
~ImEn g = qh and ~"p, ' = 1) are initial. Let h > 0 and ~*"T"p ' = 1
be obtained by (R). If ~?™*"y is principal, then 1 ~"¢, " = 1. Sup-
pose ~2™*"p is not principal in (R). We get F; ~"¢, " = 1 by induc-
tion hypothesis and (R). For example, let (R) be (—=) with premisses
Fho1 Nk(Xl - X2)a~2m+n9032 = X1 and Fp_1 NkXQaN2m+nSDaE = 'l/),
and conclusion F;, ~*(x1 — x2),~?>"*"p, ¥ = 1. By induction hypothesis,
Frot ~0a — x2),~"e, X = x1 and by ~Fyxg, ~m0, X = ¢ By (—=),
'_h Nk(Xl - X2)7Nn%0a = w O
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Lemma 14. The following rule is height-preserving admissible in G3Cy, 5 :

o, 0, 1" =

oT S0 (Ctr)

Proof. Assume Fp, ¢, p, I" = 1. The proof proceeds by induction on h and
subinduction on the complexity ¢(p). See Appendix B. O

Lemma 15. If G3C,, , - I' = L, then G3C,, , = I" = 4 for every ¢ € F.

Proof. Assume -, I'= L. If h =0, then ' = | and I" = 1 are initial sequents.
Suppose h > 0 and I" = L is obtained by a rule (R). Obviously (R) can be only a
left rule. We get F I' = ¢ by induction hypothesis and (R). For example, let (R)
be (—=) with premisses F;_1 ~*(01 — ©2), X = @1 and Fj,_1 ~Fpo, X = 1,
and conclusion Fj, ~*(¢; — ¢3), ¥ = L. By induction hypothesis, - ~Fpy, 3 =
1. By the left premiss and (—=), F, ~F(p1 — ©2), ¥ = 9. O

Theorem 6. The following cut rule is admissible in G3Cy, -

I'=sp p A=y

Cut

A=y (Cut)
Proof. Assume -, I' = ¢ and F; ¢, A = 9. One can show - I, A = 9 by
simultaneous induction on & + j and ¢(¢). See Appendix C. O

Lemma 16. For every formula ¢ € .7, if Fyc,,., ¢, then G3Cp, n = = .

Proof. The proof proceeds by induction on the length of a proof of ¢ in HC,, ,,.
Obviously G3C,,, , - = ¢ if ¢ is an axiom of IPC. Assume - = y and = x — &.
Clearly - x,x — £ = & By (Cut), - = £. Hence - = ¢. O

A sequent I' = ¢ is (m, n)-valid, notation =, , I' = ¢, if = AT — .
A sequent rule with premisses I; = ; for 1 < i <[ and conclusion I = g
preserves (m,n)-validity, if =y, Io = o whenever =, ., I} = ; for all
1 <¢ <. Then we get the soundness and completeness of G3C,,, .

Theorem 7. G3Cp,, FI' = ¢ iff Eman I = 9.

Proof. Assume Fp I' = 1. The proof proceeds by induction on the height of
derivation. Clearly all axioms are valid in C,, ,,. By Corollary 1, all rules preserve
validity in C,, . Assume I' =y . Let ¢ = AT Then ¢ — ¢ € Cpype
By Theorem3, Fyc,,,, ¢ — %. By Lemmal6, G3C,,, - = ¢ — 1. Then
G3C,,n F ¢ = 9. Clearly G3C,, , - I = ¢. By (Cut), G3C,,, , - I' = 9. O

Definition 7. The sequent calculus G3K,,,, consists of the following initial
sequents and sequent rules:

(1) Initial sequents:

(Id) \, I = A\, where \€X,,,,. (L) L,I'= A
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(2) Sequent rules:

~ep, e I = A I'= A~ I'= A~

~lprp) T 52" F=A~rg
s e VI e T
TS A ) A e
e LA
e el
~ro, = A (2T I'= A, ~"p (=~ 2mtn)

~2mtng M= A I' = A, ~2mtng
where e € E[0,2m +n), o € O[0,2m +n) and k > 0.

Let G3K,,, n F I' = A stand for that I' = A is derivable in G3K,, . Derivability
and related notions are defined as in Definition 6.

Lemma 17. For every ¢ € F and k > 0, G3K,,., F ~Fo, I' = A ~Fp.
Proof. The proof is similar to Lemma 11. O

Lemma 18 (Invertibility). For every h > 0,e € E[0,2m + n) and o €
0]0,2m + n), the following hold in G3K,, ,:

) ifbp ~ (@ AWY), I = A, then b, ~fp,~, ' = A.

) iftn I = A~ (0 AY), then b, T’ = A ~%p and b, T' = A~
) ifbp ~ (e V), I = A, then by, ~¢0, ' = A and b, ~¢¢, ' = A.
) iftn I= A~ (o V), then b T = A, ~Cp, ~).

) ifbp ~2(@ V), I = A, then b, ~°p, I’ = A and by, ~°0, I = A.
) if b I'= A, ~°(@ AY), then Fp, I = A ~°p, ~P.

) ifbp ~(@ V) = A, then by ~°@, ~%, ' = A.

) ifbp I'= A ~°(e V), then b I' = A ~°p and by I' = A, ~%Y;
) if by AP = A then by ~Mo, T = A.

Y ifbn I = A ~2MTg then by T = A, ~".

) if b~ (o — ), T = A, then by, I' = A, and -y, ~*, I = A.
Y ifbn I = A ~F (o — 1), then by, o, T = A, ~Fap.

[ e e e i T T e T e

Proof. The proof is similar to Lemma 13. a

Lemma 19. The following rules are height-preserving admissible in G3K, n:

I'=A I'=sA

T =AWV Fo a5V
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Proof. Assume Fj, I' = A. The proof proceeds by simultaneous induction on
h. The case h = 0 is trivial. For h > 0, I' = A is obtained by a rule (R). By
induction hypothesis and (R), we obtain the conclusions. O

Lemma 20. The following rules are height-preserving admissible in G3K,, ,,:

0,0, 1" = A
o, = A

I'= A, 0,0

(Ctr=) = A,

(=Ctr)

Proof. The proof is similar to Lemma 14. Note that the invertibility of rules in
Lemma 18 is used in the proof. Details are omitted. a

Lemma 21. IfG3K,, , FI'= X, 1, then G3K,,, - I' = X, 0.
Proof. The proof is quite similar to the proof of Lemma 15. O
Theorem 8. The following cut rule is admissible in G3K,,

I'=sXp p,A=0
A= X0

(Cut)

Proof. The proof is similar to Theorem 6. O
Lemma 22. For every formula ¢ € .7, if Fuk,, , @, then G3K,, , = = .
Proof. The proof is quite similar to the proof of Lemma 16. O

A sequent I" = A is (m,n)-valid in o (notation: o =y, ,, I' = A) if AI' —
V A € Ky, . The notion of preserving (m, n)-validity of a sequent rule is defined
naturally. We get the soundness and completeness of G3K,,, ..

Theorem 9. G3K,,,, b I' = A iffo =y I' = A.

Proof. Assume Fp, I' = A. We get o =, , I = A by induction on the height
of derivation. The proof is similar to Theorem 7. Assume o =, , I' = A. Let
= ATI"and ¢ = \/ A. Then kg, , » — 9. By Lemma22, - = ¢ — ¢. Then
F o= 1. Clearly - I' = ¢ and ¢ = A. By (Cut), - I' = A. O

5 Concluding Remarks

The present work makes contributions to the study of intuitionistic connexive
logics. Inspired by Wansing’s work [24], we develop infinitely many intuitionis-
tic connexive logics. For each superintuitionistic logic L, we introduce (m,n)-
connexive logics by adding a set of connexive principles. The semantics for these
connexive logics is given by extending the domain of a valuation from the set of
all propositional variables to the set of all literals. Finally we provide G3-style
sequent calculi for the intuitionistic and classical (m,n)-connexive logics. The
road to connexivity we take in this work can be extended to many other logics.
At least one can obtain first-order and modal extensions of them as in [24].
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Appendix
A Proof of Lemma 11

Proof. Assume c(p) = 0. Suppose ¢ = p. If k < 2m + n, then ~Fp, I' = ~Fp
is an instance of (Id). Suppose k > 2m + n. There exist [ € [0,2m + n)
and r > 1 with k = 2rm + [. Obviously - ~!p,I" = ~Ip. By (~?"+"=)
and (=~2m+") - ~kp ' = ~Fp. Suppose ¢ = L. If k& < 2m + n, then
~k1, ' = ~*1 is an instance of (1=). Suppose k > 2m + n. There exist
I €[0,2m +n) and r > 1 with ¥ = 2rm + 1. Then - ~' 1, " = ~!1. By
(~Pmtn=) and (=~2MmF0) B ~AF LT = ~F 1. Assume c(p) > 0. Suppose
k > 2m + n. There exist [ € [0,2m + n) and r > 1 with k = 2rm + [. Clearly
c(~p) < c(~F¢). By induction hypothesis, - ~p, I' = ~lp. By (~?™+"=) and
(=~2mFn) ko ' = ~Fp. Suppose k < 2m + n. Assume ¢ = @1 A @o. Let
© = ~%(p1 A p2) with e € E[0,2m + n). Clearly c(~°p1) < c(~°(¢1 A ¢2)) and
c(~%p2) < c(~°(p1 A p2)). By induction hypothesis, F ~°@1, ~¢pq, I' = ~py
and b ~Cp1, ~%po, I' = ~%py. By (=A), b ~p1,~%pq, ' = ~°(¢1 A 2). By
(A=), B ~(p1 A o), I' = ~°(p1 A p2). Now let ¢ = ~°(p1 A p2) with o €
0[0,2m +n). Clearly, c(~°¢1) < c¢(~°(p1 Ap2)) and c(~°p2) < c(~°(p1 A p2)).
By induction hypothesis, - ~°p;, I’ = ~°p; and F ~°py, I" = ~°py. By
(=~N), B~ I = ~%(p1 A pa) and B ~Op9, I = ~%(p1 A p2). By
(A=), B ~2(>p1 A wa), I = ~°(p1 A @a). The case ¢ = @1 V ¢y is shown
similarly. Suppose ¢ = ¢; — 3. Clearly c(p1) < c(~F(p1 — ¢2)) and
c(pa) < c(~F(¢1 — 2)). By induction hypothesis, F 1, ~*(¢1 — @2), ' = ¢
and F 1, ~Fpo, I' = ~Fpo. By (—=), F o1, ~ (o1 — ©2), I = ~*p,. By
(=), F ~ (o1 = 92), I = ~F(p1 — p2). U

B Proof of Lemma 14

Proof. Assume by, o, p, I' = 1. The proof proceeds by induction on h and subin-
duction on the complexity ¢(¢). The case h = 0 is trivial. Suppose h > 0 and
»,p, " = 1) is obtained by a rule (R). Suppose ¢ is not principal in (R). Then
F @, I" = 4 by induction hypothesis and (R). For example, let (R) be (= A)
with premisses F,—1 @, 0, I' = ~%; and k1 @, , [' = ~“s, and conclusion
Fr o, 0, I = ~¢(¢1 A)s). By induction hypothesis, F,_1 ¢, " = ~°1); and Fp,_1
o, I' = ~%s. By (= A), by o, I’ = ~°(11 A)s). Other cases are shown similarly.
Suppose ¢ is principal in (R). Assume ¢ = ~¢(p1Ap2). Let (R) end with premiss
Frho1 ~%p1,~pa, ~(p1 A wa), I = 1 and conclusion Fj, ~¢(p1 A 2), ~¢(p1 A
w2), " = 1. By Lemma 13 (1), Fp_1 ~€p1,~pa, ~p1, ~po, I' = 1. By induc-
tion hypothesis, Fp_1 ~%p1,~pa, I = . By (A=), b ~%(¢01 A p2), I = 9.
Assume ¢ = ~°(¢1A\p2). Let (R) end with premisses - ~°p1, ~°(p1A@2), I = 9
and F ~°py, ~°(p1 A p2), I" = 1, and conclusion Fp ~°(p1 A @2),~°(p1 A
w2), " = . By Lemma 13 (4), b ~°p1,~°p1, I" = 1) and - ~°pq, ~%pq, ' = 1.
By induction hypothesis, F ~%p1,I" = ¢ and F ~%pq, ' = 1. By (~A=),
Frn ~°(p1 A 2), I’ = 9. Assume ¢ = ~°(p1 V 2) or ~°(p1 V 3). The proof
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is similar to previous cases. Assume ¢ = ~?"*"y. Let (R) end with premiss
o~y ~2mtny ' = 4p and conclusion bj, ~2MTy ~2mtny = q). By
Lemma 13 (5), F ~"x,~"x, ' = 1. By induction hypothesis, - ~"y, " = .
By (~2MHn=) by, ~2MEny = qh. Assume ¢ = ~F (¢ — ¢9). Let (R) end
with premisses - ~* (1 — 2),~F(p1 — @2), " = 1 and - ~Fpy, ' = 1, and
conclusion F; ~*(p1 — @9),~*(¢1 — ©2),I" = 1. By induction hypothesis,
F~F(p1 — @2), I = 1. By premiss and (—=), b, ~¥(p1 — @2), [ =1. O

C Proof of Theorem 6

Proof. Assume F;, I' = ¢ and ; ¢, A = 1. We show - I', A = 3 by simulta-
neous induction on the cut height h + j and the complexity ¢(¢). Assume h = 0
or j = 0. Suppose h = 0. Suppose I' = ¢ is an instance of (Id). Then ¢ € I.
By F ¢,A= ¢ and (Wk), - I"A = . If L € I', then + I'' A = 1. Suppose
j = 0. Let ¢, A = 9 be an instance of (Id). If ¢ =4, by F I' = ¢ and (Wk),
FI,A= ¢. Let ¢, A = ¢ be an instance of (L). If L € A, then - I’ A = ¢. If
p=1,byrI= 1, Lemmal5 and (Wk), - I’ A = . Now assume h,j > 0.
Let the premisses of (Cut) be obtained by the rules (R1) and (R2) respectively.
Suppose ¢ is not principal in (R1). Then (R1) is a left rule. We apply (Cut)
to the premiss(es) of (R1) and ¢, A = 1, and then apply (R1). Suppose ¢ is
not principal in (R2). We apply (Cut) to I' = ¢ and the premiss(es) of (R2),
and then apply (R2). Suppose ¢ is principal in both (R1) and (R2). The proof
proceeds by induction on ¢(p). We have the following cases:
(1) ¢ = ~°(p1 A p2) and the derivations end with

F:>N8901 F:>Ne(p2
I'= ~¢(p1 A p2)

~Cp1,~pa, A =)
~e(p1 N pa), A=

(=)

(A=)

By applying (Cut) to sequents with cut formula of less complexity, we have

I' = ~“py ~%p1, ~pa, A = o)
I'= ~%p ~Cp1, I A =)
IN[A=

A=y

(Cut)

(Cut)
(Ctr)
(2) ¢ = ~°(p1 V v2) and the derivations end with

I'= ~%yp;
I'= ~¢(p1V p2)

~Cp1, ~Cpg, A =)
~e(p1 V), A=

(=V)(i = 1,2)

(V=)

By applying (Cut) to sequents with cut formula of less complexity, and by (Ctr),
we obtain I') A = .

(3) ¢ = ~°(p1 A p2) or ~°(p1 V ¢3). The proof is similar to (1) or (2).

(4) ¢ = ~F(¢1 — o) and the derivations end with

~E(pr = ), A= o1 ~Fpg, A=y
~F(p1 — p2), A =1

()01’[1# NkQOQ
I'= ~k(p1 — )

(=—) (—==)
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By applying (Cut) to sequents with cut formula of less complexity, we have
F (o1 — @9), I, A, A = 1), By (Ctr), F ~F(o1 — @2), I, A = 1.
(5) ¢ = ~2™*"9) and the derivations end with

~', A=
,\,2m+nw7 A= %

I'= ~™
I‘ = N2m+n1/]

(:>N2m+n) (N2m+n:>)

By applying (Cut) to premisses, we get - I, A = . O
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Abstract. This work introduces modal logics for varieties of normal
topological quasi-Boolean algebras. Relational semantics for these modal
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1 Introduction

A topological quasi-Boolean algebra (tqBa) is a quasi-Boolean algebra (qBa,
also known as De Morgan algebra) with an interior operator (cf. e.g. [20]). The
Belnap-Dunn four-valued logic BD for quasi-Boolean algebras has been well-
developed in the literature (cf. e.g. [2,11,14]). The logic for tqBas is exactly the
quasi-Boolean counterpart of modal logic S4. In the setting of the study on quasi-
Boolean algebras with operators (cf. e.g. [15,18,19]), one can find the extension
of BD with S4 axioms. In the study of algebras from rough set theory (cf. e.g.
[1]), classes of pre-rough algebras which are subvarieties of tqBa are developed
in [21]. In a recent work [16], residuated pre-rough algebras are investigated.
Celani [6] introduced the variety CMDp of classical De Morgan algebras
which is indeed a generalization of the variety 7 M.A of tetravalent modal alge-
bras (cf. e.g. [13,17]). A tqBa (A, O) is a classical De Morgan algebra if it satisfies
the equation Oz V ~Oz = 1. The De Morgan dual ¢ of the interior operator [
is a closure operator in a classical De Morgan algebra. However, the interaction
axioms Oz A Qy < O(z Ay) and O(z V y) < Oz V Oy between modal operators
are not well-investigated in the setting of tqBas. These interaction axioms are
used to define positive modal algebra in [12], and the representation of distribu-
tive modal algebras and Priestley duality for positive modal algebras have been
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explored in [7,8]. In the present paper, we consider topological quasi-Boolean
algebras with interaction axioms.

Normal topological quasi-Boolean logics are defined as consequence theories
of normal tqBas. The present work gives a relational semantics for these logics
by introducing involutive frames and models. Biallynicki-Birula and Rasiowa [5]
proposed a set representation of quasi-Boolean algebras using an involution of
a set X for the interpretation of quasi-complementation (or De Morga nega-
tion). In the present paper, we introduce involutive frames which are defined as
pre-ordered sets with an involution. Then a discrete duality for normal tqBas is
developed. Furthermore, using the canonical involutive frame, we get complete-
ness results for the minimal normal topological quasi-Boolean logic wS4 as well
as its extensions wS4C and wS5. Finally, we extend the filtration method to our
setting and show the finite model property for wS4, wS4C and wS5.

2 Normal Topological Quasi-Boolean Logic

An algebra (A, A,V,~,0,1) is a quasi-Boolean algebra (qBa, also known as De
Morgan algebra) if (A, A, V, 0,1) is a bounded distributive lattice satisfying ~0 =
1, ~~x = 2z and ~(x Vy) = ~x A ~y for all x,y € A. The lattice order on A
is denoted by <4 or simply by <. A unary operator (1 : A — A on a qBa
is an interior operator if 01 = 1 and for all z,y € A, O(z A y) = Oz A Oy,
Oz < z and OO0z = Ox. An operator ¢ : A — A is a closure operator if
00 = 0 and for all z,y € A, O(xVy) = OxV Qy, x < Oz and OOz = Qu.
An algebra (A,A,V,~,0,1,0) is a topological quasi-Boolean algebra (tqBa) if
(A, A, V,~,0,1) is a gBa and [0 is an interior operator on A. We use (A, ) for
a tqBa where A is supposed to be a qBa. A tqBa (A,0) is normal (ntqBa) if
the following condition holds for all z,y € A,

Oz A Oy < Oz Ay) (N)

where { : A — A is defined by Qx := ~O~x. Clearly ¢ is a closure operator on
A. Let NtqBa be the variety of all normal tqBas.

Lemma 1. Let (A,0) be a tgBa. For allz,y € A, (1) z <y if and only if ~y <
~x; (2) if x <y, then Ox < Oy and Ox < Qy; (3) 000z < Oz, OO0z = 0000
and OOz = 0000z; (4) Oz Vy) < Oz Vv Oy.

Proof. Clearly (1) and (2) hold. For (3), 000z < 0002 = Qx. Clearly OOz <
000z. By (2), OO0z < O0O0z. Then OOz = O0OCx < O0OOz. Clearly
O0000x < OOx. Then OO0z = O0OOx. We have OO0~z = O0OO~x. Then
OOz = ¢0O000z. For (4), by (N), O~z A O~y < O(~zA~y). By (1), O(x Vy) =
~O(~a A ~y) < ~(O~x A Onvy) = Oz Vv Oy. a

Let P = {p; : i € w} be a denumerable set of propositional variables. The set
of all formulas For is defined inductively as follows:

Forspu=p|L]~p|(p1Ap2)|Op
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where p € P. A propositional variable or L is called atomic. We use abbreviations
T :=r~1, 01 Vg = ~(~p1 A ~ps) and Qp := ~O~p. A substitution o is a
function o : P — For. Let ¢° denote the formula obtained from ¢ by using
substitution o. Let sub(y) be the set of all subformulas of .

A consequence is an expression ¢ F 1 where @, € For. Let s,t etc. with
or without subscripts denote consequences. The set of all consequences in For is
denoted by C(For). A consequence rule is an expression

S1...8n

(R)

50
where sq, ..., s, are premisses and s is the conclusion of (R).

Definition 1. Let A be a ntqBa. A waluation is a function V : P — A. A
valuation V in A is extended to a function V : For — A as follows:

V(L) =0, V(~p) =~V (p), V(e Ay) =V(p) AV (1), V(Op) =0V (p).

A consequence ¢ = 1 is wvalid in A (notation: ¢ =4 ¢) if V(p) < V(¢) for all
valuations in A. The consequence theory of a class of ntqBas /C is defined as

Th(K) ={¢eF ¢ : ¢ Ex ¥} where ¢ Ex ¢ means ¢ =4 ¢ for all A € K.

Definition 2. A normal toplogical quasi-Boolean logic (ntqBl) is a set L of con-
sequences in For such that the following conditions hold:

(1) L contains all instances of the following axiom schemes:
() pke (L) LEe (MekT (D)eA[WVX)F (pAY)V(PAX)

(ON) B ADOp 0@ AY)  (N) Op AOp = (e AY)
@T) THOT (T)Opke (4) OpF O0Y

(2) L is closed under the following rules:

X (AF1) ﬁ(m) ww)

eAYEx eAYEx pEYAx
phy by b
F ) Tgr ) gt
kY phEx xkH
D¢FD¢¢D oF (Cut)

(3) L is closed under uniform substitution, i.e., if ¢ F ¢ € L, then ¢
1? € L for every substitution o.

A consequence ¢ b 9 is derivable in L (notation: ¢ Fp ¢) if o ¢ € L. A
consequence rule (R) with premisses s,...,s, and conclusion sy is admissible
in L if sg € L whenever s; € L for 1 < i < n. The index L is omitted if no
confusion arises. A formula ¢ is L-equivalent to ¢ (notation: ¢ =p, ) if ¢ b ¥
and ¥ b1, ¢. The smallest ntqBl is denoted by wS4.
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Fact 1. For every ntqBl L, the following hold:

(1) ¢ =1 ~~ep.

(2) ~(pAY) =L~V ~ and ~(p V) =1 ~p A~
(3) ~Op =1 O~p and ~Op =1, O~p.

(4) O(p AY) =1 Op AOY and O(p V) =1 Op V Oy
(5) OT =L T and 0L =1 L.

(6) oL Op, Op =r O0p and Op =1 OOp.

(7) O0p = 0000w and 00 =1, OOO0p.

(8) O(p Vv y) b Op Vv Oy,

The following rules are admissible in L:

oFx YFEx ok kX o
VX crovy T Sravy O Torow

Let L be a ntqBl. For every set of consequences X, let L @ X be the smallest
ntqBl containing LU X. If X' = {s1,...,8,}, we write L® s1 ® ... B s,. Let
NExt(L) be the set of all ntqBls containing L. Obviously NExt(L) is a bounded
lattice with respect to the operations N and &, and it is also closed under arbi-
trary intersections. For a set of formulas X, let Alg(X) be the variety of ntqBas
validating all consequences in X. Clearly L; C Lo implies Alg(L2) C Alg(L4). By
Fact 1, the equivalence relation =y, on L is a congruence relation on the algebra
of formulas. Thus the Lindenbaum- Tarski algebra AT for L is well-defined such
that L = Th(AL). Clearly A* = L. Then L = Th(Alg(L)).

(VF) (0)

3 Involutive Frames and Discrete Duality

In this section, we introduce involutive frames and show a discrete duality
between normal topological quasi-Boolean algebras and involutive frames. We
recall some basic notions from [10,20]. Some basic facts about filters and ideals
shall be used without mentioning a reference.

Definition 3. An involutive frame is a structure § = (W, g, R) such that

(F1) g: W — W is involutive, i.e., g(g(w)) = w for all w € W.
(F2) R is a reflexive and transitive relation on W.
(F3) for all w,u € W, if wRu, then g(w)Rg(u).

Given an involutive frame §, for all w € W and X C W, let R(w) = {u € W :
wRu} and R(X) = U,cx R(w). Operations ~4 and Or on the powerset P(W)

are defined by setting ~, X = ¢g(X) and OpX = {w € W : R(w) C X} where
— is the complement in W. Let OpX = ~3r~yX. The complex algebra of an
involutive frame § is defined as § = (P(W),U,N, ~4, 0, &, W).

Note that every involution g : W — W is one-one and onto, so g~ (w) = g(w)
for all w € W. Hence for every subset X C W in an involutive frame, w € g(X)
if and only if g(w) € X. The condition (F3) in Definition 3 guarantees the
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correctness of the normality axiom (N). Moreover, for every X C W in an
involutive frame, we have OpX = {w € W : R(g(w)) N g(X) # &}.

Let A be a ntqBa. Let F(A) and Z(A) be sets of all filters and ideals in A
respectively. Let F,(A) and Z,(A) be sets of all prime filters and prime ideals in A
respectively. For every subset B C A, let B = A\B and ~B = {~x : x € B}. The
filter and ideal generated by B in A are denoted by [B) 4 and (B] 4 respectively.
Recall that 0" }(B) ={x € A:Ox € B} and O"}(B) = {x € A: Qx € B}.

Lemma 2. Let (A,0) be a ntgBa and F € F,(A). Then (1) ~z € F if and only
if v € ~F; and (2) ~x € F if and only if x & ga(F).

Proof. For (1), assume ~x € F. Then ~~x € ~F. By ~~x = z, we have z €
~F. Assume x € ~F. Then x = ~y for some y € F. Then ~z = ~~y =y € F.
Clearly (2) follows from (1) immediately. O

Lemma 3. Let (A,0) be a ntgBa, F € F(A) and I € ZI(A). Then (1) F €
Fo(A) if and only if F € T,(A); (2) F € Fp(A) if and only if ~F € I,(A); and
(3) if FNI =@, there exists G € Fp(A) with F C G and I C G.

Proof. (1) holds obviously. For (2), assume F € F,(A). Suppose z,y € ~F.
Then ~z,~y € F and so ~z A~y = ~(zVy) € F. Then = Vy € ~F. Suppose
z € ~F and y < x. Then ~z < ~y and so ~y € F. Hence y € ~F. Suppose
x ANy € ~F. Then ~(z Ay) € Fand so ~xV~y € F. Then ~x € F or ~y € F.
Then x € ~F or y € ~F. Hence ~F € Z,(A). The other direction is similar.
The item (3) is shown by Zorn’s Lemma (cf. e.g. [10]). O

Definition 4. Let (A4,00) be a ntqBa. The dual frame of A is defined as the
structure Ay = (F,(A), g4, Ra) where (1) ga(F) = ~F and (2) FRAG if and
only if O"}(F) C G and O~}(F) CG.

Note that the function g4 in Definition 4 is well-defined since ga(F) € F,(A)
by Lemma 3 (1) and (2).

Proposition 1. Let § = (W, g, R) be an involutive frame and (A,0) a ntgBa.
Then (1)F* is a ntqBa, and (2)Ay is an involutive frame.

Proof.(1) Clearly ~,@=W. Let X,Y CW. Then ~y~, X = ~,g(X) = g(g(X)).
Suppose x € X. If z € g(g(X)), then g(x) & g(X) which contradicts = €
X. Hence X C ~y~yX. Suppose z & g(g9(X)). Then g(z) € g(X) and
soz = g lg(x) € g7'g(X) = X. Moreover, ~;(X UY) = g(XUY) =
g(X)Ug(Y) =9(X)Ng(Y) =~y X N~gY. Clearly Or(X NY) = OgX N
OgrY, OrX C X and OrX C Or0OgrX. Hence §+ is a tqBa. Now we
show the condition (N). Assume w € OrX N OrY. Then R(w) C X and
R(g(w))Ng(Y) # @. Let u € R(g(w)) and u € g(Y). By (F3), g(u) € R(w)
and so g(u) € X. Clearly g(u) € Y. Then g(u) € XNY and so u € g(XNY).
Hence R(g(w)) Ng(X NY) # @, ie,, w € Or(X NY). It follows that F* is
a ntqBa.
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(2) We show that (F1)—(F3) hold for A} and hence Ay is involutive.

(F1) Let F € F,(A). Suppose z € F and x € ~(~F). Then x = ~y for some
y & ~F. Then ~x = y € ~F which is impossible. Then F' C ga(ga(F)).
Suppose = € ga(ga(F)) and x € F. Then 2 ¢ ~(~F) and ~z ¢ ~F. Then
~z € ~F and so x € ~(~F) which is impossible. Then ga(ga(F)) C F.

(F2) Let F € F,(A). If Oz € F, then Oz <z € F.If Qx € F, then x < Oz and
so x € F. Hence FR4F. Assume FR4G and GR4H. Suppose Oz € F.
Then Oz < OO0z € F. Then Oz € G and so € H. Suppose Oz € F.
Then $Ox < Ox and so OOz € F. Then Ox € G and so x € H. Hence
FRAH.

(F3) Assume FRAG. Suppose Oz € g4(F). By Lemma 2 (2), ~Oz ¢ F. Then
~z ¢ G and so € ga(G). Suppose Oz € ga(F'). Then Oz € ~F. Then
Qx = ~y for some y € F. Then y = ~~y = ~Qx = O~z € F. Hence
~z € G and so x € ~G. Then z & g4(G) and so = € ga(G). O

Lemma 4. Let (A,O) be a ntqBa and F' € F,(A). Then (1) Ox € F' if and only
if for all G € Fy(A), FRAG implies x € G; and (2) Ox € F if and only if there
exists G € Fp(A) with ga(F)RAG and x € ga(G).

Proof. For (1), assume [z € F. Suppose FRAG. Then x € G. Assume Ox & F.
Then O71(F) is a filter and # ¢ O~(F). Then OJ~1(F) is an ideal. By Lemma 3
(3),let G € Fp(A), O71(F) C Gand O-1(F) C G. Then z ¢ G. If Oy € F, then
y € G. Suppose Oy € F and y ¢ G. Then y ¢ O0-1(F) and so y € O~ !(F). Then
Oy € F and so Oy < Qy € F which contradicts ¢y € F. Then y € G. Hence
FRAG. For (2), assume g4(F)RsG and x € ga(G). Then x ¢ ~G. Then ~z € G
and so O~z € ga(F). Then O~z € ~F. Hence Oz € F and so Oz < Oz € F.
Assume Oz € F. By Lemma 2 (2), O~z & ga(F). By (1), let G € F,(A),
ga(F)RAG and ~z ¢ G. Then = ¢ ~G and so z € ga(G). O

Let § = (W,g,R) and & = (T, h,S) be involutive frames. A function « :
W — T is called an embedding if (i) « is one-one; (ii) a(g(w)) = h(a(w)) for
all w € W; and (iii) wRu if and only if a(w)Sa(u). An involutive frame F
is embedded into & if there exists an embedding from § to &. A ntqBa A is
embedded into a ntqBa B if there exists a one-one homomorphism from A to B.

Theorem 2. Let § = (W, g, R) be an involutive frame and (A,) a ntqBa. Then
(1) § is embedded into (F7)y; and (2) A is embedded into (A, )T.

Proof.(1) Let a: W — F,,(F) be the function with a(w) ={X CW :w € X}
for all w € W. Clearly each a(w) € F,,(F). Now we show « is an embedding.
If w # w, then a(w) # a(u). Hence « is one-one. Now we show a(g(w)) =
g5+ (a(w)) = ~ga(w). Assume X € a(g(w)). Then g(w) € X. Suppose X €
~ga(w). Let X = ~,Y = g(Y) for some Y € a(w). Then g(w) ¢ g(Y) and
w € Y which is impossible. Then X ¢ ~ a(w). Hence a(g(w)) C gz+ (a(w)).
Assume X ¢ a(g(w)). Then g(w) € X and so w & ¢g(X). Then w € ~,X.
Suppose X & ~ya(w). Then ~; X ¢ a(w) and so w ¢ ~4X which yields a
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contradiction. Then X € ~ja(w). Hence gz+(a(w)) C a(g(w)). It follows
that a(g(w)) = gz+(a(w)). Now we show wRu if and only if a(w)Rg+o(u).
Assume wRu. Suppose OrX € a(w). Then w € OrX and so R(w) C X.
By wRu, we have R(u) C R(w). Then R(u) C X and so u € OrX. Then
OrX € a(u). Since OgX C X, we have X € a(u). Suppose OrX ¢ a(w).
Then w ¢ OrX and so g(w) ¢ g(OrX). Then g(w) € ~4(OrX). Then
OrX € ~g4a(g(w)) and so ~4(OrX) € a(g(w)). Then Or~yX € a(g(w))
and so g(w) € Ogr~yX. By wRu, we have g(w)Rg(u). Then g(u) € ~;X and
sog(u) € g(X). Thenu ¢ X and so X & a(u). Hence o(w)Rz+a(u). Assume
a(w)Rgz+a(u). Clearly OrR(w) = R(w) € a(w). Then R(w) € a(u). Hence
u € R(w).

(2) Let B3 : A — P(Fp(A)) be the function with B(z) = {F € §,(A4) : = €
F}. If v # y, then © £ y or y £ x. In each case there exists a prime
filter in A containing one of z and y but not the other. Hence (3 is one-
one. It suffices to show [ is a homomorphism. First, we show [(~z) =
~gaB(x) = ga(B(z)). Assume F € [(~z), ie., ~x € F. Suppose F €
ga(B(x)). Then ga(F) € B(x), i.e., x € ga(F) = ~F. By ~x € F, we have
x € ~F which is impossible. Then §(~x) C ~g,8(z). Assume F' & ga(6(z)).
Then ga(F) ¢ B(z), ie., & ga(F) = ~F. Suppose F ¢ B(~x). Then
~z ¢ F and so © ¢ ~F which is impossible. Then ~,, 3(x) C 3(z"). Hence
B(~x) = ~g,B(x). Obviously Bz Ay) = B(z)NB(y), Bz Vy) = B(x)UB(Y),
B8(0) = @ and B(1) = P(Fp(A)). Finally, we show §(0z) = Ogr, (6(z)).
Assume Oz € F. Suppose FRAG. Then z € G and so G € (3(z). Hence
F € Or,(B(x)). Assume F € Og, (6(z)). Suppose Oz ¢ F. By Lemma 4,
there exists G € §p(A) with FRAG and ¢ € G. Then G € f(z) andsox € G
which yields a contradiction. Hence 8(Cz) = Og, (6(x)). O

4 Some Completeness Results

In this section, we introduce the canonical involutive model for every ntqBl and
show some completeness results. A valuation in an involutive frame § = (W, g, R)
is a function V : P — P(W). An involutive model is a tuple MM = (W, g, R, V)
where (W, g, R) is an involutive frame and V is a valuation in it.

Definition 5. Let 9t = (W, g, R, V) be an involutive model. The truth set V (¢)
of a formula ¢ in 97 is defined as follows:

V(L) =2,V(~p) =~V(p), V(e AY) =V(p) N V(), V(Op) = OrVip).

We write M, w = ¢ if w € V(). A consequence ¢ = v is true in M if V(p) C
V(v). Let M = s stand for that a consequence s is true in M. Given a set of
consequences T, we write M =T if M = s for all s € T. A consequence ¢ + ¢
is valid in an involutive frame § (notation: ¢ =gz o) if V(p) C V() for all
valuations V in §. Let § = s stand for that a consequence s is valid in §. We
write § =T if § = s for all s € T. A consequence @ - ¢ is valid in a class of



214 H. Wu and M. Ma

involutive frames S (notation: ¢ s ¥) if ¢ =5 v for all § € S. The Kripke-
theory of a class of involutive frames S is defined as the set of consequences
Thr(S) ={¢F Y : ¢ sy} A formula ¢ is S-equivalent to 1 (notation: ¢ =g
¥) if ¢ Es ¥ and ¢ [Es ¢. For a set of consequences X, let Fr(X) = {F: § E X}
A ntqBl L is Kripke-complete if L = Thy (Fr(L)).

Let MM = (W, g, R, V) be an involutive model and w € W. We write w = ¢
for M, w | ¢ if no confusion arises. By Definition 5, we have the following
statements: (1) w | ~¢p if and only if g(w) ¥~ ¢; (2) w | Op if and only if
u = ¢ for all u € R(w); (3) w = Q¢ if and only if there exists u € W with
g(w)Ru and g(u) | ¢. Note that O =g ~O~p for every class of involutive
frames S.

Lemma 5. If ¢ Fysa 9, then ¢ =5 ¢ for every involutive frame §.

Proof. Let § = (W, g, R). Assume ¢ g4 9. All axioms schemes are valid and
all rules preserve validity in §. Here we show only the validity of (N). Let V be
any valuation in § and w € W. Assume w = Ogp A Otp. Then there exists u € W
with g(w)Ru and g(u) | ¢. By g(w)Ru and the condition (F3), g(g(w))Rg(u)

and so wRg(u). By w = O, g(u) = ¢. Then g(u) = pAy. Hence w = O(pA).
O

Let © be a set of formulas. Let © = For\ ©@; ~0 = {~¢: p € O}; 0710) =
{p:Op € O} and O~1(O) = {¢: Oy € O}. Let P.,(O) be the set of all finite
subsets of ©. For each A € P, (0), let \/ A and A\ A be the disjunction and
conjunction of formulas in A respectively. In particular, \/ & = 1L and A@ =T.
Let L be a ntqBl. A formula ¢ is L-derivable from © (notation: © k5 ¢) if
there exists A € P, (0) with A A L ¢. A set © is L-consistent if © 1/, L.
A set © is an L-filter if © is closed under Fp, i.e., if © b1 ¢, then ¢ € . The
L-filter generated by a set of formulas © is denoted by [©). An L-ideal is a set
of formulas X' such that ¢ € X' whenever ¢ 1, \/ A for some A € P, (X). The
L-ideal generated by a set of formulas © is denoted by (O]r. If © = {p}, we
write [p)r, and (¢]r. An L-filter or L-ideal is proper if it is not equal to For. A
proper L-filter © is prime if ¢ V1) € © implies ¢ € O or ¥ € 6. A proper L-ideal
X is prime if ¢ Atp € X implies p € X or ¢ € X. Let F(L) and Z(L) be sets of
all L-filters and L-ideals respectively. Let F,(L) and Z,(L) be sets of all prime
L-filters and prime L-ideals respectively.

Lemma 6. Let © € F(L) and X € Z(L). The following hold:

(1) if ¢ € O, there exists A € F,(L) with© C A and ¢ ¢ A.

(2) if /L 1, there exists A € Fp(L) with o € A and ¢ ¢ A.

(3) X €Z,(L) if and only if ¥ € Fp(L).

(4) © € Fu(L) if and only if (~O], € Z,(L).

(5) if ©N X = @, there exists 2 € F,(L) with © C 2 and ¥ C 0.

Proof. Ttems (1) and (5) are obtained by Zorn’s lemma. For (2), assume ¢ r, .
Then ¢ & [¢)r. By (1), there exists A € F,(L) with [p), € A and ¢ ¢ A. For
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(3), assume X' € Z,,(L). Clearly L ¢ X. Suppose X b, . If T 1, ¢, then ¢ ¢ X.
Let AI' b1 ¢ for some @ # I' € P, (X). Suppose ¢ € X. Then A I' € . Hence
1 € X for some ¢ € I" which contradicts I" C X. Then X is a proper L-filter.
Suppose 1 V x ¢ X. Then ¢ ¢ ¥ or x ¢ X. Hence ¥ € F,(L). The other
direction is shown similarly. For (4), assume © € F,(L). Clearly ~L & (~6O].
If b L, then ~¢) € © and so ¢ € (~O]r. Suppose ¢ Fr \/ ~A for some
g # A€ P,(O). By (CP), NAFp ~1) and so ~p € ©. Then ¢ € (~O].
Hence (~0]y, is a proper L-ideal. Suppose p AY € (~O]r. Then p A Fp \/ ~A
for some A € P, (0). By (CP), AA L ~(p Av) and so ~(p A1) € O. By
~(e A1) Fr ~p V ~, we have ~p V ~1p € ©. Then ~p € O or ~¢ € ©. Then
¢ € (~O], or ¢ € (~O]. Hence (~O], € I,(L). O

Definition 6. Let L be a ntqBl. The canonical involutive model for L is defined
as the structure ML = (F,(L), g%, R, VL) where

(1) g“(0) = (~O]L. .
(2) ORLY if and only if O71(0) C ¥ and ¢~1(O) C X.
(3) VE(p) ={© € Fy(L) : p € O} for each p € P.

The structure §& = (F,(L), g*, RF) is the canonical involutive frame for L.

Lemma 7. Let 0, € F,(L). Then (1) ~p € O if and only if ¢ & g~ (O); (2)
g* is an involution on F,(L); and (3) if ORL Y, then g% (O)RL gL (X).

Proof.(1) Assume ~p€ 6. Then ¢ € (~O]r and so p& g~ (O). Assume p ¢ g~ (O).
Then ¢ € (~O)] and so ~p € O.

(2) Let © € F,(L). Suppose ¢ € © and ¢ € (~(~O)]r]. Then there exists
& # A€ Pey(~(~O]1) with o Fr, \/ A. Then \/ A € ©. Then ¢ € 6 for
some ¢ € A. Let ¢p = ~x and x € (~O|r. Then ~x € © and so x € (~6O)]
which yields a contradiction. Hence © C g% (g% (©)). Suppose ¢ € gL (g% (O))
and ¢ ¢ O. If ~p € (~O]L, then ¢ € 6. Hence ~p € (~O]. and so
¢ € (~(~O]r] which contradicts ¢ € ¢gZ(g*(@)). Then g*(¢(©)) C 6.
Hence g~ (g% (0)) = 6.

(3) Assume OREY. Suppose Oy € g% (0). By (1), ~Op € ©. Then O~y € O
and so ~p € X. By (1), ¢ € g% (X). Suppose Op & g (0). By (1), ~Op € 6.
Then O~p € O and so ~p € . By (1), ¢ & g% (X). O

Lemma 8. Let © € F,(L). Then (1) Op € O if and only if for all ¥ € F,(L),
ORLY implies p € X; and (2) Op € O if and only if there exists ¥ € F,(L)
with gL (O)RLY and ¢ € g% (X).

Proof. For (1), assume (p € © and OR*Y. Then ¢ € X. Assume (p ¢ O.
Then ¢ ¢ 071(O). Clearly 0-1(0) is an L-filter. By Lemma 6 (5), there exists
Y e Fp(L) with O71(©) C ¥ and O-1(0) C . Then ¢ ¢ X. If Oy € O, then
Y € X. Suppose O1p € © and ¢ ¢ X. Then ¢ ¢ 0-1(6) and so ¢ € O-1(O).
Then () € 6. By Oy Fr 01, we have Otp € © which contradicts () € O.
Hence ORL Y. For (2), assume gL(O)RE(X) and ¢ € g¥(X). Then ¢ & (~X]z.
Then ~p ¢ ¥. By Lemma 7 (1), O~¢ € g¥(0). Then Oy € ©. By Uy 1, O,
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we have Oy € O. Assume Op € O. By Lemma 7 (1), ~0¢ ¢ ¢g~(O) and so
O~ ¢ g% (O). By (1), there exists X € F,(L) with gL' (O)RYY and ~p ¢ X.
Then ¢ € (~X]z and so ¢ € gL (O). O

Lemma 9. For every formula ¢, MY, 0 = ¢ if and only if p € O.

Proof. The proof proceeds by induction on the complexity of . Atomic cases
are trivial. The cases ¢ = ¥ ® x with ® € {A,V} are shown by induction
hypothesis. Let ¢ := ~1. Then © |= ~) if and only if g*(0) [~ 1. By Lemma
7 (1), g¥(©) = o if and only if ~p € O. Let ¢ := ). Assume (1Y) € O and
ORLX.. Then ¢ € ¥. By induction hypothesis, X' = ¢. Hence © |= (). Assume
Oy ¢ ©. By Lemma 8, there exists X € F,(L) with OREY and ¢ ¢ X. By
induction hypothesis, X |~ ¢. Hence © = (. O

Theorem 3 (Completeness). wS4 is Kripke-complete.

Proof. Assume ¢ tAysa 1. By Lemma 6 (2), there exists © € F,(wS4) such that
@ € O and ¢ € 6. By Lemma 9, M4 6 = ¢ and M4 O £ 4. Clearly
F"5* = wS4. Hence wS4 is Kripke-complete. ]

A ntqBI L is called canonical if & |= L. Every canonical ntqBl is obviously
Kripke-complete. A celebrated result in classical modal logic is that all Sahlqvist
formulas are first-order definable and all Sahlqvist logics are canonical (cf. e.g.
[3]). One could generalize this result to ntqBls. Here we give some examples.

Lemma 10. For every involutive frame § = (W, g, R), the following hold:

(1) p =g O0p if and only if Vw,u € W(wRu = uRw).
(2) Op =z O0p if and only if Vw,u € W(wRu & wRv = uRv).
(3) T gz Op Vv —Op if and only if Vw,u € W(wRu = g(w)Ru).

Proof.(1) Assume Yw,u € W(wRu = uRw). Let V be a valuation in § and
w = p. Suppose wRu. Then uRw and so g(u)Rg(w) by (F3). By w = p and
w = g(g(w)), we have g(g(w)) = p. Then u = Op. Hence w = OOp. Assume
p Ez O0p and wRu. Let U be a valuation in § such that U(p) = {w}.
Then w = p and so w = OOp. Then u = Op. There exists v € R(g(u))
with g(v) = p. Then g(v) = w and so g(u)Rv. By (F3), g(g(u))Rg(v) and
so uRw.

(2) Assume Yw,u € W(wRu & wRv = uRv). Let V' be a valuation in § and
w | Op. Suppose wRu. There exists v € W with g(w)Rv and g(v) E p.
By wRu and (F3), we have g(w)Rg(u). By the assumption, g(u)Rv. Then
u = Op. Hence w = OOp. Assume Op =5 OOp and u,v € R(w). By (F3),
g(w)Rg(v). Let U be a valuation in § such that U(p) = {v}. Then v =
g(g(v)) and so w | Op. Then w = OO0p. By wRu, we have u = Op. Then
there exists ¢ € W with g(u) Rt and g(t) = p. Then g(t) = v and so t = g(v).
Then g(u)Rg(v). By (F3), uRv.
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(3) Assume Vw,u € W(wRu = g(w)Ru). Let V be a valuation in § and w (= Op.
Then there exists u € W with wRu and u (£ p. By the assumption, g(w)Ru.
By u [~ p, we have g(w) = Op. Then w = ~Op. Assume T =z Op Vv -Op
and wRu. Let U be a valuation in § such that U(p) = W\ {u}. Then u }= p
and so w = Op. By the assumption, w = ~Op. Then g(w) = Op. Then
there exists v € W with g(w)Rv and v }= p. Then u = v and so g(w)Ru. O

Let wSb = wS4 @ p - O0p = wS4 @ Op - O0p and wS4C = wS4 @ T +
Op V ~Op. Here note that algebras for wS4C are very close to the variety of
classical modal De Morgan algebras given in [6] where the involutive function g
in a De Morgan frame is required to be antitone, i.e., x <y implies g(y) < g(x).

Theorem 4. wS5 and wS4C are canonical and hence Kripke-complete.

Proof. Let § = (W, g, R) be the canonical involutive frame and 9t = (W, g, R, V)
be the canonical involutive model for & with L € {wS5, wS4C}.

(1) p [Egws OOp. Assume ORys5Y. By Lemma 7 (3), g"5°(O)R"S®g"S5(X).
Suppose ¢ ¢ 6. Clearly 00y Fuss . Then OOy ¢ ©. By Lemma 8 (2),
Op & Y. Suppose Qp ¢ ©. By Lemma 8 (2), ¢ ¢ X. Hence X' Rys56.

(2) T Egusec OpV~Op. Assume O RysacX. Suppose Oy € ¢"%*C(6). By Lemma
7 (1), ~Op € 6. Clearly T Fgusic Oy V ~Op. Then Oy € ©. Hence ¢ € X.
Suppose Oy € g“>4¢(0). By the assumption and Lemma 7 (3), we have
g"S*C(O)RWSAC gwS4C(5). By Lemma 8 (2), ¢ ¢ X. Hence ¢">*¢(0) Rysac X

O

5 Finite Model Property

In this section, we show some results on the finite model property of tqBls.
We extend the filtration method in classical modal logic to tqBls. Recall some
results from e.g. [3,9]. A tqBl L has the finite model property (FMP) if for every
consequence s ¢ L there exists a finite involutive model 91 |= L such that 9 }~ s.

Let X # @ be a set of formulas. We say that X' is subformula-closed if every
subformula of a member in X' belongs to Y. Let X* be the ~-closure of X i.e., if
p € X* then ~p € X*. For any involutive model 9 = (W, g, R, V), the binary
relation «~yx« on W is defined by setting

w e~ 5+ w if and only if Vo € Z* (M, w E ¢ < Mu | @).

Then «wyx- is an equivalence relation. Let [w]s« = {u € W : w ey« u} and
W = {{w]g+ : w € W}. We write [w] for [w]s+ if no confusion arises. A set of
formulas X' is finitely based in 9, if there exists a finite subset © C X' such that
for all ¢ € X there exists ¢ € O such that Vo € Z(M,w = ¢ & Mu E o).
Such a finite subset O is called a finite base for X. If © is finite, then |Ws| < 2/€1.
Note that, if X is finitely based, then X* is also finitely based.
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Definition 7. Let 9t = (W, g, R,V) be an involutive model and ¥ # @ a
subformula-closed set of formulas. The filtration of 9t through X* is defined
as the involutive model My = (Wx«, g+, R+, V) where (C1) go-([w]) =
[g(w)]; (C2) [w]Rx+[u] if and only if for any Oy € X*, (i) if M, w | Oy, then
M, u = Op and (ii) if M, u = ~Oep, then M, w = ~Op; and (C3) V- (p) =
{[w] : w € V(p)} for every p € P. Let §x» = (Wx+, g5+, Rx+).

Lemma 11. Let MM = (W, g, R, V) be involutive and X # & subformula-closed.
Then (1) gs+ is an involution on Wx«; (2) if wRu, then [w|Rs«[u]; (3) if
[W]Rs«[u], then [g(w)|Rs+[g(uw)]; (4) Rx+ is reflexive and transitive.

Proof. For (1), assume v € [w]. Then w «~ 5« u. Let ¢ € X*. Then g(w) = ¢ if
and only if w = ~¢ and g(u) = ¢ if and only if u = ~¢. Hence g(w) «~ 5+ g(u).
Then gsx+ is well-defined. Moreover, gx-(gs+([w])) = [g(g(w))] = [w]. Then
gs~+ is an involution. For (2), assume wRu. Let Oy € X* and w = Og. Then
w = OOp and so u = Og. Hence [w]Rs«[u]. For (3), assume [w]Rx«[u]. Let
Op € X*. Suppose g(u) = Op. Then u | ~Og. Note that ~Op € X*. Then
w = ~Og. Hence g(w) = Op. Suppose g(u) = ~Op. Then u = Oy and so
w = Op. Then g(w) = ~Op. Hence [g(w)|Rx+[g(u)]. For (4), Ry~ is reflexive
by (2). The transitivity of Ry follows from the definition. O

Lemma 12. Let M = (W, g, R, V) be involutive and X # & subformula-closed.
For every ¢ € X* and w € W, M, w = ¢ if and only if Me-, [w] = ¢.

Proof. The proof proceeds by induction on the complexity of . Atomic cases
are trivial. The cases of A and V are shown by induction hypothesis. Suppose
© = ~tp. Then w = ~1 if and only if g(w) & ¢ if and only if [g(w)] & ¢ if
and only if [w] = ~1. Suppose ¢ = . Assume w = Oy and [w]Rx-[u]. Then
u = Y and so u = . By induction hypothesis, [u] = 1. Hence [w] | Oe.
Assume [w] = ¢ and wRx~u. By Lemma 11 (2), [w]Rx«[u]. Then [u] = ¢. By
induction hypothesis, u = 1. Hence w = Op. O

Theorem 5. wS4 has the FMP.

Proof. Assume ¢ tysa 9. Let M = (W,g,R,V) be the canonical involutive
model for wS4. Then M, O = ¢ and M, O = ¢ for some O € F(wS4). Let
X = sub(p) U sub(y). Clearly X U ~X is a finite base for X* in 9. Then Wy
is finite. By Lemma 12, Mx-, [O] = ¢ and Mx-, [O] & ¢. By Lemma 11, My

is an involuntive model for wS4. O

Lemma 13. Let § = (W, g, R) and M = (F,V) be involutive model and X # &
subformula-closed. If § = wS4C, then §x- = wS4C.

Proof. Assume § = wS4C. Suppose [w]Rx+[u]. Assume Op € X* and g(w) |
Op. Then w = ~Op and so u = ~Op. By v E Op V ~Op, we have u |=
Op. Assume u | ~Op. Then g(u) K~ Op. By [w]Rg-[u] and Lemma 11 (3),
l9(w)]Rx+[g(w)]. Then g(w) = Op. By g(w) = OpV~Uyp, we have g(w) |= ~ep.
Hence g(w)Rx+[u]. By Lemma 10, §x« = wS4C.
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Theorem 6. wS4C has the FMP.

Proof. Assume ¢ Fusac . Let M = (W, g, R, V) be the canonical involutive
model for wS4C. Let § = (W, g, R). Then § = wS4C by Theorem 4. Let X' =
sub(p) U sub(1)). By the same proof of Theorem 5, ¢ I 9 is not true in the finite
involutive model M x-. By Lemma 13, Fx- | wS4C. |

Finally, we show the FMP of wS5. In this case the definition of filtration is
slightly changed. Let 9t = (W, g, R, V) be involutive and X~ # & subformula-
closed. The wS5- ﬁltmtz’on of M through X* is defined as the involutive model
IMYSS = (Wis, g, R42%, Voo ) where (C1) and (C3) in Definition 7 hold, and
(C2) is replaced by the condition (C2"%°): [w]RY*[u] if and only if for any
Op € X%, (i) M, w = Op if and only if M, v = O, and (i) M, w | ~Oep if and
only if M, u = ~Oe.

Lemma 14. Let M = (W, g, R, V) be an involutive model based on a frame § =
(W, g, R) such that § = wS5. Let ¥ # & be a subformula-closed set of formulas.
Then (1) if wRu, then [w] RS [u]; (2) [w] RS [u] if and only if [g(w) RS g(w)];
(3) RY is an equivalence relation.

Proof. For (1), assume wRu. Let Oy € X*. Since R is an equivalence relation,
we have (i) w | Oy if and only if v = Op and (ii) w = ~Op if and only if
u = ~Op. Hence [w]Rx-[u]. For (2), assume [w] R4 [u]. Let Oy € X*. Suppose
g(w) E Op. Then w | ~O¢ and so u = ~Oyp. Then g(u) = Op. Similarly,
if g(u) | Ogp, then g(w) = O¢. Suppose g(w) = ~Op. Then w = Oy and
so u = Op. Then g(u) = ~Op. Similarly, if g(u) = ~Op, then g(w) = ~Oep.
Hence [g(w)]R%5[g(u)]. Conversely, by a similar proof, if [g(w)] R%®[g(u)], then
[w] R%3°[u]. Note that (3) follows from the definition of RY>°. O

Lemma 15. Let M = (W, g, R, V) be an involutive model based on a frame
§ = (W,g,R) such that § = wS5. Let X # @ be a subformula-closed set of
formulas. For every p € X* andw € W, 9, w = ¢ if and only if M2, [w] = ¢.

Proof. The proof is similar to Lemma 12. Note that the case ¢ = v is trivial
by Lemma 14. Details are omitted. O

Theorem 7. wS5 has the FMP.

Proof. Assume ¢ Fgs5 . Let MM = (W,g,R,V) be the canonical involutive
model for wS5. By the same proof of Theorem 5, using Lemma 15, ¢ I 1) is not
true in the finite involutive model M. By Lemma 14, 4 = wS5. O

It follows from the FMP of wS4, wS4C and wS5 that these ntqBls are decid-
able. A ntqBl L is finitely approzimable if for any consequence s & L, there exists
a finite involutive frame § |= L such that § F~ s. One could prove that the FMP
and the finite approximability of ntqBls coincide. Thus many results on the FMP
of ntqBls could be derived.
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6 Concluding Remarks

This paper contributes a relational semantics for normal topological quasi-
Boolean logics by using involutive frames. A discrete duality for these algebras
and frames is developed. The Kripke-completeness and finite model property are
obtained for some ntqBls. There are certainly many problems left open for these
modal logics. Duality theory, completeness theory and correspondence theory
are interesting for exploration in future work. Moreover, Blok’s work on inte-
rior algebras (cf. [4]) can be considered for normal topological quasi-Boolean
algebras.
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