
Chapter 15
On the Influence of Poisson’s Ratio on Phase
Transformations Limiting Surfaces

Alexander B. Freidin and Leah L. Sharipova

Abstract The influence of the sign and value of Poisson’s ratios of the phases on the
limiting surfaces of stress-induced phase transformations is studied. Relationships
defining the limiting surfaces in the case of auxetic phases are derived and the
difference with the case of positive Poisson’s ratio is highlighted. Limiting surfaces
for phase transformations in the cases if one or both phases are auxetic materials are
compared with the limiting surfaces constructed for ‘normal’ phases.
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15.1 Introduction

Poisson’s ratio of a material is defined for a material undergoing tension as the ratio
of the lateral contractile strain to the longitudinal tensile strain, i.e., it characterizes,
for example, how much a cylindrical specimen becomes thinner or thicker if it is
stretched. Most of materials have positive Poisson’s ratio. Materials and structures
with negative Poisson’s ratio (NPR) exhibit a counter-intuitive behaviour. Under
uniaxial compression (tension), these materials and structures contract (expand)
transversely. Such materials and structures are termed auxetics.

The possibility of negative Poisson’s ratio was pointed out by Love [1], who
reported 𝜈 = −1/7 for some directions in an anisotropic crystal of iron pyrites. In
1985, Kolpakov [2] and Almgren [3] described a material with NPR theoretically.
Lakes [4] was apparently the first who produced in 1987 a re-entrant foam structure
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which exhibited NPR. Four years latter, materials with NPR were named ‘auxetics’
or ‘auxetic materials’ by Evans et al. [5].

Auxetics possess better mechanical properties if to compare to conventional
materials, such as enhanced indentation resistance [6], bending stiffness and shear
resistance [7], high dissipated energy per unit volume under compressive cyclic
loading [8]-[10] (see also reviews [11]-[17] and monographs [18]-[22]).

Among the fields of application of auxetics, one can mention medical applications
[23]-[26], use in materials for sports equipment [27, 28], in the development of new
textile fabrics [29, 30] Also the interest to such materials is motivated by intensive
developing new technologies of their creation, particulary on the base of 3D printing
[31]-[33].

Nowadays, metamaterials, including auxetics, are also the subject of many theo-
retical studies, see, e.g., monograph [34], papers [35]-[41] and reference therein. In
the present paper we will focus on phase transformations associated with auxetics.

Phase transformations from normal material to auxetic are observed in auxetic
foams [42]. The foam specimens were transformed from a state with conventional
Poisson’s ratio to auxetic, returned to conventional and once again to auxetic under
multiple mechanical and thermal loading. The phase transition from the normal to
the auxetic state was also revealed using molecular dynamics modeling [43] and in
an experiment on carbon honeycombs [44].

Earlier we have developed a procedure for the construction of limiting phase
transformations surfaces in a strain space for stress-induced phase transformations
[45]-[47]. The phase transformation cannot start until the limiting surface is achieved
on a given straining path, analogously to the yield surface in plasticity theory. There
are two limiting surfaces in the case of a phase transformation: for direct and
reverse transformations, and stress-strain diagrams on the transformation pathes were
constructed. During these studies, the problems of optimal composite microstructures
were also solved: given average strain a minimizing microstructure was found and
corresponding energy was derived (see also [48]-[50]). But at that time only the case
of positive Poisson’s ratios of the phases was implied in derivations.

In the present paper we study in detail how the formulae defining the transformation
surfaces and the shapes of the surfaces are changed depending on the sign and value
of Poisson’s ratios of the phases. Various combinations of the signs of Poisson’s
ratios of the phases are considered.

The paper is arranged as follows. In Sect. 15.2 we recall the notions of phase
equilibrium andphase transition zones andderive the relationships for the construction
of phase transition zones in the case of negative Poisson’s ratio, highlighting the
difference with the case of positive Poisson’s ratio.

In Sect. 15.3 we summarize the results on optimal laminates, minimizing mi-
crostructures obtained in [45]-[47] and discuss how to construct the phase trans-
formations limiting surfaces in the case of arbitrary Poisson’s ratio, including the
negative ratio. In Sect. 15.4 phase transformation limiting surfaces for phase transfor-
mations ‘auxetic ↔ normal material’ and ‘auxetic ↔ auxetic’ are constructed and
compared with the limiting surface for the case of phases with positive Poisson’s
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ratio. Section 15.5 contains conclusions. In Appendix the formulae related to the
construction of the limiting surfaces are derived.

15.2 Phase Equilibrium and Phase Transition Zones for Phases
with Positive and Negative Poisson’s Ratios

The notion of phase transition zones (PTZ) appeared as a result of the analysis of
the conditions across an equilibrium phase boundary (an interface) in an elastic solid
[51]-[53]. The PTZ is formed in a strain space by all deformations that can exist at
the equilibrium interfaces in a given material, whatever the loading conditions.

The usefulness of the PTZ construction can be motivated as follows

• PTZ is defined exclusively by the material properties (elasticity moduli of the
phases, transformation strain) and the energy parameter defined by the temperature.

• Each point of the PTZ boundary corresponds to some piecewise homogeneous
two - phase configuration with a plane interface. The external boundaries of the
PTZ can be considered as the limiting surfaces of the nucleation of layers of a
new phase. The PTZ represents locally all possible equilibrium interfaces.

• The PTZ construction may be relatedwith the interface stability analysis. Forelastic
solids, itwas shown that instability of the interface was not observed if deformations
at the interface coincided with deformations at the external boundaries of the
PTZ[54]-[56]. Then it was proved that belonging the deformations at the interface
to the external boundaries of the PTZ is a necessary stability condition [57, 58].

• Even if a new phase appears in a more complex form than simple layers, in order
to construct the phase transformations limiting surfaces, it is necessary to find the
maximum of the quadratic form, which is examined when constructing the PTZ
[45]-[47].

In the case of small strains, the construction of the PTZ was considered for the
general case of isotropic phases but implemented for positive Poisson’s coefficients
of phases (see, e.g., [52, 53], [59]-[61]. The result with positive Poisson’s ratio were
used also in finding energy minimizing microstructures and construction of phase
transformations limiting surfaces [45]-[47]. In the present paper we focus on the case
of negative Poisson’s ratio. For the sake of completeness, we repeat briefly some
general derivations and results.

In the case of small strains a problem on equilibrium two-phase configurations of
elastic bodies is reduced to finding the interface Γ and corresponding displacement
field 𝑢𝑢𝑢(𝑥𝑥𝑥), which is smooth enough at material points 𝑥𝑥𝑥 ∉ Γ, continuous across Γ

[[𝑢𝑢𝑢]] = 0, 𝑥𝑥𝑥 ∈ Γ (15.1)

and satisfies boundary conditions and equilibrium conditions

𝑥𝑥𝑥 ∉ Γ : ∇ ·𝝈 = 0, (15.2)



238 Alexander B. Freidin and Leah L. Sharipova

𝑥𝑥𝑥 ∈ Γ : [[𝝈]] ·𝑛𝑛𝑛 = 0, [[ 𝑓 ]] − ⟨𝝈⟩ : [[𝜺]] = 0, (15.3)

where 𝑛𝑛𝑛 is the unit normal to the boundary, 𝝈 and 𝜺 = (∇𝑢𝑢𝑢 +∇𝑢𝑢𝑢𝑇 )/2 are the stress
and strain tensors, square and angle brackets denote the jump across the interface and
arithmetic mean: [[𝑎]] = 𝑎+ − 𝑎− , ⟨𝑎⟩ = 1/2(𝑎+ + 𝑎−), subscripts “−” and “+” refer
the values to a material being in the “−” and “+” phase states, respectively.

Thermodynamic condition (15.3)2 follows from the conditions on the equilibrium
phase boundary in a nonlinear elastic material, see [62] and reference therein. Note
that from displacement and traction continuity it follows that

⟨𝝈⟩ : [[𝜺]] = 𝝈+ : [[𝜺]] = 𝝈− : [[𝜺]] .

The volume density of the Helmholtz free energy is taken in a form

𝑓 (𝜺) = min−,+
{
𝑓 − (𝜺), 𝑓 + (𝜺)} (15.4)

where the energies of the phases are

𝑓± (𝜺) = 𝑓 0
± +𝑤± (𝜺), 𝑤± (𝜺) = 1

2
(𝜺−𝜺∗±) :𝐶𝐶𝐶± : (𝜺−𝜺∗±), (15.5)

𝑤± (𝜺) are the strain energies, 𝐶𝐶𝐶± are the elasticity tensors, 𝑓 0± are the chemical
energies of the phases defined by the temperature, 𝜺∗± are the strains in stress-free
states; if one of the strains 𝜺∗± is zero then another one is the transformation strain 𝜺𝑡𝑟 .

Constitutive equations take the form

𝝈± (𝜺) =𝐶𝐶𝐶± :
(
𝜺−𝜺∗±

)
, 𝜺 ∈ E± (15.6)

where domains of definition of phases “−” and “+”

E− = {𝜺 : 𝜓 (𝜺) > 0}, E+ = {𝜺 : 𝜓 (𝜺) < 0}, (15.7)
𝜓 (𝜺) = 𝑓 + (𝜺) − 𝑓 − (𝜺) .

It follows from (15.3)1, (15.6) and (15.1) that [63]

[[𝜺]] = −𝐾𝐾𝐾∓ (𝑛𝑛𝑛) :𝑞𝑞𝑞±, 𝑞𝑞𝑞± = [[𝐶𝐶𝐶]] :𝜺±− [[𝐶𝐶𝐶 :𝜺∗]], (15.8)
𝐾𝐾𝐾± (𝑛𝑛𝑛) = {𝑛𝑛𝑛⊗𝐺𝐺𝐺± ⊗𝑛𝑛𝑛}𝑠 , 𝐺𝐺𝐺± = (𝑛𝑛𝑛 ·𝐶𝐶𝐶± ·𝑛𝑛𝑛)−1,

𝑠 means the symmetrization: 𝐾𝑖 𝑗𝑘𝑙 = 𝑛(𝑖𝐺 𝑗 ) (𝑘𝑛𝑙) .
Substituting (15.5), (15.6) into (15.3)2 andusing (15.8) leads to the thermodynamic

equilibrium condition in the forms [64]

2𝛾 + [[𝜺∗ :𝐶𝐶𝐶 :𝜺∗]] +𝜺± : [[𝐶𝐶𝐶]] :𝜺±−2𝜺± : [[𝐶𝐶𝐶 : 𝜺∗]] ±𝑞𝑞𝑞± :𝐾𝐾𝐾∓ (𝑛𝑛𝑛) :𝑞𝑞𝑞± = 0 (15.9)

where upper and lower signs and indices ‘+” and “−” correspond to each other,
𝛾 = [[ 𝑓0]] acts as temperature in absence of thermal stresses.
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Any of two equations (15.9) determines one-parametric family of unit normals
depending on 𝛾 and strains on one side (“+” or “−”) of the interface. Those 𝜺− and
𝜺+ at which the equation is solvable for the unit normal form a phase transition zone
in strain space that consists of two subzones E− and E+ [52, 53, 59, 60].

If the inverse tensor [[𝐶𝐶𝐶]]−1 exists, then (15.9) can be rewritten in terms of 𝑞𝑞𝑞 as

𝜑(𝑞𝑞𝑞±) ±K∓ (𝑞𝑞𝑞±,𝑛𝑛𝑛) = 0, (15.10)
𝜑(𝑞𝑞𝑞±) = 2𝛾∗ +𝑞𝑞𝑞± : [[𝐶𝐶𝐶]]−1 : 𝑞𝑞𝑞±, K∓ (𝑞𝑞𝑞±,𝑛𝑛𝑛) = 𝑞𝑞𝑞± :𝐾𝐾𝐾∓ (𝑛𝑛𝑛) : 𝑞𝑞𝑞±,

𝛾∗ = 𝛾 + 1
2
[[𝜺∗]] : [[𝐵𝐵𝐵]]−1 : [[𝜺∗]], 𝐵𝐵𝐵± =𝐶𝐶𝐶−1

±

Tensors 𝑞𝑞𝑞 for which Eqs. (15.10) can be solved for the unit normal 𝑛𝑛𝑛 form the phase
transition zone in 𝑞-space that consists of two subzones Q±. The subzones Q± and
corresponding subzones E± are defined by inequalities

Kmin
∓ (𝑞𝑞𝑞±) ≤ ∓𝜑 (𝑞𝑞𝑞±) ≤ Kmax

∓ (𝑞𝑞𝑞±), (15.11)

Kmax
∓ (𝑞𝑞𝑞±) = max

𝑛𝑛𝑛
K∓ (𝑞𝑞𝑞,𝑛𝑛𝑛), Kmin

∓ (𝑞𝑞𝑞±) = min
𝑛𝑛𝑛

K∓ (𝑞𝑞𝑞±,𝑛𝑛𝑛),

The normals

𝑛𝑛𝑛±ex (𝑞𝑞𝑞) = argmax
𝑛𝑛𝑛

K∓ (𝑞𝑞𝑞,𝑛𝑛𝑛), 𝑛𝑛𝑛±in (𝑞𝑞𝑞) = argmin
𝑛𝑛𝑛

K∓ (𝑞𝑞𝑞,𝑛𝑛𝑛) (15.12)

to the interface correspond to external and internal boundaries of the subzones Q±
and E± [52, 53].

The external boundaries of the subzones are given by the equations

𝜑(𝑞𝑞𝑞+) +Kmax
− (𝑞𝑞𝑞+) = 0, Kmax

+ (𝑞𝑞𝑞−) −𝜑(𝑞𝑞𝑞−) = 0. (15.13)

The internal boundaries are given by the equations

𝜑(𝑞𝑞𝑞+) +Kmin
− (𝑞𝑞𝑞+) = 0, Kmin

+ (𝑞𝑞𝑞−) −𝜑(𝑞𝑞𝑞−) = 0. (15.14)

The surface dividing the domains of definition of the phases, i.e. corresponding to
(15.8), passes between the internal boundaries (15.14). Note that in relationships
(15.10)–(15.14) tensors 𝜺∗± related to the transformation strain are hidden in 𝑞𝑞𝑞 and
parameter 𝛾∗.

Further we consider isotropic phases with the elasticity tensors

𝐶𝐶𝐶± = 𝜆±𝐸𝐸𝐸 ⊗𝐸𝐸𝐸 +2𝜇±𝐼𝐼𝐼, (15.15)

where 𝜆± and 𝜇± are Lamé’s coefficients, 𝐸𝐸𝐸 and 𝐼𝐼𝐼 are the second and forth rank unit
tensors, in Cartesian coordinates 𝐸𝑖 𝑗 = 𝛿𝑖 𝑗 ,

𝐼𝑖 𝑗𝑘𝑙 =
1
2
(𝛿𝑖𝑘𝛿 𝑗𝑙 + 𝛿𝑖𝑙𝛿 𝑗𝑘),
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𝛿𝑖 𝑗 is Kroneker’s delta. Then

𝐾𝐾𝐾− (𝑛𝑛𝑛) = 1
𝜇−

((𝑛𝑛𝑛⊗𝐸𝐸𝐸 ⊗𝑛𝑛𝑛)𝑠 − 𝑎−𝑛𝑛𝑛⊗𝑛𝑛𝑛⊗𝑛𝑛𝑛⊗𝑛𝑛𝑛) (15.16)

K− (𝑞𝑞𝑞+,𝑛𝑛𝑛) = 1
𝜇−
𝐹 (𝑁1, 𝑁2) , (15.17)

where 𝐹 (𝑁1, 𝑁2) = 𝑁2−𝑎𝑁2
1 , 𝑎 = (2(1− 𝜈−))−1, 𝜈− is Poisson’s ratio, 𝑁1 = 𝑛𝑛𝑛 ·𝑞𝑞𝑞+ ·𝑛𝑛𝑛

and 𝑁2 = 𝑛𝑛𝑛 ·𝑞𝑞𝑞2+ ·𝑛𝑛𝑛 are the orientation invariants.
Representation (15.17) admits the following geometrical interpretation of the

equation (15.10) and inequalities (15.11) (Fig. 15.1). Given 𝑞𝑞𝑞+, (15.10) takes the
form of a relationship between orientation invariants

𝑁2 = 𝑎𝑁
2
1 − 𝜇−𝜑 (𝑞+𝑞+𝑞+) (15.18)

which defines a parabola on 𝑁1𝑁2-plane. Note that 0 < 𝑎 ≤ 1 if 𝜈 ≤ 0.5.
Since a couple of orientation invariants 𝑁1, 𝑁2 has to determine the unit normal

𝑛𝑛𝑛, there are restrictions on 𝑁1, 𝑁2. In the basis of eigenvectors of 𝑞𝑞𝑞+ =
∑
𝑞𝑖𝑒𝑒𝑒𝑖 ⊗𝑒⊗𝑒⊗𝑒 𝑖

the normal is determined by the system of linear equations for 𝑝𝑖 = 𝑛2
𝑖 (𝑛𝑖 = 𝑛𝑛𝑛 · 𝑒𝑒𝑒𝑖 ,

i=1,2,3) ∑︁
𝑝𝑖 = 1,

∑︁
𝑞𝑖 𝑝𝑖 = 𝑁1,

∑︁
𝑞2
𝑖 𝑝𝑖 = 𝑁2 (15.19)

Since the solution of system (15.19) is to be non–negative, the admissible values
domain D for orientation invariants 𝑁1, 𝑁2 is a triangle with vertexes

(
𝑞𝑖 , 𝑞

2
𝑖

)
(𝑖 = 1,2,3) (see Fig. 15.1). The vertexes correspond to 𝑛𝑛𝑛 = 𝑒𝑒𝑒𝑖 , points of 𝑖 𝑗-side

𝑞1𝑞2𝑞3

𝑁2

𝑁10

𝑛𝑛𝑛 = 𝑒𝑒𝑒3

𝑛𝑛𝑛 = 𝑒𝑒𝑒2

𝑛𝑛𝑛 = 𝑒𝑒𝑒1

(𝑎)

𝑞3 𝑞2 𝑞1

𝑁2

𝑁10

𝑢(𝑞𝑞𝑞)

𝑛𝑛𝑛 = 𝑒𝑒𝑒3

𝑛𝑛𝑛 = 𝑒𝑒𝑒2

𝑛𝑛𝑛 = 𝑒𝑒𝑒1

(𝑏)

Fig. 15.1: Domains (triangles) of admissible values of orientation invariants and limiting curves of
the one-parametric family of solution: (𝑎) - parabola touches the side corresponding to the
maximal and minimal eigenvalues of the tensor 𝑞𝑞𝑞 (𝑏) - parabola (15.18) passes through vertexes
of the triangle.
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of the triangle correspond to normal 𝑛𝑛𝑛 lying in the 𝑖 𝑗-principal plane of 𝑞𝑞𝑞+. If
𝑞𝑖 (𝑖 = 1,2,3) change, then vertexes of D move along the skeleton curve 𝑁2 = 𝑁2

1 .
On the other hand, the parabola (15.18) moves along 𝑁2-axis if 𝑞𝑞𝑞+ changes. The

line of intersection of the parabola and D gives one parameter family of solutions.
The subzone Q+ is formed by all 𝑞𝑞𝑞+ such that this intersection exists.

One can see that, depending on the eigenvalues of 𝑞𝑞𝑞+, the maximum value cor-
responds to the point where the parabola touches the upper side of the triangle,
corresponding to maximal and minimal eigenvalues (Fig. 15.1(𝑎), the normal lies in
the corresponding eigenplane in tis case), or passes via the vertex corresponding to
the eiginvalue, having the maximal absolute value (Fig. 15.1(𝑏), the normal coinsides
with the corresponding eigenvector).

The minimal value correspond to passing the parabola via the vertex corresponding
to the eiginvalue with the minimal absolute value, the normal coinsides with the
corresponding eigenvector.

The above considerations can be formalized as follows (see also Appendix):

1. Assume that the tensor 𝑞𝑞𝑞+ has different eigenvalues, and 𝑞min, 𝑞max and 𝑞mid,
and 𝑒𝑒𝑒max, 𝑒𝑒𝑒min and 𝑒𝑒𝑒mid are the minimal, maximal and intermediate eigenvalues
and corresponding eigenvectors of 𝑞𝑞𝑞+; 𝑛min, 𝑛max and 𝑛mid are components of
the normal 𝑛𝑛𝑛 in the basis of eigenvectors of 𝑞𝑞𝑞+, |𝑞 |max and |𝑞 |min are the maxi-
mal and minimal absolute values of the eigenvalues, 𝑒𝑒𝑒 |𝑞 |max and 𝑒𝑒𝑒 |𝑞 |min are the
corresponding eigenvectors.
If 𝜈− > 0 and

𝑞min𝑞max < 0 or

{
𝑞min𝑞max > 0
(1− 𝜈−) |𝑞 |min < 𝜈− |𝑞 |𝑚𝑎𝑥 .

(15.20)

or 𝜈− < 0 and {
𝑞min𝑞max < 0
(1− 𝜈−) |𝑞 |min + 𝜈− |𝑞 |max > 0.

(15.21)

then the normal 𝑛𝑛𝑛+ex to the intertface corresponding to the external PTZ boundary
lies in the plane of maximal and minimal eigenvalues of 𝑞𝑞𝑞+: 𝑛mid = 0,

𝑛2
max =

(1− 𝜈−)𝑞max − 𝜈−𝑞min
𝑞max − 𝑞min

, 𝑛2
min =

𝜈−𝑞max − (1− 𝜈−)𝑞min
𝑞max − 𝑞min

, (15.22)

Then for both 𝜈− > 0 and 𝜈− < 0

Kmax
− =

1− 𝜈−
2𝜇−

(𝑞2
max + 𝑞2

min) −
𝜈−
𝜇−
𝑞max𝑞min. (15.23)

If conditions (15.20) for 𝜈− > 0 or (15.21) for 𝜈− < 0 are not satisfied then

𝑛𝑛𝑛+𝑒𝑥 = 𝑒𝑒𝑒 |𝑞 |max, Kmax
− =

1−2𝜈−
2𝜇− (1− 𝜈−) |𝑞 |

2
max. (15.24)
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We emphasize that if 𝜈− < 0 then only the case 𝑞min𝑞max < 0 with additional
restrictions allows normal (15.22) lying in the eigenplane of 𝑞𝑞𝑞+
The normal to the interface corresponding to the internal PTZ boundary and Kmin−
are given by formulae:

𝑛𝑛𝑛+in = 𝑒𝑒𝑒 |𝑞 |min, Kmin
− =

1−2𝜈−
2𝜇− (1− 𝜈−) |𝑞 |

2
max. (15.25)

2. Assume that the tensor 𝑞𝑞𝑞+ is axisymmetric:

𝑞𝑞𝑞+ = 𝑞(𝐸𝐸𝐸 − 𝑘𝑘𝑘 ⊗ 𝑘𝑘𝑘) + 𝑞𝑘𝑘𝑘𝑘 ⊗ 𝑘𝑘𝑘.
Then the domain D degenerates into the straight segment with the ends on the
skeleton parabola.
If 𝜈− > 0 and

𝑞𝑘𝑞 < 0 or

{
𝑞𝑘𝑞 > 0
(1− 𝜈−) |𝑞 |min − 𝜈− |𝑞 |max < 0.

(15.26)

or 𝜈− < 0 and {
𝑞𝑘𝑞 < 0
(1− 𝜈−) |𝑞 |min + 𝜈− |𝑞 |max > 0

(15.27)

|𝑞 |min = min{|𝑞𝑘 |, |𝑞 |}, |𝑞 |max = max{|𝑞𝑘 |, |𝑞 |},
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Fig. 15.2: The cross sections of the phase transition zones by the plane 𝜀1 = 𝜀2 = 𝜀 for a normal
materials and for auxetics. Initial undeformed state is phase “+” (𝜗𝑡𝑟 = 0).
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Table 15.1: Parameters.

Fig. 𝜇+ 𝜇− 𝜈+ 𝜈− 𝐾+ 𝐾− 𝜆+ 𝜆− 𝜗𝑡𝑟 𝛾

Fig. 15.4 55 15 -0.3 0.3 16 32.5 -20 22 -0.06 -0.05
Fig. 15.5 55 15 0.3 -0.3 119 4 82 -5 -0.06 -0.05
Fig. 15.2,15.7 30 15 · · · · · · 0 -0.05

then the maximum ofK− is reached at any normal with the square of the projection
onto the axe 𝑘𝑘𝑘 equal to

𝑛2
𝑘 =

(1− 𝜈−)𝑞𝑘 − 𝜈−𝑞
𝑞𝑘 − 𝑞 . (15.28)

Then
Kmax

− =
1− 𝜈−
2𝜇−

(𝑞2
𝑘 + 𝑞2) − 𝜈−

𝜇−
𝑞𝑘𝑞, (15.29)

If conditions (15.26), (15.27) are not satisfied then the maximum of K−

K𝑚𝑎𝑥
− =

1−2𝜈−
2𝜇− (1− 𝜈−) |𝑞 |

2
max (15.30)

is achieved at

𝑛𝑛𝑛∗ = 𝑘𝑘𝑘 if |𝑞𝑘 | > |𝑞 |,
𝑛𝑛𝑛∗ ⊥ 𝑘𝑘𝑘 if |𝑞𝑘 | < |𝑞 |.

3. Assume that the tensor 𝑞𝑞𝑞+ is spherical: 𝑞𝑞𝑞+ = 𝑞𝐸𝐸𝐸 . Then K− does not depend on 𝑛𝑛𝑛,

𝑞𝑞𝑞+ :𝐾𝐾𝐾− (𝑛𝑛𝑛) : 𝑞𝑞𝑞+ = 𝑐𝑞2, 𝑐 =
1−2𝜈−

2𝜇− (1− 𝜈−) =
(
𝑘− + 4

3
𝜇−

)−1
, (15.31)

𝑘− is the bulk modulus.

The examples of the PTZ cross section by plane Y2 = Y3, constructed by formulae
(15.13), (15.14) for the cases 𝜈+ = 𝜈− > 0 and 𝜈+ = 𝜈− < 0 are shown in Fig. 15.2. We
take the phase “+” as an initial phase and assume that the transformation strain is
spherical. Then 𝑓 0+ < 𝑓 0− , 𝜺∗+ = 0, 𝜺∗− = 𝜺𝑡𝑟 = (𝜗𝑡𝑟/3)𝐸𝐸𝐸 , i.e. 𝛾 < 0. The parameters are
given in Table 15.1. The units are not shown, but Lamé constants and corresponding
bulk moduli can be considered as given in 𝐺𝑃𝑎. The choice of parameter values was
made according to reasons of better visualization of the variety of graphs here and
further and consistency with the small strains approach.

In the figures, lines 𝐴𝐵𝐶𝐷𝐸𝐹𝐴 (direct phase transformation) and 𝑃𝑄𝑅𝑆𝑇𝑈𝑃𝑄
(reverse phase transformation) are the external boundaries of the subzones E+ and
E− , respectively. Lines 𝐵𝐺𝐸𝐻𝐵 and 𝑄𝐾𝑇𝐿𝑄 are the internal PTZ boundaries of
the subzones E+ and E− .
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Dashed black lines, dividing the domains of definition of phases “+” and “−”, are
determined by the equation 𝜓(𝜺) = 0 (see (15.7)).

The parts 𝐴𝐵𝐶, 𝐹𝐸𝐷, 𝑃𝑄𝑅, 𝑈𝑇𝑆 of the external boundaries of the PTZ corre-
spond to the normal, orientation of which coincides with the eigenvector of the tensor
𝑞𝑞𝑞 (the interface is perpendicular to an eigenvector of 𝑞𝑞𝑞). The parts 𝐴𝐹, 𝐷𝐶,𝑈𝑃 and
𝑆𝑅 correspond to the normal lying the principal plane of the tensor 𝑞𝑞𝑞 (the interface
is oriented similar to shear band with the angle depending on the eigenvalues of 𝑞𝑞𝑞).

In terms of minimizing laminates (see the next section), 𝐴𝐵𝐶 and 𝐹𝐸𝐷 are
the parts of the limiting surface corresponding to the nucleation of direct first-rank
laminates; 𝐴𝐹 and 𝐷𝐶 are the parts of the limiting surface corresponding to the
nucleation of inclined first-rank laminates.

Note that the external boundary 𝑃𝑄𝑅𝑆𝑇𝑈𝑃𝑄 of the subzone E− is non-convex.
The phase transformations limiting surface construction leads to the convexication
with the use of microstructure which are not reduced to simple layers.

One can see that the sign of the Poisson’s ratio does not change the expressions
of K𝑚𝑎𝑥− but changes the conditions for switching the orientation of the normal. The
orientation of the PTZ with respect to strain axes is also changed.

15.3 Optimal Laminates and Phase Transformations Limiting
Surfaces

Two phase states, corresponding to the energy minimization may not be limited
to simple layers. By the Gibbs principle, at given temperature and average strains,
average Helmholtz free energy of a two-phase microstructure

𝐹 =
∫
Ω

((1−𝐻 (𝑥𝑥𝑥)) 𝑓− (𝜺) +𝐻 (𝑥𝑥𝑥) 𝑓+ (𝜺)) 𝑑Ω, (15.32)

in the case of equilibrium, is to be minimal with respect to the new phase volume
fraction and the geometry parameters of the microstructure. Here subscripts “−” and
“+” indicate values related to the phases “−” and “+”, Ω = Ω−

⋃
Ω+ is a unit cell

divided into subdomains Ω− and Ω+ occupied by the phases “−” and “+”, 𝐻 (𝑥𝑥𝑥) is
the characteristic function of the subdomain Ω+:

𝐻 (𝑥𝑥𝑥) =
{

1, 𝑥𝑥𝑥 ∈ Ω+,

0, 𝑥𝑥𝑥 ∈ Ω− .

We take the free energy density in a form (15.4), (15.5), and the constitutive
equations in the form (15.6). Consider further the case when the shear module 𝜇+ of
the phase “+” is greater then the shear module of the phase “−”, i.e. 𝜇+ > 𝜇− .

It was proved [45] that the infimum of energy (15.32), (15.5) can be constructed
with the use of laminates of the first, second and third rank (Fig. 15.3). The formulae
for the construction of the phase transformations limiting surface were derived and
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then example were done for the case of positive Poisson’s ratios [45]–[47]. The
construction is based, in particular, on the use of extreme properties of the quadratic
form K− (𝑞𝑞𝑞+,𝑛𝑛𝑛) described in Sect. 15.2.

The first-rank laminate consists of alternating planar layers occupied by homoge-
neous phases “−” and “+”. Then the second-rank laminate consists of alternating
layers of the phase “−” and layers which are themselves first-rank laminates. It is
characterized by two normals to the layers and sublayers of phase “−” and by an addi-
tional parameter related with the volume fraction of the pure layers of the phase “−”.
The third-rank laminates consists of the layers of the phase “−” and layers which are
second-rank laminates. They are characterized by three normals and two additional
parameters related with the volume fractions of pure layers of phase “−” and the
volume fraction of phase “−” in the included second rank laminates. Note that in the
case of the second-rank and third-rank laminates, the phase “+” with greater shear
module occupies the inner domains surrounded by the phase “−”. The characteristic
sizes of the laminates decrease at every step of the microstructure construction and
the strains in such layered material tend to piece-wise constant fields, see, e.g., [65].

Five cases (‘regimes’) were distinguished.

1. Direct first-rank laminates.
The eigenvalues of 𝑞𝑞𝑞+ are different and do not satisfy conditions (15.20), (15.21).
The normal and quadratic forma are defined by Eq. (15.24)

2. Inclined first-rank laminates.
The eigenvalues of𝑞𝑞𝑞+ are different and satisfy one the conditons conditons (15.20),
(15.21) which depend on the sign of the Poisson ration. The normal and quadratic
form are defined by Eq. (15.22), (15.23).

3. Skew second-rank laminates.
Tensor 𝑞𝑞𝑞+ is axisymmetric. The eigenvalues satisfy conditon (15.26) or (15.27).
The quadratic form is defined by Eq. (15.29).
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(𝑎)

(𝑏)

(𝑐)

Fig. 15.3: Laminates for optimal microstructures: (a) – direct and inclined first-rank laminates, (b) –
direct and skew second-rank laminates, (c) – third-rank laminate.
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4. Direct second-rank laminates.
Tensor 𝑞𝑞𝑞+ is axisymmetric. The eigenvalues do not satisfy conditons (15.26) and
(15.27). The quadratic form is defined by Eq. (15.30).

5. Third-rank laminates. Tensor 𝑞𝑞𝑞+ is spherical. The quadratic form is defined by
Eq. (15.31).

The external average strain can be related with the tensor 𝑞𝑞𝑞+. Then the limiting
surface can be constructed in strain space. Basic relationships and detais of the
procedure can be found in [45]-[47]. The influence of Poisson’s ratio is highlighted
in the next section.

15.4 Results

The cross sections of phase transformation limiting surfaces and surfaces of the
appearance of different laminates by the plane Y2 = Y3 are shown in Figs. 15.4, 15.5,
15.7. The parameters taken in calculations are given in Table 15.1.

Materials with positive and negative Poisson’s ratios are referred as normal
materials and auxetics, respectively. Fig. 15.4 demonstrates the cross-sections for the
direct and reverse phase transformations between the auxetic and normal material.
Fig. 15.5 represents the cross-sections for the phase transformations if the initial
phase state is a normal material which transforms into the auxetic.

Figure 15.6 represents the sketches of the dependencies of the free energy on
volume strains: Fig. 15.6(𝑎) corresponds to Fig. 15.4; Fig. 15.6(𝑏) corresponds to
Fig. 15.5. Note that in the first case the jump of the elasticity tensor is not sign-
definite: the bulk module increases while the shear module decreases due to the
phase transformation from the auxetic to the normal material. This leads to unclosed
limiting surfaces, as it was mentioned in [45, 59].

Various lines correspond to various types of laminates. Red and orange lines in
Figs. 15.4 and 15.5 correspond to the appearance of the direct first-rank laminates,
green dashed lines – to skew first-rank laminates, blue dashed lines – to the direct
second-rank laminates, black lines – to the skew second-rank laminates, segments
𝐴𝐵 and 𝐴′𝐵′ in Fig. 15.4 and segments 𝐶𝐷 and 𝐶′𝐷′ in Fig. 15.5 – to the third-rank
laminates.

The phase transformations limiting surfaces are given by the combination of
the surfaces, corresponding to the appearance of various laminates. Recall that the
laminate micrtostructures are mathematical objects allowing to construct energy
minimizers and may not be observed in a material. In the case of Fig. 15.4 lines
FOG represent the limiting surfaces of the transformations from the auxetic to the
normal material. Lines SC’B’A’T and SABCT correspond to the limiting surfaces of
the transformations from the normal material to the auxetic.

In the case of Fig. 15.5 the limiting surface of the direct transformation from the
normal material to the auxetic is presented by line PQRS. The reverse transformation
from the auxetic to normal material is presented by line BCDEB’C’D’E’B. Dashed
black lines divides areas of definition of phases “+” and “−”.
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Fig. 15.4: Limiting surface for the phase transformation from the auxetic (phase “+”) to normal
material (phase “−”).

If the energy parameter 𝛾, defined by the temperature, decreases then the limiting
surfaces expand and, therefore, the direct phase transformation starts later while the
reverse transformation — earlier.

Phase transformations limiting surfaces for various values of Poisson’s ratios of
the phases in the case of phase transformations between normal phases with equal
positive and zero Poisson’ ratios and between auxetics with equal negative Poisson’s
ratios are shown in Fig. 15.7. One can observe that the orientation of the limiting
surface with respect to strain axes and its shape are different for positive and negative
Poisson’ ratios. In the case of positive Poisson’s ratio the cross-section is elongated
along the axis 𝜖1 = −𝜖2 = −𝜖3. If 𝜈+ = 𝜈− → 0.5 then the limiting surface stretches
in direction of this axe 𝜖1 = 𝜖2 = 𝜖3 and shrinks in the perrpendicular direction. In
the case of negative positive Poisson’s ratios the cross-section is elongated along the
axis 𝜖1 = 𝜖2 = 𝜖3. If 𝜈+ = 𝜈− →−1 then the limiting surface stretches in the direction
of the axe 𝜖1 = 𝜖2 = 𝜖3 and shrinks in the perpendicular direction.
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Fig. 15.5: Limiting surfaces for the phase transformation from the normal material (phase “+”) to
auxetic (phase “−”).

15.5 Conclusions

We developed a procedure for the construction of phase transformation limiting
surfaces of stress-induced phase transformation – a phase diagram in a strain space
– for the case of auxetic phases. Adopting the procedures developed earlier for the
case of positive Poisson’s ratio, and implementing the approach based on the energy
minimizer construction we found minimizing microstructures and derived formulae
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𝜀𝜀𝑡𝑟

𝛾

Fig. 15.6: Free energy in the cases corresponding to: (a) – Fig. 15.4; (b) – Fig. 15.5.
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Fig. 15.7: Limiting surfaces for direct and reverse phase transformations in normal materials and
auxetics. Initial state is phase “+”.

for limiting surfaces construction for phase transformations ‘auxetic ↔ normal
material’ and ‘auxetic ↔ auxetic’.
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We studied qualitatively and quantitatively how the sign and value of Poisson’s ratio
affect the conditions for switching the regimes corresponding to various laminates
and change the shape of the limiting surface, and its orientation with respect to strain
axes. We demonstrated that the construction of the PTZ and phase transformations
limiting surfaces may be a tool for predicting the behavior of materials undergoing
phase transformations and selecting material parameters.

Appendix. Maximal and minimal values of 𝑭(𝑵1, 𝑵2)

This is a simple exercise to find the normals corresponding to maximal and minimal
values of 𝐹 (𝑁1, 𝑁2), depending on relationships between eigenvalues 𝑞1, 𝑞2, 𝑞3.
Results for 𝜈 > 0 were presented earlier (see e.g. [53, 66, 60] or recent papers
[45, 46, 47]). Nevertheless, for convenience, we give derivations here, highlighting
the cases 𝜈 > 0 and 𝜈 < 0.

Let 𝑞𝑞𝑞 =
∑
𝑞𝑘𝑒𝑒𝑒𝑘𝑒𝑒𝑒𝑘 , 𝑛𝑘 = 𝑛𝑛𝑛 ·𝑒𝑒𝑒𝑘 , 𝑝𝑘 = 𝑛2

𝑘 . To find the normal 𝑛𝑛𝑛𝑒𝑥 maximizing the
function

𝐹 (𝑁1, 𝑁2) = 𝑁2 − 𝑎𝑁2
1 , 𝑎 =

1
2(1− 𝜈) (A-1)

𝑁1 = Σ𝑞𝑘 𝑝𝑘 , 𝑁2 =
∑︁

𝑞2
𝑘 𝑝𝑘 ,

∑︁
𝑝𝑘 = 1, 0 ≤ 𝑝𝑘 ≤ 1 (A-2)

we take the Lagrange function

Φ = 𝐹 (𝑁1, 𝑁2) −𝜆Σ𝑝𝑘 (A-3)

where 𝜆 is the Lagrange multiplier.
From the conditions

𝜕Φ
𝜕𝑝𝑘

= 𝑞2
𝑘 −2𝑎𝑁1𝑞𝑘 −𝜆 = 0, 𝑘 = 1,2,3 (A-4)

it follows
𝑞2

1 −2𝑎𝑁1𝑞1 = 𝑞
2
2 −2𝑎𝑁1𝑞2 = 𝑞

2
3 −2𝑎𝑁1𝑞3 = 𝜆. (A-5)

Then

𝑞2
1−𝑞2

2 = 2𝑎𝑁1 (𝑞1−𝑞2), 𝑞2
1−𝑞2

3 = 2𝑎𝑁1 (𝑞1−𝑞3), 𝑞2
2−𝑞2

3 = 2𝑎𝑁1 (𝑞2−𝑞3). (A-6)

If 𝑞𝑖 are different, i.e. 𝑞1 ≠ 𝑞2, 𝑞1 ≠ 𝑞2, 𝑞2 ≠ 𝑞3, then, by (A-6),

𝑞1 + 𝑞2 = 𝑞1 + 𝑞3 = 𝑞2 + 𝑞3 = 2𝑎𝑁1. (A-7)

Eq. (A-7) can be satisfied only if 𝑞1 = 𝑞2 = 𝑞3, which is the contradiction.
Thus, if 𝑞𝑖 are different then (A-5) cannot be fulfilled, maximum and minimum

of 𝐹 (𝑁1, 𝑁2) are reached at the boundary of the domain
∑
𝑝𝑘 = 1, 0 ≤ 𝑝𝑘 ≤ 1, i.e. if
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𝑝1 = 0 or 𝑝2 = 0 or 𝑝3 = 0. This corresponds to the analysis presented graphically
in Section 2, see Fig 15.1. That is why let us order the eigenvalues of 𝑞𝑞𝑞 such that
𝑞1 > 𝑞2 > 𝑞3 and consider the normals such that 𝑛2 = 0. Then

𝑁1 = (𝑞1 − 𝑞3)𝑝1 + 𝑞3, 𝑁2 = (𝑞2
1 − 𝑞2

3)𝑝1 + 𝑞2
3 (A-8)

Then 𝐹 becomes the function of 𝑝1, and from the condition

𝑑𝐹

𝑑𝑝1
= 0 (A-9)

it follows that the the extrema is achieved if

𝑞1 + 𝑞3 −2𝑎{(𝑞1 − 𝑞3)𝑝1 + 𝑞3} = 0 (A-10)

This corresponds to

𝑁1 =
𝑞1 + 𝑞3

2𝑎
, 𝑁2 =

(𝑞1 + 𝑞3)2

2𝑎
− 𝑞1𝑞3 (A-11)

𝐹 =
(𝑞1 + 𝑞3)2

4𝑎
− 𝑞1𝑞3 =

1− 𝜈
2

(𝑞2
1 + 𝑞2) − 𝜈𝑞1𝑞3 (A-12)

Since
𝑑2𝐹

𝑑𝑝2
1
= −2𝑎(𝑞1 − 𝑞3)2 < 0,

the extrema, if it is achieved, indeed, is the minimum.
From (A-10) it follows that

𝑝1 =
(1− 𝜈)𝑞1 − 𝜈𝑞3

𝑞1 − 𝑞3
. (A-13)

Formula (A-13) defines the normal only if

0 ≤ (1− 𝜈)𝑞1 − 𝜈𝑞3
𝑞1 − 𝑞3

≤ 1 (A-14)

Since 𝑞1 > 𝑞3, conditions (A-14) are equivalent to the inequalities

0 < (1− 𝜈)𝑞1 − 𝜈𝑞3 < 𝑞1 − 𝑞3 (A-15)

which can be rewritten as

𝐴 = (1− 𝜈)𝑞1 − 𝜈𝑞3 > 0 = 𝑞1 − 𝜈(𝑞1 + 𝑞3), (A-16)
𝐵 = 𝜈𝑞1 − (1− 𝜈)𝑞3 > 0 = 𝜈(𝑞1 + 𝑞3) − 𝑞3. (A-17)

Since 𝐴−𝐵 = (1−2𝜈) (𝑞1 +𝑞3), and −1 < 𝜈 < 0.5, the following implications are
valid
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𝑞1 + 𝑞3 > 0 =⇒ 𝐴 > 𝐵, (A-16) follows from (A-17),
𝑞1 + 𝑞3 < 0 =⇒ 𝐴 < 𝐵, (A-17) follows from (A-16).

Then the normal can be defined by (A-13) in two cases for which

𝑞1 + 𝑞3 > 0 and 𝜈(𝑞1 + 𝑞3) > 𝑞3, (A-18)

or
𝑞1 + 𝑞3 < 0 and 𝜈(𝑞1 + 𝑞3) < 𝑞1. (A-19)

First consider 𝜈 > 0.
If 𝑞1𝑞3 < 0, then 𝑞1 > 0, 𝑞3 < 0 and one of the cases (A-18) or (A-19) is met.
If 𝑞1𝑞3 > 0 and 𝑞1 > 𝑞3 > 0, then only the case (A-18) can take place for which

𝜈𝑞1 − (1− 𝜈)𝑞3 > 0. (A-20)

If 𝑞1𝑞3 > 0 and 𝑞3 < 𝑞1 < 0, then only the case (A-19) can take place for which

−𝜈𝑞3 − (1− 𝜈)𝑞1 > 0 (A-21)

that is equivalent to
𝜈 |𝑞3 | − (1− 𝜈) |𝑞1 | > 0. (A-22)

Finally obtain (15.26): the normal is defined at 𝜈 > 0 by (A-15) if

𝑞1𝑞3 < 0 (A-23)
or {𝑞1𝑞3 > 0 and 𝜈 |𝑞 |max − (1− 𝜈) |𝑞 |min > 0} (A-24)
|𝑞 |max = max{|𝑞1 |, |𝑞3 |}, |𝑞 |min = min{|𝑞1 |, |𝑞3 |} (A-25)

Consider now 𝜈 < 0. From both (A-18) and (A-19) it follows that 𝑞1 > 0, 𝑞3 < 0,
i.e. 𝑞1𝑞3 < 0. Then from (A-18) it follows that

𝜈𝑞1 − (1− 𝜈)𝑞3 > 0,

and from (A-19) it follows that

−𝜈𝑞3 + (1− 𝜈)𝑞1 > 0.

Both inequalities can be rewritten in a unified form (15.27):

𝑞1𝑞3 < 0, 𝜈 |𝑞 |max + (1− 𝜈) |𝑞 |min > 0 (A-26)

The case of the axisymmetric 𝑞𝑞𝑞 can be considered analogously.
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