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Abstract. Recently, effective allocation of VANET resources is a key
factor in promoting the development of VANETs. Due to high band-
width costs, poor time efficiency, and a high risk of privacy leakage, the
use of traditional centralized data centers to analyze massive data has
proven to be a difficult task. These challenges have prompted a revolu-
tionary change in VANET architectures to scatter computations from a
centralized data center to distributed network edges. Distributed VANET
configurations leverage the computing power of network edges by using
a large number of mobile devices which frequently exchange data with
the edge of the network or among themselves. However, the heterogene-
ity and distrust of the distributed edge hinder the efficient, reliable, and
secure allocation of VANET resources. In this paper, we express the
allocation strategy for both computing and network resources as a joint
optimization problem. We use a local deep reinforcement learning with
a prioritized experience replay mechanism on edge nodes and use the
blockchain for sharing the optimal learning results to optimize the overall
resource allocation problem. Simulation results show that our proposed
scheme is superior to a current machine learning approach.

Keywords: Vehicular ad hoc networks · Blockchain · Deep
reinforcement learning

1 Introduction

Recently, vehicular ad-hoc networks (VANETs) have aroused great interest.
In the VANET environment, the limitations of network resources prevent the
improvement of edge computing. Currently, due to privacy concerns and the
frequent data loss during high-speed streaming data transmission, data shared
between VANET users are limited to only emergency situations. Furthermore,
the limitation of edge computing power brings new challenges and difficulties
to resource allocation in VANETs [1]. For example, the uncertainty of vehicle
movement may lead to competition between VANET nodes (i.e. the computing
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unit on board of a vehicle) for the computing power of edge nodes (i.e. RSUs)
resulting in the insufficient allocation of computing capability. Considering the
sparse deployment of RSUs, when the number of vehicles within the coverage of a
RSU increases rapidly, the resource spectrum of the RSU cannot meet the needs
of all vehicles. Therefore, fair and effective allocation of computing resources and
network resources to VANET nodes has become an urgent problem to be solved.

At this stage, some scholars have put forward resource allocation mechanisms
in VANETs. The research [2] proposed the allocation of computing resources
for video processing, aiming at improving the quality of service for users. The
authors of [3] proposed a VANET framework for the dynamic adjustment of
network, cache, and computing resources, aiming to improve the joint resource
allocation problem of existing VANETs. The authors of [4] designed a spectrum-
sharing scheme in order to solve the data conflict between the cellular network
of vehicles and users. For the occupation of unlicensed channels, the two can
fairly compete for the right to use the channel. In [5], the author proposes a
new decomposition algorithm that utilizes integer linear programming to fully
allocate computing resources. It provides ideas for the future software-defined
VANET data-sharing architecture. In order to ensure the correct deployment
of the blockchain in the distributed software-defined Internet of Vehicles, the
authors of [6] propose a distributed software-defined VANET architecture based
on the blockchain to ensure the utility of resource allocation.

In this article, we propose an integrated resource allocation scheme for the
VANETs based on the blockchain and Deep Reinforcement Learning (DRL). The
contributions of this article are summarized as follows:

– We propose a new resource (network resource and computing capability) allo-
cation scheme based on blockchain. Each VANET node trains a neural net-
work locally through the DRL algorithm to obtain resource allocation strate-
gies and shares the best local learning results through distributed edge nodes.
Here, we aim to use the communication utility to characterize the quality of
the communication link between the node and the RSU, so as to allocate the
best RSU to neighboring nodes for local training. Meanwhile, the comput-
ing utility is used to characterize the utilization of computing resources. The
VANET node trains the joint resource utility locally within a fixed time, and
then uploads the result to the blockchain system, aiming to improve the joint
resource utility through the parameter sharing of the blockchain system. The
core advantage of using the blockchain for sharing is that the blockchain is
a completely decentralized system, and the local training results are stored
in the transaction. The non-tamperable feature of the blockchain ensures the
safety of local training results. The proposed scheme lays a new foundation
for intelligence sharing between edges.

– We make improvements to the traditional DRL algorithm in local training.
Aiming at solving the problem that the traditional DRLs experience in ineffi-
cient random sampling using replay strategy, we have introduced a prioritized
experience replay strategy to the local training. We define the priority of the
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samples and prioritize the samples in the experience replay pool to improve
the efficiency of local training.

– Finally, we have adopted a Redundant Byzantine Fault-Tolerant (RBFT) [7]
mechanism. Since a permissioned-blockchain system is used, RBFT has better
fault tolerance and better overall performance than the Practical Byzantine
Fault-Tolerant (PBFT) consensus mechanism.

The rest of the paper is organized as follows: the system model is described
in Sect. 2. Section 3 illustrate the problem formulation of the local training. In
Sect. 4, we introduce the local training process and blockchain sharing mecha-
nism. In Sect. 5, we present the experiments that have been conducted in this
work. Finally, conclusions are described in Sect. 6.

2 System Description

In this section, we illustrate the system model in our proposed framework. We
discretize the time T into a number of time slot T = {1, 2, ..., t, ..., T}.

2.1 Communication Model

Figure 1 shows that we use collaborative edge computing to balance the loss of
high-speed streaming data transmission and the overhead on transmission. The
proposed framework has C = {R1, R2, ..., Rc, ..., RC} Road Side Units (RSUs)
and E = {M1,M2, ...,Me, ...,ME} mobile edge servers. In our proposed archi-
tecture, U vehicles around multiple RSUs and edge servers communicate with
each other, denoted by U = {V1, V2, ..., Vu, ..., VU}. In this paper, we implement
blockchain sharing of local training results (communication and computation
utilization) of multiple vehicles.

The communication model is defined as finite-state Markov channels
(FSMCs) [8]. The channel state δVu,Rc(t) between Vu and Rc depends on the
received signal-to-noise ratio (SNR), which is divided into K levels that is defined
as F = {F0, F1, ..., Fk−1, ..., FK}.

Since the communication channel is a time-varying channel, we can set the
variation of SNR follow a Markov decision process. Let pk,k′ = Pr{δVu,Rc(t+1) =
Fk′ |δVu,Rc(t)} be the channel state transition probability, where k, k′ ∈ K. Hence,
P = [pk,k′ ]K×K is the channel state transition matrix of the K × K dimension.

We define the available bandwidth allocated to Vu as HVu

Rc
. According to

Shannon’s theorem, the maximum communication rate rVu

Rc
(t) is:

rVu

Rc
(t) = HVu

Rc
(t) log2(1 + δVu,Rc(t)) (1)

Therefore, we define the communication resource utilization of Vu as the ratio
of rVu

Rc
(t) to the available bandwidth HVu

Rc
allocated to Vc. Hence, we have:

DComm
Vu

(t) =
RC∑

Rc=1

aRc

Vu
(t)

σVu
rVu

Rc
(t)

θRc
HVu

Rc
(t)

(2)
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Fig. 1. Blockchain-based resource allocation framework of VANETs.

where σVu
means the revenue per unit communication rate that Vu can achieve,

and θRc
denotes the unit payment for using networking resources from Rc. We

will illustrate the action value aRc

Vu
(t) in Sect. 3.

2.2 Computation Model

We use εMe

Vu
(t) to represent the computing capability of each Me assign to Vu

at time slot t, which satisfy the Markov decision process. We discretize random
variable εMe

Vu
(t) into Z state, indexed by Λ = {Λ0, Λ1, ..., ΛZ−1}. The state tran-

sition probability gz′z = Pr{εMe

Vu
(t+1) = Λz|εMe

Vu
(t) = Λz′} determines the state

change of εMe

Vu
(t), where Λz, Λz′ ∈ Λ.

We usually use time delay to characterize the Quality of Service (QoS) in
VANETs. We quantify QoS in terms of queuing delay and propagation delay
[9]. We refer the queuing model proposed in [10], we have:

TVu

qd =
1

εMe

Vu
(t) − λVu

(t)
− 1

λVu
(t)

· QVu

L ρQVu
L

1 − ρQVu
L

(3)

where workload arrival rate is denoted as λVu
(t), ρQVu

L = λVu
(t)/εMe

Vu
(t) is the

utilization, and the maximum queue length is QVu

L .
The propagation delay Tpd can be defined as:

TVu

pd = dMe

Vu
/γ (4)

where γ is propagation speed and dMe

Vu
is the physical distance between Vu(xu, yu)

and Me(xe, ye). Hence, dMe

Vu
can be defined as dMe

Vu
=

√
(xe − xu)2 + (ye − yu)2.
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Fig. 2. The workflows of local training.

Finally, we use TVu
= TVu

qd + TVu

pd to characterize the service delay of the
overall system.

Therefore, the computing resource utilization DComp
Vu

(t) is:

DComp
Vu

(t) =
ME∑

Me=1

aMe

Vu
(t)

ζVu
λVu

αVu
kMe

oVu
+ βVu

TVu

(5)

where αVu
and βVu

are the weight ratios of relevant parameters. Here, ζVu
rep-

resents the benefits that Vu can obtain due to the workload of operating unit,
kMe

is the operating overhead per unit CPU cycle, and oVu
is the number of

CPU cycles required for the computation task. We will illustrate the meaning of
action value aMe

Vu
(t) in Sect. 3.

3 Problem Formulation

In this section, we discuss the resource allocation problem of VANET node in
detail by defining the state space, action space and reward function.

3.1 System State

We set a parameter s(t), t ∈ T represent the system state space of proposed
framework at time slot t. s(t) includes two components: δVu,Rc(t) and εMe

Vu
(t).

Here, we have:
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s(t) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δV1,R1(t) · · · δV1,Rc(t) · · · δV1,RC (t)
δV2,R1(t) · · · δV2,Rc(t) · · · δV2,RC (t)

· · · · · · · · · · · · · · ·
δVU ,R1(t) · · · δVU ,Rc(t) · · · δVU ,RC (t)
εM1
V1

(t) · · · εMe

V1
(t) · · · εME

V1
(t)

εM1
V2

(t) · · · εMe

V2
(t) · · · εME

V2
(t)

· · · · · · · · · · · · · · ·
εM1
VU

(t) · · · εMe

VU
(t) · · · εME

VU
(t)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6)

3.2 System Action

We set a(t), t ∈ T as the action space of the system. The definition of a(t) is:

a(t) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

aR1
V1

(t) · · · aRc

V1
(t) · · · aRC

V1
(t)

aR1
V2

(t) · · · aRc

V2
(t) · · · aRC

V2
(t)

· · · · · · · · · · · · · · ·
aR1

VU
(t) · · · aRc

VU
(t) · · · aRC

VU
(t)

aM1
V1

(t) · · · aMe

V1
(t) · · · aME

V1
(t)

aM1
V2

(t) · · · aMe

V2
(t) · · · aME

V2
(t)

· · · · · · · · · · · · · · ·
aM1

VU
(t) · · · aMe

VU
(t) · · · aME

VU
(t)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

where aRc

Vu
(t), and aMe

Vu
(t) are:

1) The value of aRc

Vu
(t) is 1 or 0. For example, if the action value of Rc is 1 at

time t, then RSU and Vc communicate with each other. Otherwise, the action
value of Rc is 0. In this paper, we assume that Vu can only communicate with
one RSU in a time slot. So we can get

∑RC

Rc=1 aRc

Vu
(t) = 1.

2) The value of aMe

Vu
(t) is {0, 1}. For example, if aMe

Vu
(t) = 0 at time slot t,

then Me does not need to calculate the computing task from Vu. Otherwise,
the action value of aMe

Vu
(t) is 0. We assume that only one Me handles the

computation task in a time slot. So we can get
∑ME

Me=1 aMe

Vu
(t) = 1.

3.3 Reward Function

The reward function is accomplished through decision-making in a(t) and s(t).
Then, the immediate reward function (utility) of the system is:

rVu
(t) =

VU∑

Vu=1

(DComm
Vu

(t) + DComp
Vu

(t)) (8)

4 Blockchain-Based Sharing Strategy

In this section, we describe the local training strategy of VANET nodes and the
details of the blockchain-based sharing mechanism.
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Fig. 3. The sharing mechanism used in BDML

4.1 Local DRL Training with Prioritized Experience Replay
of VANET Node

In the deep reinforcement learning experience replay pool, random sampling may
repeatedly select redundant samples and reduce training efficiency. Therefore, we
have added the Prioritized Experience Replay mechanism (PER) to local learn-
ing. The core idea of PER is to prioritize samples. In other words, this method
can find samples more efficiently. Figure 2 shows the local training process of the
proposed framework. In PER, the probability of each sample (e.g., (s(t), a(t),
rVu

(t), s(t + 1)) being selected is monotonic according to priority. Specifically,
the probability of extracting the transition marked j is defined as:

P (j) =
pτ

j∑
k pτ

k

(9)

where pτ
j is the priority of sample j.

In PER, temporal-difference (TD) errors are often used to prioritized sam-
ples [11]. In other words, the premise that a sample has higher priority for the
agent to learn is that the TD error is larger. Therefore, we have:

ρj = Rj + γjQtarget (Sj , argmaxQ(Sj , a)) − Q(Sj−1, Aj−1) (10)

where Rj and Q(Sj , a) are the reward value and Q-value of sample j respectively.
After we determine the TD error j, we need to define importance-sampling

weight (IS-weight) as:

wj = (
1
G

· 1
P (j)

)κ (11)

where κ is responsible bias adjustment and G represents the size of experience
replay memory.

4.2 Blockchain Sharing Mechanism

In our proposed architecture, RSUs and internal edge computing nodes form the
basic structure of the blockchain. The block contains a batch of transactions, and
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the consensus mechanism is responsible for unified packaging and sequencing.
After receiving a block, the blockchain node executes transactions in sequence
based on the original account status and reads/writes the status data of the
relevant account during this period. The completion of a transaction execution
means that the state of the blockchain has undergone a change.

For each transaction, there will be a corresponding transaction receipt or
illegal transaction record in the blockchain to indicate the final execution result.
If the transaction is a legal transaction, after the execution ends, the result of the
transaction execution will be recorded in the transaction receipt. Otherwise, the
reason for the error will be recorded in an illegal transaction record. For every
illegal transaction, the error information will be encapsulated into an illegal
transaction record and stored locally on the node. In addition to the transaction
data related to it, the illegal record will also record the specific error reason. For
example, if a malicious VANET node sends a false local training result, it will
not have sufficient authority to execute the smart contract.

The transaction is initiated by an external user (VANET node). The locally
trained VANET node encapsulates the training results (DNN parameters and
the training loss) in the transaction and uploads them to the nearby RSU node.
When the blockchain node receives the transaction and verifies it first, the node
will only process the verified request. The node will do the following transaction
verification: (1) Verify the legality of the transaction field, including the transac-
tion format and the legality of the timestamp; (2) Whether the same transaction
has been submitted; (3) Verify the transaction signature. After the transaction
passes the above verification, a consensus is reached between the blockchain
nodes, and the received transaction is broadcast to the consensus nodes of the
entire network.

1) Pre-Prepare: The Pre-Prepare consensus master node will sequence the trans-
actions within a certain period of time (or a certain number), package them
into a block, and then send them to the entire network for consensus.

2) Preparation: Prepare all consensus nodes preprocess the block and broadcast
the resulting hash.

3) Submit : Commit all consensus nodes to write to the block and update the
blockchain ledger.

Illegal transactions discovered during the execution process will be stored
in the illegal transaction records of the database, and will not be recorded on
the blockchain ledger. All legal transactions are stored on the blockchain ledger.
When consensus is reached, the node verifies that the transaction and block
are correct and valid. The node will automatically execute the smart contract.
The node uses its own private key to sign the content of the transaction initia-
tor and the transaction receiver to prevent the content of the transaction from
being tampered with. After verifying the signature, MAC, and smart contract,
the system sends the newly generated block back to the edge learning node
and attaches the block to the blockchain. The edge learning node analyzes the
payload information, that is, each edge learning node learns the parameters of
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Table 1. Simulation parameters

Simulation parameter Assigned value

Number of vehicles 8
σVu 8 units/Mbps
θRc 2 units/Mbps
HVu

Rc
4 Mbps

λVu 90 Mbps
ζVu 3 unit/Mbps
αVu 0.5
βVu 0.5
kMe 2 w/Mcycles
oVu 50 Mcycles

Fig. 4. The convergence performance comparison of three schemes.

the deep neural network from other learning nodes to share the optimal neu-
ral network parameters. Figure 3 shows the procedure of the blockchain sharing
mechanism.

5 Simulation Results and Discussions

In this section, we verify the superiority of the proposed framework through
Tensorflow [12] simulation. Deep Q-learning with a prioritized experience replay
mechanism is adopted in the local training process.

5.1 Simulation Setup

Here, we need to point out in particular that the communication utility and
computing utility are the key elements that determine the system resource allo-
cation. The communication utility model determines the RSU assigned to a
certain VANET node and the channel state of this node. The computing util-
ity model determines the computing capability of the edge computing server
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Fig. 5. The utility comparison of three schemes.

allocated to the VANET node for local training. Specifically, RSUs with better
channel conditions and higher-power edge computing servers should be used to
perform computing tasks. We use these two factors as the local training reward
function to characterize the local training effect. Share the parameters of the
local training model through the blockchain to enhance the utility of the overall
system. Therefore, we treat the problem of joint resource allocation as proof of
the effectiveness of our proposed architecture.

In our simulation, we use AI-chain [13] as a comparison scheme to demon-
strate the superiority of our proposed scheme. Meanwhile, we have made some
adjustments to the existing AI-chain. First, we apply AI-chain to the VANET
environment. Secondly, we replaced the neural network for the local training part
of AI-chain from the traditional deep neural network to Convolutional Neural
Network (CNN). The purpose of this is to meet the comparison requirements of
our simulation. The configuration of the AI-chain blockchain adopts a consensus
mechanism called learning proof (permissionless), and the local training process
follows the traditional deep neural network. The basic idea of AI-chain is to share
the optimal neural network parameters among edge nodes through the consen-
sus mechanism of learning proof to meet the needs of joint resource allocation.
Therefore, [13] meets the requirements as a comparison scheme. Table 1 shows
the simulation parameters in this paper.

5.2 Simulation Results

Figure 4 shows the fitting effect of the convergence curve characterized by the
loss function under different schemes. We can see that the curve oscillates sig-
nificantly at the beginning of the gradient descent. After a training period, the
amplitude of the curve oscillations tends to flatten, which means that the opti-
mal policy will be found when the training curve converges. The blockchain
shared resource allocation scheme we proposed is different from DRL in that
we use multiple edge computing nodes as providers of training results, and
solve the joint resource allocation problem of the network by sharing learn-
ing results. Through these comparisons, the convergence performance of the
blockchain shared resource allocation scheme we proposed has a better conver-
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gence effect, which means that our scheme can obtain the optimal strategy faster
after a short training, as shown in the red curve in Fig. 4 shown. The reason for
the rapid convergence is that the edge computing nodes obtain better DNN
parameters from other consensus nodes through the shared parameter mecha-
nism of the blockchain. The advantage of the sharing mechanism is to reduce
the waste of computing resources during the training process. In addition, the
rapid convergence of the red curve shows that with the help of the sharing mech-
anism, the local training node iterates the actual Q-value faster, and it is easier
to obtain the optimal joint resource allocation strategy, saving a lot of training
time. In addition, the prioritized experience replay mechanism is better than the
scheme without it. This is because the priority experience replay strategy sets
the priority of the system samples, and the system trains according to the prior-
ity of the samples. It avoids the drawbacks of repeated training of samples in the
experience replay pool due to random sampling, thereby reducing the number
of operations and further optimizing the convergence performance.

Figure 5 depicts the fitting of the training curve tracking the reward function
under different schemes. Specifically, Eq. (8) captures the calculation method of
system utility, which is used to measure the performance of the two resource
allocation schemes used in this work. As shown in the figure, the red curve gets
the highest reward, which means that our proposed combination of blockchain
sharing and priority experience replay will have the best utility while converg-
ing quickly. Moreover, with the increase of events, the utility of the red curve
has been significantly improved. This is because the system converges quickly
and improves the utility of computing resources. As the number of elements in
the state space increases, the environment becomes more complex, resulting in
a decrease in convergence performance, so the ascent of the curve slows down
as the plot increases. However, in the case of any number of features, the joint
consideration of network resource and computing resource allocation can allo-
cate more powerful edge computing servers for users, so the resource utilization
rate has been significantly improved compared with traditional DRL resource
allocation schemes.

6 Conclusions and Future Work

In this article, we proposed a novel joint resource allocation scheme based on
sharing mechanism with blockchain for future Internet of Vehicles. We first exe-
cuted the local deep reinforcement learning algorithm with a prioritized expe-
rience replay mechanism on each edge node. Then, each edge node shared its
learning result with others via blockchain in order to optimize the joint resource
allocation problem. Most importantly, we considered channel resources and com-
puting resources as components of a joint resources allocation strategy. Consid-
ering the importance of the samples in the experience replay pool, we used a
prioritized experience replay to accelerate the local training speed. This app-
roach can significantly improve the training efficiency through the simulation
results. Incorporation of intrusion detection systems will be considered in the
future.
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