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Abstract. In order to improve the effect of glaucoma fundus image
classification, a new algorithm based on decision tree and UNet++ was
proposed. Firstly, the image is divided into three channels of RGB, and
the extracted green channel image is enhanced with the Butterworth
parameter function of the fusion power function. Then the improved
UNet++ network model is used to extract the texture features of the
fundus image, and the residual module is used to enhance the texture fea-
tures. The results of the experiment show that the average accuracy, the
average specificity and the average sensitivity of the improved algorithm
increase by 9.2%, 6.4% and 6.5% respectively. The improved algorithm
is effective in glaucoma fundus image classification.
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1 Introduction

Glaucoma, as the second most common eye disorders in the world, is a group of
eye conditions that damage the optic nerve [1]. It is the focus of fundus image
separation detection research [2], and has attracted experts’ attention.

Among them, He Xiaoyun et al. [3] put forward an improved UNet network
model, which integrates residual block, cascade cavity convolution and embed-
ded attention mechanism into UNet model to segment retinal vessels. Sabri Deari
et al. [4] proposed a model of retinal vascular segmentation network based on
migration learning strategy. The model was processed by pixel transformation
and reflection transformation to enhance the data set. After processing, the
retinal features were trained using the U-Net model to achieve retinal vascular
segmentation; Yuan Zhou et al. [5] put forward the model of fusion attention
mechanism and UNet++ network, based on UNet++ model, to achieve image
feature extraction, and at the same time the attention mechanism is integrated
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into convolution unit to achieve feature enhancement, and then complete end-
to-end detection of image; Ali Serener [6] and others proposed an image classifi-
cation algorithm based on a single CNN convolution neural network model. This
method can realize glaucoma image classification by creating multiple fusion of
CNN. Guo Pan et al. [7] proposed a glaucoma image detection method based on
MobileNet v2 and VGG classification network. The method used MobileNet v2
segmentation model to segment and locate the VGG image. Gupta et al. [8] pro-
posed a method for detecting retinal vessels in random forest classification. The
method could segment retinal images and extract the texture and gray features
of the blocks, and then classify the retinal images. Ke Shiyuan et al. [9] used Sup-
port Vector Machine and Logistic Regression Integrated Multi-View Learning to
predict glaucoma; DAS et al. [10] proposed a method for glaucoma detection
based on CDR and ISNT rules. The method used region-growing method and
watershed transform to segment OC and OD, and then realized glaucoma image
classification. Narmatha Venugopal et al. [11] put forward a method of glaucoma
image classification based on PH-CNN model, which uses DWT and PCA fusion
method to extract features, and then uses PH-CNN model to classify glaucoma
image automatically.

Although these algorithms can screen and judge glaucoma fundus lesions,
but the accuracy of glaucoma fundus lesions detection is low, and the classifica-
tion is not good. Considering these problems, this paper proposes an improved
UNet++ algorithm for glaucoma image classification and detection. Firstly, the
Butterworth parameter function is used to enhance the color, texture and con-
trast of the fundus image, and then the UNet++ network based on residual
thought and mixed field of attention is used to extract the feature.

2 Algorithmic Implementation

In order to solve the problem of low contrast in glaucoma image classification,
an improved UNet++ algorithm based on decision tree fusion is proposed. The
whole algorithm is divided into three stages: preprocessing, feature extraction
and image classification. The architecture is shown in Fig. 1.

Figure 1 shows that in the preprocessing stage, the green component image is
extracted, and then the texture information and contrast of the glaucoma fundus
image are enhanced by power function Butterworth parameter function; In the
feature extraction stage, UNet++ network based on residual error module and
attention mechanism is used; Decision tree C4.5 is used to classify the fundus
images, and the results of glaucoma detection are obtained.

2.1 Preprocessing

Aiming at the problems of low contrast and poor detail information of the image,
the improved Butterworth parameter function with power function fusion is used
to preprocess the fundus image. The processing process is to first separate the
RGB image, extract the green component image (as shown in Fig. 2), and then
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Fig. 1. Overall algorithm architecture diagram

use the improved Butterworth parameter function [12] to carry out frequency
division processing to obtain high frequency information and low frequency infor-
mation. The calculation is as shown in formula 1 and formula 2.

Ph = (Rh − Rl) /

(
1 +

aD0

D(x, y)

)
2n + Rl (1)

Pl = 1 −
[
(Rh − Rl) /

(
1 +

aD0

D(x, y)

)
2n + Rl

]
(2)

where Rh and Rl denote the high-frequency gain coefficient of the glaucoma fun-
dus image and the low-frequency gain coefficient of the glaucoma fundus image.
While Rh > 1, Represents high-frequency information that enhances fundus
images.While Rl < 1, it is denotes reduced ocular fundus low-frequency infor-
mation. a indicates the sharpening coefficient, D0 indicates the cut-off frequency,
n indicates the order of the filter, D(x, y) indicates the distance between the fre-
quency (x, y) and the filtering (x0, y0) center, and the Euclidean distance formula
is adopted for calculation, as shown in formula 3.

D(x, y) = 2
√

(x − x0)
2 + (y − y0)

2 (3)

After frequency division processing, high and low frequency information and
low frequency information are obtained. In order to transform the information of
high and low frequency into the image of high and low frequency for enhancement
processing, inverse Fourier transform is used to transform the information of
frequency domain into the image of spatial domain, as shown in formula 4.
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F (t) =
1
2π

∫ +∞

−∞
F(w)eiωtdw (4)

where F (t) represents a function of the time domain, F (w) represents a function
of frequency, and F (t) is an imaginary function of F(w). After processing, high
frequency image Fh(x, y) and low frequency image Fl(x, y) are obtained.

In order to enhance the local contrast and improve the texture details of the
image, the SMQT algorithm [12] is used to extend the gray level region of the
image to achieve nonlinear stretching of the gray level of the image to enhance
the pixels. The SMQT function uses binary tree to deal with the pixels of the
image, and overlaps the outputs of each layer linearly to get the locally enhanced
high frequency image, as shown in formula 5.

F ′
h(m) =

⎧⎨
⎩m | V (m) =

L∑
l=1

2l−1∑
n=1

V (u(l, n))2L−l,∀ ∈ M,∀u(l, n) ∈ ∀u(l, n)

⎫⎬
⎭

(5)

where m represents a pixel in image D(m), F ′
h(m) is the output of SMQT,

v(m) is the gray value of the pixel, U(m) is the quantization of the gray value, L
represents number of layers in the binary tree, and n is the MQN output number
with the number of layers of l.

In order to reduce the influence of color component on image detection,
the low-frequency image is converted into Lab space [13], and the L-channel is
processed by the method of histogram equalization. The processing principle is
to divide the image into several blocks, classify each block, and interpolate each
pixel with histogram equalization method to get the F ′

l of the processed gray
image. The processed high-frequency image and low-frequency image are fused
to get the enhanced fundus image. The processing is shown in formula 6.

G(x, y) = aF ′
h(x, y) + bF ′

l (x, y) (6)

where a and b denote the weighted constant respectively, and G(x, y) represent
the enhanced eye ground green component.

In order to reduce the influence of external factors and ensure the integrity of
fundus image structure, the power function curve method [14] is used to reduce
noise. The power function adjusts the image contrast mode by parameters and
adjusts by image mapping relation. The calculation is shown in formula 7.

G′ = axt + bx(t−1) + . . . . . . + cx + d (7)

where t is a power, it is a controllable parameter after the processing of enhanced
image preprocessing.
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2.2 Feature Extraction

UNet++ Networkm

Fig. 2. Comparison result diagram

In order to extract texture and detail information of fundus image effectively and
improve the effect of image feature extraction, an improved UNet++ network
model is proposed. In order to avoid the overfitting problem in the training pro-
cess, the residual error idea is introduced into the model based on the UNet++
network. In addition, in order to improve the performance of the network feature
extraction, the mixed domain attention mechanism is added to the residual mod-
ule to enhance the texture feature. Its network architecture is shown in Fig. 3.
As can be seen from the diagram above, the UNet++ network [15] consists of an
encoder and a decoder, x(i,j) represents the output of the node x(i,j), where i repre-
sents the number of layers, j represents the j convolution layer of the current layer,
black represents the original UNet, green and blue represent the dense convolution
blocks on the jump path, and red represents depth oversight. The hopping path is
used to change the connectivity of the encoder and decoder subnetworks. In UNet,
the decoder receives the encoder’s feature map directly, whereas in UNet++ there
is a dense convolution block, and all convolution layers on the jump path use cores
of size 3 by 3. Deep supervision enables the UNet++ model to run in both accu-
rate and fast mode, averaging the output of all split branches. Quick mode is used
to split the graph.Finally, only one branch is selected, and the results are used to
determine the model pruning degree and speed gain.

Residual Module and Attention Mechanism

To solve the problem of gradient disappearance, the residual module [16] is
introduced between the sampling and down sampling convolution layers on the
UNet++ network, and a mixed domain attention mechanism [17] is added before
each residual convolution module to obtain more local and global texture infor-
mation. The architecture of the residual module is improved as shown in Fig. 4.
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Fig. 3. Improved UNet++ model diagram

The principle of the residual module is to add the input feature graph and
the feature extraction module to get the feature information, so that the network
can contain the feature information of the input feature graph when propagat-
ing forward, and effectively solve the degradation problem of network model
onvolution processing. The calculation is shown in Eq. 8.

H(x) = F (x) + x (8)

where x represents the input network, F (x) the feature extraction module, and
H(x) the output of the feature extraction of the eyeground image. In order to
obtain specific feature texture information, the mixed domain attention mecha-
nism is introduced into the residual error network. The network model in Fig. 5.

From Fig. 5, the input fundus feature map represents fed into the chan-
nel attention mechanism to perceive the global texture information, and the
extracted information is fused with the original image to obtain the global fea-
ture processing results, as shown in formula 9.

CBAM (Fi) = SAM (CAM (Fi)) × Fi × (CAM (Fi) × Fi) (9)
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Fig. 4. Improved residual module structure diagram

where CBAM(Fi) denotes the result of mixed domain attention mechanism,
Fi denotes input fundus graph, CAM(Fi) denote channel attention mechanism,
SAM denote spatial attention mechanism, and × denotes matrix convolution.

The maximum pooling and the average pooling are then forwarded to a
shared hidden layer MLP network. The dimensions of the two channel pooling
maps are set to C × 1 × 1, and the result of the average pooling is processed by
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Fig. 5. Mixed domain attention mechanism

the sigmoid function. Finally, the result of the channel pooling is added to the
result of the channel pooling mechanism as shown in formula 10.

CAM (Fi) = sigmod (MLP (AvgPool (Fi)) + MLP (MaxPool (Fi))) (10)

where sigmod is the activation function, the AvgPool is the average pooling
process, the MaxPool is the maximum pooling process, and the MLP is the
MLP neural network, that is, the multilayer perceptual process, with the number
of neurons in the hidden layer set to C/r and the r as a hyperparameter.

The spatial attention mechanism is pooled along the channel axis by aver-
age and maximum pooling, and then the two characteristic graphs are spliced
together for convolution operation. Finally, the processing result of spatial atten-
tion mechanism is obtained by sigmoid activation, and the calculation is shown
in formula 10.

SAM (CAM (Fi)) = sigmod (conv ([AvgPool (Mc) + MaxPool (Mc)])) (11)

where SAM is the operation of spatial attention mechanism, and convolution
operation is represented by conv.

Loss Function and Activation Function

To measure the classification error of the model, the improved UNet++ network
uses the cross-entropy cost function as the loss function, and its calculation is
shown in Formula 12.

C = − 1
n

∑
x

[y ln a + (1 − y) ln(1 − a)] (12)

where y is the expected output of the glaucoma model, a represents the actual
output of texture information, x represents sample data, and n represents the
total sample size.

In order to optimize the network parameters, the stochastic gradient descent
function is used as the optimization function. The principle is to select a part
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of dataset from the training dataset by random processing. Keep updating, get
the final result, its parameter updating formula is shown in formula 13.

θj = θjϑ ∗ ∂JS (θj)
∂θj

(13)

where S is the total number of training samples, and j represents the selected
value of the samples, with a value of ∈ [0, S].

The residual module is processed using PReLU [18] activation functions to
reduce dependency on manual adjustments and reduce empiricism, as shown in
Formula 14.

f (yi) =
{

yi, if yi ≥ 0
aiyi, if yi < 0 (14)

where i is different channels, for residual processing, each channel has different
parameters PReLU function. ai represents the initialization value, and 0.25 is
the best.

The sigmoid function in the attention mechanism is an S-shaped saturation
function, calculated as Formula 15.

sigmod (yi) =
1

1 + exp (−yi)
(15)

2.3 Fundus Image Classification

To improve the classification effect of glaucoma fundus image and reduce the
model training and detection practice, the multi-classification of glaucoma fun-
dus lesions using c4.5 decision tree was studied [19].

The Decision Tree C4.5 algorithm is used to find split attributes from all
texture information extracted from features, generate texture information and no
texture information, continuously segment the nodes with texture information,
and then classify glaucoma fundus lesions into normal, mild, moderate and severe
glaucoma.

Decision tree C4.5 algorithm implementation is divided into two stages: initial
decision tree generation and decision tree pruning. The algorithm flow is as
follows:

input: Training set decision table: training set DK = (d1, k1), (d2, k2), ...,
(dn, kn) and set of attributes AK = a1, a2, a3, a4

output: Decision tree with Node as root node

1. function Build DT(D,A) constructive function
2. generate node B
3. if samples is DK belong to the same category CK then
4. mark node as class CK leaf node; return
5. end if
6. if AK = ∅, samples in DK have the same value on AK then
7. mark B as a leaf node of the class with the most samples in DK return
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8. end if
9. select the best attribute from AK, bea∗ = arg maxa∈A qx

AGR(DK, a),
attributes with the highest rate of gain

10. for a∗ to every attribute value of av
∗ do

11. generate a branch for Node; make DKv a subset of samples in DK that have
a∗ value of av

∗
12. if DKv is Null then
13. mark the branch node as the leaf node of the class with the most samples in

DK
14. else
15. use Build DT(DKv, AK a∗) as a branch node
16. end if
17. end for
18. end function

After the decision tree classification, the fundus image of glaucoma was
detected to be normal, mild, moderate or severe.

3 Experimental Analysis

3.1 Experimental Environment

Data sets provided by Paddle Paddle were used and 480 glaucoma datasets were
selected for training. Normal glaucoma, mild glaucoma, moderate glaucoma and
severe glaucoma accounted for 120 each, as shown in Fig. 6.

Fig. 6. Sample data set diagram

The study used Inteli7-7800 CPU, NVIDIA Ge Force GTX 1080i graphics
card, Paddle Paddle 2G GPU, deep learning frameworks Keras, OpenCV and
Tensorflow. Because the UNet++ network input layer requires 1024× 1024 pix-
els, the Python pillow library is used to manipulate the crop to set a fixed
clipping region to crop all images to 1024× 1024 and train at a 7:3 scale.
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3.2 Experimental Design and Analysis

Accuracy Acc, specificity Sp and sensitivity Sn were used to evaluate the classi-
fication of glaucoma fundus lesions, as shown in Formula 16, 17 and 18.

Acc =
M + N

M + N + L + P
(16)

Sp =
N

N + P
(17)

Sn =
P

P + L
(18)

where M is the number of normal fundus maps, N is the number of glaucoma
maps, L is the number of normal fundus maps, P is the number of glaucoma
maps, and N and P represent the total number of glaucoma maps.

To obtain the global optimal effect of the loss function, the optimal learning
rate of 0.001 is selected by adjusting the network weight super-parameters. The
accuracy of different iterative experiments is analyzed during the model training,
and the results in Fig. 7.

Fig. 7. Result chart of model average accuracy under different iterations

The results show that the average classification accuracy is the best when
the learning rate is 0.001, and the average classification accuracy is 94.46%.
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Analysis of Different Network Performance

In order to verify the effect of different algorithms on glaucoma fundus image
classification under the same experimental environment, the accuracy, specificity
and sensitivity of CNN, He [3], Sabri [4], Ali [6] and the algorithm presented in
this paper are analyzed. The results are shown in Table 1.

Table 1. Performance analysis of different network models

Network Acc Sp Sn

Classical CNN 78.86 79.12 81.32

He 88.03 89.25 93.78

Sabri 88.85 87.87 93.01

Ali 90.26 88.52 92.15

Proposed method 94.46 91.74 95.89

In Table 1, the average accuracy, the average specificity and the average sen-
sitivity of glaucoma detection are all classical CNN algorithm. The best result is
94.46%, 91.74% and 95.89%. Compared with the traditional network model, the
average accuracy, the average specificity and the average sensitivity are improved
by 9.2%, 6.4% and 6.5% respectively.

Performance Analysis of Different Classifiers

In order to verify the effect of different algorithms on glaucoma fundus image
classification under the same experimental environment, the performance of clas-
sical SVM, Stochastic Forest, Yuan Zhou [5], Gupta [8], Ke Shiyuan [9], DAS [10]
and the algorithm in this paper were analyzed, the analysis results shown in
Table 2.

Table 2. Performance analysis of different classifiers (%)

Method Acc Sp Sn

SVM 89.92 87.85 89.02

Stochastic forest 89.80 86.32 88.64

YuanZhou 92.84 91.12 94.21

Gupta 90.76 83.30 96.10

Ke Shiyuan 92.24 89.13 95.50

DAS 91.47 88.82 92.15

Proposed method 94.46 91.74 95.89
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It can be seen from Table 2 that the best is the algorithm studied in this
paper and its accuracy, specificity and sensitivity of the improved algorithm are
94.46%, 91.74% and 95.89% respectively, which is 3.6%, 4.5% and 3.5% higher
than the traditional algorithm. The improved algorithm has some advantages in
fundus image detection.

Ablation Experiment

To verify that the proposed algorithm has a good effect on the detection of
glaucoma lesions, a study was made on the ablation of the proposed algorithm
under the same experimental environment, and the average detection results
were evaluated using the accuracy rate, The results of the evaluation are shown
in Table 3.

Table 3. Performance analysis of different classifiers (%)

Unet++ Butterworth

filter

Power Function Method

of Fusing Butterworth

Attention

mechanism

Residual

convolution module

Acc

85.28

� � 86.00

� � � 86.59

� � � � 87.21

� � 87.88

� � � 88.79

� � � � � 94.46

This can be seen from Table 3, the traditional UNet++ network model is
optimized by using the Butterworth power function and residual theory, which
has some advantages in classifying glaucoma fundus lesions.

4 Conclusion

An improved UNet++ network model of C4.5 decision tree is proposed. The
model can preprocess the green channel image, then enhance the texture of the
feature image by using the improved UNet++ network. Finally, the decision tree
was used to get the severity of glaucoma. The algorithm can be applied to classify
and detect glaucoma fundus diseases, as well as other medical images and traffic
images, but the training time and classification accuracy of the network model
need to be further optimized.
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