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Preface

We are pleased to welcome you to read the proceedings of the 17th International Confer-
ence on Green, Pervasive, and Cloud Computing (GPC 2022). It was held in Chengdu,
China on December 2–4, 2022. GPC 2022 provided a forum for researchers and prac-
titioners to discuss and exchange new ideas, work-in-process, research and practice in
Green, Pervasive, and Cloud Computing.

The Program Committee received 104 submissions in total. After careful reviews,
we accepted 19 papers for publication in the conference proceedings with an acceptance
rate of 18.3%.

Wewould like to thank themembers of the ProgramCommittee from institutes across
the world for their hard review work. Their collective efforts and diverse expertise made
the conference program successful and exciting. Their review feedback and comments
were really helpful for the authors to improve their papers and research.

We would like to thank all the authors and participants for their great support in
making the conference successful.

We thank the team from Springer for their professional assistance in the publication
of the conference proceedings.

December 2022 Chen Yu
Jiehan Zhou



Organization

General Chairs

Zhiguang Qin University of Electronic Science and Technology
of China, China

Rajkumar Buyya The University of Melbourne, Australia

Program Chairs

Chen Yu Huazhong University of Science and Technology,
China

Jiehan Zhou University of Oulu, Finland

Publicity Chair

Fangming Liu Huazhong University of Science and Technology,
China

Web Chair

Qianqian Wang Huazhong University of Science and Technology,
China

Publication Chairs

Xianhua Song Harbin University of Science and Technology,
China

Zeguang Lu National Academy of Guo Ding Institute of Data
Science, China

Steering Committee Chair

Hai Jin Huazhong University of Science and Technology,
China

Steering Committee

Nabil Abdennadher University of Applied Sciences, Switzerland
Christophe Cerin University of Paris XIII, France



viii Organization

Sajal K. Das Missouri University of Science and Technology,
USA

Jean-Luc Gaudiot University of California-Irvine, USA
Kuan-Ching Li Providence University, Taiwan
Cho-Li Wang The University of Hong Kong, China
Chao-Tung Yang Tunghai University, Taiwan
Laurence T. Yang St. Francis Xavier University, Canada, and

Hainan University, China
Zhiwen Yu Northwestern Polytechnical University, China

Workshop Chairs

Ning Zhang University of Windsor, Canada
Zhicai Zhang Shanxi University, China
Zhe Zhang Nanjing University of Posts and

Telecommunications, China
Yongliang Qiao The University of Sydney, Australia
Daobilige Su China Agricultural University, China
Zichen Huang Kyoto University, Japan
Yangyang Guo Anhui University, China
Qiankun Fu Jilin University, China
Honghua Jiang Shandong Agricultural University, China
Meili Wang Northwest A&F University, China
Fenghua Zhu Institute of Automation, Chinese Academy of

Sciences, China
Ting Xu Chang’an University, China
Ryan Wen Liu Wuhan University of Technology, China
Rummei Li Beijing Jiaotong University, China
Tigang Jiang University of Electronic Science and Technology

of China, China
Shaoen Wu Illinois State University, USA
Qing Yang University of North Texas, USA
Kun Hua Lawrence Technological University, USA
Guangjie Han Hohai University, China
Kai Lin Dalian University of Technology, China
Xinguo Yu Central China Normal University, China
Jiehan Zhou University of Oulu, Finland
Jun Shen Southeast University, China
Wenbin Gan National Institute of Information and

Communications Technology, Japan
Keke Huang Central South University, China



Contents

SFYOLO: A Lightweight and Effective Network Based on Space-Friendly
Aggregation Perception for Pear Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Yipu Li, Yuan Rao, Xiu Jin, Zhaohui Jiang, Lu Liu, and Yuwei Wang

Feature Fusion Expression Recognition Algorithm Based on DCA
Dimensionality Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Xiaofang Wang, Dengjie Fang, Qianying Zou, and Yifei Shi

Decision Tree Fusion and Improved Fundus Image Classification Algorithm . . . 35
Xiaofang Wang, Yanhua Qiu, Xin Chen, Jialing Wu, Qianying Zou,
and Nan Mu

Construction Method of National Food Safety Standard Ontology . . . . . . . . . . . . 50
Die Hu, Chunyi Weng, Ruoqi Wang, Xueyi Song, and Li Qin

Federated Learning-Based Driving Strategies Optimization for Intelligent
Connected Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Wentao Wu and Fang Fu

Traffic Sign Image Segmentation Algorithm Based on Improved
Spatio-Temporal Map Convolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Qianying Zou, Lin Xiao, Guang Xu, Xiaofang Wang, and Nan Mu

Research on Sheep Counting Algorithm Under Surveillance Video . . . . . . . . . . . 99
Yingnan Wang and Meili Wang

A Blockchain-Based Distributed Machine Learning (BDML) Approach
for Resource Allocation in Vehicular Ad-Hoc Networks . . . . . . . . . . . . . . . . . . . . . 110
Dajun Zhang, Wei Shi, and Ruizhe Yang

Ranging of Confocal Endoscopy Probe Using Recognition and Optical
Flow Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
Haoxiang Yu, Yuhua Lu, and Qian Liu

Deployment Strategy of Highway RSUs for Vehicular Ad Hoc Networks
Considering Accident Notification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Yufeng Chen, Yingkui Ma, Zhengtao Xiang, Lei Cai, Yu Zhang,
and Hanwen Cao



x Contents

CPSOCKS: Cross-Platform Privacy Overlay Adapter Based on SOCKSv5
Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
Gabriel-Cosmin Apostol, Alexandra-Elena Mocanu,
Bogdan-Costel Mocanu, Dragos-Mihai Radulescu, and Florin Pop

Nonlinear Optimization Method for PGC Demodulation of Interferometric
Fiber-Optic Hydrophone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
Jiajing Wang, Zhu Kou, and Xiangtao Zhao

MixKd: Mix Data Augmentation Guided Knowledge Distillation for Plant
Leaf Disease Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Haotian Zhang and Meili Wang

Multiresolution Knowledge Distillation and Multi-level Fusion for Defect
Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
Huosheng Xie and Yan Xiao

A Novel Weighted-Distance Centralized Detection Method in Passive
MIMO Radar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
Tingsong Song and Jiawei Zhu

Performer: A Resource Demand Forecasting Method for Data Centers . . . . . . . . 204
Wenkang Qi, Jieqian Yao, Jialun Li, and Weigang Wu

Optimizing Video QoS for eMBMS Users in the Internet of Vehicles . . . . . . . . . . 215
Lu Wang and Fang Fu

Huffman Tree Based Multi-resolution Temporal Convolution Network
for Electricity Time Series Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
Chao Tu, Ming Chen, Liwen Zhang, Long Zhao, Yong Ma, Ziyang Yue,
and Di Wu

Deep Learning-Based Autonomous Cow Detection for Smart Livestock
Farming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
Yongliang Qiao, Yangyang Guo, and Dongjian He

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259



SFYOLO: A Lightweight and Effective
Network Based on Space-Friendly

Aggregation Perception for Pear Detection

Yipu Li1,2,3, Yuan Rao1,2,3(B), Xiu Jin1,2,3, Zhaohui Jiang1,2,3, Lu Liu1,2,3,
and Yuwei Wang1,2,3

1 College of Information and Computer Science, Anhui Agricultural University,
Hefei 230036, China

raoyuan@ahau.edu.cn
2 Key Laboratory of Agricultural Sensors, Ministry of Agriculture and Rural Affairs,

Hefei 230036, China
3 Anhui Provincial Key Laboratory of Smart Agricultural Technology and

Equipment, Hefei 230036, China

Abstract. It is always challenging for efficiently conducting accurate
detection of small and occluded pears in modern orchards. In the past
few years, the aforementioned detection tasks remained unsolved though
lots of researchers attempted to optimize the adaption of background
noise and viewpoints, particularly compliant models suitable for simul-
taneously detecting small and occluded pears with low computational
cost and memory usage. In this paper, we proposed a lightweight and
effective object detection network called as SFYOLO based on space-
friendly aggregation perception. Specifically, a novel space-friendly atten-
tion mechanism was proposed for implementing the aggregate percep-
tion of spatial domain and channel domain. Afterwards, an improved
space-friendly transformer encoder was put forward for enhancing the
ability of information exchange between channels. Finally, the decoupled
anchor-free detectors were used as the head to improve the adaptability
of the network. The mean Average Precision (mAP) for in-field pears
was 93.12% in SFYOLO, which was increased by 2.03% compared with
original YOLOv5s. Additional experiments and comparison were carried
out considering newly proposed YOLOv6 and YOLOv7 that aimed at
optimizing the detection accuracy and speed. Results verified that small
and occluded pears could be detected fast and accurately by the com-
petitive SFYOLO network under various viewpoints for further orchard
yield estimation and development of pear picking system.

Keywords: YOLOv5s · Object detection · Visual attention
mechanism · Transformer encoder · Aggregate perception

1 Introduction

To meet the consumption requirements of the world’s growing population, horti-
culture has been trying to find new ways to increase orchard productivity [1,2].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Yu et al. (Eds.): GPC 2022, LNCS 13744, pp. 1–16, 2023.
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The development of artificial intelligence and robot technology provides a fea-
sible scheme for the improvement of production efficiency and efficiency [3,4].
However, in the practical application scenario of agriculture, there are still great
challenges in the application of the above technologies. Although labor-intensive
agronomic management based on manual labor is difficult to meet the needs
of agricultural development under the background of rising agricultural costs
and shortage of skilled labor, however, the technology-intensive agronomic man-
agement dominated by computer science and technology is still lack of practical
experience. If the transition from labor-intensive orchard to technology-intensive
orchard can be realized, the development of automatic agronomic management,
such as pear growth monitoring, yield estimation and automatic picking of fruits,
will help in reducing economic and environmental costs.

In the latest development of intelligent agriculture and independent produc-
tion, deep learning technology has been widely used practically in agricultural
management to improve and estimate agricultural production. Traditionally, it
is common for machine vision methods based on convolutional neural networks
(CNN) to implement fruit detection. However, due to various sizes from big to
small, severe occlusion caused by dense distribution, different viewpoints cap-
tured by different device, and several other factors result in obstacles and restric-
tions of object detection with satisfactory accuracy. Taking the detection of small
pear as the main task, how to accurately detect small fruits and severely occluded
fruits in complex orchard environments is the key to realize fruit growth mon-
itoring and intelligent yield estimation. For the purpose of improving detection
accuracy, current detection networks generally tend to increase the depth of the
neural network and use dense connections [5,6], but this may lead to feature loss
for small fruits. Therefore, an appropriate detection method is still required for
implementing agronomic management in an effective and efficient way.

In order to overcome the above shortcomings, based on the existing YOLO
series networks [7–11], we strive to balance the detection accuracy and compu-
tational cost, and design a Space-Friendly YOLO (SFYOLO) network. Firstly, a
novel SFA (Space-Friendly Attention) mechanism was designed, which enabled
the aggregation of spatial and channel attention at a low computational cost.
Subsequently, in order to improve the overall perception ability of the SFY-
OLO, we introduced transformer encoder as the global feature extraction and
modeling module, and the SFA mechanism was embed into it to build SF-TE
(Space-Friendly Transformer Encoder). Afterwards, SF-TE was used as the fea-
ture extraction unit of the neck part of the network to re-extract multi-level
features. Finally, the decoupled anchor-free detectors were used as the head of
the network to improve the adaptability and the accuracy of the detection net-
work, especially for the dense regions of small and occluded pears.

2 Related Works

Self-Attention in Computer Vision. Visual attention mechanism is derived
from studies of the human vision system. Different parts of the human retina
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have different levels for information processing. In order to make rational use of
limited visual information processing resources, humans usually focus on specific
parts of the visual area. Generally speaking, the attention mechanism determines
which part of the input needs to be paid more attention to. The ability and
efficiency of feature extraction will be improved if the network focuses only on
task-related regions, rather than useless regions. Self-Attention mechanisms, such
as SE [12], CBAM [13] and CA [14], assign different weights to the region that
need attention and eliminate irrelevant information, thus improving the quality
of the extracted features.

Vision Transformer. Due to the great success of Transformer in the field of
NLP (Natural Language Processing), lots of research has been done trying to
transfer it to the field of computer vision. Vision Transformer [15] firstly proves
that the images can be directly applied in Transformer, it makes one image
into sequence of patches and reaches SOTA performance in large datasets than
traditional CNN-based networks. DETR [16] is the first network based on Trans-
former for object detection task. It simplifies the process of target detection by
treating the detection problem as ensemble prediction, offering an effective way
of combining CNN with Transformer. However, the limitations of two networks
above are that they both require large-scaled datasets and take too much time for
training. Some networks such as LeViT [17], CvT [18], and Visformer [19] allevi-
ate these problems by means of multi-scale feature fusion. The aforementioned
work has demonstrated that the proper combination of CNN and Transformer
can help in reducing the inference time and the network size, enabling it to be
applied in the real-time object detection task.

Object Detection Models. With the development of deep learning, various
object detection networks and methods have been proposed. The existing object
detection methods can be divided into two categories: 1) One-stage detectors,
such as YOLO series, FCOS [20], SSD [21]. 2) Two-stage detectors, such as
VFNet(17), Faster RCNN(18). In recent research, several novel one-stage object
detection networks, e.g. YOLOv6 [22] and YOLOv7 [23], were proposed to fur-
ther improve the object detection performance in general scenarios. However, the
computational cost increased significantly due to the use of high-capacity fea-
ture extraction backbone networks and feature extraction modules, which made
it difficult to be directly applied to real-time detection tasks in agricultural
scenarios with limited resource of computing hardware. At the same time, the
overall performance of YOLOv6 and YOLOv7 in detecting small and occluded
pears remained to be verified.

3 Image Acquisition and Processing

3.1 Image Dataset Acquisition

The pear dataset was collected in September 2021 from the experimental pear
orchard located in Suzhou City, Anhui Province, China. We divided the data
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collection work into two parts: collecting ground photography dataset and aerial
photography dataset. The CCD camera mounted on the tripod and the CCD
camera mounted on the Unmanned Aerial Vehicle (UAV) were used to capture
pear images from the ground and the air, respectively. A total of 1840 pear
images were collected at a shooting distance of about 2m to form a ground
dataset. The aerial data set was collected by UAV at the height of 2m above
the pear tree canopy, and 985 images were obtained to form the aerial dataset.
The collected images had a dense distribution of target pears of different sizes
and contain a large number of target pears with different distances and shapes,
which brought a great challenge to accurate detection.

3.2 Annotation Procedure and Data Augmentation

We annotated the ground 1840 images and the annotation information was saved
in COCO format [24]. During data annotation, the percentage of small targets
was especially increased, and each image contained up to 100 annotation boxes.
The images were resized from 1280 × 720 pixels to 640 × 384 pixels with some
pears covered by only a few pixels, which further increased the detection diffi-
culty. The training of deep learning usually required a large amount of data. As
we know, the limited data collected in real scenarios was often insufficient for
network training. Therefore, we expanded the training samples by data augmen-
tation for improving the generalization ability and robustness of the network.
In this paper, we used random left-right flip, random up-down flip, HSV space
transformation, random blur, Mosaic enhancement [9], Mixup enhancement [25],
and other image preprocessing approaches provided in YOLOv5s for performing
online enhancement of the data during training to expand the training set.

4 SFYOLO Network Design

4.1 Overall Structure of SFYOLO

Although YOLOv5 has been widely used in various fields, there are still some
problems remained to be solved. First of all, although YOLOv5s had a lighter
network architecture and faster detection speed than majority of networks,
YOLOv5s had a certain sacrifice in accuracy. Thus, how to make up for the
lack of detection accuracy without significantly improving the detection speed is
an urgent problem to be solved. Secondly, the probe head of YOLOv5s adopted
no anchor frame structure, although it performed well in the general scene, but in
the scene where a large number of small and occluded pears need to be detected,
YOLOv5s was prone to suffering from missed and false detection. Developing
appropriate methods that could improve the detection ability of these hard-to-
difficult pears would definitely promote the transformation of the network from
theory to practical application. In order to facilitate the deployment on the intel-
ligent picking platform in the agricultural scene and reduce the computing power
and storage space requirements of the network as much as possible, we followed
the general architecture of YOLOv5 to meet the real-time requirements.
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Fig. 1. The network architecture of SFYOLO (where SF-TE corresponds to space-
friendly transformer encoder in Fig. 3)

The overall structure of SFYOLO is shown in the Fig. 1, and its framework
can be summarized into three main parts, namely, the backbone, neck, and head.
The backbone extraction network is CSPDarknet. After loading the pre-training
weights on the COCO dataset, it can extract the necessary feature information
from the original three-channel input image for subsequent detection and clas-
sification tasks. The neck PANet was used to reprocess the multi-scale feature
images extracted by backbone at different stages. The basic feature extraction
module was replaced with SF-TE, which could better perceive local and non-
local aggregate features. The main part of head consists of three detectors. We
chose anchor-free detectors instead of the original anchor-based detectors to
improve the generalization ability of the network, with potential improvement
in detection of small and occluded pears. At the same time, the detectors were
decoupled and the classification process of frame and category was separated,
which not only greatly improved the convergence speed, but also increased the
classification and localization performance of the head.

4.2 Technical Route of Pear Detection Network

The flow of the SFYOLO-based pear detection network proposed in this study
could be concluded as follow. Firstly, improvements were made in the neck
and head of the original YOLOv5 network. For purpose of improving the
neck, we proposed a Space-Friendly Attention (SFA) mechanism based on the
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channel-aware and coordinate-aware aggregation, which aimed at enhancing the
aggregation perception ability of the network between the spatial domain and
the channel domain to make up for the lack of the original network’s ability
to detect small and occluded pears. Secondly, a construction method of Space-
Friendly Transformer Encoder (SF-TE) was developed to establish spatial long-
range dependencies. Through the joint perception of Transformer and SFA, the
robustness of the network was improved, and the local perception and global per-
ception were effectively combined. Then a novel neck was proposed by means of
utilizing the aforementioned SF-TE to replace the original CSP. In the improved
head, for each level of feature extracted from neck, we adopted a 1×1 convo-
lution layer to reduce the feature channel to 256 and then added two parallel
branches with two 3 × 3 convolution layers each for classification and regres-
sion tasks respectively. Then IoU branch was added on the regression branch.
Finally, qualitative and quantitative experiments were carried out to verify the
effectiveness of the improvements.

4.3 Improvements of Pear Detection Network Based on YOLOv5s

Fig. 2. The structure of space-Friendly Attention mechanism (SFA)

Space-friendly Attention Mechanism (SFA). In machine vision tasks, spa-
tial information was equally important as coordinate information. Achieving an
aggregate perception of spatial and channel features was beneficial to the overall
perception ability of the network. Self-attention mechanism within both spatial
and channel domains of the feature maps contributed to capturing dimension-
ally richer information in local and global way. As illustrated in Fig. 2, on the
basis that the coordinate attention mechanism summarized the feature map into
a pair of feature vectors along the horizontal coordinate direction and vertical
coordinate direction, we added spatial feature vectors along the channel direc-
tion to implement the exchange of information between channels. This set of
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spatial feature vectors could selectively enlarge the valuable feature channels
and restrain the useless feature channels, thus improving the performance of
the network. Each feature map was aggregated into 1× 1 pixels, which were
reweighted with horizontal and vertical feature vectors to achieve an effective
aggregate perception of spatial and channel features. In order to reduce the loss
of original information and alleviate the problem of gradient disappearance, we
artificially made some layers of the network skip the connection of the next layer
of neurons, making the non-adjacent layers connected, weakening the strong con-
nection between each layer, and alleviating the degradation of network caused
by the excessive depth. By making full use of spatial and channel information,
it was expected to improve the ability to capture local and global information
in the network.

Fig. 3. The structure of space-friendly transformer encoder (SF-TE), where the red
marks the improvements, SFA corresponds to Fig. 2 (Color figure online)

Space-friendly Transformer Encoder (SF-TE). Inspired by the idea of Vis-
former to introduce convolution into transformer encoders, we designed space-
friendly transformer encoders. The structure of improved space-friendly trans-
former encoder is illustrated in Fig. 4, which could be divided into two sub-
layers, with the first layer being a multi-head attention layer and the second
sublayer being a fully connected layer. Specifically, the input feature maps first
passed through a multi-head attention sublayer, in which multiple attention
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heads performed attention computations synchronously to establish long-range
dependencies in the spatial domain and preserve non-local features. Then they
passed through the fully connected layer, where the feature maps were re-stored
to their original size by multiple convolution operations. Finally, the result of
residual connection was output after the Dropout operation, contributing to bet-
ter convergence and overfitting prevention. To further achieve the proper per-
ception of high-density targets, occluded targets, and small targets, the space-
friendly attention mechanism was embedded into the multi-head attention mech-
anism. On the basis of the original multi-head attention mechanism, we added a
path for feature extraction through SFA and connected it with the feature map
extracted by the original multi-head attention mechanism in a cross-layer way.
This expanded the channel dimension of the network, thus making full use of
the channel information and achieving the aggregate perception in both channel
and spatial domains.

Improved Neck with Transformer Encoders. To enhance the feature
extraction ability of the network for target objects of different scales, YOLOv5s
generally consisted of five stages referred to as [P1, P2, P3, P4, P5]. The output
feature maps of these stages had distinct scales and were used to extract features
from objects of different sizes, finally, the feature maps of P3, P4, and P5 were
used for the detection task. These feature maps at different scales provided exten-
sive multi-scale feature information for the target detection task. To enhance
the feature extraction ability of the network for small targets, we attempted to
embed SF-TE (space-friendly transformer encoder) into the neck. Since SF-TE
greatly increased the parameters and computation cost of the network, apply-
ing it on low-resolution feature maps instead of high-resolution feature maps
would lead to the increment of the expensive computation and memory cost,
which was an obstacle for implementing real-time target detection tasks with
limited resources. Therefore, we only embedded SF-TE into P3, P4, P5 in the
neck of YOLOv5s. The improved Neck effectively enriched the information con-
tent of the feature maps, significantly enhancing the over perception results of
in-field pears. The eventual output feature map contained denser non-local and
local information, which allowed for the detection of small and occluded pears
in natural environments.

Decoupled Anchor-Free Detectors. The detector of object detection net-
work can be divided into anchor-based and anchor-free, and the former is usually
used in traditional target detection network. However, the detection performance
of anchor-based depends on the design of anchor frame to some extent, and it
is very sensitive to the size, aspect ratio and quantity of anchor box. However,
a large number of hyperparameters are used in the initialization design of the
anchors, which makes it difficult to adjust these hyperparameters and cost a
lot of time and computation to optimize. Considering that there were a large
number of small pears in this application scene, which was different from the
size distribution of the target in the general scene, it could not well match the
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preset anchor size. Therefore, we chosen to use the non-anchor detector instead
of the anchor-based detector. Some scholars argued that there is a spatial mis-
alignment problem in localization and classification tasks of object detection [26].
This meant that the two tasks have different focuses and degrees of interest, with
classification focusing more on the features extracted that are most similar to
existing categories, while localization focuses more on the location coordinates
with the anchor points and thus on the bounding box parameter correction.
Therefore, we chosen to use a decoupling head structure that can independently
complete classification and positioning tasks by using different decoupled head
branches, which is beneficial to the final detection effect and accuracy.

5 Experiments

5.1 Evaluation Metrics

Since the images collected in the natural environment contained many pears
of different sizes, we used AP and F1-score to evaluate the performance of the
network. AP refers to the average value of all ten intersections (IoU) thresholds
with a uniform step size of 0.05 in the range of [0.50, 0.95]. F1-score is the
harmonic average of precision and recall, with a value ranging from 0 to 1.
Among them, a large F1-score value indicates good detection accuracy. The
formula for the F1-score is as follows:

P = TP/(TP + FP ) (1)

R = TP/(TP + FN) (2)

F =
2× P ×R

(P +R)
(3)

where TP (True Positive) denotes the number of predicted positive samples,FP
(False Positive) denotes the number of predicted positive but negative samples,
and FN (False Negative) denotes the number of predicted negative but positive
samples.

5.2 Implementation Details

The network was trained on the ground dataset with eight images as a batch
and the loss was updated once per iteration for a total of 200 epochs on a
single NVIDIA GTX 2080Ti. The detection of pears was carried out on a single
NVIDIA GTX 1650, which simulated the limited computing environment in the
natural environment. Using SGD as the optimizer, the initial learning rate was
set to 0.01, the weight decay rate was set to 0.00048, and the momentum factor
was set to 0.937. It gradually decayed to 1E-4 as the iterations proceeded. This
experimental network was trained using transfer learning, and further training
was performed on the pre-trained weights of the MS COCO dataset.
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5.3 Quantitative Experimental Results Compared with YOLO
Series

In addition to the proposed SFYOLO, the typical or recent members of YOLO
series, such as YOLOv3-SPP, YOLOv4s, YOLOv5s, YOLOv6s and YOLOv7s
were employed for making performance comparison based on the ground dataset.
The detection accuracy, detection time, memory usage was taken into consid-
eration. From Table 1, it could be seen that the proposed SFYOLO achieve on
AP (average precision) and F1-score of 93.12% and 86.73%, which was much
better than the results acquired by YOLOv3-SPP, YOLOv4s and YOLOv5s.
Contrastively, YOLOv6s and YOLOv7s could offer closer detection results to the
proposed SFYOLO. However, compared to the aforementioned two networks, the
proposed SFYOLO reduced the detection time by 27% and 40%, meanwhile, the
FLOPs decreased by 58% and 82.6%. In addition, in comparison to YOLOv5s,
the AP of SFYOLO increased by 2.03% with slightly higher detection time and a
larger memory usage. Therefore, it could be drawn that the proposed SFYOLO
had the ability of offering better results in pear detection.

Table 1. Comparison among SFYOLO and other widely used and novel networks of
YOLO series in terms of detection accuracy and efficiency on the ground dataset.

Networks AP(%) F1-score(%) Detection time (ms) Memory usage(MB) FLOPs(G)

YOLOv3-SPP 89.51 83.72 16.1 120.32 157.1
YOLOv4s 91.98 85.62 20.2 246.34 137.2
YOLOv5s 91.09 84.35 11.2 13.70 16.4
YOLOv6s 92.93 85.92 18.2 285.78 44.2
YOLOv7s 93.02 86.23 22.3 64.23 104.7
SFYOLO 93.12 86.73 13.2 54.52 18.2

5.4 Qualitative Experiments Results on Ground Dataset

When detecting pears in practical application scenes, the collected images often
contain a large number of pears with different scales, serious occlusion and clut-
tered density. It was difficult to detect these pears, which was often the main
factor leading to low detection accuracy. If the improvements of the proposed
network could effectively enhance the detection accuracy of these pears, it could
provide a feasible scheme for the application of deep neural network in the field
of agriculture. In order to verify that the proposed network could meet the
requirements of the natural environment, we focus on its detection performance
in the areas with uneven pear size and serious background noise. The quantita-
tive test results of SFYOLO with YOLOv5, YOLOv6, and YOLOv7 is shown in
Fig. 4. In the comparison of columns a and b, the detection performance of the
networks for dense areas containing a large number of small pears was mainly
concerned. The results showed that the cases of missed detection and false detec-
tion of SFYOLO were less than those of YOLOv6 and YOLOv7, and obviously
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Fig. 4. Comparison of pear detection on the ground dataset, with YOLOv5s, YOLOv6,
YOLOv7 and SFYOLO. The cases of missed detection are highlighted in yellow (Color
figure online)

less than YOLOv5. This showed that SFYOLO could effectively detect small
pears, and was better than YOLOv5, YOLOv6 and YOLOv7 qualitatively. In
the comparison of columns of c and d, the detection performance of the net-
works for areas containing pears with different scales and blocking each other
was mainly concerned. The results showed that SFYOLO still had a beneficial
effect in detecting pears occluded by leaves or by each other, and the effect
was slightly better than that of YOLOv6 and YOLOv7, and obviously better
than that of YOLOv5. In summary, SFYOLO could effectively detect pears in
the natural environment, especially for small and occluded ones. This helped to
provide a lightweight vision system for portable devices and provided auxiliary
information for subsequent decision-making such as picking path planning.

5.5 Qualitative Experimental Results on Aerial Dataset

In agricultural monitoring, three-dimensional monitoring was of great signif-
icance to promote orchard automation. The aerial images obtained by air-
craft could be used for pear growth monitoring, intelligent yield estimation and
orchard spraying. In order to verify the performance of the proposed network in
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Fig. 5. Comparison of pear detection in the aerial dataset captured by drones from the
bird’s-eye viewpoint and side viewpoint. The cases of missed detection are highlighted
in yellow (Color figure online)

cross-domain detection tasks, aerial dataset including bird’s-eye viewpoint and
side viewpoint were used to further explore the robustness of the network to
the change of viewpoints. Figure 5 shows the qualitative test results of YOLOv5,
YOLOv6, YOLOv7, and SFYOLO on the aerial dataset using the weights of
network trained on the ground dataset. Columns a and b were images taken by
drones from the bird’s-eye viewpoint, and columns c and d were images taken by
drones from side viewpoint. These images contain a large number of small and
occluded pears, which made it much more difficult to detect. Under the influence
of light and background noise, the pears in the bird’s-eye viewpoint were closer
to the color of leaves and soil, so they were more difficult to detect. As could be
seen from the figure, the detection performance of SFYOLO was slightly better
than that of YOLOv6 and YOLOv7 with less cases of missed detection. Among
them, the improvement in the bird’s-eye viewpoint was more obvious, indicating
that the SFYOLO can effectively reduce the interference of background noise, so
as to identify the target more accurately. Compared with the detection ability of
YOLOv5, the detection ability of SFYOLO was significantly improved, and the
cases of missed detection were greatly reduced in both viewpoints. This bene-
fited from the construction of SFA mechanism, the embedding of space-friendly
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transformer encoder and the employment of decoupling head, which not only
improved the ability of local and global feature extraction, but also enhanced
the transfer and generalization ability of the network.

To sum up the above results, due to the effective design of network and the
novel improvement of structure, SFYOLO was endowed with sufficient accuracy
and robustness improvement, and could carry out cross-domain detection effi-
ciently and accurately. Additionally, SFYOLO could be directly transferred for
pear detection in aerial images, which not only verified the generalization abil-
ity, but also reduced the workload, improved the production efficiency, bringing
potential improvement of production benefit.

5.6 Ablation Studies

Fig. 6. Line graph of AP metrics for ablation experiments on the ground dataset

To further explore the impact of the improvements of the original YOLOv5s,
three sets of ablation experiments were designed in this paper, and the improve-
ment of each improvement on the network performance was discussed based on
the results of AP metrics. In order to explore the influence of SFA mechanism on
the network, it was added to P3, P4 and P5 in the neck of the original YOLOv5s,
which was named as YOLOv5s-SFA. In order to explore the influence of the posi-
tion of SF-TE in the network, it was applied at the end of backbone, which was
named as YOLOv5s-SFTE. In order to explore the impact of decoupled head
on performance, decoupled head were applied as head, which was named as
YOLOv5s-DH. The results of the ablation experiment are shown in Fig. 6 and
Table 2. Each module could contribute to the performance improvement in pear
detection on the ground dataset.
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Table 2. Results in the ablation experiments.

Models AP(%)
Detection
Time(ms)

Memory
usage(MB)

YOLOv5s 91.09 11.2 13.7
YOLOv5s-SFA 91.96(+0.87) 11.8(+0.6) 23.2(+9.5)
YOLOv5s-SFTE 92.44(+1.49) 15.7(+4.5) 113.9(+100.2)
YOLOv5-DH 92.12(+1.03) 12.1(+0.9) 17.9(+4.2)
SFYOLO 93.12(+2.03) 13.2(+2.0) 54.5(+40.8)

Effect of Space-Friendly Attention Mechanism (YOLOv5s-SFA). The
AP of YOLOv5s-SFA on the validation set increased by 0.87%. The memory
usage increased by 1.69 times than the original size. In the early stage of train-
ing, YOLOv5s-SFA converged rapidly, started to decrease slightly after twenty
generations, and finally reached stable status. YOLOv5s made a certain improve-
ment in accuracy with faint computational cost and memory usage improvement,
indicating that SFA mechanism played an indispensable role in the feature map
and helped in the network convergence rapidly.

Effect of Space-Friendly Transformer Encoder (YOLOv5-SFTE). Com-
pared with the YOLOv5 network, YOLOv5-SFTE increased the AP on the val-
idation set by 1.49%. In the early stage of training, the accuracy of the network
fluctuates greatly and then keeps stable gradually. Compared with SFYOLO, the
reason for its lower overall accuracy might be that transformer encoder was more
difficult to fit on small-size datasets. Although the memory usage and detection
time increased a lot, it was still a useful part of the network compared with other
one-stage object detection networks.

Effect of Decoupled Head (YOLOv5s-DH). Compared with the YOLOv5
network, YOLOv5s-DHhad 1.03% higher AP on the verification set. In the early
stage of training, the accuracy of the network fluctuated greatly and then grad-
ually kept relatively stable. Compared with YOLOv5s, the reason for its higher
overall accuracy might be that the decoupled anchor-free detectors had almost
no manual preset hyperparameters, which could be well migrated to the appli-
cation scene in this paper to satisfy the object detection requirements. While
SFYOLO-DH has achieved effective accuracy improvement, there was almost no
significant improvement in detection time and memory usage, which was very
suitable for completing high-precision detection tasks in an environment with
limited computing resources.

6 Conclusion

Improving the detection ability of the network for target fruits was the basis
of implementing automated agronomic management. To address the problem of
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target fruit detection in real complex scenes, this paper proposed SFYOLO with
the inherent characteristics of the aggregation attention of space domain and
channel domain. The construction of the Space-Friendly Attention mechanism
and the modification of the original transformer encoder enabled the network
to aggregate spatial feature and channel feature as well as capture both local
and global information in an effective and efficient way. The decoupled anchor-
free head enabled the network to complete the tasks of classification, location
and regression independently and better, which further enhanced the detection
performance. The experimental results showed that our network enhances the
feature extraction ability and improved the detection accuracy of small pears and
occluded pears. The proposed SFYOLO achieved an average accuracy of 93.12%
on the ground dataset and outperformed the typical or recent members of the
YOLO series such as YOLOv6 and YOLOv7 on both the ground dataset and
the aerial dataset in terms of speed and accuracy. In the future, we will further
investigate the ways of implementing pear detection at different growth stages,
as well as the reduction of the training and detection cost to better support
real-time detection of other fruits.
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Abstract. Aiming at the insufficiency of HOG and LBP feature fusion
and imbalance of data samples, a feature fusion algorithm based on
DCA dimension reduction is proposed. The algorithm firstly extracts
the expression features of the preprocessed data by using the improved
HOG-LBP algorithm, then uses the improved discriminative correlation
analysis algorithm to reduce the dimension of the feature information.
Experimental results show that the improved algorithm can effectively
reduce feature dimensions and enhance the relevance of classification
data to the largest extent. Compared with several traditional machine
learning fusion algorithms, the recognition rate increases by 1.1% on
average, the training time decreases by 101.6% on average, and the rea-
soning speed increases by 74.7%. Although the average recognition rate
of the improved algorithm has no advantage over several deep learning
algorithms, its training time and reasoning speed are far below the deep
learning framework.

Keywords: Discriminant correlation analysis · Feature fusion ·
Expression recognition · Partial binary tree dual support vector
machine multiple classification

Expression is the basis of human feelings and is an important means of communi-
cation and communication between people [7]. In recent years, facial expression
recognition has become a new direction of computer vision and college psycholog-
ical education and has become the focus of experts and scholars. It includes two
directions: face recognition based on machine learning and face recognition based
on deep learning. HOG and LBP are the main research fields of facial expression
recognition based on machine learning. Wu Hao [4] and others put forward a
feature recognition algorithm combining the DCLBP operator and HOAG oper-
ator. The algorithm uses DCLBP and HOGA to extract local texture features
and local contour features respectively, then uses CCA to fuse features, and then
uses SVM to classify. Although the method can achieve a good recognition rate,
it has a poor processing effect in unbalanced datasets and complex large calcu-
lations of data dimensions. Qiao Ruiping [14] and others proposed an improved
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HOG-LBP multi-classification algorithm. The algorithm extracts the features of
the fused HOG-LBP operator and then uses the combination method to cor-
rect the features. Finally, the binomial tree support vector machine is used to
classify the targets. The method can best achieve multi-classification, but the
calculation dimension is relatively high. Huang Xinghua [19] et al put forward
an image recognition and extraction algorithm for texture feature fusion. This
algorithm uses AD-LBP and HOG to extract the image and then uses SVM to
classify the image. Although this algorithm can effectively identify the image
content centroid, the feature dimension is higher, and the model calculation is
complex. Face recognition based on deep learning is mainly focused on CNN,
AlexNet, VGG network, and so on. Among them, WALECKI [1] and others put
forward the CNN architecture for end-to-end learning. Although the model can
well reduce the dependence on the face model and preprocessing, the training
time of the model is long, and the requirement on hardware resources is high;
Sun Rui [3] and others proposed the rotation invariant face detection of cascade
network and pyramid optical flow. Although the algorithm has a better effect
on video flow processing and jitter processing, it has higher model complexity,
longer model training time, and higher demand on hardware resources; Yang
Gran [15] and others proposed the face recognition model based on the convolu-
tion neural network in time and space domain, which can effectively reduce the
dependence on manual design features and has better adaptability, but the algo-
rithm architecture is complex, and the model training time and reasoning speed
are slow. Based on the above problems, this paper proposes a feature fusion facial
expression recognition algorithm based on discriminant correlation analysis to
realize the classification of unbalanced samples. The main contributions of the
algorithm are:

1. to obtain better facial texture and improve the recognition rate, the improved
MB-LBP algorithm is used to extract texture features.

2. to retain feature information better, reduce model training time and detection
time, the DCA algorithm fusing PCA dimensionality reduction is used to
reduce contour features and texture features and fuse the real world.

1 Introduction to Relevant Technologies

The Local Binary Patterns (LBP) [17] algorithm is one of the most classical
feature extraction algorithms in 1999. Based on LBP, MB-LBP was proposed by
Shengcai Lia and others in 2007 to reduce the binary mode of the traditional
LBP algorithm, realizing the reduction of the traditional binary mode from 256
to 59.

Discriminant Correlation Analysis [10] (DCA), first proposed by Haghighat
et al in 2016, is used for feature texture recognition and fusion, which combines
canonical correlation analysis [5,6] and linear discriminant analysis, minimizing
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the correlation between different categories of data while maximizing the two
types of data.

2 Algorithmic Implementation

2.1 Overall Architecture

The implementation of the algorithm is divided into three stages: image pre-
processing, feature extraction and fusion and expression classification. The algo-
rithm flow is shown in Fig. 1.

Fig. 1. Algorithm flow chart

As shown in Fig. 1, the implementation steps of the algorithm presented in
this article are:

1. AdaBoost combined with the Haar operator locates the human face region,
clips the images based on the eye and mouth regions, and unifies the image
size by image normalization;

2. Using the bilateral filtering algorithm to reduce the noise of the image to
reduce the interference of the image processing;

3. Using the HOG algorithm to calculate the gradient value of the image to
obtain the expression contour features;

4. Using the improved LBP algorithm to divide the feature image and obtain
the expression texture feature;

5. Using PCA to reduce the dimension of the contour feature and texture feature,
so that the contour feature and texture feature dimension are consistent for
feature fusion;
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6. Normalized contour features and texture features, and use DCA to fuse the
two groups of features to obtain the fusion expression features;

7. PCA is used again to reduce the computational complexity of facial expression
discrimination and reduce the training time;

8. The partial binary tree dual support vector machine multi-classification algo-
rithm is used to classify the expression features of the unbalanced dataset,
and the final result of expression discrimination is obtained.

2.2 Implementation Process

Image Preprocessing. To eliminate the redundant image information and
improve the recognition accuracy, the effective region in the image is clipped.
Firstly, the face region is located by AdaBoost [9] and Haar operator, and the
location is based on the eyeground position of the face region. After the region
location, the eye region and mouth region are recognized by the OpenCV library
using the dot matrix calculation method, and the region is clipped. Due to the
difference between the face shape and the angle of the shot, the size of the facial
expression area will be different after clipping, and there is some hidden trouble
in the subsequent processing. In order to reduce the image noise and preserve
the image details, the image after processing is denoised by nonlinear two-sided
filter [11]. The calculation formula is shown as Formula 1.

w(n,m, s, r) = exp

(
− (n − s)2 + (m − r)2

2σ2
− ‖f (x1, y1) − f (x2, y2)‖2

2σ2

)
(1)

where, f(x1, y1) represents the expression image to be processed, f(x2, y2) repre-
sents the pixel value of the expression image at the point (x2, y2), (s, r) represents
the central coordinates of the template image, (n,m) represents the coordinates
of other coefficients of the expression template image, and σ represents the stan-
dard deviation information of the Gaussian function, i.e. the influence factor of
denoising processing.

After pruning and denoising, we get the expression data set, which is shown
in Fig. 2.

Fig. 2. Image preprocessing stage diagram
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Feature Extraction. In order to reduce the inefficiency of feature extraction
caused by local shadows, this paper uses Gamma correction [23] to adjust the
image contrast to improve the sharpness of HOG algorithm. The formula for
Gamma correction is shown in Formula 2.

f(I) = Iγ (2)

where, I is the expression image to be corrected, γ is the correction factor, and
γ = 0.5 is the best. To get the expression contour feature, this paper uses the
HOG algorithm to extract the contour feature vector [8,22] from the corrected
expression image and calculates the gradient in the horizontal and vertical direc-
tion of the image respectively to obtain the amplitude information of the contour
pixels. The calculation formula is shown in Formula 3.

∇f(x, y) =
[

gx

gy

]
=

⎡
⎣

∂f
∂x
x
∂f
∂y

⎤
⎦ =

[
f(x + 1, y) − f(x − 1, y)
f(x, y + 1) − f(x, y − 1)

]
(3)

where, gx and gy are the gradient values in the horizontal and vertical directions
of pixels (x, y), respectively. The gradient amplitudes g (x, y) and gradient angles
α of pixels (x, y) are calculated, where the gradient amplitudes and angles are
calculated as shown in Formula 4 and Formula 5.

g(x, y) =
√

g2x + g2y (4)

α = arctan
(

gy

gx

)
(5)

In this paper, the gradient direction is scaled from 0 to 180◦. After gradient
calculation, the image is divided into innumerable 8 × 8 pixel cell units, each
of which is composed of 2 × 2 cell units. To make the feature fusion more
convenient, the paper divides each cell into 15 bins, and sets the angle of each
bin to 12◦, counts the gradient angle of each pixel in each cell, and adds up the
corresponding gradient amplitude of each bin, which is the histogram of each
cell.

After getting the gradient histogram of the image composed of cell units, the
cell units in each block are concatenated, and the histogram features of each
block are merged to form the HOG feature vectors of the image. The calculation
formula is shown in Formula 6.

I ′ =
I − min

max −min
(6)

where, I represents a number in the pixel data of the expression image, min
represents the smallest value in the pixel data, max represents the largest value
in the pixel data, and I ′ represents the outline of the expression image. To get
more details of expression image texture and get better expression target texture
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Fig. 3. UP-LBP and improved LBP processing results

features, this paper proposes an improved LBP algorithm for feature extraction,
UP LBP, and improved LBP. The result as shown in Fig. 3.

Based on the original LBP algorithm, the improved LBP algorithm uses
MB-LBP [18] to optimize the feature data. The expression image is divided into
pixels as the unit of image block operation, and the average gray value of the
expression image is calculated to classify and extract the texture features.

After optimizing the feature data of facial expression images by MB-LBP,
we use UP-LBP [22] to extract the specific facial expression texture features.
Texture feature extraction takes each pixel of the expression image as the center
pixel, compares it with the gray value of 8 neighboring pixels, and then combines
it clockwise or counterclockwise to get a set of binary codes corresponding to
the center pixel. The calculation formula is shown in Formula 7 and Formula 8.

S(m) =
{

1, x ≥ 0
0, x < 0 (7)

LBP (c) =
P−1∑
i=0

S (xi − xc) 2i (8)

where, P represents the number of pixels of adjacent points in the expression
image, and xi represents the gray value of any of the 8 adjacent pixels in the
expression image.

The resulting central pixel is judged in binary encoded form. When there is a
0 −→ 1 or 1 −→ 0 transform in the number of cyclic binary encodings, the num-
ber of hops ≤ 2 is labeled as an equivalent pattern class, and the corresponding
decimal result is the LBP value. The rest of the non-equivalent pattern coding
is classified as a mixed pattern class, and the encoding value is set to 0.

After coding and judging, the LBP value of the whole image is obtained, and
its value is transformed into an image feature vector. To fuse the features and
reduce the differences, the image is divided into cell units of the same scale as the
HOG algorithm. In this paper, the maximum gray value of the LBP feature value
is taken as the upper bound, and the interval (0, LBP(max)) is divided into 15
equal parts to count the features of each cell unit and form a feature histogram.
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In the improved LBP algorithm, the cell units are concatenated with HOG
algorithm to get the histogram of a block, then all the blocks are concatenated
to get the LBP feature vectors of the image, and the texture feature of the
expression image is obtained by normalization.

After being processed by HOG and the improved LBP algorithm, the feature
vectors of expression contour and texture are obtained, and the two sets of
feature vectors have different dimensions.

Feature Dimension Reduction and Fusion. To fuse the contour features
and texture features of different dimensions and reduce the training time of
expression recognition effectively, the PCA algorithm [12,13,20] is used to reduce
the dimension of two sets of feature vectors. In this paper, the dimension of each
group of a characteristic matrix is reduced, and then all samples are centralized
as shown in Formula 9.

m∑
i=1

x(i) = 0 (9)

where, x(i) represents any n-dimensional data in the original eigenvector data
matrix, and m represents the number of the expression data matrix. After cen-
tralization processing, the expression feature samples are transformed by pro-
jection, and the processing results are shown in Formula 10.

{
x(1), x(2), . . . , x(m)

} → {ω1, ω2, . . . , ωd} (10)

where, d ≤ m, ω represents the standard orthogonal basis for dimensionality
reduction, and its value is calculated from Formula 11.{

ωT
i ωj = 0

‖w‖2 = 1 (11)

After the projection transformation processing, the sample point x(i) of the
expression feature is projected to the D dimension hyperplane as shown in For-
mula 12.

ξ(i) =
(
ξ
(i)
1 , ξ

(i)
2 , . . . , ξ

(i)
d

)T

(12)

where, ξ
(i)
j represents the expression x(i) projected on the jth dimension of d,

which is calculated as Formula 13.

ξ
(i)
j = ωT

j x(i) (13)

After processing, the expression feature vector of the hyperplane is used to
deduce the dimensionality of the data, and the formula is shown in Formula 14.

−
x
(i)

=
d∑

j=1

ξ
(i)
j ωj (14)
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To order to make all the feature vector data samples in the feature matrix
nearest to the hyperplane and reduce the inaccuracy of recognition caused by
dimensionality reduction, the distance calculation formula is used to obtain the
distance, which is shown in the Formula 15.

Distance =
m∑

i=1

∥∥∥∥−
x
(i)

− x(i)

∥∥∥∥
2

2

(15)

Since the expression information is two sets of feature vectors, to facilitate
the fusion of the feature matrix, the Formula 15 is transformed into a feature
matrix, as shown in the Formula 16.

Distance = −tr
(
WT XXT W

)
+

m∑
i=1

(
x(i)

)T

x(i) (16)

where,
m∑

i=1

(
x(i)

)T
x(i) represents the covariance matrix of the expression fea-

ture vector data set, and W represents the dimensionality reduction processing
transformation matrix. The transformation matrix corresponding to the mini-
mum Distance of the projection is composed of the eigenvectors corresponding
to the first d eigenvalues in the covariance matrix XXT .

After processing, the result is transformed into the eigenvector matrix using
the eigenmatrix transformation formula, and the calculation is shown in For-
mula 17.

z(i) = wT x(i) (17)

After processing, the original expression feature samples are transformed
into the corresponding result of the minimum projection distance, which is the
reduced dimension expression feature.

After dimensionality reduction by PCA, this paper uses the DCA algorithm
[21] to fuse the two sets of feature vectors, so as to get the fused feature infor-
mation for expression discrimination. DCA feature fusion calculates the average
value of each dataset in the whole feature data set, then calculates the relation-
ship between the facial features, reduces the dimension, and fuses the features.
The formula for calculating the average value of each dataset is shown in For-
mula 18.

x̄i =
1
ni

n∑
j=1

xij (18)

where, x̄i represents the average value of the data set for Class i, and n represents
the number of emoticons under Class i. After getting the average of each kind of
dataset through the average calculation formula, the average calculation formula
is used again to get the average value of the whole feature dataset, as shown in
Formula 19.
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x̄ =
1
ni

c∑
i=1

nix̄i (19)

where, c represents the number of sets of features in an expression image, and
there are 7 types of expressions in the text, i.e. c = 7, x̄ represents the average
of the whole feature set.

To compute the relationship between expression features, this paper uses a
divergence matrix to compute the relationship between expression classes. The
formula is shown in Formula 20.

Sbx(p×q) = ΦbxΦT
bx (20)

where, Φbx the calculation is shown in Formula 21.

Φbx(p×c) = [
√

n1 (x̄1 − x̄) ,
√

n2 (x̄2 − x̄) , . . . ,
√

nc (x̄c − x̄)] (21)

To get a more accurate classification, this paper optimizes the divergence
matrix and transforms the divergence matrix into a diagonal matrix. The formula
is shown in Formula 22.

PT
(
ΦT

bxΦbx

)
P = �Λ (22)

where, P represents the orthogonal eigenvector matrix, and �Λ represents the
diagonal matrix of the real number of non-negative eigenvalues. Convert from
Formula 22 to Formula 23, as shown in Formula 23.

ϕT
(
ΦT

bxΦbx

)
ϕ = Λ(r×r) (23)

Then, the effective eigenvectors of Sbx are obtained by calculating the map-
ping. The formula is shown in Formula 24.

(Φbxϕ)T
Sbx (Φbxϕ) = Λ(r×r) (24)

By transforming Formula 24, the dimension of the characteristic image X is
reduced from p to r. where, wbx = ΦbxϕΛ− 1

2 , after transformation, as shown in
Formula 25. {

WT
bxSbxWbx = I

X ′
(r×n) = WT

bx(r×p)
X(p×n)

(25)

Similarly, do the same transformation to the characteristic matrix Y , get Y ′,
and then construct the cross-covariance matrix for the transformed two groups
of characteristic data, as shown in Formula 26.

S
′
xy = X

′
Y

′ T
(26)

Then the cross-covariance matrix is decomposed into the singular values, and
the singular value decomposition theorem is used to compute the singular values.
The formula is shown in Formula 27.
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S′
xy = U

∑
V T (27)

where,
∑

is calculated by Formula 28.∑
= UT S

′
xyV (28)

The left and right singular vectors of Formula 28 are a = UΣ− 1
2 and b =

V Σ− 1
2 respectively, and the Formula 28 is converted to Formula 29.

I =
(
UΣ− 1

2

)T

S
′
xy

(
V Σ− 1

2

)
(29)

Finally, the feature data set is transformed into the corresponding feature
vector matrix in the X and Y directions, and the calculation is shown in formula
Formula 30.

X∗ = aT X
′

Y ∗ = bT Y
′ (30)

The final fusion eigenvectors are calculated by using the summation formula
for X and Y feature matrices. The formula is shown in Formula 31.

Z = X∗ + Y ∗ =
(

WX

WY

)T (
X
Y

)
(31)

where, Z is the fusion result of the facial features sought.

PBT-TSVM Emoticons Classification. In order to shorten the training
time and get the accurate classification of facial expression feature, the PCA
is used to reduce the dimension of the fusion feature, and the PBT-TSVM [2]
algorithm is used to classify the feature after reducing the dimension. First,
K class (7 kinds) expression feature problems are transformed into K-1 binary
classification problems by using partial binary tree structure, and then each two
kinds of problems are classified by using double support vector machines.

The first TSVM is constructed, neutral expression is marked as positive, the
other is marked as negative, and TSVM1 is trained. Two non-parallel expression
superplanes L1 and L2 are obtained. L2 is used to test the expression superplanes
until the K -1 TSVM is constructed.

Where, the training of TSVM is to transform the quadratic optimization
problem into two smaller QPPs, and obtain two uneven classification hyper-
planes. The solutions are shown in Formula 32 and Formula 33.⎧⎪⎪⎪⎨

⎪⎪⎪⎩
minp(i1),q(i1)

1
2

∥∥K (ai, a
′) p(i1) + γi1q

(i1)
∥∥2

+ βi1γ
′
i2δs.t.

− (
K (ã, a′) p(i1) + γi2q

(i1)
)

+ δ ≥ γi2

minp(i2),q(i2)
1
2

∥∥K (ai, a
′) p(i2) + γi2q

(i2)
∥∥2

+ βi2γ
′
i1δs.t.

− (
K (ã, a′) p(i2) + γi1q

(i2)
)

+ δ ≥ γi1

(32)
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where, δ ≥ 0 ,because there are 7 expressions, K = 7, ai represents the i positive
sample, a′ represents all samples i+1 to K, γi1 and γi2 represent feature vector
units, p and q represent the optimal hyperplane normal vectors and offsets of
the expression features, and δ represents relaxation variables. By solving the
Formula 32, we obtain an expression category, as shown in the Formula 33.⎧⎨

⎩
K

(
a, a

′
)

p(i1) + q(i1) = 0

K
(
a, a

′
)

p(i2) + q(i2) = 0
(33)

If the distance from the positive hyperplane to the negative hyperplane is less
than the distance from the positive hyperplane to the negative hyperplane, it is
a positive class; otherwise it is a negative class. Thus, the expression category
to which the fused feature information belongs is obtained.

3 Analysis of Experimental Results

3.1 Experimental Environment

This paper uses SPYDER IDE to compile and Python to program. The hardware
uses an 8-core Intel Core i5-7200 U2.50 GHz processor, 32 GB memory, and 64-
bit Windows 10 environment. The environment parameters are shown in Table 1.

Table 1. Test environment parameters

Experimental
tool

Programming
languages

Platform CPU models Memory OSs

SPYDER
IDE

Python ThinkPad Intel Core i5-
7200U2.50 GHz

32 GB 64bit
Windows 10

This article uses open-source JAFFE data sets for validation. The dataset
contains 6 types of facial expression images and 1 type of neutral expression
image composed of 10 Japanese women, as shown in Fig. 4. From left to right,
Happy, Anger, Sad, Fear, Disgust, Surprise, and Neutral are shown in the JAFFE
data set. The data set of neutral, sad and wearisome is augmented randomly to
enlarge the sample size and obtain the imbalanced data set of the category
sample.

3.2 Experimental Results and Analysis

Analysis of Different Algorithm Results. Under the same experimental
environment, this paper adopts the HOG algorithm, UP-LBP algorithm, fusion
HOG-LBP algorithm, fusion DCLBP and HOAG [7], improved HOG-LBP multi-
classification algorithm [4], AD-LBP HOG algorithm [14] and improved algo-
rithm to carry out 10000 iterative training on data sets, calculates training time,
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Fig. 4. Seven sample expressions from the JAFFE database

and selects 7 expressions of 10 sets of sample pictures randomly from the test set
after training, calculates the average recognition rate of each group of 14 expres-
sions, and calculates the calculation result with one decimal place, inference time
and three decimal places. The calculation result is shown in Table 2.

Table 2. 7 Average recognition rate (%) and training time (s) for different algorithms

Serial number HOG UP-LBP HOG-LBP DCLBP-

HOAG

Improved

HOG-LBP

AD-LBP

HOG

Improved

algorithm

1 79.1 81.7 86.4 91.3 89.2 90.1 91.5

2 75.5 77.4 84.5 90.1 87.8 88.3 89.2

3 79.6 79.6 87.5 90.7 89.2 89.9 90.8

4 78.5 79.7 86.5 91.5 90 90.2 91.8

5 79.7 80.6 90.1 92.5 90.1 90.8 92.7

6 79.5 79.2 89.8 91.8 89.9 90.5 92

7 78.7 78.7 87.2 91 89.2 89.8 91.2

8 75.9 77.4 84.8 89.8 87.6 87.2 89.5

9 82.2 83.5 90.4 92.9 91.8 92.1 93.2

10 83.5 84.2 91.7 94 92.1 92.8 94.4

Mean value 79.2 80.2 87.9 91.5 89.7 91.2 91.6

Training time 60 65 68 48 62 72 31

Inference time 0.065 0.079 0.081 0.056 0.078 0.092 0.019

As can be seen from the above table, the average recognition rate of the
HOG algorithm, UP-LBP algorithm, fusion of HOG and LBP algorithm, the
fusion of DCLBP and HOAG, improved HOG-LBP multi-classification algo-
rithm, AD-LBP HOG algorithm and improved algorithm for JAFFE dataset is
79.2%, 80.2%, 87.9%, 91.5%, 89.7%, 91.2%, and 91.6% respectively. The aver-
age recognition rate of the improved algorithm is increased by 15.6%, 14.2%,
4.2%, 0.1%, 0.4%, and 2.1% respectively, compared with that of HOG, UP-
LBP, the fusion of HOG and LBP algorithm, the fusion of DCLBP and HOAG,
improved HOG-LBP multi-classification algorithm, improved AD-LBP + HOG
algorithm. The average recognition rate of the improved algorithm is increased
by 6.1% compared with the traditional algorithm. The average training time of
HOG algorithm, UP-LBP algorithm, the fusion of HOG and LBP algorithm,
the fusion of DCLBP and HOAG algorithm, improved HOG-LBP feature multi-
classification algorithm, AD-LBP HOG algorithm, and improved algorithm for
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processing JAFF dataset is 93.5%, 109.7%, 119.0%, 54.8%, 100.6%, and 132.2%
respectively, compared with HOG, UP-LBP, the fusion of Hog and LBP algo-
rithm, the fusion of DCLBP and HOAG, improved HOG-LBP feature multi-
classification algorithm, AD-LBP + HOG algorithm, the average training time
of the improved algorithm is less than that of 93.5%, 109.7%, 119.0%, 54.8%,
100.6%, and 132.2% respectively. Compared with several traditional algorithms,
the training time of the improved algorithm is reduced by 101.6% on average,
and the training time of the improved algorithm can be greatly shortened on
model training. HOG algorithm, UP-LBP algorithm, the fusion of HOG and
LBP algorithm, the fusion of DCLBP and HOAG, improved HOG-LBP feature
multi-classification algorithm, AD-LBP HOG algorithm, and improved algo-
rithm for real-time detection of JAFF dataset images, the inference time is
0.065 s, 0.079 s, 0.081 s, 0.056 s, 0.077 s, 0.092 s, and 0.019 s respectively. The aver-
age inference time of the improved algorithm is reduced by 0.046 s, 0.06 s, 0.06 s,
0.062 s, 0.037 s, 0.099 s, and 0.019 s respectively, compared with HOG, UP-LBP,
fusion Hog, and LBP algorithm, fusion DCLBP, and HOAG algorithm, improved
HOG-LBP feature multi-classification algorithm, AD-LBP + HOG algorithm,
and improved HOGBP + HOG algorithm, compared with 0.06s, 0.06s, 0.06s,
0.055s, and 0.073s, compared with several traditional algorithms, the average
inference time is reduced by 7.7%, and the improved algorithm has some advan-
tages in the application speed of image inference.

Comparison and Analysis of Deep Learning Algorithms. This paper
uses CPU to compute VGG19 [16], Deep space-time convolution network [3],
STCNN [15], and this algorithm to do 10000 iterative training on the dataset,
calculates the training time, and selects 14 pictures of 7 expressions at random
for detection, calculates the average recognition rate of the detection results. The
results keep one decimal place, and the average inference time of the pictures is
shown in Table 3.

Table 3. Comparison and analysis of deep learning algorithms

Algorithmic model Average
recognition rate(%)

Training time(s) Inference time(s)

VGG19 90.2 >>3600 6.23

Deep space-time
convolution
network

92.1 >>3600 7.15

STCNN 92.8 >>3600 8.3

Improved algorithm 91.6 31 0.019

As can be seen from the above table, the average recognition rate of VGG19,
Deep space-time convolution network, STCNN, and the improved algorithm after
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processing the JAFFE dataset is 90.2%, 92.1%, 92.8%, and 91.6% respectively,
and the average recognition rate of the improved algorithm is 1.5% higher than
that of VGG19 network, 0.5% and 1.2% lower than that of Deep space-time con-
volution network and STCNN network. The model training time of VGG19, Deep
space-time convolution network, STCNN network is much higher than 3600 s, the
improved algorithm is only 31s, the improved algorithm has a deeper learning
framework, the training time is greatly reduced, and the resources consumed are
less. In fact, the reasoning time of the improved algorithm is 6.23 s, 7.15 s, 8.30 s
0.019 s, and the reasoning time of the improved algorithm is 6.211 s, 7.131 s, and
8.28 s respectively, compared with the deep learning model. Compared with the
deep convolution framework, the improved algorithm has a slightly lower recog-
nition rate, but its training resources and training time are far less than the deep
learning framework.

Analysis of Average Recognition Rate of Different Contribution. In the
same experimental environment, we reduce the eigenvector to 9 dimensions, and
use the HOG algorithm, UP-LBP algorithm, fusing HOG and LBP algorithm,
and improved algorithm to deal with them respectively. The Result as shown in
Fig. 5.

Fig. 5. Contribution analysis of different algorithms in the same dimension

As can be seen from the graph above, the average recognition rate of expres-
sion recognition of the HOG algorithm increases from 0.55 to 0.8 on the whole
and decreases from 0.8 to 0.95 based on different contribution degrees of the
same dimension; the average recognition rate of expression recognition of UP-
LBP algorithm increases from 0.55 to 0.65 on the whole and decreases from 0.65
to 0.95 based on different contribution degrees of the same dimension; and the
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average recognition rate of expression recognition of HOG and LBP algorithm
and improved algorithm increase from 0.55 to 0.7 on the whole and decreases
from 0.7 to 0.95 based on different contribution degrees of the same dimension.
Compared with the HOG algorithm, UP-LBP algorithm, and the fusion of HOG
and LBP algorithm, the improved algorithm has the best overall average recog-
nition rate in the same dimension, and the average recognition rate of the four
algorithms is between 0.65 and 0.78.

Dimension Average Recognition Rate Analysis. According to the above
experiments, in the same experimental environment, the paper selects 0.7 as the
contribution rate, processes the dimension of the improved algorithm, reduces the
dimension of the feature dimension to 3D, 5D, 7D, 9D, and 11D respectively, and
selects 7 expressions of 10 groups of sample pictures at random, and calculates
the average recognition rate of 14 samples in each group. The result remains one
de. The result as shown in Table 4.

Table 4. Analysis of average recognition rates of algorithms in different dimensions
(%)

Dimension 1 2 3 4 5 6 7 8 9 10 Mean value

5 dimensions 82.1 85.6 84.2 88.3 87.2 86.3 84.2 89 87.1 90.4 86.4

7 dimensions 85.6 87.4 86.5 90.1 89.9 87.5 89.6 90.1 89.4 92.5 88.8

9 dimensions 91.5 89.2 90.8 91.8 92.7 92 91.2 89.5 93.2 94.4 91.6

11 dimensions 87.2 88.5 90 89.5 89.5 86.8 91.2 89.4 89.2 90.5 89.2

It can be seen from the above table that the average recognition rate of 10
facial expressions of 5D, 7D, 9D, and 11D is 86.4%, 88.8%, 91.6%, and 89.2%
respectively while the contribution rate is 0.72. Under the best condition, the
average recognition rate increases from 5D to 9D, and the average recognition
rate decreases from 9D to 11D. When the expression feature is 9D, the average
recognition rate of the improved algorithm is the best.

Analysis of Results from Different Classifiers. In the same experimen-
tal environment, 5 classifiers, KNN, SVM, K-SVM, BT-SVM, and PBT-TSVM,
were used to train the processed features for 10000 iterations. After training,
7 expressions of 10 samples were selected randomly, and the average recogni-
tion rate and training time of each group were calculated. The results were one
decimal place, real-time detection time, and three decimal places. The result as
shown in Table 5.

The average recognition rates of KNN, SVM, KSVM, BT-SVM, BT-SVM
and PBT-TSVM are 84.1%, 89.7%, 91.1%, 92.0% and 94.4%, respectively. The
average recognition rate of the KNN classifier is the lowest, followed by SVM,
KSVM, BT-KSVM, and PBT-SVM. The average recognition rate is 12.8%, 5.2%,



32 X. Wang et al.

Table 5. Recognition rate (%) and training time analysis of different class

Category 1 2 3 4 5 6 7 8 9 10 Training time Inference time

KNN 81.1 80.9 82.2 82.4 85.1 84.3 82 81.4 83.2 84.1 56 0.031

SVM 86.7 84.1 85.2 85.5 89.8 87.3 86.1 87.4 88.1 89.7 52 0.026

KSVM 90.6 88.1 89.4 89.8 90.7 91.4 90 89.3 90.2 91.1 45 0.02

BT-SVM 90.8 88.9 89.5 90.2 90 91.6 89.9 89 90.5 92 40 0.021

PBT-TSVM 91.5 89.2 90.8 91.8 92.7 92 91.2 89.5 93.2 94.4 31 0.019

3.6% and 2.5%, respectively, compared to ST-SVM. The training time of KNN,
SVM, KSVM, BT-SVMKNN, and BT-SVMKNN is 56 s, 52 s, 45 s, the 40 s, and
31 s, respectively. The training time of KNN is the longest, followed by SVM,
KSVM, and BT-SVM. The shortest training time of PBT-TSVM is 44.6% lower
than that of KNN, 40.4% lower than that of SVM, 31.1% lower than that of
KSVM, and 25.8% lower than that of BT-SVM, and 35.47% lower than that
of PBT-TSVM. Compared with KNN, SVM, KSVM, BT-SVMKNN and BT-
SVMKNN classifiers, the inference time of PBT-TSVM is 0.031 s, 0.026 s, 0.020 s,
0.021 s and 0.019 s respectively. Compared with KNN, SVM, KSVM, and BT-
SVM, the inference time of PBT-TSVM decreases by 0.012 s, 0.007 s, 0.001 s,
and 0.002 s, and the average inference speed increases by 20.0%. PBT-TSVM
classifiers have some advantages in recognition rate, model training time, and
inference speed.

4 Conclusion

This paper uses HOG and improved LBP to extract contour features and texture
features respectively, and uses PCA to reduce the dimension of the expression
vector twice, uses DCA to fuse the reduced dimension features, and finally uses
PBT-TSVM to classify expression features. This algorithm can be used not only
in the field of expression recognition but also in the field of vehicle and traf-
fic target detection and recognition. In this paper, the partial binary tree is
used to classify SVM, which can improve the recognition rate of the unbalanced
dataset and reduce the computational complexity and training time. Although
this paper has some advantages in training time and reasoning speed in dealing
with imbalanced datasets and datasets, it still needs to be improved on multi-
target discrimination.
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Abstract. In order to improve the effect of glaucoma fundus image
classification, a new algorithm based on decision tree and UNet++ was
proposed. Firstly, the image is divided into three channels of RGB, and
the extracted green channel image is enhanced with the Butterworth
parameter function of the fusion power function. Then the improved
UNet++ network model is used to extract the texture features of the
fundus image, and the residual module is used to enhance the texture fea-
tures. The results of the experiment show that the average accuracy, the
average specificity and the average sensitivity of the improved algorithm
increase by 9.2%, 6.4% and 6.5% respectively. The improved algorithm
is effective in glaucoma fundus image classification.

Keywords: Image classification · Butterworth parameter function ·
Improved UNet++ · Residual attention mechanism · Decision tree

1 Introduction

Glaucoma, as the second most common eye disorders in the world, is a group of
eye conditions that damage the optic nerve [1]. It is the focus of fundus image
separation detection research [2], and has attracted experts’ attention.

Among them, He Xiaoyun et al. [3] put forward an improved UNet network
model, which integrates residual block, cascade cavity convolution and embed-
ded attention mechanism into UNet model to segment retinal vessels. Sabri Deari
et al. [4] proposed a model of retinal vascular segmentation network based on
migration learning strategy. The model was processed by pixel transformation
and reflection transformation to enhance the data set. After processing, the
retinal features were trained using the U-Net model to achieve retinal vascular
segmentation; Yuan Zhou et al. [5] put forward the model of fusion attention
mechanism and UNet++ network, based on UNet++ model, to achieve image
feature extraction, and at the same time the attention mechanism is integrated
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into convolution unit to achieve feature enhancement, and then complete end-
to-end detection of image; Ali Serener [6] and others proposed an image classifi-
cation algorithm based on a single CNN convolution neural network model. This
method can realize glaucoma image classification by creating multiple fusion of
CNN. Guo Pan et al. [7] proposed a glaucoma image detection method based on
MobileNet v2 and VGG classification network. The method used MobileNet v2
segmentation model to segment and locate the VGG image. Gupta et al. [8] pro-
posed a method for detecting retinal vessels in random forest classification. The
method could segment retinal images and extract the texture and gray features
of the blocks, and then classify the retinal images. Ke Shiyuan et al. [9] used Sup-
port Vector Machine and Logistic Regression Integrated Multi-View Learning to
predict glaucoma; DAS et al. [10] proposed a method for glaucoma detection
based on CDR and ISNT rules. The method used region-growing method and
watershed transform to segment OC and OD, and then realized glaucoma image
classification. Narmatha Venugopal et al. [11] put forward a method of glaucoma
image classification based on PH-CNN model, which uses DWT and PCA fusion
method to extract features, and then uses PH-CNN model to classify glaucoma
image automatically.

Although these algorithms can screen and judge glaucoma fundus lesions,
but the accuracy of glaucoma fundus lesions detection is low, and the classifica-
tion is not good. Considering these problems, this paper proposes an improved
UNet++ algorithm for glaucoma image classification and detection. Firstly, the
Butterworth parameter function is used to enhance the color, texture and con-
trast of the fundus image, and then the UNet++ network based on residual
thought and mixed field of attention is used to extract the feature.

2 Algorithmic Implementation

In order to solve the problem of low contrast in glaucoma image classification,
an improved UNet++ algorithm based on decision tree fusion is proposed. The
whole algorithm is divided into three stages: preprocessing, feature extraction
and image classification. The architecture is shown in Fig. 1.

Figure 1 shows that in the preprocessing stage, the green component image is
extracted, and then the texture information and contrast of the glaucoma fundus
image are enhanced by power function Butterworth parameter function; In the
feature extraction stage, UNet++ network based on residual error module and
attention mechanism is used; Decision tree C4.5 is used to classify the fundus
images, and the results of glaucoma detection are obtained.

2.1 Preprocessing

Aiming at the problems of low contrast and poor detail information of the image,
the improved Butterworth parameter function with power function fusion is used
to preprocess the fundus image. The processing process is to first separate the
RGB image, extract the green component image (as shown in Fig. 2), and then
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Fig. 1. Overall algorithm architecture diagram

use the improved Butterworth parameter function [12] to carry out frequency
division processing to obtain high frequency information and low frequency infor-
mation. The calculation is as shown in formula 1 and formula 2.

Ph = (Rh − Rl) /

(
1 +

aD0

D(x, y)

)
2n + Rl (1)

Pl = 1 −
[
(Rh − Rl) /

(
1 +

aD0

D(x, y)

)
2n + Rl

]
(2)

where Rh and Rl denote the high-frequency gain coefficient of the glaucoma fun-
dus image and the low-frequency gain coefficient of the glaucoma fundus image.
While Rh > 1, Represents high-frequency information that enhances fundus
images.While Rl < 1, it is denotes reduced ocular fundus low-frequency infor-
mation. a indicates the sharpening coefficient, D0 indicates the cut-off frequency,
n indicates the order of the filter, D(x, y) indicates the distance between the fre-
quency (x, y) and the filtering (x0, y0) center, and the Euclidean distance formula
is adopted for calculation, as shown in formula 3.

D(x, y) = 2
√

(x − x0)
2 + (y − y0)

2 (3)

After frequency division processing, high and low frequency information and
low frequency information are obtained. In order to transform the information of
high and low frequency into the image of high and low frequency for enhancement
processing, inverse Fourier transform is used to transform the information of
frequency domain into the image of spatial domain, as shown in formula 4.
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F (t) =
1
2π

∫ +∞

−∞
F(w)eiωtdw (4)

where F (t) represents a function of the time domain, F (w) represents a function
of frequency, and F (t) is an imaginary function of F(w). After processing, high
frequency image Fh(x, y) and low frequency image Fl(x, y) are obtained.

In order to enhance the local contrast and improve the texture details of the
image, the SMQT algorithm [12] is used to extend the gray level region of the
image to achieve nonlinear stretching of the gray level of the image to enhance
the pixels. The SMQT function uses binary tree to deal with the pixels of the
image, and overlaps the outputs of each layer linearly to get the locally enhanced
high frequency image, as shown in formula 5.

F ′
h(m) =

⎧⎨
⎩m | V (m) =

L∑
l=1

2l−1∑
n=1

V (u(l, n))2L−l,∀ ∈ M,∀u(l, n) ∈ ∀u(l, n)

⎫⎬
⎭

(5)

where m represents a pixel in image D(m), F ′
h(m) is the output of SMQT,

v(m) is the gray value of the pixel, U(m) is the quantization of the gray value, L
represents number of layers in the binary tree, and n is the MQN output number
with the number of layers of l.

In order to reduce the influence of color component on image detection,
the low-frequency image is converted into Lab space [13], and the L-channel is
processed by the method of histogram equalization. The processing principle is
to divide the image into several blocks, classify each block, and interpolate each
pixel with histogram equalization method to get the F ′

l of the processed gray
image. The processed high-frequency image and low-frequency image are fused
to get the enhanced fundus image. The processing is shown in formula 6.

G(x, y) = aF ′
h(x, y) + bF ′

l (x, y) (6)

where a and b denote the weighted constant respectively, and G(x, y) represent
the enhanced eye ground green component.

In order to reduce the influence of external factors and ensure the integrity of
fundus image structure, the power function curve method [14] is used to reduce
noise. The power function adjusts the image contrast mode by parameters and
adjusts by image mapping relation. The calculation is shown in formula 7.

G′ = axt + bx(t−1) + . . . . . . + cx + d (7)

where t is a power, it is a controllable parameter after the processing of enhanced
image preprocessing.
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2.2 Feature Extraction

UNet++ Networkm

Fig. 2. Comparison result diagram

In order to extract texture and detail information of fundus image effectively and
improve the effect of image feature extraction, an improved UNet++ network
model is proposed. In order to avoid the overfitting problem in the training pro-
cess, the residual error idea is introduced into the model based on the UNet++
network. In addition, in order to improve the performance of the network feature
extraction, the mixed domain attention mechanism is added to the residual mod-
ule to enhance the texture feature. Its network architecture is shown in Fig. 3.
As can be seen from the diagram above, the UNet++ network [15] consists of an
encoder and a decoder, x(i,j) represents the output of the node x(i,j), where i repre-
sents the number of layers, j represents the j convolution layer of the current layer,
black represents the original UNet, green and blue represent the dense convolution
blocks on the jump path, and red represents depth oversight. The hopping path is
used to change the connectivity of the encoder and decoder subnetworks. In UNet,
the decoder receives the encoder’s feature map directly, whereas in UNet++ there
is a dense convolution block, and all convolution layers on the jump path use cores
of size 3 by 3. Deep supervision enables the UNet++ model to run in both accu-
rate and fast mode, averaging the output of all split branches. Quick mode is used
to split the graph.Finally, only one branch is selected, and the results are used to
determine the model pruning degree and speed gain.

Residual Module and Attention Mechanism

To solve the problem of gradient disappearance, the residual module [16] is
introduced between the sampling and down sampling convolution layers on the
UNet++ network, and a mixed domain attention mechanism [17] is added before
each residual convolution module to obtain more local and global texture infor-
mation. The architecture of the residual module is improved as shown in Fig. 4.
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Fig. 3. Improved UNet++ model diagram

The principle of the residual module is to add the input feature graph and
the feature extraction module to get the feature information, so that the network
can contain the feature information of the input feature graph when propagat-
ing forward, and effectively solve the degradation problem of network model
onvolution processing. The calculation is shown in Eq. 8.

H(x) = F (x) + x (8)

where x represents the input network, F (x) the feature extraction module, and
H(x) the output of the feature extraction of the eyeground image. In order to
obtain specific feature texture information, the mixed domain attention mecha-
nism is introduced into the residual error network. The network model in Fig. 5.

From Fig. 5, the input fundus feature map represents fed into the chan-
nel attention mechanism to perceive the global texture information, and the
extracted information is fused with the original image to obtain the global fea-
ture processing results, as shown in formula 9.

CBAM (Fi) = SAM (CAM (Fi)) × Fi × (CAM (Fi) × Fi) (9)
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Fig. 4. Improved residual module structure diagram

where CBAM(Fi) denotes the result of mixed domain attention mechanism,
Fi denotes input fundus graph, CAM(Fi) denote channel attention mechanism,
SAM denote spatial attention mechanism, and × denotes matrix convolution.

The maximum pooling and the average pooling are then forwarded to a
shared hidden layer MLP network. The dimensions of the two channel pooling
maps are set to C × 1 × 1, and the result of the average pooling is processed by
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Fig. 5. Mixed domain attention mechanism

the sigmoid function. Finally, the result of the channel pooling is added to the
result of the channel pooling mechanism as shown in formula 10.

CAM (Fi) = sigmod (MLP (AvgPool (Fi)) + MLP (MaxPool (Fi))) (10)

where sigmod is the activation function, the AvgPool is the average pooling
process, the MaxPool is the maximum pooling process, and the MLP is the
MLP neural network, that is, the multilayer perceptual process, with the number
of neurons in the hidden layer set to C/r and the r as a hyperparameter.

The spatial attention mechanism is pooled along the channel axis by aver-
age and maximum pooling, and then the two characteristic graphs are spliced
together for convolution operation. Finally, the processing result of spatial atten-
tion mechanism is obtained by sigmoid activation, and the calculation is shown
in formula 10.

SAM (CAM (Fi)) = sigmod (conv ([AvgPool (Mc) + MaxPool (Mc)])) (11)

where SAM is the operation of spatial attention mechanism, and convolution
operation is represented by conv.

Loss Function and Activation Function

To measure the classification error of the model, the improved UNet++ network
uses the cross-entropy cost function as the loss function, and its calculation is
shown in Formula 12.

C = − 1
n

∑
x

[y ln a + (1 − y) ln(1 − a)] (12)

where y is the expected output of the glaucoma model, a represents the actual
output of texture information, x represents sample data, and n represents the
total sample size.

In order to optimize the network parameters, the stochastic gradient descent
function is used as the optimization function. The principle is to select a part
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of dataset from the training dataset by random processing. Keep updating, get
the final result, its parameter updating formula is shown in formula 13.

θj = θjϑ ∗ ∂JS (θj)
∂θj

(13)

where S is the total number of training samples, and j represents the selected
value of the samples, with a value of ∈ [0, S].

The residual module is processed using PReLU [18] activation functions to
reduce dependency on manual adjustments and reduce empiricism, as shown in
Formula 14.

f (yi) =
{

yi, if yi ≥ 0
aiyi, if yi < 0 (14)

where i is different channels, for residual processing, each channel has different
parameters PReLU function. ai represents the initialization value, and 0.25 is
the best.

The sigmoid function in the attention mechanism is an S-shaped saturation
function, calculated as Formula 15.

sigmod (yi) =
1

1 + exp (−yi)
(15)

2.3 Fundus Image Classification

To improve the classification effect of glaucoma fundus image and reduce the
model training and detection practice, the multi-classification of glaucoma fun-
dus lesions using c4.5 decision tree was studied [19].

The Decision Tree C4.5 algorithm is used to find split attributes from all
texture information extracted from features, generate texture information and no
texture information, continuously segment the nodes with texture information,
and then classify glaucoma fundus lesions into normal, mild, moderate and severe
glaucoma.

Decision tree C4.5 algorithm implementation is divided into two stages: initial
decision tree generation and decision tree pruning. The algorithm flow is as
follows:

input: Training set decision table: training set DK = (d1, k1), (d2, k2), ...,
(dn, kn) and set of attributes AK = a1, a2, a3, a4

output: Decision tree with Node as root node

1. function Build DT(D,A) constructive function
2. generate node B
3. if samples is DK belong to the same category CK then
4. mark node as class CK leaf node; return
5. end if
6. if AK = ∅, samples in DK have the same value on AK then
7. mark B as a leaf node of the class with the most samples in DK return
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8. end if
9. select the best attribute from AK, bea∗ = arg maxa∈A qx

AGR(DK, a),
attributes with the highest rate of gain

10. for a∗ to every attribute value of av
∗ do

11. generate a branch for Node; make DKv a subset of samples in DK that have
a∗ value of av

∗
12. if DKv is Null then
13. mark the branch node as the leaf node of the class with the most samples in

DK
14. else
15. use Build DT(DKv, AK a∗) as a branch node
16. end if
17. end for
18. end function

After the decision tree classification, the fundus image of glaucoma was
detected to be normal, mild, moderate or severe.

3 Experimental Analysis

3.1 Experimental Environment

Data sets provided by Paddle Paddle were used and 480 glaucoma datasets were
selected for training. Normal glaucoma, mild glaucoma, moderate glaucoma and
severe glaucoma accounted for 120 each, as shown in Fig. 6.

Fig. 6. Sample data set diagram

The study used Inteli7-7800 CPU, NVIDIA Ge Force GTX 1080i graphics
card, Paddle Paddle 2G GPU, deep learning frameworks Keras, OpenCV and
Tensorflow. Because the UNet++ network input layer requires 1024× 1024 pix-
els, the Python pillow library is used to manipulate the crop to set a fixed
clipping region to crop all images to 1024× 1024 and train at a 7:3 scale.
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3.2 Experimental Design and Analysis

Accuracy Acc, specificity Sp and sensitivity Sn were used to evaluate the classi-
fication of glaucoma fundus lesions, as shown in Formula 16, 17 and 18.

Acc =
M + N

M + N + L + P
(16)

Sp =
N

N + P
(17)

Sn =
P

P + L
(18)

where M is the number of normal fundus maps, N is the number of glaucoma
maps, L is the number of normal fundus maps, P is the number of glaucoma
maps, and N and P represent the total number of glaucoma maps.

To obtain the global optimal effect of the loss function, the optimal learning
rate of 0.001 is selected by adjusting the network weight super-parameters. The
accuracy of different iterative experiments is analyzed during the model training,
and the results in Fig. 7.

Fig. 7. Result chart of model average accuracy under different iterations

The results show that the average classification accuracy is the best when
the learning rate is 0.001, and the average classification accuracy is 94.46%.
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Analysis of Different Network Performance

In order to verify the effect of different algorithms on glaucoma fundus image
classification under the same experimental environment, the accuracy, specificity
and sensitivity of CNN, He [3], Sabri [4], Ali [6] and the algorithm presented in
this paper are analyzed. The results are shown in Table 1.

Table 1. Performance analysis of different network models

Network Acc Sp Sn

Classical CNN 78.86 79.12 81.32

He 88.03 89.25 93.78

Sabri 88.85 87.87 93.01

Ali 90.26 88.52 92.15

Proposed method 94.46 91.74 95.89

In Table 1, the average accuracy, the average specificity and the average sen-
sitivity of glaucoma detection are all classical CNN algorithm. The best result is
94.46%, 91.74% and 95.89%. Compared with the traditional network model, the
average accuracy, the average specificity and the average sensitivity are improved
by 9.2%, 6.4% and 6.5% respectively.

Performance Analysis of Different Classifiers

In order to verify the effect of different algorithms on glaucoma fundus image
classification under the same experimental environment, the performance of clas-
sical SVM, Stochastic Forest, Yuan Zhou [5], Gupta [8], Ke Shiyuan [9], DAS [10]
and the algorithm in this paper were analyzed, the analysis results shown in
Table 2.

Table 2. Performance analysis of different classifiers (%)

Method Acc Sp Sn

SVM 89.92 87.85 89.02

Stochastic forest 89.80 86.32 88.64

YuanZhou 92.84 91.12 94.21

Gupta 90.76 83.30 96.10

Ke Shiyuan 92.24 89.13 95.50

DAS 91.47 88.82 92.15

Proposed method 94.46 91.74 95.89
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It can be seen from Table 2 that the best is the algorithm studied in this
paper and its accuracy, specificity and sensitivity of the improved algorithm are
94.46%, 91.74% and 95.89% respectively, which is 3.6%, 4.5% and 3.5% higher
than the traditional algorithm. The improved algorithm has some advantages in
fundus image detection.

Ablation Experiment

To verify that the proposed algorithm has a good effect on the detection of
glaucoma lesions, a study was made on the ablation of the proposed algorithm
under the same experimental environment, and the average detection results
were evaluated using the accuracy rate, The results of the evaluation are shown
in Table 3.

Table 3. Performance analysis of different classifiers (%)

Unet++ Butterworth

filter

Power Function Method

of Fusing Butterworth

Attention

mechanism

Residual

convolution module

Acc

85.28

� � 86.00

� � � 86.59

� � � � 87.21

� � 87.88

� � � 88.79

� � � � � 94.46

This can be seen from Table 3, the traditional UNet++ network model is
optimized by using the Butterworth power function and residual theory, which
has some advantages in classifying glaucoma fundus lesions.

4 Conclusion

An improved UNet++ network model of C4.5 decision tree is proposed. The
model can preprocess the green channel image, then enhance the texture of the
feature image by using the improved UNet++ network. Finally, the decision tree
was used to get the severity of glaucoma. The algorithm can be applied to classify
and detect glaucoma fundus diseases, as well as other medical images and traffic
images, but the training time and classification accuracy of the network model
need to be further optimized.
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Abstract. The food safety standard ontology is the schema layer of top-bottom
building method for constructing the food safety knowledge graph, which can
effectively ensure the professionalism and effectiveness of the knowledge graph.
However, there are few relevant research in recent literature, which also restricts
the application of knowledge graph in the food safety field. In order to solve this
problem, this paper proposes the construction method of food safety standard
ontology based on the national food safety standards. Firstly, we built the class
framework of the food safety standards according to the seven steps of ontol-
ogy construction, and then entities, attributes and relations between entities are
extracted from the national food safety standards by employing the rule-based
knowledge extraction algorithm. Finally, we import those entities, attributes and
relations into the class framework to complete the ontology. According to the
experimental results of our entity mapping, the food safety standard ontology can
describe themainly important concepts, terms, operation process and their relation
in the standards. So it will effectively support the construction and integration of
knowledge graph.

Keywords: Food safety standards · Domain ontology · Class framework ·
Knowledge extraction algorithm

1 Introduction

In recent years, food safety issues often attract people’s attention. As food safety issues
are closely related to the life of every person, frequent outbreaks of food safety accidents
will affect the people’s expectations for the future economic and social development,
and it will affect the long-term stability of the society [1]. Food safety problems mainly
include: pathogenic microorganism pollution, pesticide and veterinary drug residues,
heavy metal and mycotoxin pollution, illegal and adulterated use of food additives [2].
To solve these problems, many countries formulated relevant standards to regulate the
food from food rawmaterials, processing, packaging, transportation and sales processes.
However, after years of revision and supplement, the content of food safety standards is
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messy and complex, if regulators and producers do not fully understand food safety stan-
dards, theywill “ignorant” use some harmful technology and production environment for
production, and make it into the market, causing harm to consumers [3]. For consumers,
the scale of Internet data has grown exponentially and disorderly, whichmakes the acqui-
sition and utilization of food safety knowledge become more difficult, all these create
food safety information asymmetry between the government and consumers. Therefore,
it is necessary to construct a large and standardized food safety ontology for producers
and consumers to use. Moreover, it can also provide a schema basis for the top-down
construction of food safety knowledge graph.

Using ontology to describe data semantically can not only excavate the essential
meaning of data, but also improve the retrieval efficiency [4]. Moreover, ontology pro-
vides the pattern structure of the top layer of knowledge graph, which can greatly assist
the construction process of knowledge graph [5].Wehave done some research on the food
safety knowledge graph [6–8], but the food safety ontology is still insufficiently. In those
studies the bottom-up method is used to build the knowledge graph, that means, enti-
ties, attributes and relations in documents are extracted only through machine learning
algorithm and entity merging only uses conceptual similarity. The top-down knowledge
graph construction refers to the per-construction of ontology, which can improve the
quality of knowledge extraction and facilitate to the integration of knowledge graph in
different fields. In view of this, this paper attempts to explore ontology from national
food safety standards of China. The establishment process is to mine the class frame-
work and class relations in the standards, and then extract the instances and attributes
of classes by our knowledge extraction algorithm, finally verify the validity of ontology
by entity mapping.

2 Related Research

For computer science and information science, ontology is a formal, distinct and detailed
description of shared concept system. According to the widely accepted definition of
ontology [9], ontology is a normative and unified definition of conceptual forms and
relations between concepts.

The biggest feature of ontology is sharing, and the knowledge reflected in ontology
is a well-defined consensus [5], then ontology is a knowledge concept template used
to describe the concept hierarchy. Ontology modeling is a very important phase in the
process of knowledge graph construction, which can well sort out entities and relations
among entities. In the process of building knowledge graph, the introduction of ontology
will play a guiding role, which can help the machine to understand the relation between
concepts and make knowledge reasoning smoothly. It is worth noting that, when study-
ing the domain ontology model, we should follow the principles of completeness and
consistency put forward by Gruber, and construct the domain ontology reasonably and
normatively [10]. In addition, the research on the construction of domain ontology can
be divided into two levels according to whether reusing the existing mature metadata set,
the first level is reference to mature ontology, the second level is building a new domain
ontology.

In food safety field, there has few research on ontology, Dooley established a com-
prehensive and easy-to-access domain ontology of food from farm to table (FoodOn),
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which accurately and consistently described the common foods in cultures around the
world [11]. Li Hongwei analyzed the early warning information of food safety, and built
a ontology of Hazard Analysis Critical Control Point (HACCP) [12]. The food safety
standards are related to the food production process, and currently has no normalized
dataset can be used. Therefore, we collected the current national food safety standards
of China as data source, and analyzed its content and extracted knowledge to build
ontology.

3 Model Design of Food Safety Standard Ontology

The construction process of our domain ontology mainly includes several part, that are
model design of ontology, natural language process, knowledge extraction of entities
and knowledge import. The specific process is shown in Fig. 1.

Fig. 1. Workflow of ontology construction.

3.1 National Food Safety Standards

Food safety standards are technical requirements and measures formulated after risk
assessment of chemical, biological andphysical substances that exist ormay exist in food,
food-related products and food additives. It is themost basic requirement for food to enter
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the market, and it is the technical regulations that should be implemented in accordance
with food production and operation, inspection, import and export, supervision and
management, and an important basis for food safety supervision and management [13,
14]. In our ontology study, the national food safety standard of China is the the only
food safety standard enforced by the state.

We obtained 1182 documents about national food safety standards from FoodMate
(http://www.foodmate.net). In our research the current national food safety standards are
classified according to their content and scope of application. He Xiang [15] divides the
national food safety standards into general standards, production, operation standards,
inspection methods and procedures and food-related product standard. The national
health administrative department has also established and formed the national food
safety standard system [16] which includes four categories: general standard, product
standard, product operation standard and detection method standard. Here, the standards
in this paper are classified by the official classification scheme.

3.2 Model Framework of Food Safety Standard Ontology

The methods of ontology modeling are different according to different application pur-
poses. At present, the mainly methods are the following two ways: the first is to explore
the construction method from the perspective of knowledge engineering, which can
be called ontology engineering; the other is the semi-automatic construction method of
transforming the existing thesaurus resources into ontology. In addition,DingShengchun
[17] proposed a comprehensive (semi-automatic) ontology construction method based
on top-level ontology. The mainstream construction methods of knowledge engineering
methods include Seven Steps method [18, 19], Skeleton method [20, 21], Methodology
method [22], KACTUS engineering method [23], SENSUS method, IDEF-5 method. In
this paper, Seven Steps method was used, Seven Step method is proposed by Stanford
University School of medicine, which is mainly used to construct domain ontology.

Class Hierarchy Model of Food Safety Standard Ontology
In our research, the top-down construction mode [24] is adopted to build the ontology
class model, that is, the top layer class (parent class) is abstracted first, and then their
subclass are found out. If the subdivision can be continued, the third layer class will be
established and refined step by step. Some class model are shown in Fig. 2.

Top-Level Class Model
Food category entities, as the most important concept described in food safety, are fre-
quently cited in all food safety general standards. For example “GB 2760-2014, Standard
for The use of Food Additives” specifies the types and contents of additives allowed to
be added in each food category. Based on its frequency of occurrence, we regard “food
category entity” as the top-level class in food standard ontology. Besides, “name of food
safety standard” as the label of each standards was also defined as another top-level
class of food safety ontology. Then by analyzing the content of food safety standards,
the phrases “terms and definitions” are frequently appeared in various standards. The
content under “terms and definitions” is the meaning of some professional terms in food

http://www.foodmate.net
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field, so we defined “standard terminology” as the third top-level class. Finally, for fur-
ther show the specific content of the standard, “content of food safety” was extracted as
the fourth top-level class.

Fig. 2. Framework of top class and some subclasses

Secondary-Level Class Model
After completing the design of the top-level class, we continue analyzes its sub-class,
that is, the second-level class. The model of the top-level class and its sub-class is shown
in Fig. 2.

(1) Food category entities
In the existing GB/T national food safety standards, we have found three differ-

ent food classification schemes, which are respectively derived fromGB 2760-2014
Standards for the Use of Food Additives, GB 2763-2019 Standards for Maximum
Residues of Pesticides in Foods and GB 2762-2017 Standards for Pollutants in
Foods. In order to distinguish the three different food classification systems, in this
paper, these three sets of food classification schemes are set up as secondary-level
class, that are “GB2760 food classification scheme”, “GB2763 food classifica-
tion scheme” and “GB2762 food classification scheme”. They are all subclass of
“food category entities”. In addition, all the food categories defined in the three
classification systems are instances under its subclass.

(2) Name of food safety standard
At the beginning of our study, all food safety standards has been classified into

different types, including general standards, production and operation standards,
inspection method standards and product standards. Because each category is quite
different in standard content and format, the extracted instances and relations are
also quite different. So the names of these categories are also regarded as subclass
of “name of food safety standard”.
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(3) Content of food safety
The content of food safety frequently include several common inspection items,

such as food additives, pesticides, etc., and the actual extraction process proves that
most standards are defined around these topics, such as the quality specifications
and standards of food additives, physical and chemical testing standards. This shows
that use these keywords as subclass are reasonable and feasible.

Through the process of “(1) analyzing the standard content, (2) design class name,
(3) tracing back to the content, (4) determining the class name”, secondary-level class
of all food safety contents of the standards are extracted.

Other Subordinate Classes of Ontology
Under the secondary-level class model, you can continue to define subclass from the
detailed description of standard content. For example, according to the content of pro-
duction hygiene standards, as the secondary-level class, production hygiene standards
include the following third-level subclass: site selection and production environment,
factory buildings and workshops, requirements of raw materials and packaging materi-
als, facilities and equipment, product traceability and recall, product hygiene standards,
management system and personnel, records and documents management, etc. Factory
buildings and workshops can be further subdivided, such as general requirements of
factory building and workshop, special factory buildings design requirements, design
and layout, workshop temperature control, etc.

Composition of Food Safety Standard Ontology
After determining the class model of the ontology, it is also necessary to determine
the attributes of the class and the member instances of the class so as to realize the
construction of the ontology.

Instance in Ontology
In ontology, instances represent the realization of classes, for example, propylene glycol
is an instance of food additive, and silicon dioxide is also an instance of food additive.
According to the analysis of the content of food safety standards, the instance definition
rule are designed as follows:

(1) For the class of “food category”, all names of food category in the “GB 2760”
are the member instances of subclass “GB 2760, food classification scheme”, such
as “01.0, milk and dairy products”, “01.02, fermented milk and flavor fermented
milk”, etc. Similarly, instances of other classification schemes are also determined
according to this idea.

(2) Most instances of food safety testing items appear in general standards, usually a
document hold a kind of instances. For example, “GB 2760-2014, Standard for the
Use of Food Additives” lists the varieties of food additives that are allowed to be
used in foods, and “GB 2761-2017, limit of mycotoxins in Foods” lists mycotoxins
that may pose a greater risk to public health. Pollutants that may pose greater risks
to public health are listed in “GB 2762-2017, Limits of Pollutants in Food”, and
the specific items listed in each standard are instances of corresponding categories.
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(3) The names of all China food safety standards are instances of the corresponding
categories of the standards. For example, “GB 5009.7-2016 National Food Safety
Standard Determination of Reducing Sugar” stipulates the determination method
of reducing sugar, which belongs to the inspection method category, that is, “GB
5009.7-2016, National Food Safety Standard Determination of Reducing Sugar” is
an instance of “inspection method standard”. Also the set of terms and nouns listed
below the heading of “Terms and Definitions” in each food safety standard is the
set of member instances of “standard terms”.

Relations in Ontology

(1) Relations between instances
Relations definition needs to analyze the actions of various standards. First,

we defined the relations in every general standards, and then the relations in other
standards would be defined. The specific definition method is described as follows:

➀ General standards usually involve instances of food categories and food sam-
pling inspection items, such as “benzoic acid and its sodium salt” is the
instance of class “food additives” and “Blended Soy Sauce” is the instance of
“GB2760 food classification scheme”. There is a relation<has_FoodAdditive>
between “Blended Soy Sauce” and “benzoic acid and its sodium salt”, in which
<has_FoodAdditive> is the relation name; However, “legume vegetables and
potatoes” which is the instance of “GB 2762 Food Classification scheme”
may contain the pollutant “lead”, this can be described as (“legume vegeta-
bles and potatoes” <has_Pollutant> “lead”), among which <has_Pollutant>
is the relational name.

➁ Other standards, such as quality specifications of food additives and related stan-
dards, have (“instance of measurement items” <has reagents and materials>
“instance of reagents and materials”), such as (“determination of total lactic
acid” <has reagents and materials> “sulfuric acid”), (“determination of alu-
minum trioxide”<has instruments and equipment> “spectrophotometer”), the
instances of the last relation are instances of “method principle” which are the
subclass of “Testing” class.

➂ There is also a reference relation between the standard name and the standard
content specified by it. we defines a pair of reciprocal attributes of<prescribe>
and <is _ prescribed _ by>. For example, “GB 10133–2014, National Food
Safety Standard Aquatic Condiments” is a regulation on aquatic condiments,
then the constraint (“GB10133–2014, National Food Safety Standard Aquatic
Condiments”<prescribe> “AquaticCondiments”)would be added to the ontol-
ogy. If the subject is exchanged, then use the relational name<is _ predicted _
by>. However, for the standard terms, the standard terms are quoted by the stan-
dards, so the relation between them is named<has_term> and<is_term_of>,
such as (“GB12694-2016, national standard for food safety, hygienic stan-
dard for livestock and poultry slaughtering and processing” <has_term>

“clean area”). For non-universal standards, the more common relation name
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is <has_content>, which are used to represent the specific project regulations
in those standards. Some reference relations in GB 8950–2016 are show in
Table 1.

(2) the relation between similar instances.
There can also be a relation between instances of the same class, and it is often

a pair of reciprocal relations. For the instance of class “food category”, we defines
each food category name in all food classification scheme as an instance, but since
they are categories, there should also be a kind of relation between them, and this
relation is <parent class> and <subclass>. For example, in the food classifica-
tion scheme of GB2760, “01.0 milk and dairy products” is a food category class,
and “01.02 fermented milk and flavor fermented milk” is a subclass of “01.0 milk
and dairy products”. They are all instances of “food categories”, and there is an
inheritance relation between them. Then add the constraints (“milk and dairy prod-
ucts” <subclass> “fermented milk and flavor fermented milk”) and (“fermented
milk and flavor fermented milk” <parent class> “milk and dairy products”) in the
ontology.

This kind of relation also exists between standard term instances. In order to dis-
tinguish the relation between standard term instances and food category instances, we
defines reciprocal relation names as<has_term> and<is _ term_ of>, such as (“pollen”
<has _ term> “bee pollen”).

Table 1. Reference relations in GB 8950–2016

Standard name Relation Instances

GB8950-2016 prescribe Canned food

GB8950-2016 has_range This standard applies to the production of canned food

GB8950-2016 has_term Commercial sterilization

GB8950-2016 has_content The structure of equipment, tools and fixtures used in the canned
food processing workshop and the installation position of fixed
equipment should be convenient for thorough cleaning and
disinfection

Attribute in Ontology
Because attribute values can be integers, floating-point numbers, Boolean values and
strings, in order to describe an instance more accurately, attributes are often used to
represent the characteristics of an instance. For example, (“benomyl”<ADI> “0.1mg/kg
bw”), where ADI is an attribute name and 0.1mg/kg bw is its corresponding value.
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For additives such as food additives and pesticides, they also have their own charac-
teristic attributes. For example, food additives have CNS number, INS number, sensory
requirements and other attributes, while pesticides also have numeric type attributes such
as pesticide residues and ADI value of daily allowable intake. The specific contents are
shown in Table 2.

Table 2. Attributes of additives

Subject class Subject Attribute Object

Food additives Calcium hydrogen phosphate CNS number 06.006

Food additives Calcium hydrogen phosphate INS number 341ii

Food additives Calcium hydrogen phosphate Color requirement White

Pesticide Benomyl ADI 0.1 mg/kg bw

4 Data Import of Food Safety Standard Ontology

4.1 Data Extraction

The creation and maintenance of ontology often takes a lot of time. Youn Jason et al.
proposed a semi-supervised framework of automatic ontology population from the exist-
ing ontology support by using the method of word embedding [25]. In our research, a
rule-based optimal semantic matching algorithm is adopted to realize semi-automatic
knowledge extraction.

The knowledge extraction rules we defined rely on keyword analysis. The key words
are recurring in the food safety standards, such asmaximum limit, instruments and equip-
ment, reagents and materials, etc. we obtained keywords through statistical word fre-
quency and semantic analysis. In general, the document format of the same type standard
is approximately the same, and the content needs to be extracted also has similar core
words. Therefore, in the process of automatic extraction, the same type standards will
be extracted in batches, and obtain all the class, attribute and instances. The following
two methods are used to mine the instance relation:

(1) For unstructured text, in order to identify the document structure, context relation
should be kept as much as possible, and the relation between instances should
be found through the context relation, those relation usually is <include> or
<has_content>.

(2) For the structured data in the table, the relation between instances is discovered
through the header of the table, and the relation name is usually the field name in
the header.
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Furthermore, the document layout is mainly judged by the subtitles and title numbers
of all levels, and the title numbers can be considered as the relations between classes,
such as the inclusion relation and the instance relation.

Extraction of Classes and Instances
In food safety standards, all levels of subtitles often contain core words. we puts these
words into the class name pool as candidate class names. The text under the all subtitles
is taken as an instance of title class. However, when the all levels of subtitles and the text
behind the subtitles are actually extracted, there will be a problem that the layers of title
number in different paragraph is not same. Because, there are probably have two-levels
titles, three-level titles or more in the text, and sometimes there are no text behind the
subtitle. Therefore, we must design algorithms to automatically identify the layouts of
the document, so as to extract the title classes and content instances more accurately.
The relation name between a title class and its subtitles class is <include>.

The algorithms of document layout identification use digital label to mark the all
levels of subtitles and text behind them. For example, the marking rules of document
layout of “GB 8955-2016, National Food Safety Standard, Hygienic Specification for
the Production of Edible Vegetable Oils and Their Products” is listed as follows:

(1) If the title number is subtitle, for example, there is the subtitle “4.1 General Require-
ments” under the title “4 Workshop and Workshop”, and there is a <include>
relation between them.

(2) If there is no subtitle after a title, for example, if the next paragraph behind subtitle
“4.1 General Requirements” dose not have a subtitle number, then the text in the
next paragraph is a description of the subtitle, andwe considered them as an instance
of the subtitle “4.1 General Requirements”.

(3) Marking for each class and instance. For example, the title candidate class “4
factories and workshops” is the first-level title, marked as 1; The candidate title
subclass “4.1General Requirements” is a second-level title, markedwith 2; The text
behind “4.1 General Requirements” is its instance, and there is a <has_content>
relation between “4.1 General Requirements” and its instance, so it is marked as 3.

(4) The title candidate subclass “4.2 Design and Layout” is the same level with the title
candidate subclass “4.1 General Requirements”, so it is marked as 2. In this way,
each title class would be marked.

(5) If there is no subtitle and no text behind a title, for example, subtitle 5.1 and subtitle
5.2 has title numbers, but there is no text and no subtitle behind them, so they can
be regarded as instances of the title candidate class “5 Facilities and Equipment”.

After the above marking process, all classes and instances need to be extracted by
marking values. In order to save the paths of all classes and instances, we try to use the
stack as an intermediate medium to extract all data. The specific method are as follows:
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(1) According to the marking values, the marked data in the document are stored in the
stack in turn. Each data in the stack has an inclusive relation from the bottom of the
stack to the top of the stack, so their marking values are also increasing in sequence.
When the marking values are not increasing, the next data may temporarily suspend
store, and the label of the top data of the stack would be recorded, which is an
instance of the previous data. Then store all the data in the stack in an ordered
list, which saves a path from vertex to leaf in the tree, this path also reflects the <
include> relation from class to its subclass and its instance.

(2) When a new data re-enters the stack, it is necessary to check whether the marking
value of new data is greater than that of the top data in the stack. If not, the data in
the stack need to be popped out in turn until the marking value of the top data is
less than the newly added data. Then the new data is pushed into the stack.

(3) return to step (1).

For example, title “4workshops andworkshops”, subtitle “4.1 general requirements”
and text after “shouldmeet……”are stored in the stack in sequence,withmarking values
1, 2 and 3 respectively. At this time, the next data “4.2 design and layout” that needs to
be pushed into the stack which has a marking value 2. When the data were judged needs
to be popped out of the stack, the sequence of the data in the stack will be saved in a order
list. At the same time, the relation between the the standard name class and its instance
need to be retained, so the standard name class needs to be inserted into the order list in
the head. Then the final sequence is [“GB 8955-2016, National Food Safety Standard,
Hygienic Code for the Production of Edible Vegetable Oil and Its Products”, “4 factories
and workshops”, “4.1 general requirements” and “should meet ……”]. After the path
being saved, the data with marking values 2 and 3 would be popped out from stack and
new data “4. 2 Design and Layout” would be pushed into the stack, and then repeat the
previous operation with the marking value. The specific algorithm description is shown
in Algorithm 1.
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Extraction of Attribute and Relations
Relations Extraction from Documents
For we have defined <include> relations between classes, also between classes and
instances, and algorithm 1 has saved the instance paths we need, so the <include>
relations between them can be obtained by reading the paths. In order to distinguish
whether the relations are between classes or between classes and instances, algorithm 2
stores the <include> relation in two tables, named as “class_ relations” and “classes_
instances” respectively.
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Attribute Extracting from Tables
Tables appearing in standards usually have a table header, which defines the attribute
meaning of the table. we matched the table header to the class name and instance name
and judged whether the data in table have the relation we need. If the data in table is
necessary, we extracted attribute from tables. In the table, the header is the semantics
of each attribute, it is also the relation name of class and its instance. So if the relation
triplet in table is (? S,? P,? O), predicate (? P) is the header name and the object (? O) is
the attribute value, at last the content of subject (? S) needs to be analyzed through table
data.

For example,we extracted relational triples in Table 3. The relational triples are (“cal-
cium hydrogen phosphate “<color requirement> “white”), (“calcium hydrogen phos-
phate”<state requirement> “powder”), (“calcium hydrogen phosphate”<color inspec-
tion method> “take appropriate samples”), (“Calcium hydrogen phosphate” <State
inspection method> “Take appropriate sample”). It can be found that the relation name
in this table is actually the attribute value (such as color and state) joint with the table
header (such as requirements).While the subject of the relation triple is the instance (such
as calcium hydrogen phosphate) in the food safety standard. Therefore, the extraction
method of relational triples in tables is as follows:

(1) First, read the instance in the food safety standard. we did it by segmenting the
name of food safety standard, then matched keywords in the instance name set;

(2) Then jointed the relation names;
(3) Finally, found the corresponding relational attribute values. See algorithm 3 for

specific implementation.
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Table 3. Sensory requirements in “GB 1886.3-2016, National Food Safety Standard, Food
Additive Calcium Hydrogen Phosphate”

Project Ask Test Method

Colour and lustre White Take a proper amount of sample and put it in a clean and dry white
porcelain plate, and observe its color and state in natural light

Condition Powder Take a proper amount of sample and put it in a clean and dry white
porcelain plate, and observe its color and state in natural light

4.2 Data Import

Finally, the entities and relations are imported into the class model framework. When
all entities and relations are imported into the ontology model, ontology visualization
can be shown. Figure 3 show an diagram of part instances and relation. In the Fig. 3,
the green inner ring is an instance of class “food safety standard name”. Actually, they
belong to different classes, but for the size limit of the diagram, the class is not shown
here. And the gray outer circle instance is instance of the “range”, in which the dotted
line points from the instance of “standard name” to the instance of “range”. Those dotted
line indicated that there is a relation between them, and the name of the relation can be
viewed by clicking the dotted line.
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Fig. 3. Entity and relation diagram of food safety standard ontology (part)

4.3 Validity Analysis

In order to verify the correctness and effectiveness of the ontology we have built, we
mainly use two methods: one is to invite research experts in food safety to manually
modify the data and structures in the ontology; the other is to use the entities mapping
method to do concept mapping with some food name corpora we have collected. Here,
we use the NER technology to achieve this, and then we need obtained the relationship
between the food name entities and the food category class or subclass in the ontology,
Here we adopt C-norm [26] (a new share neural method to resolve the few shot learning
entity linking problem) as our classifier to achieve this goal. At last wemanually identify
the mapping results to determine the precision and the recall of the entity mapping. My
experimental results show that the precision and the recall is 0.85 and 0.72.

5 Summary

For a long time, food safety knowledge lack of standardization which will lead to ambi-
guity in understanding, though the study of food safety ontology is an effective way to
solve this problem, but few researches were done on it. We collected 1182 national food
safety standards from web, and build class framework for them. Then a new rule-based
knowledge extraction algorithm was proposed to extract the instances and relations in
all standards. The whole ontology includes 236 classes, 48 relation names, 823 attribute
names, 8812 instances and 131,406 constraints (relations).

Our ontology describes various concepts and semantic relations related to food safety
stipulated in national food safety standards, including food classification system, additive
limits of various foods, pesticide and veterinary drug residues, pathogenic microorgan-
ism pollution, heavy metal and mycotoxin pollution, and food inspection, detection and
physicochemical analysis methods. The significance of ontology is to provide schema
layer for the top-down construction of food safety knowledge graph.

In order to verify the effectiveness of ontology, we use manual verification and
entities mapping experiments to prove the effectiveness of our ontology. The current
accuracy and recall can meet our basic needs, we will adopt BERT model to further
improve them in future study.
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Abstract. Thanks to smart manufacturing and artificial intelligence
technologies, intelligent connected vehicles (ICVs) is emerged as a main
transportation means. However, due to the limitations of finiteness and
privacy of driving data, ICVs may not be able to share their data with
other vehicles, which limits the development of ICVs. To overcome afore-
mentioned challenges, we propose a federated learning-based driving
strategy optimization scheme for ICVs. Conditional imitation learning
is employed to obtain a single-vehicle intelligent driving strategy. To
improve the driving ability while ensuring data privacy, federated learn-
ing is leveraged to aggregate driving policies of different ICVs. Finally,
the experimental results based on the Carla platform show that the
single-vehicle intelligent driving strategy achieves a high level of accu-
racy, and the federated learning vehicle model achieves a significant 15%
increase in the success rate of turning tasks and a 21% increase in the suc-
cess rate of going straight, which verifies the effectiveness of the method
in this paper.

Keywords: Intelligent connected vehicles · Conditional imitation
learning · Federated learning · Carla

1 Introduction

In recent years, Artificial Intelligence [1], self-driving technology development
is in full swing, which provides great convenience for people’s lives. However,
the field of autonomous driving is currently facing two major challenges: safe
driving and limited computing power. In complex and changing road conditions,
Tesla and Google self-driving vehicles have been involved in serious traffic acci-
dents [2]. At the same time, vehicles with insufficient computing power cannot
accurately and quickly assess the current traffic conditions, and then there is a
high probability of making wrong decisions, even leading to traffic accidents [3,4].

The emergence of imitation learning provides an opportunity to solve the
problem of safe driving in single vehicle intelligence [5]. Imitation learning is
characterized by fast learning speed and decision making by imitating expert
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strategies, for which researchers have conducted intensive research. For example,
reference [6] designed an end-to-end imitation learning system that maps from
sensor data to controller commands, which in turn rationally adjusts the vehi-
cle speed as well as the driving trajectory. Reference [7] proposed an imitation
learning safety framework that uses data set aggregation to reduce the amount
of computation and enables the controller to quickly output commands, which
improves the response speed of the vehicle. However, imitation learning tends to
focus only on whether the vehicle can pass the expert demonstration and arrive
at a driving strategy, which can ensure safety but can be problematic in scenarios
where there are multiple driving options at intersections. Conditional imitation
learning can solve this problem by adding advanced conditional commands to
imitation learning, e.g., go straight at the next intersection, turn left at the next
intersection. Reference [8] applied conditional imitation learning to single vehicle
intelligence and trained the vehicle model by adding advanced instructions, and
the tested vehicle can make accurate decisions quickly at intersections, solving
the problem of confusing vehicle driving strategies at intersections. Reference
[9] collected a large number of drivers’ operations in the face of obstacles as
advanced instructions and uses image enhancement in training the model, and
the results show that the vehicle improves the accuracy of obstacle avoidance
and also avoids sudden stopping of the vehicle in the process of travel. Reference
[10] proposed a multitask conditional imitation learning framework to adapt to
lateral longitudinal control tasks, allowing the vehicle to make safe and effective
decisions at crowded intersections. Advanced conditional commands are partic-
ularly important when facing complex road conditions, and accurate and concise
commands can make conditional imitation learning achieve twice the result with
half the effort.

With the rapid development of communication technologies such as 5G [11],
more intelligent and advanced smart connected vehicles have emerged based on
the existing self-driving vehicles. Smart connected vehicles are based on sen-
sors, controllers, and other devices with functions such as environmental aware-
ness and cooperative control, which can achieve safe and energy-efficient smart
driving [12]. Reference [13] described the current key technologies for smart con-
nected vehicles: vehicle-road collaboration, autonomous vehicle decision making,
external environment sensing, and control execution. Smart Internet-connected
vehicles are more advanced in terms of on-board devices, having one or more
of visual perception, laser perception, and microwave perception sensors to pro-
vide a more comprehensive perception of the surrounding environment [14], and
have a larger amount of data compared to ordinary single vehicles [15]. However,
while intelligent networked vehicles bring convenience to people’s transportation,
the complexity of the system and the increase of external communication inter-
faces can make the vehicles more vulnerable to cyber attacks, and information
security becomes an important aspect [16]. The emergence of federated learning
provides an effective way to ensure information security, as well as the privacy
of users. Federated learning has the characteristics of user privacy protection,
adapting to large-scale data model training [17,18], ensuring that the data is
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not shared among the participants and that large-scale data is trained on the
model to improve the training quality. Adding federated learning to the smart
networked vehicle not only solves the lack of data volume of a single vehicle, but
also solves the key problem of limited computing power of a single vehicle. To
this end, this paper proposes a scheme for optimizing the driving performance of
smart connected vehicles based on conditional imitation learning and federated
learning.

2 Scene and Model

2.1 System Scene

We design a system scenario as shown in Fig. 1, where vehicles use local data
generated while driving to train a model and upload the model parameters to
a Road Side Unit (RSU), which aggregates the model parameters of multiple
vehicles and distributes the aggregated results to each vehicle in the coverage
area, continuously iterating to improve the overall vehicle driving performance.

Fig. 1. System scene

With N cars, each car is indexed by n. Each car generates data in real time
while driving: the photos xn taken by the camera, the speed, throttle and brake
of the vehicle at the moment corresponding to the photos together constitute
the tags yn, which in turn form a local private data set Dn = {xn, yn}.

The vehicle local training uses conditional imitation learning, and the result-
ing dataset is used for training the neural network part of conditional imitation
learning, such as the neural network in Fig. 2, to continuously optimize the vehi-
cle’s driving strategy through training.

Each training sample k in the data set consists of 200 (xn, yn), the input of
the neural network is xk ∈ [xn], the output of the neural network is yk ∈ [yn],
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the vehicle model receives the data input and gets the predicted output, the gap
between the predicted output and the actual output is represented by the loss
function �(w):

�(w) = �(ap, areal) = � 〈(sp, ap), (sreal, areal)〉 = ‖sp − sreal‖2 − λ‖ap − areal‖2
(1)

The loss function L(wn) after the vehicle is trained through the full private
dataset is defined as:

L(wn) =
1

|Dz|
|Dz|∑

z=1

�(w) (2)

After continuous iterations the model parameters are aggregated and sent down
the federal learning loss function L(wG)as:

L(wG) =
N∑

i=1

|Dz|
|D| L(wn) (3)

The meaning of the symbols used in the formula is shown in the Table 1.

Table 1. Symbol meaning

Symbol Meaning

ap, ar Neural network output predicted action actual action

sp, sr Neural network input predicted state, actual state

λ A number between 0 and 1

z Iterate through the data set starting from 1

|Dz| Size of the vehicle n private data set

|D| Sum of all vehicle data set sizes

2.2 Single Vehicle Intelligent Driving Model Based on Conditional
Imitation Learning

The principle of conditional imitation learning is shown in Fig. 3, where an addi-
tional command c = c(n), command provided by the expert, represents the
information that is helpful for the expert to provide the command, and can
express the expert’s intention, destination information, etc. For example, the
vehicle expresses the intention to change lanes by turn signals, and when pass-
ing through an intersection, the destination information is used to choose to go
straight or turn to reach the destination more quickly, and these turn signals
and target information can be used as commands in the formula.

The training dataset becomes D = {〈st, ct, at〉}T
t=1, and the objective of

conditional imitation learning is shown in Eq. (4).

min
θ

imize
∑

t

� (F (st; ct; θ), at) (4)
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Fig. 2. Principle of conditional imitation learning

As shown in Fig. 3, the conditional imitation learning network structure is
divided into image and measurement modules, where the photo module is a
convolutional neural network and the measurement module is a fully connected
network, using image i and a set of vectors m (corresponding to the parameters
among the images) as inputs, respectively.

j = J(i,m) = 〈I(i),M(m)〉 (5)

For the command c, C = (c(0), c(1), ..., c(k)) each command c(i) corresponds
to a branch of the Ai network, each network branch Ai can only output a specific
action, the command c plays a role of selecting a specific network branch, so the
output of the network is:

F (i,m, c(i)) = Ai(J(i,m)) (6)

Different Ai branches correspond to different sub-strategies, and each branch is
equivalent to a module in a driving scenario, e.g., a module for going straight,
a module for turning left, and many other scenarios. In the normal driving of
the car, the picture with 200 × 88 × 3 pixels observed by the camera at the
current moment and the speed of the car together constitute the state s, and
the action a is acceleration and steering wheel steering angle. The car model is
trained several times to go straight, turn, and avoid vehicles, thus achieving the
effect of single vehicle unmanned driving.

2.3 Federated Learning-Based Model Aggregation

Each participant n trains the local model with its dataset Dn∈N and sends the
local model parameters to the central node to generate the global model after
aggregating the local model parameters.

As shown in Fig. 4, the initial phase of federated learning initializes the vehicle
model parameters w0

G, followed by updating the local model parameters wt
n using

local data training for each vehicle based on the global model wt
G, t denotes the

current iteration index, the vehicle n goal is to minimize the loss function L(wt
n),

and finally the updated local model is uploaded to the server.
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Fig. 3. Network structure of conditional imitation learning

Fig. 4. Federated learning schematic



Federated Learning-Based Driving Strategies Optimization 73

The roadside unit aggregates the participants’ local models, distributes the
updated global model parameters wt+1

G to the participants, and the server min-
imizes the global loss function L(wt

G):

L(wt
G) =

1
N

N∑

n=1

L(wt
n) (7)

The above process is continuously iterated to minimize the global loss function
L(wt

G).
In the whole federated learning process, because each vehicle’s database is dif-

ferent, resulting in some vehicles driving better in straight scenarios, while some
vehicles driving better in turning scenarios, each vehicle local model parame-
ters have differences, and different model parameters in the federated learning
aggregation, the weight of the size of the aggregated model will directly affect
the effect of the aggregated model.

For this reason, we use the federated averaging algorithm to solve this prob-
lem. Each vehicle model parameter has the same weight in the aggregation pro-
cess, so that different vehicles can jointly improve the overall networked vehicle
driving performance, using the Federated Averaging Algorithm [18].

Algorithm 1: Federated Averaging Algorithm
Require: Local minibatch size B, Local minibatch size B, number of participants m per

iteration, number of local epochs E, and learning rate η
Ensure: Global model WG

[Participant i](Local Vehicles)
LocalTraining (i,w)
Split local dataset Di to minibatches of size B which are included into the set Bi

for each local epoch j = 1toj = E do

for each b ∈ Bi do
w ← w − ηΔL(w; b) (ΔL is the gradient of L on b)

end

end
[Server]
Initialize w0

G
for each iteration t = 1 to t = T do
Randomly choose a subset St of m participants from N
for each partipant i ∈ St do

wt
i + 1 ← LocalTraining (i,w)

end

wt
G = 1/

∑
i∈N Di

∑N
i=1 Diw

t
i (Average aggregation)

end
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3 Simulation Verification

3.1 Carla Simulation Platform

We use the Carla simulation platform for dynamic validation and testing of the
model, Carla [19] is an open source simulator for urban driving that supports
training, prototyping and validation of autonomous driving models, including
perception and control. The Carla platform used, version 0.8.3, provides two
professionally designed towns as shown in Fig. 5.

Fig. 5. Town map provided by Carla platform

3.2 Database Preprocessing

The used public dataset [8] includes training set and test set, which consists of
657800 photos and their corresponding labels, and contains four scenarios along
the road straight ahead, left turn, intersection straight ahead, and right turn,
which account for 34%, 23%, 20%, and 23% in the dataset, based on the large
dataset can ignore the influence of different percentages of the four scenarios on
the model training.

The full training set was used for training the bicycle intelligence, and at the
end of the training, the model was tested on the test set, which led to the loss
function.

In federated learning, the training set is divided into 80% of the data with
uniform scene share for model pre-training, and the remaining 20% of the data
are equally divided for further training of the vehicle.
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3.3 Simulation Parameter Setting

The training of the single vehicle intelligence model and the federated learning
of all participating vehicle models are trained using neural networks, and the
neural network settings are shown in Table 2.

The initial learning rate is set to a = 0.0001, and the batch is set to 200 for
training single vehicle intelligence. For the federated learning training, the batch
is set to 120, and the instructions contain codes for four scenarios: drive along
the road (0), go straight at the intersection (1), turn left (2), and turn right (3),
where 0 is the default instruction. In the federated learning process, the number
of local vehicles is set to 3, and each vehicle is trained using 1/3 of the remaining
data set excluding the pre-trained model.

Table 2. Neural network settings [19]

Module Input dimension Channels Kernel Stride

Perception 200 × 88 × 3 32 5 × 5 2

200 × 88 × 3 32 5 × 5 2

98 × 48 × 32 32 3 × 3 1

96 × 46 × 32 64 3 × 3 2

47 × 22 × 64 64 3 × 3 1

45 × 20 × 64 128 3 × 3 2

22 × 9 × 128 128 3 × 3 1

20 × 7 × 128 256 3 × 3 2

9 × 3 × 256 256 3 × 3 1

7 × 1 × 256 512 – –

512 512 – –

Measurement 1 128 – –

128 128 – –

128 128 – –

Joint input 512+128 512 – –

Control 512 256 – –

256 256 – –

3.4 Analysis of Simulation Results

The loss function is shown in Fig. 6, which shows the loss function in the training
process and the loss function in the test set. The shaded part of the figure
shows the maximum value as well as the minimum value of both in the iterative
process. After training up to 450000 times, the decreasing trend of training
loss gradually slows down and the testing loss tends to be constant. To prevent
model overfitting, the model trained up to 490000 times was selected for dynamic
validation after several tests.
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Fig. 6. Single vehicle intelligence loss function

After training the model, we simulated the model dynamically on the Carla
platform, and the experimental results statistics are shown in Fig. 7(a).

The model uses town 1 for training and town 2 for testing, which leads to
a small difference in the success rate of the two tasks. Both perform well in
the straight ahead scenario, with a task success rate of 89%, and similarly both
perform similarly in the turning scenario, which shows the reasonableness and
effectiveness of conditional imitation learning applied to the intelligent driving
of vehicles.

Federated learning model pre-training used 80% of the training set, pre-
training model trained 94000 steps, compared with the bicycle intelligence, the
training set use becomes less, the number of training reduced, making the fed-
erated learning pre-training model compared with the bicycle intelligence in the
dynamic verification effect, using the federated learning subsequent training of
56000 steps, a total of 1500000 steps, under the test set experimental results are
shown in Fig. 7(b).

According to the Fig. 7(b), we can see that the model effect is improved very
obviously after federated learning, the success rate of intersection turning is
improved from 15% to 30%, and the success rate of straight driving is improved
from 67% to 88%. This shows that by federated learning, the vehicle driving
strategy can be optimized and the safety is improved at the same time.
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Fig. 7. Experimental result

At the same time the success rate of correct vehicle decision is equally impor-
tant, as shown in Fig. 7(c), the single vehicle intelligent model in the straight
scenario are 100% complete correct decision, in the turn reached about 80%
success rate, the training and testing gap is very small, thus verifying that the
single vehicle intelligent model effect is better and universal. The reasons for the
difference between the vehicle decision success rate and the mission success rate
are: the vehicle speed is not enough, and the correct decision is made in the turn
but the turn is not successful, which are all within the reasonable error range.

As shown in Fig. 7(d), there is also a significant improvement in the success
rate of decision making for vehicles after federated learning, with the success
rate of turning decision increasing from 43% to 62%, thus highlighting the effec-
tiveness and rationality of federated learning.

The single vehicle intelligence model and the federated learning model are
demonstrated on the Carla platform as shown in Fig. 8.
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Fig. 8. Dynamic demonstration of trained vehicle intelligence model and federated
learning model in Carla simulation platform

4 Summary and Outlook

In this paper, we use conditional imitation learning to implement single-vehicle
intelligence driving and dynamically validate it on the Carla platform, obtaining
more satisfactory results. Based on this, federated learning is used to extend
single-vehicle intelligence to smart connected vehicles. The dynamic validation
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results show that federated learning significantly optimizes the driving strategies
of vehicles participating in federated aggregation.

With the rapid development of the times, the speed of hardware and algo-
rithm updates and iterations is also accelerating, through hardware to accelerate
the speed of network computing, algorithms to strengthen the network perfor-
mance, there is hope to achieve full autonomous driving as early as possible. At
the same time, on the basis of achieving single-vehicle intelligence, expanding it
to multi-vehicle intelligence leaves a large gap, and it is still a huge challenge to
aggregate different vehicle model parameters and control multi-vehicle driving
strategies.
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Abstract. A traffic sign image segmentation algorithm based on
improved spatio-temporal graph convolution is proposed by fusing octave
convolution and spatio-temporal component graph convolution network
for the problem of road traffic sign recognition in a complex environ-
ment. The algorithm uses octave convolution to reduce the computational
effort to improve the recognition speed and uses a spatio-temporal graph
convolution network to recognize traffic signs more accurately. First, the
acquired images are processed by data image enhancement; then, the RGB
image saliency detection module based on octave convolution is used;
then, the spatio-temporal map convolution network module is improved
by using the SETR algorithm to train a lightweight and high-precision
spatio-temporal map convolution network model; finally, the image details
are optimized by using the octave convolution residual module and eventu-
ally used for road sign recognition. The experimental results show that the
algorithm can effectively improve the segmentation accuracy rate, which
is 16.5%, 10.1%, 6.1%, and 5.1%, respectively, compared with other algo-
rithms; in terms of recognition speed, the single image processing time of
different data sets is better than other algorithms; its recognition effect
is also better than other algorithms in terrible weather conditions, such
as intense light, fog, heavy rain, night and snow conditions, especially in
intense light, heavy rain and low contrast weather conditions. In the abla-
tion comparison experiments, its algorithm improves 12.5%, 7.3%, and
8.6% in segmentation accuracy compared with other module combination
algorithms in the same data set case.

Keywords: Intelligent traffic · Image segmentation · Spatio-temporal
map convolution · Traffic signs · Octave convolution · Complex
environment

1 Introduction

Traffic sign recognition is an essential part of the unmanned system for real-
time road navigation. Its recognition accuracy and speed will directly affect
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the safety of the unmanned system [1]. However, there is still room for further
improvement of traffic sign recognition in complex environments, such as the
correct recognition rate in terrible weather and the recognition speed during
vehicle driving [2].

Deng Xiangyu [3] et al. proposed a shape recognition algorithm for traffic
sign classification combined with BP neural network. The algorithm uses color
information to segment the traffic sign area. Still, the algorithm has a specific
false recognition rate for circles and square octagons and is vulnerable to bad
weather and road congestion, resulting in a low recognition rate. Xu Jingcheng [4]
et al. proposed an improved traffic sign recognition method based on the Alex
model by introducing a batch normalization method and adding a global average
pooling layer to reduce the depth of the network. Still, the algorithm needs to
be improved to achieve recognition processing of multiple complex traffic signs
in realistic traffic environments. For complex environments, He Ruibo [5] et al.
proposed an improved deep learning algorithm for road traffic sign recognition,
combining SENet model and ResNet model, extracting the advantages of each,
and using a smaller number of network layers to achieve a higher recognition
level, while the algorithm has more manual intervention and more neural net-
work parameters adjustment and input. Dewi [6] et al. used the SPP concept to
improve Yolo V3, Resnet 50, Densenet, and Tiny Yolo V3 backbone networks
for constructing traffic sign feature extraction, but the algorithm has high com-
putational complexity and cumbersome implementation process. Cao [7] et al.
proposed an intelligent vehicle traffic sign detection and recognition algorithm
with an improved LeNet-5 convolutional neural network model to solve the prob-
lem that traditional traffic sign recognition is easily affected by environmental
factors, however, the traffic sign recognition method based on deep learning is
computationally intensive and has poor real-time performance. Yazdan et al [8].
proposed a shape classification algorithm based on an SVM classifier to improve
the segmentation accuracy and filter the wrong pixels in the classification result
by symbolic geometry. However, it is time-consuming and cannot meet the real-
time requirements of vehicles in the driving process. Di Lan et al. [9] et al.
proposed a road traffic sign recognition algorithm based on a possibility cluster-
ing algorithm and convolutional neural network, mainly to solve the high time
consumption caused by noise and complex backgrounds in images for picture
recognition. Still, the algorithm has certain errors in traffic sign recognition. [12]
Jie Wei [10] et al. proposed a real-time traffic sign recognition method based on
multi-feature fusion, which mainly addresses the impact of poor real-time per-
formance due to the difference in sample categories in the recognition process.
Mannan [11] et al. proposed a completely data-driven segmentation technique
to solve the problem of complete separation of the corresponding pixels of traf-
fic signs from the background objects. Still, this method comes at the cost of
increasing the computational cost. Handoko [12] implements traffic sign color
and shape segmentation based on a reduced algorithm operation cost, but there
is a specific error in terrible weather. James [13] et al. proposed a capsule-based
neural network to replace the commonly used CNN and RNN. However, only
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in the Indian traffic dataset, the assessment accuracy has been improved to a
certain extent, and the strong locality does not have universal applicability.

Based on the problems above, the study proposes a traffic sign image segmen-
tation algorithm based on improved spatio-temporal map convolution. Firstly,
the algorithm performs data image enhancement on the acquired images and
then inputs the RGB image saliency detection module that uses octave con-
volution instead of normal convolution to improve the computing efficiency to
form a preliminary feature map. Then, the initial feature map is stitched with
the output feature map after spatio-temporal map convolution and fed into the
SETR (Segmentation Transformer) algorithm for feature matching to improve
the correct segmentation rate. Finally, the feature maps are fed into the Octave
Convolution Residual module for edge optimization to reduce the computational
effort to enhance the recognition speed.

2 Related Job

2.1 Pre-processing

Traffic sign image segmentation is often complex due to lousy weather, illumina-
tion and other aspects. The study uses the IPT (Image Processing Transformer)
model to pre-process the images and accomplish image enhancement such as
super-resolution and denoising to reduce the influence of environmental factors
on traffic sign recognition in complex scenes [14].

IPT is a pre-training model for end-to-end image processing consisting of
multiple head and tail structures processing different tasks and a single shared
body, with a framework of multiple head structures, encoders, decoders and
multiple tail structures.

During the IPT pre-processing, the multi-head structure processes the image
into feature maps, as shown in Eqs. 1 and 2.

fH = Hi(x) (1)

fH ∈ RC×H×W (2)

where Hi (i = {1, . . . ,Nt}) denotes the ith task header and Nt denotes the num-
ber of tasks, i.e., the size of the input dataset. The multi-head structure generates
a feature map fH ∈ RC×H×W with C channels and the same width and height,
and C is usually 64. The feature map is cut and stretched by the feature map
operation, and the feature map is cut into N pieces according to the size P × P.
Each feature piece is spread into a dimensional P2 × C vector to obtain the cut
part, as shown in Eq. 3.

fpi
∈ RP 2×C, i = {1, . . . ,N} (3)

where f(pi) is the feature vector that has been cut and levelled. It is fed into a
Transformer for processing, as shown in Eq. 4.
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fDi
∈ RP 2×C (4)

where fDi
is the same dimensional output feature obtained after Transformer

processing. Finally, the features fDi
are fed into the multi-tailed structure for

dimensional transformation and decoded into the target image.

2.2 Octave Convolution

Traffic sign images in complex scenes can be decomposed into low-frequency and
high-frequency signals. The high-frequency signal represents the rich details of
the image with drastic changes and large grayscale differences between adjacent
areas. The low-frequency signal represents the gently changing edge structure
with a slowly changing grayscale.

In traffic sign segmentation, to improve the segmentation accuracy and
reduce the computational effort, the study uses octave convolution instead of
a full convolution module and a common convolution module in the residual
module in the spatio-temporal component map convolution algorithm. Octave
convolution can effectively improve the image segmentation accuracy, solve the
problem of spatial redundancy in the convolutional computation process, and
realize the lightweight network architecture design [15].

Classify and convolve the feature maps, as shown in formulas 5 and 6.

Y H→H = f1 (Xh) (5)

Y L→L = f2 (Xl) (6)

where Xh denotes the high-frequency component, Xl denotes the low-frequency
component, and f(•) denotes the convolution operation. The process of low-
frequency component to high-frequency output is first to perform convolu-
tion and upsampling on the low-frequency component Xl The process of low-
frequency component to high-frequency output is first to convolve and upsam-
ple the low-frequency component, and restore its resolution to the same as the
high-frequency component, as shown in Eq. 7. Similarly, the process from the
high-frequency component to the low-frequency output is to downsample and
convolve the Xh down-sampling operation and convolution, as shown in Eq. 8.

Y L→H = upsample (f3 (Xl)) (7)

Y H→L = f4 (pool (Xh)) (8)

pool(•) denotes the downsampling operation, and upsample(•) denotes the
upsampling operation. The number of input channels of the convolution layer f3
is equal to the number of channels of the low-frequency component, and the num-
ber of output channels is equal to the number of channels of the high-frequency
component. The number of input and output channels of the convolution layer
f4 is opposite to that of f3, to keep the uniform number of channels and the
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superposition of features between high and low frequencies, as shown in Eqs. 9
and 10.

Yl = Y L→L + Y H→L (9)

Yh = Y H→H + Y L→H (10)

where Y m (m stands for H → H, L → H, and H → L, L → L) is the result
calculated by Eq. 5, Eq. 6, Eq. 7 and Eq. 8.

2.3 Spatio-Temporal Component Map Convolution

The application of spatio-temporal component graph convolution in traffic was
first proposed for traffic flow prediction [11], a structured graph representation
model based on components or nodes [16]. This convolution treats each 1×1×C
dense grid as an image feature for simplifying and improving the efficiency of
operations.

The model first constructs a spatio-temporal component map. The feature
map {ẑt−K , . . . , ẑt−1} in which each 1 × 1 × C1 dense grid is considered as an
image feature component, where t represents the ordinal number of the input
image and K represents a positive number. To represent the spatio-temporal
target model, with N = h × w component nodes and K(i.e., t − K, ..., t − 1) on
the time sequence to construct an undirected spatio-temporal component graph,
as shown in Eq. 11.

GST = (V,E) (11)

where V and E are the sets of nodes and edges in the undirected graph, the set
of nodes V = {vkn | k = t − 1, . . . , t − K; n = 1, . . . ,N} contains all nodes in K,
and F (vkn) is the feature vector. The edge set E contains two types of edges: the
first type is the space edge ES = {vkivkj | 1 ≤ i, j ≤ N, i �= j}, which represents
the relationship between nodes within each image feature, and since the features
in the images will have various changes with time, the study uses fully connected
graphs to describe the spatial relationships; the second class is the temporal edges
ET =

{

vkiv(k+1)j

}

, which represents the relationship between nodes of similar
feature images, connects parts or nodes with the same position in the similar
image features, which can be regarded as a tracking trajectory of a specific part
transformed over time.

Based on the above basis, the study uses a graph convolutional network to
process the relationship between its nodes. First, the two-layer graph convolu-
tional network is used to output the matrix {ẑt−K , . . . , ẑt−1}, (where ̂Zt−1 ∈
Rh×w×C2), an undirected spatial component graph is reconstructed using max-
imum pooling aggregated spatio-temporal component features GS . Then, the
spatio-temporal part graph features GST and spatial part features GS are
aligned and stitched together as a whole, and the global convolution module
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is used to match the features of these two parts. In this module, all the convolu-
tional layers produce 256 channels of the feature map, and the output features
are denoted as Z.

The output features of the spatio-temporal component feature model and
the spatial component feature model have different characteristics. An attention
mechanism assigns different weights to all features, i.e., feature channel selection.
The feature Z is transformed by nonlinear transformation as ̂Z, as shown in
Eq. 12 and Eq. 13.

Ẑ = Z ⊗ W (12)

W = ϕ (θ2ψ (θ1fGAP (Z))) (13)

where ⊗, θ, ψ, fGAP denote the channel-by-channel multiplication, the sigmoid
activation function, the ReLU activation function and the global average pooling,
respectively. θ1 and θ2 are the convolution layer weights.

Finally, the features are Ẑ are input to the decoding module and connected
with the input image features Z in the coding model to obtain the output target
image.

3 Improved Algorithm

3.1 Framework of Traffic Sign Recognition Algorithm Based
on Improved Spatio-Temporal Convolution

Since the RGB saliency detection module cannot capture image information
quickly and accurately in extreme cases, it can significantly improve the effi-
ciency of saliency detection operations after introducing octave convolution for
optimization. The traditional spatio-temporal component map convolution mod-
ule has high recognition efficiency only for small datasets, and the recognition
rate is poor in the case of larger datasets, so the algorithm utilizes the SETR
model to improve the recognition rate. Finally, the conventional ordinary con-
volution is replaced by octave convolution in the improved residual module to
enhance the edge optimization of traffic sign images. The algorithm improves the
segmentation accuracy and recognition speed of traffic signs in complex scenes
from four aspects, as shown in Fig. 1.

As shown in Fig. 1, the core flow of the algorithm is as follows:

1. Pre-processing of traffic sign image datasets for image enhancement in com-
plex scenes.

2. Performing RGB saliency detection on pre-processed images and replacing
the normal convolution layer with octave convolution to enhance detection
efficiency to form a preliminary feature map.

3. The initial features are fed into the spatio-temporal graph convolutional net-
work. The acquired output features are spliced with the initial features to
achieve feature matching by using the SETR algorithm to improve the cor-
rect segmentation rate.
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Fig. 1. Framework of traffic sign recognition algorithm with improved spatio-temporal
convolution

4. The feature map is sent to the octave convolution residual module for detailing
and edge optimization to reduce the computational effort to enhance the
recognition speed and output the segmented image.

3.2 Octave Convolution-Based RGB Image Saliency Detection [17]
Module

Environmental factors bring sizeable negative impacts on traffic sign acquisi-
tion. Still, the color and structure features of traffic signs are more prominent,
so RGB images can be directly used as the study object. In extreme cases, the
accurate detection of important targets will increase the computational burden
and reduce the computational efficiency. Therefore, the study uses octave con-
volution instead of the regular convolution module in the original algorithm,
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which significantly reduces the computational burden caused by the complex
environment and realizes the lightweight network architecture design.

The pre-processed image is fed into the octave convolution module, as shown
in Fig. 2. The traffic sign outline is taken as the low-frequency component and its
content as the high-frequency component. The high and low-frequency compo-
nents are convolved by themselves to get Y H→H = f1 (Xh) and Y L→L = f2 (Xl).
The process from low-frequency component to high-frequency output is a convo-
lution of the low-frequency component, and then upsample the convolved output
to restore its resolution to the same as that of the high-frequency component.
Similarly, the process from the high-frequency component to the low-frequency
output is a down-sampling operation of the high-frequency component (with
2 × 2 as convolution step size or average pooling), then convolution of results.
This operation reduces the computational effort and uses the convolution kernel
to convolve only the small resolution images. The high and low outputs contain
the features extracted by both convolutions. At the same time, the information
from the two convolutional branches interacts, and the features at both sizes are
superimposed and fused to the output, denoted as FRGB .

The feature maps extracted by octave convolution are fed into the PPM
(pyramid pooling module) module, where the feature maps FRGB are pooled by
averaging different scales (1 × 1, and 2 × 2, and 4 × 4, and 8 × 8 convolutional
layers respectively) to obtain the multisemantic module. Finally, the features are
further extracted through the 3 × 3 convolutional layer, and the output features
are noted as FPPM

out .
FPPM
out will be input as a CAM (channel attention module) module after an

adaptive layer, which consists of two 3 × 3 convolution operations to expand
the perceptual field of the features. Then, it is spliced with the decoder Dn to
obtain the initial fused features FC

n . A channel feature vector is generated using
the global average pooling operation. After the fully connected layer processing,
the interdependence characteristics among the channels are obtained. The sig-
moid function is used to weigh the importance of each channel W, so that it is
multiplied with FC

n to get the weighted feature F̂C
n . Finally, the w1× 1 convo-

lution layer is used to reduce the F̂C
n The number of feature channels is reduced

to the input feature size as the output of the CAM module, which is denoted as
FCAM
out .

3.3 Spatio-Temporal Component Map Convolutional Network

The spatio-temporal component graph convolution includes a spatial graph con-
volution and a temporal graph convolution, where the spatial graph convolution
is the core.

The initial features output by the RGB image saliency detection module are
firstly obtained by the spatio-temporal map convolution network as feature 1,
and secondly, the FCAM

out which are not processed by the spatio-temporal map



Traffic Sign Image Segmentation Algorithm 89

Fig. 2. Octave convolution module

convolution network as feature 2. The two are aligned in the channel and then
stitched together.

The model constructs a spatio-temporal component map based on the input
feature 1 GST = (V,E). Next, the weights of proximity matrix A are determined
based on Figure GST relations, as shown in Eq. 14 and Eq. 15.

Â = A + I (14)

Dü =
∑

i

Âij (15)

where I is the unit matrix, Dü is the sum of the weights of the adjacent matrix.
The proximity matrix and the feature matrix H(0) are expressed as the graph
convolutional network inputs, the output of the graph convolutional network is
updated as H(l+1), as shown in Eq. 16.

H(l+1) = δ
(

D−1/2ÂD−1/2H(l)Θ(l)
)

(16)

where l = 0, 1, . . . , l−1.Θ is the weight matrix of the specific layer to be trained,
and δ is the nonlinear activation function ReLU.
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Then, using a two-layer graph convolutional network to output matrix
{

Ẑt−K, . . . , ̂Zt−1

}

, where Ẑt−1 ∈ Rh×w×C2 , utilizes the maximum pooling to
aggregate spatio-temporal component features, as shown in Eq. 17.

zST = MaxPooling
([

ẑt−K . . . t−1

])

(17)

Reconstructing an undirected spatial component graph GS . GS is similar to
the graph GST , the difference is in the number of images. The image number of
GS is 1 and that of GST is K. The spatial component features Zs ∈ Rh×w×C2

are obtained using a two-layer graph convolutional network.
Next, channel alignment is performed. Combine the spatio-temporal compo-

nent graph features GST with spatial component features GS . The full convolu-
tion module is replaced by SETR algorithm to achieve high-efficiency operation
and improve the recognition accuracy.

Feature 1 is feature-matched to feature 2 using the SETR algorithm, as shown
in Fig. 3.

Fig. 3. SETR algorithm steps

First, convert the two-dimensional image H × W into a one-dimensional
sequence. Transformer accepts the embedded Z ∈ RL×C one-dimensional
sequence as input, where L is the sequence length and C is the hidden chan-
nel size; this is used to realize the input image x ∈ RH×W×3 to Z for image
serialization.
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In general, the serialized images are first turned into a one-dimensional vector
before image segmentation. The image is sliced into image blocks of the same
size as the feature map, and all image blocks are vectorized to form a sequence
as Transformer input sequence L.

Each serialized image block patch is further mapped to a potential c-
dimensional embedding space using the linear mapping f (Linear Projection):
p → e ∈ Rc, where p is an image block, e is a sequence of image block composi-
tions, e has C sequences, and e is a sequential image of a one-dimensional block
embedding.

Encoding the image block patch spatial information, each position i learns
a specific embedding p and adds it to ei to form the final sequence input E =
e1 + p1, e2 + p2, . . . , eL+, where L is the input sequence. Using this approach,
the spatial information is preserved, as shown in Eqs. 18, 19, and 20.

query = Zl−1WQ (18)

key = Zl−1WK (19)

value = Zl−1WV (20)

where WQ,WK ,WV ∈ RC×d are the three linear projection layer learnable
parameters, and d is the (query, key, value) dimensionality. The Transformer
encoder comprises a multilayer self-attention mechanism (MSA) and a multi-
layer perceptron (MLP) block.

The self-attention mechanism (SA) is expressed formulated in Eq. 21.

SA
(

Zl−1
)

= Zl−1 + softmax

(

Zl−1WQ (zWK)�
√

d

)

(

Zl−1WV

)

(21)

where d is usually set to C/m, Zl−1 ∈ Rc×L.
The MSA is an extension with m independent SA operations, which are

projected in series output as shown in Eq. 22.

MSA
(

Zl−1
)

=
[

SA1

(

Zl−1
)

;SA2

(

Zl−1
)

; . . . ;SAm

(

Zl−1
)]

WO (22)

where WO ∈ Rmd×C. The MSA output is converted by a residual MLP block
and the layer output is shown in Eq. 23.

Zl = MSA
(

Zl−1
)

+ MLP
(

MSA
(

Zl−1
)) ∈ RL×C (23)

Finally, three decoders are designed to perform pixel-level image segmenta-
tion in the SETR algorithm to improve the segmentation accuracy.
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3.4 Octave Convolution Residual Module

The study uses octave convolution to replace the full convolution in the original
residual module to optimize it and merge the features in the channel attention
mechanism to reduce the computational effort and improve the speed of traffic
sign recognition.

The output features of the spatio-temporal component map convolutional
network are denoted as Mi,c(x), which are sent to the 3 × 3 convolutional layer,
and its features enter the trunk branch and the CBAM (Convolutional Block
Attention Mechanism) branch, respectively. The features entering the CBAM
branch go through the channel attention mechanism module to construct the
importance of feature channels, enhance or suppress different channels to gen-
erate weights for different tasks, identify the interdependencies between channel
features and find useful features, as shown in Eq. 24.

Mc(F ) = σ(MLP (AvgPool(F )) + MLP (MaxPool(F )) (24)

where σ denotes the sigmoid activation function, MLP denotes the multilayer
perceptron, and Mc represents the features entering the attention mechanism
module of the channel. The features F processed by the channel attention mech-
anism module are multiplied with the convolved features after octave to obtain
the output features, denoted as F’. F’ enters the spatial attention mechanism
module, which will refine the region of interest, as shown in Eq. 25.

MS (F ′) = σ

(

f7×7

([

AvgPool (F ′)
MaxPool (F ′)

]))

(25)

where σ denotes the Sigmoid function, and f7×7 denotes the filter size of 7 × 7
for the convolution operation.

Multiply with the corresponding elements of F’ to obtain the final output
features of the CBAM branch Ci,c(x). The trunk branch retains the original
features Mi,c(x) and adds them to the output Ci,c(x) obtained from the CBAM
branch to obtain the final output Hi,c(x) of the residual attention module, as
shown in Eq. 26.

Hi+c(x) = Ci+c(x) + Mi+c(x) (26)

where i represents the spatial location and c represents the index of the feature
channel.

4 Experiment

4.1 Experimental Environment

The datasets used in the study are from the China Traffic Sign Detection Dataset,
Chinese Traffic Sign Database and Traffic Sign Dataset, as shown in Table 1.

The main experimental frequency is 2.5 GHz, NVIDIA RTX 3090 12 GB
GPU, 32 GB memory server, and a pycharm software development environment.
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Table 1. Traffic sign data set

Dataset Total sample Test sample set

China Traffic Sign Inspection Dataset (CCTSDB) 15734 sheets 600 sheets

Chinese Traffic Sign Database (CTSD) 6164 sheets 800 sheets

Traffic sign dataset (DFG) 6758 sheets 700 sheets

4.2 Experimental Evaluation Indicators

The study used both quantitative and qualitative comparisons, where the mean
absolute error (MAE) [18] was chosen for the quantitative experimental evalua-
tion metric study. The smaller its value, the better, as shown in Eq. 27.

MAE =
1

mn

m
∑

i=1

n
∑

j=1

|ŷij − yij| (27)

The Root-Mean-Square Error (RMSE) [18] indicates the squared error expec-
tation. The smaller the value, the smaller the error, as shown in Eq. 28.

RMSE =

√

√

√

√

1
mn

m
∑

i=1

n
∑

j=1

(yij − ŷij)
2 (28)

Mean absolute percentage error (MAPE) [18], the smaller its value, the better
the accuracy of the prediction model, as shown in Eq. 29.

MAPE =
100%

m

m
∑
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n
∑

j=1

∣

∣

∣

∣
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yij

∣

∣

∣

∣

(29)

where m and n represent the length and width of the image, respectively. ŷ
denotes the algorithm segmented image, and y denotes the manually segmented
image.

The maximum F-measure (F-measure) [19] is a comprehensive evaluation
index, and the larger its value, the more effective the experimental method, as
shown in Eq. 30.

Fy =

[(

1 + y2
) ∗ precision ∗ recall

]

y2 ∗ precision ∗ recall
∗ 100% (30)

where y2 is defined as 0.3, and the recall is the percentage of the number of
relevant images detected by the algorithm and the number of all relevant images;
the higher the recall, the more relevant images are segmented, as shown in Eq. 31.

recall =
sum(S,A)
sum(A)

(31)
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Precision [20] is the percentage of the number of segmented related images
and the number of all images; the higher the precision, the more accurate the
segmented related images, as shown in Eq. 32.

precision =
sum(S,A)
sum(S)

(32)

where sum(S), sum(A) are the salient and the manually segmented images,
respectively, and sum(S, A) is the sum of the multiplication of the values of
the corresponding pixel points of both.

4.3 Comparison Experiments

Comparison with Other Algorithms in Terms of Evaluation Metrics

Table 2. Comparison of related algorithms on Evaluation Indicators

Algorithm name MAE RMSE MAPE F-measure Precision

Improved detection
recognition algorithm for
LeNet-5 model

7.332% 9.663% 12.3% 86.7% 79.2%

Shape classification algorithm
based on SVM classifier

7.256% 8.965% 11.6% 79.8% 85.6%

Improving AlexNet algorithm 8.064% 8.844% 10.6% 83.8% 89.6%

Improving deep learning
algorithms based on SENet
and ResNet models

7.503% 8.127% 10.9% 85.9% 90.6%

Algorithm of this paper 6.003% 7.806% 8.9% 93.6% 95.7%

As shown in Table 2, the experimental results are based on the CCTSDB-400
(400 images randomly selected from the “China Traffic Sign Detection Dataset”,
hereinafter) images. The experimental results show that the MAE, RMSE, and
MAPE values of this algorithm are smaller than those of other algorithms; the
F-measure index values are improved by 6.9%, 13.8%, 9.8%, and 7.7%, respec-
tively, compared with other algorithms; compared with other algorithms, the
Precision index values are improved by 16.5%, 10.1%, 6.1%, and 5.1%, respec-
tively. Since the smaller the value of MAE, RMSE and MAPE indexes, the less
error, the higher the accuracy, the larger the value of the F-measure index, the
more effective the experimental method and the clearer the experimental results,
and the larger the value of Precision index, the more accurate the recognition of
the target of the flag image, the experimental results show that the algorithm
of this paper is significantly better than other algorithms.
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Comparison with Other Algorithms in Image Processing Effect

Fig. 4. Comparison of image processing effects of related algorithms

As shown in Fig. 4, qualitative comparisons with other algorithms are made, and
the study selects typical cases in complex environments in the dataset for testing.
The experimental results show that in the selected traffic sign images under
intense light, fog, heavy rain, night and snow conditions, the proposed algorithm
is significantly better than other algorithms in terms of image processing effect,
especially under low contrast conditions such as heavy rain and intense light,
the traffic sign images processed by the proposed algorithm are clearer.

Comparison with Other Algorithms in Image Processing Effect
As can be seen from Table 3, four different datasets, CCTSDB-400, CCTSDB-
600, DFG-700 and CTSD-800, were selected to test the processing time of a single
image for traffic sign recognition by different algorithms. The experiment results
show that the algorithms in this paper reduce the recognition time of single
traffic sign images by 40.6%, 38.5%, 36.5%, and 33.2%, respectively, compared
with the detection recognition algorithm with improved LeNet-5 model on the
four different datasets; 23.1%, 18.8%, 24.5%, and 21.0%, respectively, compared
with the sign classification algorithm; and 40.3%, 39.3%, and 39.5%, respectively,
compared with the AlexNet algorithm 40.3%, 39.2%, 36.6%, 32.7%, respectively;
and 43.9%, 39.9%, 35.4%, 32.8%, respectively, compared with the improved deep
learning algorithm. Thus, the proposed algorithm significantly outperforms other
algorithms in processing time for single traffic sign image recognition on different
datasets.
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Table 3. Comparison of processing time for single image of different sizes and types
of data sets

Algorithm name CCTSDB-
400 sheets
Test set

CCTSDB-
600 sheets
Test set

CCTSDB-
700 sheets
Test set

CCTSDB-
800 sheets
Test set

Improved detection
recognition algorithm
for LeNet-5 model

0.0559 s 0.0596 s 0.0622 s 0.0657 s

Shape classification
algorithm based on
SVM classifier

0.0432 s 0.0451 s 0.0523 s 0.0556 s

Improving AlexNet
algorithm

0.0556 s 0.0602 s 0.0623 s 0.0652 s

Improving deep
learning algorithms
based on SENet and
ResNet models

0.0592 s 0.0609 s 0.0611 s 0.0653 s

Algorithm of this
paper

0.0332 s 0.0366 s 0.0395 s 0.0439 s

Comparison of the Ablation of the Algorithms in This Paper on the
Evaluation Metrics
Based on the CCTSDB-400 dataset, the study tested using the spatio-temporal
component map convolution network and the improved RGB saliency detection
spatio-temporal component map convolution network and the improved resid-
ual module spatio-temporal component map convolution network, respectively,
after preprocessing. The improved RGB saliency detection spatio-temporal com-
ponent graph convolution network = RGB image saliency detection based on
octave convolution + spatio-temporal component graph convolution network,
and the improved residual module spatio-temporal component graph convolu-
tion network = spatio-temporal component graph convolution network + octave
convolution residual module.

As can be seen from Table 4, the algorithm in this paper has the best results
in five evaluation metrics after IPT preprocessing of traffic sign images. In the
F-measure evaluation index, it improves 19.2%, 15.7%, and 13.7%, respectively,
compared with other combination modules; in the Precision evaluation index, it
improves 12.5%, 7.3%, and 8.6%, respectively, compared with other combination
modules. The results show that the algorithm of this paper takes into account
both the recognition accuracy of traffic signs and the recognition speed of vehicles
in the driving process.
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Table 4. Comparison of evaluation indicators of different module combinations

Module combinations MAE RMSE MAPE F-measure Precision

Spatio-temporal component map
convolutional network

6.953 9.336 10.1% 78.5% 85.1%

Improved RGB saliency detection
spatio-temporal component map
convolutional network

6.556 8.390 9.9% 80.9% 89.2%

Improved residual module spatio-temporal
component map convolutional network

6.356 8.659 9.4% 82.3% 88.1%

Algorithm of this paper 6.003 7.806 8.9% 93.6% 95.7%

5 Conclusion

A traffic sign image segmentation algorithm based on an improved spatio-
temporal map convolutional network is proposed to improve the computa-
tional speed and segmentation accuracy of traffic sign image segmentation under
extreme weather conditions in multiple scenes. Experimental validation is con-
ducted on three publicly available traffic datasets, and the following conclusions
are obtained:

1. In terms of improving the accuracy and computing efficiency, the octave con-
volution replaces the ordinary convolution of RGB image saliency detection
module and octave convolution residual module to greatly reduce the comput-
ing burden caused by the complex environment, which realize the lightweight
network architecture design, and improves the prediction speed.

2. In the area of spatio-temporal component map convolutional network feature
extraction, the application of spatio-temporal component map convolution
in traffic was initially proposed in traffic flow prediction, and the study was
applied cross-domain in traffic sign recognition, and the common full convo-
lutional module in the original algorithm was replaced with SETR algorithm
to improve the computing efficiency significantly.

However, there is still room for further improvement of the algorithm regard-
ing traffic sign clarity enhancement. The next research work will optimize the
sign details to achieve faster and more accurate traffic sign image segmentation
while improving the overall computing efficiency of the algorithm and reducing
the complexity and computational power of the algorithm.
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Abstract. Most sheep farms are established in places far away from
urban areas, which inconveniences centralized management, and inven-
tory information is an essential task for centralized management. Still,
the traditional way of inventory management mainly uses manual statis-
tics is time-consuming and laborious. To address the above problems,
inspired by the crowd density counting model SFANet, we propose a
sheep counting algorithm under surveillance video based on VGG16 as
the frontend feature extractor and the backend as a dual-path multiscale
fusion network for generating density maps and attention maps. Attach-
ing ASPP module and CAN module to the back-end density map path
not only extracts the multi-scale features of sheep in the image, but also
handles their multi-scale variations based on contextual information. By
adding the channel attention module SE to the attention map path, the
SE channel attention mechanism enhances the channel where the sheep
is located according to the importance of each feature channel, thereby
making the network more focused on the target. The results show that
the network has a mean absolute error of 1.28 and a mean square error
of 1.70 under the outdoor sheep farm dataset, while the indoor environ-
ment is more complex with a mean absolute error of 5.82 and a mean
square error of 7.36. The experimental results show that is helpful for
sheep counting under surveillance video.

Keywords: Convolutional neural networks · Sheep counting ·
Surveillance videos

1 Introduction

With the advancement of information technology, China’s sheep farming indus-
try is developing from free-range to large-scale, intensive, and refined style. By
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combining modern intelligent technologies such as the Internet of Things, big
data, and computer vision with sheep farming, the development of sheep farm-
ing can be achieved with higher efficiency and profitability, i.e. smart sheep farm.
Smart sheep farms can realize intelligent and precise management, traceability of
meat products, and timely monitoring of epidemics [1]. In refined management,
sheep counting is an essential task, and its traditional method mainly relies on
manual counting, which is time-consuming and labor-intensive. Efficient count-
ing methods help reduce the waste of managers’ workforce and better realize the
intelligence of sheep farms.

Traditional sheep counting is done automatically by embedded devices in
fixed places. Zhang et al. [2] designed a smart sheep counting device based on
radio frequency identification (RFID) technology. This intelligent device was
used by marking a tag on each sheep’s ear and then counting by RFID module.
The accuracy of the counting was guaranteed, but using an embedded ear tag
would cause damage to the animal’s ear, easily lead to wound, and be very incon-
venient to use. With the remarkable advantages of convolutional neural network
in the field of computer vision, it provides a variety of technical methods for
sheep counting. Tian Lei [3] detected and counted the sheep using the YOLOv3
target detection algorithm, and the counting result was poor due to the seri-
ous mutual occlusion between sheep. Li et al. [4] Combining YOLOv3 target
detection algorithm and Deep SORT tracking algorithm, a double line count-
ing method is designed to realize the automatic counting of grassland sheep.
However, the method was harsh for counting sites and required that the direc-
tion of the sheep movement was consistent, which was not suitable for indoor
free-ranging sheep. Sarwar F et al. [5] used the RCNN network to detect and
count sheep in paddocks using UAV video as the study object. The sheep scale
variation in this method was slight. However, its detection became poor for the
case of considerable sheep scale variation under surveillance video. Du et al.
[6] proposed a VDNet network combining visual geometry group (VGG-16) and
dilated convolution (DC) to implement the sheep counting method. The network
expanded the perceptual field using dilated convolution. It could generate density
maps for high-density images, but because the background of their dataset was
monotonous, it is prone to the problem of inability to distinguish the background
from the target if the targeting dataset has a complex background.

Due to the further growth of convolutional neural networks, more researchers
started to propose crowd-counting methods in high-density scenes. Zhang et al.
[7] used the three-column convolution with multiscale convolution kernels to cope
with the variation of density differences. Li et al. [8] used a CSRNet network
that removed the multi-column CNN and used a single-column dilation convolu-
tion structure that introduced dilation convolution when dealing with multi-scale
problems. Zhu et al. [9] proposed a SFANet network based on dual-path multi-
scale fusion decoder decoding for crowd counting. Currently, convolutional neural
networks have made great breakthroughs in high-density crowd counting tasks.
However, there is no relevant research on sheep counting tasks under sheep farm
surveillance videos. Therefore, the article puts forward a method for sheep count-
ing under surveillance video. Our method is based on the SFANet network, and
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the front-end feature extraction still uses the first 13 layers of VGG16-bn [10]. In
the density map path of the dual-path multiscale fusion network, adding ASPP
[11] module and CAN [12] module can abstract the multiscale features of sheep
in the image and also deal with the problem of multiscale changes according to
contextual information. Adding the SE [14] module to the attention map path
can better distinguish the sheep in the image from the background. The model
not only adapts to the complex environment of sheep farms to achieve accu-
rate counting results but also meets the remote monitoring needs of managers.
After the experiments, we have shown that our model is superior to classical
approaches in terms of the accuracy of sheep counting.

2 Materials and Methods

2.1 Data Acquisition

Since most of the current sheep datasets are constructed with UAVs as the equip-
ment carrier, this paper will build a sheep counting dataset based on surveil-
lance cameras. The dataset came from a pilot sheep farm in Weinan City, Fup-
ing County. Since the sheep in this experimental base are captive, their range of
activities is limited, so there is no need to monitor them in real-time under the
surveillance video. The number of sheep in the flock for the entire period can be
replaced by an image of a specific video frame. Indoor and outdoor activity areas
were selected as the monitoring sites. The equipment used was a Hikvision 4 mil-
lion UHD, 4mm focal length surveillance camera, with video recorded remotely via
PC as the data source. The dataset we produced included 656 images of sheep, half
of which are indoor activity areas of sheep farms and half of which are outdoors.
The total of sheep in every image is between 10–70. A randomized algorithm was
used for two places to use 216 of the 328 images as the training set.

Fig. 1. Image annotation

Pre-processing of the dataset: Firstly, we manually screened the videos
recorded by surveillance cameras and then frame extracted the videos to get
RGB images of the sheep farm environment. Then the images of indoor and
outdoor areas were divided according to the crowd counting dataset Shanghai-
Tect A/B [7]. The images suitable for labelling were manually selected and were
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batch named with python scripts, finally processed images were divided into the
testing set and training set. The MATLAB tool was used for manual labelling of
this dataset. Due to the “flock effect,” some of the sheep’s heads were not visible
most of the time, so the center of the sheep was chosen to be labelled. As shown
in Fig. 1, the central part of the sheep’s body with a blue “*” sign indicated that
it had been manually labelled.

2.2 Density Map Ground Truth

Considering the small focal length of the surveillance camera and the wide moni-
toring range will lead to the problem of perspective aberration of the image, i.e.,
the sheep in the distance appears smaller than the sheep in the immediate area
of the same size. Therefore, it is more suitable to use the method of adaptive
Gaussian filter to generate the sheep density map [7].

The process of generating the density map from the annotation file is as
follows: First, build a matrix with the same size as the original image, set all to
0, and set the corresponding position of each marker head to 1, so as to obtain a
matrix with only 0 and 1 [18]. Finally, the 0 and 1 matrices are convolved with
Gaussian functions to obtain continuous density maps. The specific equation is
as follows.

D(xs) =
M∑

i=1

δ (xs − xs
i ) (1)

where xs
i marks the position of the point for each sheep and D(xs) is an image

label with M sheep. Here xs represents a two-dimensional coordinate, so D(xs)
is a matrix of 0 and 1.

The density map in D(xs) is discrete and smoothed with a Gaussian function
G(x) to convert it into a continuous function. The actual image density map
F (xs) can be expressed as follows.

{
F (xs) = D(xs) � Gσi

(x)
σi = βd̄i

(2)

where d̄i is the average distance between the marker point xs
i and the nearest K

sheep. β is the empirical parameter and takes 0.3 in the paper.
The sheep density map is labelled with the center of the sheep’s body as

its position. The distribution of sheep positions is shown in the form of notable
highlights, and the integral value of the density map represents the total of sheep
in this image. Figure 2 shows the sheep density map after the adaptive Gaussian
kernel processing. The sum of probabilities for each sheep body part region is 1.
After obtaining the complete sheep image density map, the number of sheep is
obtained by integrating and summing them [13].

2.3 Proposed Method

We propose a dense sheep counting model based on the improved SFANet [9]
model of dense crowd counting. This network adds ASPP [11] module and CAN
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Fig. 2. Flock density map generation

Fig. 3. The framework of our method

[12] module for density map path and SE [14] module for attention map path
based on SFANet network structure. The specific network structure diagram is
shown in Fig. 3.

Feature map extractor (VGG16-bn) [10]: The front-end extractor selects the
first pretrained 13-layer network of VGG16-bn to acquire multi-scale features
in the image, adopting all 3*3 filters in the network because it can extract
different scales features and semantic information [13]. Four layers: conv2-2,
conv3-3, conv4-3 and conv5-3, are connected to the SE module. The output of
the conv5-3 and conv4-3 layers are used as the input of the ASPP and CAN
modules, respectively. The ASPP module is composed of an atrous convolution,
using multiple parallel expansion convolution layers with various sampling rates.
The problem of loss of image detail information due to the small size of the
output image of the conv5-3 feature map is avoided by the multiscale perception
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module ASPP. The CAN module generates scale-aware contextual features using
multiple receiver domains of the averaging pooling operation, preserving the scale
features as well as the contextual information of the image [13].

ASPP (Atrous Spatial Pyramid Pooling) [11]: ASPP module introduces cav-
ity convolution with distinct atrous rates, thus aggregating multiscale context
information to enhance the capacity of the model to recognize the same object
of different sizes. In this experiment, the atrous rates are 1, 12, 24, and 36, and
the convolution kernel size is 3*3.

CAN (Context-aware module): CAN module can generate scale-perceiving
context features by averaging multiple sensory fields of pooling operation and
learning the importance of each feature in each image location to consider poten-
tial rapid scale changes [13]. In this experiment, these pooling output scales are
1, 2, 3, and 6 [12].

Density map path (DMP+ASPP+CAN): The DMP is constructed using a
feature pyramid structure, as shown in Fig. 3. Firstly, the outputs of the conv5-3
and conv4-3 feature maps are connected to the ASPP and CAN, respectively.
The output of the ASPP module is upsampled and then concatenated with the
output of CAN. The connection block of the two output layers includes concat,
conv1×1×256 and conv3×3×256. The spliced output feature map is upsampled
and cascaded with conv3-3, whose connection block has a similar structure with
only a different channel size of 128. Finally, the features are upsampled again
and cascaded with conv2-2. Thus, the final output is 1/2 the size of the original
image. Then the attention map and the final density feature map are weighted
and multiplied to generate the final density map.

SENet [14]: The purpose of SE module is to give distinct weights to different
positions of the image from the perspective of the channel domain through a
weight matrix to obtain more critical feature information. In this experiment,
the SE module is added to add the weight of the sheep in the feature map and
reduce the disturbance of the background on the sheep, to improve the properties
of the model further [16].

Attention map path (AMP+SE): AMP is also constructed using a feature
pyramid structure. Four source layers are applied as the input of the SE module,
and the multi-scale output features are integrated into the attention map. The
SE module enhances the channels containing sheep in the image by modeling
the significance of every feature channel and suppressing the interference of the
sheep field background, thus improving the sheep odds of every pixel point in
the density map.

3 Experiments Setup

3.1 Experiment Preparation

The server operating system used for this experiment is Ubuntu 18.04. The
central processor is NVIDIA TITAN RTX with Cuda 11.3. MATLAB 2018b is
used as the flock dataset annotation tool. The specific software and hardware
configurations are shown in Table 1.
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Table 1. Experimental software and hardware configuration

Software and hardware types Parameter values

Operating system Ubuntu 18.04(64 bit)
Deep learning framework PyTorch 1.10.0
Development languages Python 3.7.10
Central processing unit Intel Xeon Platinum 8160T @2.1 GHz
Memory 128G
Video card NVIDIA TITAN RTX 24 G

3.2 Evaluation Metrics

The current evaluations for dense counting models are done by computing the
mean absolute error (MAE) and the mean square error (MSE), so this paper
also uses them to appraise the model accuracy [9,17].

MAE =
1
N

N∑

i=1

∣∣CP
i − CG

i

∣∣ (3)

Fig. 4. Indoor: visualization results of sheep data set density map
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MSE =

√√√√ 1
N

N∑

i=1

∣∣CP
i − CG

i

∣∣2 (4)

where N is the sum of test images. CP
i and CG

i are the predicted and true number
of flock image, respectively. The following equation CP

i is the calculation process:

CP
i =

W∑

w=1

D∑

d=1

Zw,d (5)

where W and D denote the length and width of the density map, and Zw, d

denotes the pixel points at the density map.

4 Results and Analysis

Fig. 5. Outdoor: visualization results of sheep data set density map

Our method had an MAE of 1.28 and MSE of 1.70 on the outdoor flock dataset
and an MAE of 5.82 and MSE of 7.36 on the indoor flock dataset for this sheep
farm. Figures 4 and 5 provide the visualization results for different light condi-
tions, angles and densities in outdoor and indoor areas. In the figures, (a) is the
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primitive picture, (b) is the image of the sheep density map generated from the
actual location of the sheep in the picture, and (c) is the density map obtained
after the prediction of the model in this paper.

Since the experimental data contains images at different angles, illuminations,
and densities, it can be seen from the partial results test in Fig. 4 and Fig. 5 that
the prediction error is still small, whether it is in the case of a large density or a
small number of them. In the case of insufficient light or overexposed, our method
can predict its quantity very well. It shows that the prediction outcome of our
proposed model match well with the actual images and has good robustness to
the backgrounds such as light and occlusion in the images, and can reflect the
distribution of sheep in the input images accurately.

In Table 2, we contrasted several ways often used as the standard for crowd
counting algorithms, this method significantly improved. Compared with the
deep convolutional neural network (CAN), the MAE of this method in part A of
shanghai Tech dataset decreases by 2.9%, and the MAE in part B of the dataset
decreases by 6.4%.

Table 2. Ablation experiments on the ShanghaiTechA/B dataset [7]

Part_A Part_B
Methods MAE MSE MAE MSE

MCNN [7] 110.2 173.2 26.4 41.3
CSRNet [8] 68.2 115.0 10.6 16.0
SANet [15] 67.0 104.5 8.4 13.6
CAN [12] 62.3 100.0 7.8 12.2
Ours 60.5 105.9 7.3 13.1

Table 3 shows the consequence of comparing the method of this paper in
the sheep dataset with the base model SFANet, and also the base model with
the addition of different modules. Compared with the base model SFANet, the
method of this paper can reduce MAE and MSE by 16.9% and 15% on the
outdoor sheep dataset, but on the indoor sheep dataset, the method of this
paper has the optimal result without the SE module, which can reduce MAE
and MSE by 4.6% and 2.2%. It shows in Table 2 that this method is effective
on the usual crowd counting ShanghaiTech dataset, while the reasons for the
poor performance on the sheep dataset in the indoor area are: first, there could
be errors in manual labelling; second, the overexposure of the image could be
confused with the color of the sheep.
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Table 3. Experimental comparison on the sheep dataset

Outside Inside
Methods MAE MSE MAE MSE

SFANet 1.54 2.00 4.54 5.87
SFANet (CAN) 1.38 1.98 4.44 5.76
SFANet (ASPP) 1.37 1.84 4.51 5.81
SFANet
(CAN+ASPP)

1.43 1.96 4.33 5.74

SFANet
(CAN+ASPP+SE)

1.28 1.70 5.82 7.36

5 Conclusion

On the basic crowd counting model SFANet, we propose a sheep counting method
under surveillance video. The frontend network is the first 13 layers of VGG16,
and the backend is a dual-path multiscale fusion network, which finally generates
a density map and an attention map. The ASPP module and CAN module are
attached to the density map path, which can extract the multi-scale features of
sheep in the images but also deal with their multiscale variations according to the
contextual combination. Connecting the attention map path to the SE module
suppresses the interference of the sheep field background. It does not need to
detect sheep in images as traditional detection-based counting methods, and
it solves the problem of decreasing counting accuracy in occlusion cases. After
experimental verification, the average absolute error of the counting algorithm
in this paper is 1.28, and the mean square error is 1.70 in the outdoor activity
area under the monotonous background of the sheep farm. The MAE is 5.82,
and the MSE is 7.36 in the indoor activity area under the complex background.
The experiments verify that the way in our paper has better performance for
flock counting. In the following research step, a more efficient attention module
will be designed to solve the false detection caused by light exposure.
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Abstract. Recently, effective allocation of VANET resources is a key
factor in promoting the development of VANETs. Due to high band-
width costs, poor time efficiency, and a high risk of privacy leakage, the
use of traditional centralized data centers to analyze massive data has
proven to be a difficult task. These challenges have prompted a revolu-
tionary change in VANET architectures to scatter computations from a
centralized data center to distributed network edges. Distributed VANET
configurations leverage the computing power of network edges by using
a large number of mobile devices which frequently exchange data with
the edge of the network or among themselves. However, the heterogene-
ity and distrust of the distributed edge hinder the efficient, reliable, and
secure allocation of VANET resources. In this paper, we express the
allocation strategy for both computing and network resources as a joint
optimization problem. We use a local deep reinforcement learning with
a prioritized experience replay mechanism on edge nodes and use the
blockchain for sharing the optimal learning results to optimize the overall
resource allocation problem. Simulation results show that our proposed
scheme is superior to a current machine learning approach.

Keywords: Vehicular ad hoc networks · Blockchain · Deep
reinforcement learning

1 Introduction

Recently, vehicular ad-hoc networks (VANETs) have aroused great interest.
In the VANET environment, the limitations of network resources prevent the
improvement of edge computing. Currently, due to privacy concerns and the
frequent data loss during high-speed streaming data transmission, data shared
between VANET users are limited to only emergency situations. Furthermore,
the limitation of edge computing power brings new challenges and difficulties
to resource allocation in VANETs [1]. For example, the uncertainty of vehicle
movement may lead to competition between VANET nodes (i.e. the computing
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unit on board of a vehicle) for the computing power of edge nodes (i.e. RSUs)
resulting in the insufficient allocation of computing capability. Considering the
sparse deployment of RSUs, when the number of vehicles within the coverage of a
RSU increases rapidly, the resource spectrum of the RSU cannot meet the needs
of all vehicles. Therefore, fair and effective allocation of computing resources and
network resources to VANET nodes has become an urgent problem to be solved.

At this stage, some scholars have put forward resource allocation mechanisms
in VANETs. The research [2] proposed the allocation of computing resources
for video processing, aiming at improving the quality of service for users. The
authors of [3] proposed a VANET framework for the dynamic adjustment of
network, cache, and computing resources, aiming to improve the joint resource
allocation problem of existing VANETs. The authors of [4] designed a spectrum-
sharing scheme in order to solve the data conflict between the cellular network
of vehicles and users. For the occupation of unlicensed channels, the two can
fairly compete for the right to use the channel. In [5], the author proposes a
new decomposition algorithm that utilizes integer linear programming to fully
allocate computing resources. It provides ideas for the future software-defined
VANET data-sharing architecture. In order to ensure the correct deployment
of the blockchain in the distributed software-defined Internet of Vehicles, the
authors of [6] propose a distributed software-defined VANET architecture based
on the blockchain to ensure the utility of resource allocation.

In this article, we propose an integrated resource allocation scheme for the
VANETs based on the blockchain and Deep Reinforcement Learning (DRL). The
contributions of this article are summarized as follows:

– We propose a new resource (network resource and computing capability) allo-
cation scheme based on blockchain. Each VANET node trains a neural net-
work locally through the DRL algorithm to obtain resource allocation strate-
gies and shares the best local learning results through distributed edge nodes.
Here, we aim to use the communication utility to characterize the quality of
the communication link between the node and the RSU, so as to allocate the
best RSU to neighboring nodes for local training. Meanwhile, the comput-
ing utility is used to characterize the utilization of computing resources. The
VANET node trains the joint resource utility locally within a fixed time, and
then uploads the result to the blockchain system, aiming to improve the joint
resource utility through the parameter sharing of the blockchain system. The
core advantage of using the blockchain for sharing is that the blockchain is
a completely decentralized system, and the local training results are stored
in the transaction. The non-tamperable feature of the blockchain ensures the
safety of local training results. The proposed scheme lays a new foundation
for intelligence sharing between edges.

– We make improvements to the traditional DRL algorithm in local training.
Aiming at solving the problem that the traditional DRLs experience in ineffi-
cient random sampling using replay strategy, we have introduced a prioritized
experience replay strategy to the local training. We define the priority of the
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samples and prioritize the samples in the experience replay pool to improve
the efficiency of local training.

– Finally, we have adopted a Redundant Byzantine Fault-Tolerant (RBFT) [7]
mechanism. Since a permissioned-blockchain system is used, RBFT has better
fault tolerance and better overall performance than the Practical Byzantine
Fault-Tolerant (PBFT) consensus mechanism.

The rest of the paper is organized as follows: the system model is described
in Sect. 2. Section 3 illustrate the problem formulation of the local training. In
Sect. 4, we introduce the local training process and blockchain sharing mecha-
nism. In Sect. 5, we present the experiments that have been conducted in this
work. Finally, conclusions are described in Sect. 6.

2 System Description

In this section, we illustrate the system model in our proposed framework. We
discretize the time T into a number of time slot T = {1, 2, ..., t, ..., T}.

2.1 Communication Model

Figure 1 shows that we use collaborative edge computing to balance the loss of
high-speed streaming data transmission and the overhead on transmission. The
proposed framework has C = {R1, R2, ..., Rc, ..., RC} Road Side Units (RSUs)
and E = {M1,M2, ...,Me, ...,ME} mobile edge servers. In our proposed archi-
tecture, U vehicles around multiple RSUs and edge servers communicate with
each other, denoted by U = {V1, V2, ..., Vu, ..., VU}. In this paper, we implement
blockchain sharing of local training results (communication and computation
utilization) of multiple vehicles.

The communication model is defined as finite-state Markov channels
(FSMCs) [8]. The channel state δVu,Rc(t) between Vu and Rc depends on the
received signal-to-noise ratio (SNR), which is divided into K levels that is defined
as F = {F0, F1, ..., Fk−1, ..., FK}.

Since the communication channel is a time-varying channel, we can set the
variation of SNR follow a Markov decision process. Let pk,k′ = Pr{δVu,Rc(t+1) =
Fk′ |δVu,Rc(t)} be the channel state transition probability, where k, k′ ∈ K. Hence,
P = [pk,k′ ]K×K is the channel state transition matrix of the K × K dimension.

We define the available bandwidth allocated to Vu as HVu

Rc
. According to

Shannon’s theorem, the maximum communication rate rVu

Rc
(t) is:

rVu

Rc
(t) = HVu

Rc
(t) log2(1 + δVu,Rc(t)) (1)

Therefore, we define the communication resource utilization of Vu as the ratio
of rVu

Rc
(t) to the available bandwidth HVu

Rc
allocated to Vc. Hence, we have:

DComm
Vu

(t) =
RC∑

Rc=1

aRc

Vu
(t)

σVu
rVu

Rc
(t)

θRc
HVu

Rc
(t)

(2)
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Fig. 1. Blockchain-based resource allocation framework of VANETs.

where σVu
means the revenue per unit communication rate that Vu can achieve,

and θRc
denotes the unit payment for using networking resources from Rc. We

will illustrate the action value aRc

Vu
(t) in Sect. 3.

2.2 Computation Model

We use εMe

Vu
(t) to represent the computing capability of each Me assign to Vu

at time slot t, which satisfy the Markov decision process. We discretize random
variable εMe

Vu
(t) into Z state, indexed by Λ = {Λ0, Λ1, ..., ΛZ−1}. The state tran-

sition probability gz′z = Pr{εMe

Vu
(t+1) = Λz|εMe

Vu
(t) = Λz′} determines the state

change of εMe

Vu
(t), where Λz, Λz′ ∈ Λ.

We usually use time delay to characterize the Quality of Service (QoS) in
VANETs. We quantify QoS in terms of queuing delay and propagation delay
[9]. We refer the queuing model proposed in [10], we have:

TVu

qd =
1

εMe

Vu
(t) − λVu

(t)
− 1

λVu
(t)

· QVu

L ρQVu
L

1 − ρQVu
L

(3)

where workload arrival rate is denoted as λVu
(t), ρQVu

L = λVu
(t)/εMe

Vu
(t) is the

utilization, and the maximum queue length is QVu

L .
The propagation delay Tpd can be defined as:

TVu

pd = dMe

Vu
/γ (4)

where γ is propagation speed and dMe

Vu
is the physical distance between Vu(xu, yu)

and Me(xe, ye). Hence, dMe

Vu
can be defined as dMe

Vu
=

√
(xe − xu)2 + (ye − yu)2.
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Fig. 2. The workflows of local training.

Finally, we use TVu
= TVu

qd + TVu

pd to characterize the service delay of the
overall system.

Therefore, the computing resource utilization DComp
Vu

(t) is:

DComp
Vu

(t) =
ME∑

Me=1

aMe

Vu
(t)

ζVu
λVu

αVu
kMe

oVu
+ βVu

TVu

(5)

where αVu
and βVu

are the weight ratios of relevant parameters. Here, ζVu
rep-

resents the benefits that Vu can obtain due to the workload of operating unit,
kMe

is the operating overhead per unit CPU cycle, and oVu
is the number of

CPU cycles required for the computation task. We will illustrate the meaning of
action value aMe

Vu
(t) in Sect. 3.

3 Problem Formulation

In this section, we discuss the resource allocation problem of VANET node in
detail by defining the state space, action space and reward function.

3.1 System State

We set a parameter s(t), t ∈ T represent the system state space of proposed
framework at time slot t. s(t) includes two components: δVu,Rc(t) and εMe

Vu
(t).

Here, we have:
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s(t) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δV1,R1(t) · · · δV1,Rc(t) · · · δV1,RC (t)
δV2,R1(t) · · · δV2,Rc(t) · · · δV2,RC (t)

· · · · · · · · · · · · · · ·
δVU ,R1(t) · · · δVU ,Rc(t) · · · δVU ,RC (t)
εM1
V1

(t) · · · εMe

V1
(t) · · · εME

V1
(t)

εM1
V2

(t) · · · εMe

V2
(t) · · · εME

V2
(t)

· · · · · · · · · · · · · · ·
εM1
VU

(t) · · · εMe

VU
(t) · · · εME

VU
(t)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6)

3.2 System Action

We set a(t), t ∈ T as the action space of the system. The definition of a(t) is:

a(t) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

aR1
V1

(t) · · · aRc

V1
(t) · · · aRC

V1
(t)

aR1
V2

(t) · · · aRc

V2
(t) · · · aRC

V2
(t)

· · · · · · · · · · · · · · ·
aR1

VU
(t) · · · aRc

VU
(t) · · · aRC

VU
(t)

aM1
V1

(t) · · · aMe

V1
(t) · · · aME

V1
(t)

aM1
V2

(t) · · · aMe

V2
(t) · · · aME

V2
(t)

· · · · · · · · · · · · · · ·
aM1

VU
(t) · · · aMe

VU
(t) · · · aME

VU
(t)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

where aRc

Vu
(t), and aMe

Vu
(t) are:

1) The value of aRc

Vu
(t) is 1 or 0. For example, if the action value of Rc is 1 at

time t, then RSU and Vc communicate with each other. Otherwise, the action
value of Rc is 0. In this paper, we assume that Vu can only communicate with
one RSU in a time slot. So we can get

∑RC

Rc=1 aRc

Vu
(t) = 1.

2) The value of aMe

Vu
(t) is {0, 1}. For example, if aMe

Vu
(t) = 0 at time slot t,

then Me does not need to calculate the computing task from Vu. Otherwise,
the action value of aMe

Vu
(t) is 0. We assume that only one Me handles the

computation task in a time slot. So we can get
∑ME

Me=1 aMe

Vu
(t) = 1.

3.3 Reward Function

The reward function is accomplished through decision-making in a(t) and s(t).
Then, the immediate reward function (utility) of the system is:

rVu
(t) =

VU∑

Vu=1

(DComm
Vu

(t) + DComp
Vu

(t)) (8)

4 Blockchain-Based Sharing Strategy

In this section, we describe the local training strategy of VANET nodes and the
details of the blockchain-based sharing mechanism.
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Fig. 3. The sharing mechanism used in BDML

4.1 Local DRL Training with Prioritized Experience Replay
of VANET Node

In the deep reinforcement learning experience replay pool, random sampling may
repeatedly select redundant samples and reduce training efficiency. Therefore, we
have added the Prioritized Experience Replay mechanism (PER) to local learn-
ing. The core idea of PER is to prioritize samples. In other words, this method
can find samples more efficiently. Figure 2 shows the local training process of the
proposed framework. In PER, the probability of each sample (e.g., (s(t), a(t),
rVu

(t), s(t + 1)) being selected is monotonic according to priority. Specifically,
the probability of extracting the transition marked j is defined as:

P (j) =
pτ

j∑
k pτ

k

(9)

where pτ
j is the priority of sample j.

In PER, temporal-difference (TD) errors are often used to prioritized sam-
ples [11]. In other words, the premise that a sample has higher priority for the
agent to learn is that the TD error is larger. Therefore, we have:

ρj = Rj + γjQtarget (Sj , argmaxQ(Sj , a)) − Q(Sj−1, Aj−1) (10)

where Rj and Q(Sj , a) are the reward value and Q-value of sample j respectively.
After we determine the TD error j, we need to define importance-sampling

weight (IS-weight) as:

wj = (
1
G

· 1
P (j)

)κ (11)

where κ is responsible bias adjustment and G represents the size of experience
replay memory.

4.2 Blockchain Sharing Mechanism

In our proposed architecture, RSUs and internal edge computing nodes form the
basic structure of the blockchain. The block contains a batch of transactions, and
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the consensus mechanism is responsible for unified packaging and sequencing.
After receiving a block, the blockchain node executes transactions in sequence
based on the original account status and reads/writes the status data of the
relevant account during this period. The completion of a transaction execution
means that the state of the blockchain has undergone a change.

For each transaction, there will be a corresponding transaction receipt or
illegal transaction record in the blockchain to indicate the final execution result.
If the transaction is a legal transaction, after the execution ends, the result of the
transaction execution will be recorded in the transaction receipt. Otherwise, the
reason for the error will be recorded in an illegal transaction record. For every
illegal transaction, the error information will be encapsulated into an illegal
transaction record and stored locally on the node. In addition to the transaction
data related to it, the illegal record will also record the specific error reason. For
example, if a malicious VANET node sends a false local training result, it will
not have sufficient authority to execute the smart contract.

The transaction is initiated by an external user (VANET node). The locally
trained VANET node encapsulates the training results (DNN parameters and
the training loss) in the transaction and uploads them to the nearby RSU node.
When the blockchain node receives the transaction and verifies it first, the node
will only process the verified request. The node will do the following transaction
verification: (1) Verify the legality of the transaction field, including the transac-
tion format and the legality of the timestamp; (2) Whether the same transaction
has been submitted; (3) Verify the transaction signature. After the transaction
passes the above verification, a consensus is reached between the blockchain
nodes, and the received transaction is broadcast to the consensus nodes of the
entire network.

1) Pre-Prepare: The Pre-Prepare consensus master node will sequence the trans-
actions within a certain period of time (or a certain number), package them
into a block, and then send them to the entire network for consensus.

2) Preparation: Prepare all consensus nodes preprocess the block and broadcast
the resulting hash.

3) Submit : Commit all consensus nodes to write to the block and update the
blockchain ledger.

Illegal transactions discovered during the execution process will be stored
in the illegal transaction records of the database, and will not be recorded on
the blockchain ledger. All legal transactions are stored on the blockchain ledger.
When consensus is reached, the node verifies that the transaction and block
are correct and valid. The node will automatically execute the smart contract.
The node uses its own private key to sign the content of the transaction initia-
tor and the transaction receiver to prevent the content of the transaction from
being tampered with. After verifying the signature, MAC, and smart contract,
the system sends the newly generated block back to the edge learning node
and attaches the block to the blockchain. The edge learning node analyzes the
payload information, that is, each edge learning node learns the parameters of
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Table 1. Simulation parameters

Simulation parameter Assigned value

Number of vehicles 8
σVu 8 units/Mbps
θRc 2 units/Mbps
HVu

Rc
4 Mbps

λVu 90 Mbps
ζVu 3 unit/Mbps
αVu 0.5
βVu 0.5
kMe 2 w/Mcycles
oVu 50 Mcycles

Fig. 4. The convergence performance comparison of three schemes.

the deep neural network from other learning nodes to share the optimal neu-
ral network parameters. Figure 3 shows the procedure of the blockchain sharing
mechanism.

5 Simulation Results and Discussions

In this section, we verify the superiority of the proposed framework through
Tensorflow [12] simulation. Deep Q-learning with a prioritized experience replay
mechanism is adopted in the local training process.

5.1 Simulation Setup

Here, we need to point out in particular that the communication utility and
computing utility are the key elements that determine the system resource allo-
cation. The communication utility model determines the RSU assigned to a
certain VANET node and the channel state of this node. The computing util-
ity model determines the computing capability of the edge computing server
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Fig. 5. The utility comparison of three schemes.

allocated to the VANET node for local training. Specifically, RSUs with better
channel conditions and higher-power edge computing servers should be used to
perform computing tasks. We use these two factors as the local training reward
function to characterize the local training effect. Share the parameters of the
local training model through the blockchain to enhance the utility of the overall
system. Therefore, we treat the problem of joint resource allocation as proof of
the effectiveness of our proposed architecture.

In our simulation, we use AI-chain [13] as a comparison scheme to demon-
strate the superiority of our proposed scheme. Meanwhile, we have made some
adjustments to the existing AI-chain. First, we apply AI-chain to the VANET
environment. Secondly, we replaced the neural network for the local training part
of AI-chain from the traditional deep neural network to Convolutional Neural
Network (CNN). The purpose of this is to meet the comparison requirements of
our simulation. The configuration of the AI-chain blockchain adopts a consensus
mechanism called learning proof (permissionless), and the local training process
follows the traditional deep neural network. The basic idea of AI-chain is to share
the optimal neural network parameters among edge nodes through the consen-
sus mechanism of learning proof to meet the needs of joint resource allocation.
Therefore, [13] meets the requirements as a comparison scheme. Table 1 shows
the simulation parameters in this paper.

5.2 Simulation Results

Figure 4 shows the fitting effect of the convergence curve characterized by the
loss function under different schemes. We can see that the curve oscillates sig-
nificantly at the beginning of the gradient descent. After a training period, the
amplitude of the curve oscillations tends to flatten, which means that the opti-
mal policy will be found when the training curve converges. The blockchain
shared resource allocation scheme we proposed is different from DRL in that
we use multiple edge computing nodes as providers of training results, and
solve the joint resource allocation problem of the network by sharing learn-
ing results. Through these comparisons, the convergence performance of the
blockchain shared resource allocation scheme we proposed has a better conver-
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gence effect, which means that our scheme can obtain the optimal strategy faster
after a short training, as shown in the red curve in Fig. 4 shown. The reason for
the rapid convergence is that the edge computing nodes obtain better DNN
parameters from other consensus nodes through the shared parameter mecha-
nism of the blockchain. The advantage of the sharing mechanism is to reduce
the waste of computing resources during the training process. In addition, the
rapid convergence of the red curve shows that with the help of the sharing mech-
anism, the local training node iterates the actual Q-value faster, and it is easier
to obtain the optimal joint resource allocation strategy, saving a lot of training
time. In addition, the prioritized experience replay mechanism is better than the
scheme without it. This is because the priority experience replay strategy sets
the priority of the system samples, and the system trains according to the prior-
ity of the samples. It avoids the drawbacks of repeated training of samples in the
experience replay pool due to random sampling, thereby reducing the number
of operations and further optimizing the convergence performance.

Figure 5 depicts the fitting of the training curve tracking the reward function
under different schemes. Specifically, Eq. (8) captures the calculation method of
system utility, which is used to measure the performance of the two resource
allocation schemes used in this work. As shown in the figure, the red curve gets
the highest reward, which means that our proposed combination of blockchain
sharing and priority experience replay will have the best utility while converg-
ing quickly. Moreover, with the increase of events, the utility of the red curve
has been significantly improved. This is because the system converges quickly
and improves the utility of computing resources. As the number of elements in
the state space increases, the environment becomes more complex, resulting in
a decrease in convergence performance, so the ascent of the curve slows down
as the plot increases. However, in the case of any number of features, the joint
consideration of network resource and computing resource allocation can allo-
cate more powerful edge computing servers for users, so the resource utilization
rate has been significantly improved compared with traditional DRL resource
allocation schemes.

6 Conclusions and Future Work

In this article, we proposed a novel joint resource allocation scheme based on
sharing mechanism with blockchain for future Internet of Vehicles. We first exe-
cuted the local deep reinforcement learning algorithm with a prioritized expe-
rience replay mechanism on each edge node. Then, each edge node shared its
learning result with others via blockchain in order to optimize the joint resource
allocation problem. Most importantly, we considered channel resources and com-
puting resources as components of a joint resources allocation strategy. Consid-
ering the importance of the samples in the experience replay pool, we used a
prioritized experience replay to accelerate the local training speed. This app-
roach can significantly improve the training efficiency through the simulation
results. Incorporation of intrusion detection systems will be considered in the
future.
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Abstract. Early diagnosis is of great significance for the treatment of GI diseases.
Endoscopic tissue biopsy of the GI tract is the standardmeans to diagnose whether
the tumor will become cancerous or to confirm the stage of lesions. Confocal
endoscopy, which can provide cell-level resolution and realize non-invasive real-
time optical biopsy, has attracted much attention in the field of clinical disease
diagnosis. However, because of the small field of vision, it is difficult to locate the
probe again, which affects the efficiency and learning cost of confocal endoscopy.
Based on the honeycomb shape of the original image of the confocal endoscope,
the scale of the image pixel corresponding to the real world is obtained through the
parameters of the endoscopy probe and the fiber bundle that make up the probe.
Yolov3 is used as a crypt recognition algorithm, which assists the optical flow
algorithm to predict the pixel displacement of crypt. Finally, the distance and angle
of the endoscope lens motion are obtained through the scale. The moving angle
and distance of the endoscope can help locate the probe position of the endoscope
lens and record the probe path of the endoscope lens. After the exploration is
completed, the original exploration path can also be restored by distance and
angle information, which helps to accurately locate the lesion again. The Yolov3
Recognition Network was trained with 200 confocal endoscope images of rat
colon. The map0.5 was 99.84%. Compared with many other optical flowmethods,
the DISflow optical flow algorithm is finally selected. After testing, the angle error
of the algorithm is less than 4°, the distance error is less than 8%. This work can
restore the exploration path of confocal endoscopy and improve the diagnostic
efficiency of confocal endoscopy.

Keywords: Optical flow · Obeject detection · Confocal endoscopy

1 Introduction

Since the invention of medical devices, gastroenterologists have aimed to detect gas-
trointestinal diseases by microlesions or non-invasive optical imaging in vivo. Biopsy
is the gold standard for detecting gastrointestinal disease [1]. However, the biopsy pro-
cess is time consuming, and the gastrointestinal tract cannot be observed during biopsy.
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Therefore, confocal endoscopes, which combine optical fiber bundles with confocal
microscopy, can be employed to addresses this issue.

Fig. 1. Schematic diagram of confocal endoscope

The moving angle and distance of the confocal endoscope can assist to locate the
exploration position of the endoscope probe, and record the exploration path of the
endoscope probe. After the probe is complete, the original probe path is restored by
distance and angle information. Thus, it allows to accurately locate the lesion again.

According to the nature of confocal endoscope, it is difficult to obtain the ground-
truth optical flow from confocal endoscope images. Therefore, we choose the traditional
optical flow method DISFlow [22]. Yolov3 [15] is employed as the crypt recognition
algorithm in endoscope images. It uses crypt as markers in adjacent frames to measure
the distance and angle of probe movement.

Current object detection algorithms usually comprise a backbone network, which is
pre-trained on ImageNet as well as a Subnetwork and used to predict object categories
and bounding boxes. The backbone network can be composed ofVGG [18], ResNet [19],
or DenseNet [20]. The Subnetworks for predicting object category and bounding box
are divided into two types. First, a one-stage object detector—the most representative
ones are YOLO [13–15], SSD [16], and RetinaNet [17]. Second, a two-stage object
detector—the most representative algorithm is R-CNN [21].

The optical flow algorithm is applied to two images to describe the correspondence
between the pixels of the two images. The classical optical flowmethod considers optical
flow estimation as an optimization problem [2, 3]. For sequential image pairs, the optical
flow field can maximize the smoothness and match the similarity of pixels. Moreover,
there are references to recent deep learning methods to learn and estimate optical flow
from examples of ground-truth image pairs through supervised training of deep neural
networks [4–7]. However, it is difficult to obtain the flow field of the real world image.
Thus, supervised learning generally uses artificially synthesized data [8, 9]. Although
the optical flow method with supervised learning has achieved good results on synthetic
datasets, the generalization of the supervised learning method is challenging when the
optical flow scene to be predicted is significantly different from the training scene. There
are also unsupervised optical flow methods [10–12] however, they require large data for
training.
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2 Principles and Methods

2.1 Algorithm Process

Fig. 2. Flow chart of confocal endoscope ranging algorithm

The input of algorithm is two images of adjacent frames.Yolov3 is used to obtain
matrix coordinate information for all marked crypts in the first image. The DISFlow
optical flow algorithm is used to predict the displacement of selected crypt in two con-
secutive frames. We obtained a 3-dimensional matrix (H ∗ W ∗ 2) from DISFlow. This
3D matrix records the lateral offset Ix and longitudinal offset Iy of the corresponding
pixels from two frames. The moving angle and distance of the confocal endoscope probe
in pixels/second can be obtained by calculating the Ix and Iy of all pixels in the labeled
crypt matrix region. Finally, according to the unique honeycomb image of confocal
endoscope, the images’ real world scale and real world moving distance in millimeter
can be obtained.

2.2 Dataset

In this study, we used a large field of view hose confocal endoscopic imaging system
[23]. The rat colon tissue images were used in the experiment. In Yolov3, 200 colon
tissue images of rats were selected as the dataset for training. We used labelimg to label
crypt in rat colon tissue images. In the process of labeling, only the complete crypts in
the image were labeled, and the incomplete crypts around the image were abandoned. In
the proposed algorithm, we selected four different colonic data of rats. Four groups of
colonic data were selected from each rat (each group contained two consecutive frames
of images) for the experiment, and the final results were averaged.

2.3 Crypt Recognition Algorithm

In this study, Yolov3 algorithm was used as the crypt recognition algorithm.Yolov3 has
the backbone network Darknet similar to ResNet, and can make multi-scale prediction.
The coordinates of crypts can be obtained by using trained Yolov3 network. It can assist
the optical flow to determine the direction. Furthermore, it can reduce the error of ranging
distance and direction caused by the lens distortions of endoscope.
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Fig. 3. Yolov3’s backbone

2.4 Optical Flow

In this study, optical flow was used to obtain a two-dimensional velocity vector field.
It represented the moving speed of the probe (Table 1). The optical flow can calculate
the movement or displacement of image pixels between two consecutive frames of the
image sequence. The classical optical flow formula is based on two assumptions [3]:

1. Brightness constant. Assume that the pixel intensity of the object between two
consecutive frames does not change:

Ix + dx, y + dy, t + dt = Ix, y, t (1)

where I(x, y, t) represents the brightness (gray value) of the pixel of coordinate (x
,y) at time t.

2. Spatial smoothness consistency. By employing Eq. (1) alone to estimate the two
unknown components of the velocity, u and v, does not yield a unique solution. This
is called the aperture problem for optical flow. Usually, an additional smoothing term
Eregu(u, v) is used to solve this problem. It is assumed that adjacent pixels tend to
have similar motions:

Eregu(u, v) =
¨

�

(
|∇u|2 + |∇v|2

)
dxdy. (2)

Here, ∇ represents the gradient operator.
After obtaining the optical flow matrix predicted by the optical flow method,

the moving distance and moving angle of the probe can be obtained through the
following two equations:

angle = arctan
Iy
Ix

(3)

The angle can be obtained by a trigonometric formula. Ix is the average pixel
displacement in the horizontal direction. Iy is the average pixel displacement in the
vertical direction.

dreal = vpixel ∗ dpixel ∗ fps ∗ t (4)
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The probe moving distance is determined by the pixel speed, pixel-real world
scale, frame rate of the video, and time. The vpixel (pixel speed) is calculated from the
average (Ix, Iy), and the scale is introduced in the next section. The whole algorithm
process is shown in Table 1:

Table 1. Algorithm for ranging of confocal endoscopy probe

Algorithm 1. Proposed approach for ranging of probe

Input: Sequence of images It, t = 1, 2, . . . , n, The selected crypt coordinates

Output: Moving distance and angle of probe
1. For each consecutive image pair (It , It+1), and the coordinates of the Selected crypt

2. The optical flow field ( (Ix , Iy), − 1)of each pixel in the matrix is calculated by optical flow

3. Calculate the average (Ix , Iy)offset of the matrix

4. The moving angle of the probe can be obtained by Eq. (3)

5. The moving distance of the probe can be obtained by Eq. (4)

2.5 Scale Calculation Method

In confocal endoscope imaging system, the probe composed of optical fiber bundle is an
important medium for excitation light transmission and fluorescence signal collection.
It ensures that the system has sufficient high resolution and large imaging field of view
in the imaging area. However, the optical fiber bundle is composed of multiple fibers,
and its imaging structure results in limited resolution [23, 24]. It images are displayed
in a honeycomb pattern. Based on this imaging method, we can count out the pixels in
one fiber circle, and then obtain a real-world scale of the image.

By using the radius parameter r of a fiber circle in the endoscope, the area of the
effective image circle can be obtained as πr2, assuming π ≈ 3.14. The area of an
effective image circle is expressed as:

Simage circle = πr2 (5)

The area of a fiber circle is approximately 16 pixels on the image (Fig. 4(B)), thus
the area of a pixel is as follows:

spixel = Simage circle
16

(6)

A pixel is approximated as a small circle. The diameter of a pixel is:

dpixel = 2 x
√
spixel/π (7)
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Fig. 4. (A) Honeycomb confocal endoscope image; (B) enlarged view of area image

2.6 Experimental Reference Object

Crypts are structures of the gut. It is home to a mass proliferation of epithelial cells,
which can be easily observed with confocal endoscopes [25]. Owing to the randomness
of the operator in the actual use of confocal endoscope, and because there is no function
of recording displacement currently, it is difficult to obtain the real displacement of the
probe. In this study, we calculated the offset of the crypt centroid in two consecutive
frames to obtain the moving distance and angle of the probe. As a reference standard,
it was used to judge the error of the angle and distance predicted by the optical flow
method.

Fig. 5. (A) Frame 1; (B) Segmentation crypt of Frame 1; (C) Frame 2; (D) Segmentation crypt
of Frame 2

We obtained selected crypts by binarization and segmentation. The crypt
is approximated as a polygon. Two centroid points pcentroid1(xcentroid1, ycentroid1),
pcentroid2(xcentroid2, ycentroid2) can be obtained by centroid formula.

Angle formula:

angletrue = arctan
ycentroid2 − ycentroid1
xcentroid2 − xcentroid1

(8)
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Distance formula:

dtrue = dpixel ∗ dcentroid ∗ fps ∗ Time (9)

The reference-moving angle angletrue, and the reference moving distance dtrue of
probe can be obtained by the angle formula 8 and distance formula 9.

3 Experimental Results

3.1 Yolov3 Crypt Identification Results

Training was done in Windows 10 environment by a GTX1650(4G), and the image was
resized to 416 × 416. For the dataset, the ratio of training set to validation set was
9:1. Pytorch and cuda versions were 1.10.0 and 11.3. The learning rate was 1e−4. The
optimizer wasAdam and epochwas 500. InYolov3 algorithm, themap can reach 99.84%
because the network structure is relatively simple. Thus, the graphics card computing
power requirements are also low. The crypt coordinates in the image were obtained by
Yolov3. The moving angle and moving distance were obtained by crypt coordinates and
optical flow (Figs. 1, 2, 3, 5, and 6).

Fig. 6. (A) Result of yolov3; (B) Optical flow field by Yolov3

3.2 Endoscope Ranging Result by Optical Flow and Yolov3

In this study, we selected five traditional optical flowmethods: DeepFlow [26], DISFlow
[22], Farneback [27], PCA_Flow [28] and Sparse_to_dense [29]. We combined the
methods with Yolov3 to estimate the moving distance and angle of the probe. The scale
was composed of the fiber bundle parameters of the probe: outer diameter of fiber bundle
was 1200µm, image circle diameter was 1125µm, and a Fiber diameter was 4.38µm.
The scale of real world-image pixel was 1.095µm. Four groups of different endoscope
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data were tested by the five traditional optical flow methods. Another 4 groups of data
were selected from each group of endoscopy data. The error of each optical flowmethod
was obtained by averaging the four groups of data, and the traditional optical flowmethod
with the best performance was obtained by summarizing at the end.

Fig. 7. (A) Mean angle error of five optical flow methods; (B) Mean distance error of five optical
flow methods; (C) Probe trajectory

Figure 7 illustrates that DeepFlow, DISFlow, and Sparse_to_dense are the three
algorithms with better performance in predicting angle and distance. Their angle and
distance errors can be controlled at approximately 4° and 8%, respectively. In prediction
time, DISFlow and Sparse_to_dense are the two algorithms with better performance,
the prediction time is within one second. Because the angle error and running time
performance of DISFlow are better than those of the Sparse_to_dense. In this study,
we chose DISFlow optical flow algorithm. Figure 7(C) is a Mosaic of 18 pictures. The
displacement of the selected crypt in every two consecutive frames can be obtained by
the optical flow method combined with the crypt recognition algorithm. Thereafter, the
path of the selected crypt in the lens can be drawn, which can also be the path of the
probe in the stomach.

4 Conclusion

This study presents amethod that employsYolov3 as a crypt recognition algorithmand an
optical flow algorithm to estimate the probemovement angle and distance of the confocal
endoscope. The results showed that the total error of Yolov3 crypt recognition algorithm
combined with DISFlow optical flow algorithm in estimating the lens moving distance
was only 8%. The error on different data was approximately 10%, not exceeding 15%.
TheAngle errorwas only approximately 4°. The estimated timewas less than one second.
Although the results are good, more research is necessary to evaluate the performance of
the algorithm in the context of unclear camera images.However, these preliminary results
show that thismethod can accuratelymeasure the angle and distance of themoving probe
of the endoscope within an error range. It can assist doctors to use confocal endoscope
to locate the probe exploration position, and restore the exploration path through the
obtained information after the exploration.When doctors use confocal endoscopes, more
information can be obtained, andmore accurate localization and diagnosis of lesions can
be established.
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Abstract. In the highway scenario, the deployment of RSUs to improve the deliv-
ery delay of accident notification information is studied. In this paper, a theoretical
analysis model is established by analyzing the relationship between the delivery
delay of accident notification information and the deployment of RSUs in the
Vehicular Ad Hoc Networks (VANETs). The model assumes that two adjacent
RSUs are connected, and considers the impact of accident probability, vehicle
node density, and speed on the delivery delay of accident notification information
under different deployment distances. In addition, the model also considers sec-
ondary inter-cluster communication with vehicles in different driving directions
from the accident vehicle, so as the accident notification information can be trans-
mitted to the vehicle cluster with same direction of accident vehicle and closer
to the RSUs. To validate the performance of our proposed model, this paper uses
MATLAB to solve the model numerically. Compared with the existing model that
assumes that two adjacent RSUs are not connected and the secondary inter-cluster
communication are not considered, the delivery delay of the accident notification
information of our proposed model can be reduced by 66% from the existing
model.

Keywords: RSU deployment · VANETs · Accident notification information
delivery delay · Secondary inter-cluster communication

1 Introduction

The rapid increase in road traffic accidents (RTAs) has causedmassive property losses and
casualties in different countries [1]. According to a study by theWorld Economic Forum
in April 2016, the number of cars expected to double globally by 2040 will place more
pressure on road transport infrastructure [2]. In addition, the World Health Organization
(WHO) predicts that RTAs will become the seventh leading cause of death by 2030 [3].
In RTAs, the probability of an accident occurring within 100 km of a highway is about 4
times that of an ordinary road [4]. Since the highway is a linear fully enclosed road, if the
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accident notification is not made to the rear vehicle in time after the initial accident, the
rear vehicle will not brake and collided with the accident vehicle in time, resulting in a
secondary accident. To reduce the probability of secondary road traffic safety accidents
and ensure road traffic safety, Vehicle Ad hoc Networks (VANETs) have been developed
around the world. Because the vehicle itself moves at a high speed, the topology of
VANETs is highly dynamic, which leads to intermittent connectivity of the network,
thus increasing the delay of accident information collection and transmission. To solve
this problem, a roadside unit (RSU) is introduced into the VANETs. The deployment of
RSU can improve the connectivity of the network, thereby greatly improving the real-
time performance of accident information collection and transmission [5]. However, the
single-unit cost and deployment cost of RSUs is extremely high [6], and it is impossible
to deploy on a large scale to make the entire network reach a fully connected state. It is
necessary to reasonably determine the deployment distance of RSUs.

We study the delay analysis of accident notification information transmission consid-
ering RSU deployment in intermittently connected VANETs. Considering the intercon-
nection between two adjacent RSUs, we establish a theoretical analysis mathematical
model to study the relationship between the average delay of the delivery of accident
notification information transmission and the distance between RSU deployments.

The work done in this paper is as follows

(1) We studied the deployment of RSUs to improve the delivery delay of accident
notification information in a highway scenario. We consider a direct connection
between two adjacent RSUs and establish a theoretical analysis model by analyzing
the relationship between the delivery delay of accident notification information in
VANETs and the deployment distance of interconnected RSUs.

(2) We propose a secondary communication method between vehicle clusters. This
method considers secondary inter-cluster communication with vehicles in different
driving directions from the accident vehicle, so as the accident notification infor-
mation can be transmitted to the vehicle cluster with same direction of accident
vehicle and closer to the RSUs.

(3) We numerically solve the model using MATLAB and compare it with an existing
model that assumes that two adjacent RSUs are not interconnected to determine the
validity of our proposed model.

The organizational structure of this paper is as follows: Sect. 2 will introduce related
work. Section 3 describes our network scenario. Section 4will give themodel of accident
notification information transmission delay. In Sect. 5, we will simulate the theoretical
model and analyze the numerical results. Section 6 is our conclusion.

2 Related Work

References [5, 7–14] studied the highway RSU deployment. Liang et al. [7] pointed
out that measurement errors and inference errors should be considered in RSU deploy-
ment, defined RSU deployment as a bi-objective nonlinear binary integer programming
problem, and proposed an ε-constraint solving method. Considering the proportion and
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time threshold of vehicles, Silva et al. [8] proposed a Gamma deployment strategy to
define the location and number of RSUs required to provide specific coverage. Ge et al.
[9] used an improved K-means clustering algorithm to cluster vehicles and obtained the
deployment distance of RSU by analyzing the relationship between RSU transmission
range, vehicle density, vehicle connectivity rate, and average vehicle cluster length.

The above references only studied the setting of RSU deployment distance under
normal traffic flow but did not consider the setting of RSU deployment distance in case of
traffic accidents on the road. Sou et al. [10] analyzed and quantified the improvement of
VANETs connectivitywhen deploying a limited number ofRSUs, and studied the routing
pros and cons of incident advertisement messaging in this enhanced VANETs environ-
ment. Wisitpongphan et al. [11] proposed a “store-carry-forward” strategy to study the
accident notification message delivery delay using a statistical model extracted from
measured data on the I-80 freeway in California. However, this strategy only considered
the vehicle-to-vehicle message delivery delay but did not consider the vehicle-to-RSU
delivery delay. Wang et al. [5, 12–14] further improved the model proposed by Wisit-
pongphan et al. [11], and proposed a new theoretical analysis model of the relationship
between accident notification message delivery delay and RSU deployment distance,
which assumes that two adjacent RSUs are not directly connected, and integrates the
vehicle speed, vehicle density, accident location and two adjacent RSUs with different.
The deployment distance between two adjacent RSUs is given by considering the rela-
tionship between vehicle speed, vehicle density, accident location, and different deploy-
ment distances of two adjacent RSUs. The experimental results show that the theoretical
analysis model can be used to determine the maximum allowed deployment interval
when two adjacent RSUs are not connected to each other. However, there is still room
for further enhancement of the model as follows: 1) The model does not consider the
direct connection between two adjacent RSUs; 2) In this model, only one inter-cluster
communication is carried out, and the accident notification information is transmitted
to the vehicle clusters in different driving directions of the accident vehicle. The sec-
ondary inter-cluster communication with vehicles in different driving directions is not
considered, and the accident notification information is passed to the vehicle cluster in
the same driving direction as the accident vehicle and closer to the RSU.

3 Network Scenarios

We stipulate that all vehicles are configured with the onboard unit (OBU), and global
navigation satellite system (GNSS), and periodically broadcast beacon messages to sur-
rounding vehicles. After receiving a neighbor beacon message, each vehicle must com-
pare its GNSS information to determine whether it is traveling in the same direction as
it is traveling. By constantly exchanging beacons, each vehicle maintains its list of lead,
follow, and opposite one-hop neighbors. If vehicle nodes in the same driving direction
can communicate in one ormore hops, these vehicle nodes can be clustered into a cluster.
A cluster that contains only one vehicle is called a single cluster, as shown in Fig. 1.

We consider a highway scene with sparse vehicle nodes, two RSUs are deployed at
both ends of the road as shown in Fig. 1. Assume that the RSU located upstream of the
eastbound vehicle is RSU1, which is at position 0. Assume that the RSU located down-
stream of the east-bound vehicle is RSU2, which is at position d. The RSU transmission
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range is Ru, and the vehicle node transmission range is Rv. We assume that Ru = Rv.
RSU1 and RSU2 are connected by cables, but the transmission range does not overlap
each other, that is, d � 2Ru. Vehicle nodes traveling east and west randomly arrive at
both ends of the road with the arrival rates of λe and λw, and the arrival distance obeys
an exponential distribution [5]. Assuming that the speed of the vehicle is stochastic and
obeys a truncated normal distribution [15], the average speeds of vehicle nodes trav-
eling east and west are defined as ve and vw. If the accident vehicle is located in the
transmission range of the two RSUs (i.e., x ∈ [0,Ru] or x ∈ [d − Ru, d ]), the accident
vehicle can directly notify the accident information RSU. In this case, the time spent is
far less than the “store-carry-forward” between vehicle nodes. The delay caused can be
ignored. Therefore, we only consider the case where the accident information occurs in
the blind area of the deployment of two RSUs (i.e., x ∈ [Ru, d − Ru]). When the acci-
dent occurs, the accident vehicle will select the appropriate forwarding node to forward
the accident information until the event information is transmitted to RSU1 or RSU2.
The average information delivery time required from the time of accident occurrence to
the time when RSU1 or RSU2 receives accident information is defined as the average
accident notification information delivery delay. In the highway scenario with sparse
vehicle nodes, the probability of vehicle nodes competing for the channel at the MAC
layer is very small, and the delay generated by channel competition in the MAC layer
is also very low compared to the delay generated by “store-carry-forward”, so it can
be ignored. In addition, we ignore the delay in the transmission of accident notification
information by cable between two adjacent RSUs.

Fig. 1. Network scenario Fig. 2. Node 2 becomes a forwarding node
(Case 1)

4 Modeling of Information Delivery Delay

We assume that the accident occurred in a vehicle traveling eastward, the probability
density function (PDF) of the distance x from the accident location to the RSU1 location
is denoted as f (x), and f (x) obeys a uniform distribution. Due to the randomness of
the accident location, the time required by the forwarding node to transmit the accident
information to RSU1 or RSU2 is not equal. Since we assume that two adjacent RSUs are
connected by cables, the average delivery delay of the accident notification information
is taken as the short time required for the forwarding node to forward the accident
notification information to RSU1 or RSU2. Based on the above considerations, the
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average accident notification information delivery delay can be approximated by

T =
∫ d−Ru

Ru
min

{
TRSU1,TRSU2

}·f (x)dx, (1)

where T is the average accident notification information delivery delay, and TRSU1 and
TRSU2 are the time required for the forwarding node to transmit the accident notification
information to RSU1 and RSU2. TRSU1 and TRSU2 are analyzed separately below. The
main symbol definitions used in this paper are shown in Table 1.

Table 1. Main symbol definitions used in this paper.

Parameters Values

le The length of a cluster of eastbound vehicles

lw The length of a cluster of westbound vehicles

E[le] The average le

E[lw] The average lw

Ne The number of vehicles in a cluster of eastbound vehicles

Nw The number of vehicles in a cluster of westbound vehicles

f e(Ne) The probability mass function (PMF) of Ne

f w(Nw) The probability mass function (PMF) of Nw

E[dev ] The average distance between the two vehicles is in a cluster of eastbound

E[dwv ] The average distance between the two vehicles is in a cluster of westbound

E[dec ] The average distance between two adjacent eastbound vehicle clusters

E[dwc ] The average distance between two adjacent westbound vehicle clusters

4.1 Analysis of TRSU1

TRSU1 analysis is shown in Fig. 3. According to [14], we can assume that the accident
vehicle is located in themiddle of the vehicle cluster. Because the deployment location of
RSU1 is located upstream of the accident vehicle, the accident vehicle selects the vehicle
node (i.e., node 2) on the westernmost side of the vehicle cluster where it is located to be
the forwarding node of the accident notification information. When node 2 is located in
the transmission range of RSU1, node 2 forwards the accident notification information
to RSU1. At this time, the delay caused by the direct forwarding of information is much
smaller than that of storage carrying forwarding, which can be ignored. Therefore, it
is only necessary to study the situation of node 2 outside the RSU1 transmission range
(i.e., Case 1), as shown in Fig. 2. According to [12], we define the probability of this
happening is defined as p1.

p1 = 1 −
(
1 − e−λe·Rv

)k1
, (2)
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where k1 = 2 · (x − Ru + Rv)/E
[
de
v

]
. According to [14], we have

E
[
de
v

] = 1

λe
− Rv · e−λe·Rv

1 − e−λe·Rv . (3)

According to [11], we define the conditional expectation E1 when half cluster length
le/2 satisfies the condition le/2 − Rv < x − Ru.

E1 = 0.5E
[
de
v

] · 1 − (1 − p1) · (
k1 · e−λe·Rv + 1

)
p1 · e−λe·Rv . (4)

Fig. 3. Analysis of TRSU1

(1) Case 1.1

According to [12], we define the probability of this happening as p1.1.

p1.1 = 1 − e−2λw ·Rv . (5)

At this time, the westmost vehicle node (i.e., node 3) in the vehicle cluster where
the westbound vehicle node is located becomes the forwarding node of the accident
notification information. When node 3 is located in the transmission range of RSU1,
node 3 forwards the accident notification information to RSU1. At this time, the delay
caused by the direct forwarding of information is much smaller than that of storage
carrying forwarding, which can be ignored. Therefore, it is only necessary to study the
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situation of node 3 outside the RSU1 transmission range (i.e., case 1.1.1), as shown in
Fig. 4. According to [12], the probability of this happening can be calculated as

p1.1.1 = 1 − (1 − e−λw ·Rv )k1.1.1, (6)

where k1.1.1 = 2 · (x − E1 + Rv)/E
[
dw
v

]
. According to [14], E[dw

v ] can be calculated as

E
[
dw
v

] = 1

λw
− Rv · e−λw ·Rv

1 − e−λw ·Rv . (7)

For this case, Wang et al. [5, 12–14] did not continue processing, but chose node 3 to
continue carrying the accident notification information to RSU1. We propose a method
for secondary communication between vehicle clusters. This method uses node 3 to
transmit the accident notification information to the vehicle cluster in the same driving
direction as the accident vehicle and closer to RSU1 so that the accident notification
information can be transmitted faster to RSU1.

1) Case 1.1.1.1

We define the probability of this happening as p1.1.1.1.

p1.1.1.1 = 1 − e−2λe·Rv . (8)

At this time, the vehicle node (i.e., node 4) on the westernmost side of the vehicle
clusterwhere the eastward traveling vehicle node is located becomes the forwarding node
of the accident notification information.When node 4 is located in the transmission range
of RSU1, node 4 forwards the accident notification information to RSU1. At this time,
the delay caused by the direct forwarding of information is much smaller than that of
storage carrying forwarding, which can be ignored. Therefore, it is only necessary to
study the situation of node 4 outside the RSU1 transmission range (i.e., Case 1.1.1.1.1),
as shown in Fig. 5. At this time, the length of the vehicle cluster where node 4 is located
satisfies the following conditions:

le − 2Rv < x − E1 − E[de
c ] + Rv.

We define the probability of this happening as p1.1.1.1.1.

p1.1.1.1.1 = Pr{le < x − E1 − E[de
c ] + 3Rv}. (9)

According to [14], E[de
c ] can be calculated by

E[de
c ] = Rv + λ−1

e , (10)

and according to [12], the PMF of Ne:

fe(Ne) = e−λe·Rv · (1 − e−λe·Rv )Ne−1. (11)

Therefore, the vehicle cluster length le can be approximated by the equation. Given
the probability mass function obeyed by E[de

v ], E[de
c ] andNe, p1.1.1.1.1 can be calculated

as

p1.1.1.1.1 = Pr{le < x − E1 − E[de
c ] + 3Rv}
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= Pr{Ne · E[de
v ] < x − E1 − E[de

c ] + 3Rv}
= Pr{Ne <

x − E1 − E[de
c ] + 3Rv

E[de
v ]

}

= Pr{Ne < k1.1.1.1.1} =
k1.1.1.1.1∑
ne=1

fe(Ne)

= 1 − (1 − e−λe·Rv )k1.1.1.1.1, (12)

where k1.1.1.1.1 = (x − E1 − E[de
c ] + 3Rv)/E[de

v ].

Fig. 4. Node 3 becomes a forwarding node
(Case 1.1.1)

Fig. 5. Node 4 becomes a forwarding node
(Case 1.1.1.1.1)

At this time, the deployment position of RSU1 is located upstream of node 4. Node 4
cannot carry the accident notification information to RSU1, and the accident notification
informationwill continue tobe carriedbynode3 toRSU1.According to [12], the accident
notification information delivery delay can be approximated by

T1.1.1.1.1 = (x − Ru − E1 + 2Rv − E

[
lw
2

| lw
2

< x − E1 + Rv

]
/2)/vw, (13)

where E
[
lw
2 | lw2 < x − E1 + Rv

]
= 0.5E

[
dw
v

] · 1−(1−p1.1.1)·(k1.1.1·e−λw ·Rv+1)
p1.1.1·e−λw ·Rv .

2) Case 1.1.1.2

We define the probability of this happening as p1.1.1.2.

p1.1.1.2 = 1 − p1.1.1.1. (14)

At this time, the accident notification information needs to be stored and carried
by node 3 and passed to the RSU1. The calculation expression of the delay T1.1.1.2
required for the transmission of the accident notification information is the same as that
of T1.1.1.1.1.

(2) Case 1.2

We define the probability of this happening as p1.2.

p1.2 = 1 − p1.1. (15)
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Fig. 6. Node 5 becomes a forwarding node
(Case 1.2.1)

Fig. 7. Node 2 becomes a forwarding node
(Case 1.2.2)

1) Case 1.2.1

Case 1.2.1 is shown in Fig. 6. According to [12], we define the probability of this
happening as p1.2.1.

p1.2.1 = (1 − e−λe·Rv )k1.2.1, (16)

where k1.2.1 = (E[dw
c ]−2Rv)/E[de

v ].
At this time, node 2 directly transmits the accident notification information to the

vehicle node (i.e., node 5) traveling westward, and the delay caused by the direct trans-
mission of the accident notification information is negligible. Node 5 becomes a new
forwarding node and transmits the accident notification information to RSU1. According
to [5], the distance between node 5 and RSU1 is at most x + 0.5E[le]. Therefore, the
accident notification information delivery delay is approximated by:

T1.2.1 = (x + E[le]/2)/vw. (17)

According to [14], we have

E[le] = (eλe·Rv − 1) ·
(
1

λ
− Rv · e−λe·Rv

1 − e−λe·Rv

)
. (18)

2) Case 1.2.2

Case 1.2.2 as shown in Fig. 7. We define the probability of this happening as p1.2.2.

p1.2.2 = 1 − p1.2.1. (19)

At this time, the accident notification information will be stored and carried by node
2 until the vehicle node traveling westward is encountered, and the accident notification
information will be forwarded to the vehicle node traveling westward. The vehicle node
traveling westward becomes a new forwarding node and transmits the accident notifi-
cation information to RSU1. Among the vehicle nodes traveling westward, the vehicle
node closest to node 2 may become a new forwarding node, and the distance between
this node and RSU1 is at least x+0.5E

[
dw
c

]
. According to [12], the accident notification

information delivery delay is approximated by:

T1.2.2 = (x + E[dw
c ]/2)/vw. (20)
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In summary, we have

TRSU1 = p1 · [p1.1 · p1.1.1 · (p1.1.1.1 · p1.1.1.1.1 · T1.1.1.1.1 + p1.1.1.2 · T1.1.1.2)
+ p1.2 · (p1.2.1 · T1.2.1 + p1.2.2 · T1.2.2)]. (21)

4.2 Analysis of TRSU2

TRSU2 analysis is shown in Fig. 8. Because the deployment location of RSU1 is located
downstreamof the accident vehicle, the accident vehicle can directly forward the accident
notification information to the vehicle node (i.e., node 6) on the easternmost side of the
vehicle cluster to become the forwarding node of the accident notification information.
When node 6 is located in the transmission range of RSU2, the accident notification
information will be forwarded from node 6 to RSU2. At this time, the delay caused
by the direct forwarding of information is much smaller than that of storage carrying
forwarding, which can be ignored. Therefore, it is only necessary to study the case where
node 6 is outside the RSU2 transmission range (i.e., Case 2), as shown in Fig. 9. At this
time, the length of the vehicle cluster where node 6 is located satisfies the following
conditions:

le/2 < d − x − Ru + Rv

According to [12], we define the probability of this happening as p2.

p2 = 1 − (1 − e−λe·Rv )k2 , (22)

where k2 = 2 · (d − x − Ru + Rv)/E[de
v ].

We define the conditional expectation E2 when half cluster length le/2 satisfies the
condition le/2 < d − x − Ru + Rv.

E2 = E[de
v ] · E[Ne|Ne < k2]/2, (23)

where E[Ne|Ne < k2] = 1−(1−p2)·(k2·e−λe ·Rv+1)
p2·e−λe ·Rv .

Fig. 8. Analysis of TRSU2
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(1) Case 2.1

According to [12], we define the probability of this happening as p2.1.

p2.1 = 1 − e−2λw ·Rv . (24)

When case 2.1 occurs, the easternmost vehicle node of the vehicle cluster where
the westward traveling vehicle node is located in the transmission range of node 6 (i.e.,
node 7) is the forwarding node of the accident notification information. When node 7 is
located in the transmission range of RSU2, the accident notification information will be
forwarded from node 7 to RSU2. At this time, the delay caused by the direct forwarding
of information is much smaller than that of storage carrying forwarding, which can be
ignored. Therefore, it is only necessary to study the case where node 7 is outside the
RSU2 transmission range (i.e., Case 2.1.1), as shown in Fig. 10. Denote the probability
of occurrence of case 2.1.1 as p2.1.1, according to [12], we have

p2.1.1 = 1 − (1 − e−λw ·Rv )k2.1.1, (25)

where k2.1.1 = 2 · (d − x − E2 + Rv)/E[dw
v ].

For this case,Wanget al. [5, 12–14] did not continueprocessing, but selectednode6 to
continue carrying the accident notification information toRSU2.Wepropose a secondary
communication method between vehicle clusters. The method first determines whether
there is a vehicle node traveling eastward located in the transmission range of node 7. If
it exists, the accident notification information is transmitted to the easternmost vehicle
node of the vehicle cluster where the node is located, so that it transmits the accident
notification information to RSU2. If it does not exist, the selected node 6 will continue
to carry the accident notification information to the RSU2.

Fig. 9. Node 6 becomes a forwarding node
(Case 2)

Fig. 10. Node 7 becomes a forwarding node
(Case 2.1.1)

1) Case 2.1.1.1

We define the probability of this happening as p2.1.1.1.

p2.1.1.1 = 1 − e−2λe·Rv . (26)

At this time, the vehicle node on the easternmost side of the vehicle cluster where
the eastbound vehicle node located in the transmission range of node 7 is located (i.e.,
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node 8) is the forwarding node of the accident notification information. When node 8 is
located in the transmission range of RSU2, the accident notification information will be
forwarded from node 8 to RSU2. At this time, the delay caused by the direct forwarding
of information is much smaller than that of storage carrying forwarding, which can be
ignored. Therefore, it is only necessary to study the case where node 8 is outside the
RSU2 transmission range (i.e., Case 2.1.1.1.1), as shown in Fig. 11. This occurs when
the length of the eastbound vehicle cluster where node 8 is located satisfies the following
conditions:

le < d − x − E2 − E[de
c ] + RV + 2Rv.

With the Eq. (13), we define the probability of this happening as p2.1.1.1.1.

p2.1.1.1.1 = 1 − (1 − e−λe·Rv )k2.1.1.1.1, (27)

where k2.1.1.1.1 = (d − x − E2 − E[de
c ] + 3Rv)/E[de

v ].
We define the conditional expectationE3 when cluster length le satisfies the condition

le − Rv < d − x − E2 − E[de
c ] − Ru.

E3 = E[le|le < d − x − E2 − E[de
c ] − Ru + 3Rv]

= E[de
v ] · E[Ne|Ne < k2.1.1.1.1], (28)

where

E[Ne|Ne < k2.1.1.1.1] =
∑

Ne · fe(Ne|Ne < k2.1.1.1.1)

=
k2.1.1.1.1∑
Ne=1

Ne · fe(Ne)

Pr{Ne < k2.1.1.1.1}

= 1 − (1 − p2.1.1.1.1) · (k2.1.1.1.1 · e−λeRv + 1)

p2.1.1.1.1 · e−λeRv

.

In this case, the delivery delay required to deliver the accident notification
information to the RSU2 can be calculated by:

T2.1.1.1.1 = (d − x − E2 − E3 − E[de
c ] − Ru + 3Rv)/ve. (29)

2) Case 2.1.1.2

In case 2.1.1.2, the accident notification information needs to be stored and carried
by node 6 and passed to the RSU2.We define the probability of this happening as p2.1.1.2.

p2.1.1.2 = 1 − p2.1.1.1. (30)

At this time, the accident notification information delivery delay is approximated
by:

T2.1.1.2 = d − x − Ru − E2 + Rv

ve
. (31)
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Fig. 11. Node 8 becomes a forwarding node (Case 2.1.1.1.1)

(2) Case 2.2

According to [12], we define the probability of this happening as p2.2.

p2.2 = 1 − p2.1. (32)

At this time, node 6 will continue to store and carry accident notification information
until the accident notification information is transmitted to the RSU2. The calculation
expression of the delay T2.2 required for the transmission of the accident notification
information is the same as that of T2.1.1.2.

In summary, we have

TRSU2 = p2 · [p2.1 · p2.1.1(·p2.1.1.1 · p2.1.1.1.1 · T2.1.1.1.1 + p2.1.1.2 · T2.1.1.2) + p2.2 · T2.2].
(33)

5 Numerical Analysis

To validate the accuracy and validity of the theoretical analysis model derived in the pre-
vious section,we useMATLAB to calculate and analyze the numerical results. Parameter
settings are shown in Table 2.

Figure 12 shows the effects of different deployment distances of RSU and different
speeds of vehicle nodes on the transmission delay of accident notification information.
It can be concluded from Fig. 12: First, under the same RSU deployment distance, with
the increase of the average speed of the vehicle node, the delivery delay of the accident
notification information decreases. The reason is: that as the average speed of the vehicle
node increases, the forwarding node can forward the accident notification information to
the RSU in a shorter time. Secondly, with the increase of RSU deployment distance, the
delay of accident notification information transmission increases under the same vehicle
node speed. The reason is: that as the deployment distance of the two RSUs increases,
the distance between the accident vehicle and the two RSUs increases, which causes the
forwarding node carrying the accident notification information to take longer to enter
the transmission range of the RSUs, which in turn leads to the accident notification. The
increase in information delivery delay. Finally, comparing Fig. 12(a), (b), and (c), we
find that with the increase in vehicle node arrival rate, the delay of accident notification
information delivery decreases. The reason is: that as the arrival rate of vehicles increases,
the density of vehicle nodes on the road increases, the length of the formed vehicle cluster
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Fig. 12. Effects of different deployment distances of RSU and different speeds of vehicle nodes
on the transmission delay of accident notification information

Table 2. Parameter settings.

Parameters Values

RSU deployment distance d 5000, 7000, 9000, 11000, 13000, 15000 m

RSU transmission range Ru 250 m

Vehicle transmission range Rv 250 m

Eastbound vehicle arrival rate λe 0.003, 0.0045, 0.006 veh/m

Westbound vehicle arrival rate λw 0.003, 0.0045, 0.006 veh/m

Eastbound vehicle speed ve 15, 20, 25, 30, 35, 40 m/s

Westbound vehicle speed vw 15, 20, 25, 30, 35, 40 m/s

Number of iterations 1000

increases. The accident vehicle can choose a vehicle that is far away from it but closer
to the RSU as a forwarding node.
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In [12] and [14], it is assumed that there is no direct connection between two adjacent
RSUs. Considering the vehicle speed, vehicle density, accident location, and different
deployment intervals of two RSUs, a theoretical analysis model of the relationship
between the delivery delay of accident notification information and the deployment
interval of RSUs is proposed, which can be used to determine the maximum allowable
deployment interval when two adjacent RSUs are not connected to each other. Themodel
in this paper considers the direct connection between two adjacent RSUs and considers
the secondary inter-cluster communication between the vehicles with the help of the
accident vehicle to transmit the accident notification information to the vehicle cluster
which is in the same direction as the accident vehicle and closer to the RSU. To verify
the validity and effectiveness of the theoretical analysis proposed model, we compared
it with Ref. [12] and Ref. [14], as shown in Fig. 13. It can be concluded from Fig. 13 that
the transmission delay of the accident notification information in the model proposed in
this paper can be reduced by more than 66% compared with Refs. [12] and [14]. The
reason is that under the model proposed in this paper, the forwarding node only needs to
transmit the accident information to an RSU nearest to the accident location, which will
greatly reduce the transmission delay of the accident notification information. Under the
model proposed in [12] and [14], the forwarding node needs to transmit the accident
information to the remote RSU which is the farthest away from the accident site while
transmitting the accident information to the nearest RSU, which will greatly increase
the delivery delay of the accident notification information. In addition, the secondary
inter-cluster communication method designed in this paper can also make the accident
notification information transmitted to the RSU faster.
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Fig. 13. Compared with references 12 and 14
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Fig. 14. Secondary inter-cluster transmission
verification

To further verify the effectiveness of the secondary inter-cluster communication
method designed in this paper, we design a comparative experiment considering the sec-
ondary inter-cluster transmission and not considering the secondary inter-cluster trans-
mission, as shown in Fig. 14. It can be concluded from Fig. 14 that the delivery delay
of accident notification information considering the secondary inter-cluster communica-
tion mode is significantly lower than that without considering the secondary inter-cluster
transmission. The reason is that under the same conditions, the secondary transmission
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between clusters can transmit the accident notification information to a vehicle cluster
farther away from the accident vehicle but closer to the RSU, which will significantly
reduce the transmission delay of the accident notification information.

6 Conclusion

In this paper, in the highway scenewith sparse vehicle nodes, RSU is deployed to improve
the transmission delay of accident notification information. A theoretical analysis model
is established by analyzing the relationship between the transmission delay of accident
notification information and the RSU deployment distance in the VANETs environment.
An inter-cluster transmission method is proposed to transmit the accident notification
information to the vehicle cluster in the same driving direction and closer to the RSUs
through the vehicle cluster in the opposite direction. Compared with the existing model
that assumes that two adjacent RSUs are not connected and the secondary inter-cluster
communication is not considered, the transmission delay of the accident notification
information of our proposed model can be reduced by 66% compared with the existing
model. In the future, we will implement the proposed model in the vehicular simulation
environment to verify the effectiveness of our model in VANETs.

Acknowledgements. Project supported by the China University Industry-University-Research
Collaborative Innovation Fund (Future Network Innovation Research and Application Project)
(No. 2021FNA04017).
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Abstract. In figures, the cybersecurity landscape is one of the most
across-the-border impactable trends in the last years, especially after
the begging of the COVID-19 pandemic. Therefore, by the end of Q4 of
2021, more than 281 million people have been victims of data breaches
and cyber-threads, costing more than $42.96 million per day. A possible
explanation is that most network operators do not provide any mecha-
nism that blocks path tracing. Almost anybody with above-average net-
work security knowledge can use public path tracing tools such as tracer-
oute, enabling malicious users and thread factors to craft sophisticated
cyber-attacks easily. Therefore, this paper proposes a cross-platform pri-
vacy overlay over the SOCKSv5 protocol. We evaluate the proposed solu-
tion in terms of latency, average throughput, and transfer rate.

Keywords: CSOCKS5 · Cloud network access patterns ·
Obfuscation · Privacy · Security

1 Introduction

Obfuscation of data in network transmissions represents a major research domain
since it covers a large span of techniques meant to make sensitive data harder to
detect. Due to internet censorship in some states, data-hiding techniques have
evolved, making them less susceptible to detection. However, it is a well-known
fact that there is a continuous innovation effort ongoing, both for censors and
privacy advocates. One important aspect of network obfuscation is the fact that
is a critical process that needs to be executed in time constraint fashion.

The information hiding domain has been researched since ancient times, and
various methods have been devised since then, like the invisible ink, or the encod-
ing of letters in music notes. More elaborate methods have been devised during
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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the two world wars, since the army research programs have come up with many
innovations, like code-words and microdots, which were microscopic texts hidden
in punctuation marks. In the digital era, the increasing interest in privacy has
led to a relatively large number of information-hiding methods targeting both
network transmission and files.

The purpose of the research in the domain of network access patterns obfus-
cation is to identify novel methods meant to bypass censorship and surveillance.
Since full online anonymity is not easily achievable and assumes a user must
change some habits, it is important to think about people who want to achieve
it. In many cases, it has been proven that they are individuals breaking laws, and
these facts have led to ethical debates regarding the types of concealed activi-
ties conducted using existing technologies. On the other hand, many oppressive
regimes have been exposed by whistle-blowers, which relied on traffic obfuscation
technology to deliver real information worldwide.

Another positive outlook of online privacy-enhancing technologies is given
by the fact that sensitive aspects of the personal life of a user can be concealed
from internet service providers. The most relevant example is the access to per-
sonal health-related data, which must not be necessarily secret, but shared only
between the involved parties.

It has been widely debated that internet censorship will be employed in vari-
ous countries in the foreseeable future. Researchers and industry experts should
continue working to craft a future in which privacy prevails against nationwide
censors, providing people with non-discriminatory access to information. One of
the purposes of network traffic obfuscation employment is to help circumvent
abusive surveillance and censorship. Sometimes, these techniques are used even
by Law Enforcement to perform sting operations without disclosing IP ranges
associated with the police, as mentioned in [2].

The biggest challenge that researchers face is the lack of an adversary model.
This fact hinders efforts to provide a reliable and resilient censorship bypass
system and prevents researchers from realizing if a new obfuscation method is
vulnerable in practice. Another research issue is the design of such systems since
tradeoffs among security, performance, and ease of use must be made.

To understand restrictions imposed by the censors, researchers should have
access to deep packet inspection systems employed in various countries, an
impossible fact. This drawback is a speed diminishing factor for research, but at
the same time, might be considered a source for various novel techniques, useful
for privacy enhancement.

Another approach to developing better obfuscation methods is to under-
stand what normal traffic means for a censor. To achieve this, scholars should
be allowed to analyze large amounts of traffic captured from retention systems,
but this would have an enormous impact on user data privacy.

However, a series of questions arise regarding user interaction with network
obfuscation tools. It is not yet clear how users are perceiving such tools from
the perspective of risks, ethics, and legal constraints. Moreover, it is not clear
how people will have access to this type of software. Since the regular users
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could be censors as well, it is not clear how much time would take to identify,
detect and defeat a new layer of obfuscation. Another open research problem is
providing users with means of plausible deniability, in case they must support
legal consequences in oppressing countries.

The rest of the paper is structured as follows. In the second Section, we
present a detailed state-of-the-art analysis, while in the third Section, we briefly
describe the SOCKSv5 protocol, on which our solution is based. Furthermore, in
forth Section we present our cross-platform obfuscation solution and in the fifth
Section we evaluate it. Finally, in the sixth Section, we conclude our research.

2 Related Work

To hide data in legitimate network transfers, researchers have analyzed various
techniques, targeting both the timing and storage of the protocols. Any shared
resource in a network can be eligible for designing a covert channel, meant to
evade deep packet inspection.

Covert channels are deaplly covered as a part of the discipline called steganog-
raphy, and in network environments, can be classified according to multiple cri-
teria, depending on the way, they transfer covert data, by their reliability, by
the network layer they occur or by their ability to generate additional traffic or
modify the existing one.

Timing channels are created by inducing specific events at a given time and
require both the receiver and the sender have internal reliable time sources. On
the other hand, a storage channel is created by modifying a shared resource,
directly or indirectly.

A covert timing channel involves the evaluation of specific events occurring in
various protocols [9] at a certain moment. They can be achieved by manipulating
the delivery times of various network layer messages, though not very reliable if
the delivery route changes dynamically (load balancing, dynamic routing proto-
cols), thus inducing unwanted noise.

In [2], the authors propose a novel real-time solution for hiding the cloud
network access patterns using a chatbot implemented on the SOCKS5 protocol.
An interesting use case of using chatbots in emergency situations is also presented
in [15].

A covert storage channel can be achieved by modifying the fields of various
protocols [10], in a manner that would not impact the transmitted data. Such
examples include tunnels, which are essentially a manner of encapsulating a
covert protocol in the payload data of other protocols, like HTTP or HTTPS.

Data hiding could occur in network communications starting at the network
layer in the TCP/IP stack, starting with the fundamental protocols in the IP
suite, including ICMP, TCP, UDP, and DNS.

ICMP (Internet Control Message Protocol) has been proposed as a good
candidate, and the most common software using this technique is called Loki [4].
This software can generate ICMP packets and control their payload (Fig. 1), to
encapsulate other protocols. However, this covert channel can be easily detected
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by employing DPI (deep packet inspection), by applying firewall rules, or by
employing an IDS (intrusion detection system). Also, a traffic analysis captured
on a larger period would yield a spike in the number of ICMP requests.

Fig. 1. ICMP packet structure.

DNS (domain name system) tunneling has been around for more than a
decade [8] and can be conducted by manipulating the name of the desired domain
in the payload of the request message (). This technique can be detected by DPI
systems [20], and the analysis of a capture file could provide valuable insight
because the domain names are encoded using the base32 scheme.

IP steganography [11,19] assumes the manipulation of the IP header, to
deliver data covertly. The eligible field proposed for this technique is called Flags
whitch is used to signal a value of zero or one at a certain offset, called DF (Do
not fragment). This method has a drawback since the sender and receiver must
know the size of the MTU (maximum transport unit) in advance.

The TCP/IPv4 protocol could be misused [1,3] to ensure a reliable covert
channel, by altering the padding bits (PAD), the urgent pointer, the reserved
bits, or even by using port numbers as an alphabet (Fig. 2).

Another approach in the field of network communication steganography is
the repurposing of existing layer four protocols. Therefore, many software imple-
mentations allow the cloaking of various protocols using HTTP, HTTPS, SSH,
FTP, RTP, RTCP, SIP, and UDP. HTTP and HTTPS can be easily manipu-
lated by the initiator by altering both headers and payloads. There are many
methods of manipulation, starting from low-noise techniques, like changing the
order of the headers to entirely modifying the request body or parameters. The
detection methods rely on statistical traffic attributes [14], since these protocols
are designed for great flexibility. SSH tunneling is aimed to provide two layers
of protection, by employing encryption and acting as a proxy, without revealing
the actual destination endpoints. Usually, SSH outbound connections are denied
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Fig. 2. TCP header structure.

due to these factors. The detection of suspicious traffic has been implemented
using GMM (Gaussian Mixture Model), which, under reasonable assumptions,
can be used to predict which application is being tunneled [7].

Another interesting approach ca be the usage of Peer-to-Peer tools like
TOR [6], I2P [21], FreeNet [5], and UPB developed overlays like: SPIDER [16],
HoneyComb [18] and AFT [17].

3 SOCKS v5 Protocol

SOCKSv5 protocol, defined in the RFC-1928 [13], relays on the compilation
and the linking of a client application to the appropriate encapsulation rou-
tines of the SOCKS library. Since the latest version of this protocol, both TCP
and UDP-based applications are supported. Also, this version provides strong
authentication methods and addressing schemes to include IPv6 address and the
domain name.

When a TCP-based client initiates a connection to a resource that is reach-
able only via a firewall, the application opens a TCP connection to the appropri-
ate port on the SOCKS server system. By default, the SOCKS service is acces-
sible on port 1080, as mentioned in [12]. If the connection request is successful,
the client starts a negotiation process for the authentication method which will
be further used, and then sends a relay request. After that, the SOCKS server
evaluates the request, and accept or deny the connection. When the TCP-based
client application connects to the SOCKS server, it sends a message which con-
tains the following parameters, as presented in [12]:

VER : 1 byte;
NMETHODS : 1 byte;
METHODS : 1 - 255 bytes.

The VER value is set with the X’05’ value to indicate the latest version of
the SOCKS protocol. The NMETHODS field specifies the number of identifiers
contained in the METHODS field.

The values defined, in the RFC file [12], for the METHOD field are:
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– X’00’ : NO AUTHENTICATION REQUIRED;
– X’01’ : GSSAPI;
– X’02’ : AUTHENTICATION SCHEME using username and password;
– X’03’ - X’7F’ : IANA ASSIGNED;
– X’80’ - X’FE’ : RESERVED FOR PRIVATE METHODS;
– X’FF’ : NO ACCEPTABLE METHODS.

The SOCKS server selects one of the given methods specified in the METH-
ODS field and then sends a method selection message, with the following scheme:

VER : 1 byte;
METHODS : 1 byte.

In the METHOD is X’FF’, it means that none of the methods selected by
the client are acceptable and therefore the client closes the TCP connection.
Once the method negotiation process has been completed, the client sends the
request details. If this phase, if the agreed method includes confidentiality and
integrity validation, these requests are performed using encapsulation-dependent
methods.

The request packet is formatted as follows:

VER : 1 byte;
CMD : 1 byte;
RSV : 1 byte;
ATYP : 1 byte;
DST.ADDR : variable;
DST.PORT : 2 bytes.

where:

– VER : Protocol version (X’05’);
– CMD : The selected command, which can be one of the following values:

• CONNECT : X’01’;
• BIND : X’02’;
• UDP ASSOCIATE : X’03’.

– RSV : Reserved field : X’00’;
– ATYP : Address type:

• IPv4 address : X’01’;
• Domain name address : X’03’;
• IPv6 address : X’04’.

– DST.ADDR : Destination IP address or domain name;
– DST.PORT : Destination port;

Moreover, the SOCKS server evaluates the request using the source and
destination addresses and answares with one or more messages. The message
transmitted by the server is formed as follows:



Cross-Platform Privacy Overlay Adapter Based on SOCKSv5 Protocol 155

VER : 1 byte;
REP : 1 byte;
RSV : 1 byte;
ATYP : 1 byte;
BND.ADDR : variable;
BND.PORT : 2 bytes.

where

– VER - Protocol version : X’05’;
– The reply field, which can be one of the following values:

• Success : X’00’;
• General SOCKS server failure : X’01’;
• Connection not permitted : X’02’;
• Network unreachable : X’03’;
• Host unreachable : X’04’;
• Connection refused : X’05’;
• TTL expired : X’06’;
• Command not supported : X’07’;
• Address not supported : X’08’;
• Unassigned value : X’09’ - X’FF’.

– RSV : Reserved field : X’00’;
– ATYP : Address type:

• IPv4 address : X’01’;
• Domain name : X’03’;
• IPv6 address : X’04’.

– BND.ADDR : Bound server address;
– BND.PORT : Bound server port.

If the negotiated method in the authentication process includes integrity
and confidentiality validations, the replies will use the encapsulation-dependent
methods.

In the address field (BND.ADDR, DST.ADDR), the ATYP value specifies
the type of address:

– X’01’ : an IPv4 address (32 bits);
– X’03’ : a fully-qualified domain name. The first byte contains the size of the

name, followed by the value itself;
– X’04’ : the address is an IP v6 address, with a length of 16 octets.

In reply to a CONNECT command sent by a client, the BND. The PORT
field contains the port number for the SOCKS server and the BND.ADDR field
contains its associated IP address. Usually, the BND.ADDR value is different
from the IP address used, by the client, to reach the server, since these servers
are often located in multiple places.
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4 Proposed Solution

Our implementation aims to provide easy integration with existing applications,
by combining a local SOCKS5 proxy with various legitimate protocols which
allow input manipulations. Such protocols are used mostly by text chat services.
These protocols will further carry data toward the final endpoint, mediated
by various service providers. The endpoint shall be able to listen to incoming
messages and decode them accordingly. After the endpoint decodes the requests,
it will perform connections in the name of the client and deliver the data through
the same protocols used by the request.

4.1 Use Case

We developed a SOCKSv5 proxy to route existing applications’ network requests
through a privacy overlay designed to hide network access patterns. To describe
the interactions between the actors and the system, we represented a part of the
functionality by including a use case diagram.

The use case starts when the actor opens the local privacy overlay application
as shown in Fig. 3. Firstly, he must choose from the user interface one of the
available IPv4 addresses, which will be used to listen for SOCKv5 requests.

Fig. 3. CPSOCKS use case diagram.

Next, the actor must choose the transport obfuscation protocols. This method
is not implemented yet, so the server simply acts like a regular SOCKSv5 proxy
server.
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After the bind address has been selected, the user can start the local
SOCKSv5 server, allowing proxy-aware applications to use it.

To make use of our software implementation, the actor must also configure
the desired applications with the address and port of the proxy server.

The last step is the verification process when the user can check the exit IP
address if the application allows it. This statement is specifically true when it
comes to web browsers since there are websites that allow the user to view his
IP address.

4.2 Software Architecture

In the current development iteration, we managed to implement and benchmark
a cross-platform SOCKS5 proxy server as shown in Fig. 4, which will be used
to capture application-generated data. Our proxy server uses a limited set of
SOCKS5 instructions. Currently, it supports only the TCP CONNECT method
and provides no authentication method.

Fig. 4. CPSOCKS software architecture.
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The language we chose for our implementation was Java, using the Java
Development Kit version 17, mainly due to its cross-platform nature. We decided
to use Java.NIO package to implement a scalable server, with a fixed number of
threads and non-blocking input/output operations.

The listening server is running in its own dedicated thread, accepting connec-
tions on a specific port, enqueuing the incoming data, and dequeuing outgoing
data using session-bound queues. The handshake manager runs in a separate
thread, polling session queues. If any data has been pushed by the server, it
employs a session-specific protocol handler to evaluate the requests and writes
back its resolution afterward.

To improve speed, we decided to use multiple TCP connect choreographers,
each one running in its own thread. When a connect request is dispatched, a
round-robin scheduling strategy is employed to equally distribute the connection
requests. The number of threads is variable, depending on the CPU cores count.

A TCP choreographer is responsible for the creation and management of
multiple connections. It also routes the data generated by the actual requests
and the listening server.

5 Use Case and Experimental Evaluation

Our software implementation has been load-tested by simulating a high number
of concurrent requests. Since a single instance of a bench-marking solution could
not provide a sufficient load to prove the performance of our implementation,
we decide to employ distributed testing (Fig. 5 Testing architecture).

Fig. 5. CPSOCKS testing architecture.

We identified multiple load-testing solutions, but we decided to use Apache
JMeter, mainly because it can orchestrate multiple bench-marking agents. How-
ever, the only downside this software implementation has is given by the fact
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that it supports only HTTP proxies. As a workaround, we decided to use a trans-
lation layer capable to convert HTTP proxy requests into SOCKS5 requests by
using Privoxy, a software tool allowing such operations.

The benchmark we conducted had the purpose to compare our software
implementation with OpenSSH, a multi-purpose application that can act as a
SOCKSv5 proxy server.

The testing scenario has yielded an overall lower performance, in terms of
latency, throughput, and transfer rate as shown in Fig. 6. This is happening
because we are handling data transfer with additional round trips from kernel
to user space. This design is acceptable because the data shall be further trans-
formed before delivery through alternative transport channels. Also, the proxy
will be accessed by a single user having a limited set of applications.

Fig. 6. CPSOCKS benchmark results.

6 Conclusions

Overlay networking, also known as software-defined networking, is a vastly-
employed network-enhancing technique used to define new protocols over exist-
ing ones. The main advantage of overlay networks is that they can be defined
using software, opening new opportunities in the field of security research and
advancements. The most valuable enhancements they can offer are customizable
encapsulations and routing protocols.

Our solution aims to provide a platform-independent method of integration
with software-defined networks by leveraging the existing SOCKS-5 protocol.
Even if the idea is not new, we needed a software solution that had no depen-
dencies on external libraries and a relatively small, maintainable, and easy-to-
understand code base.

The components created in this iteration are reusable and will be included
in future software releases. However, they will be subject to further enhance-
ments, mainly because now they are processing data at byte-level, rather than
block-level. To achieve that, the input and output queues shall be re-engineered
performance-wise.
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Even if the current performance is lower than we expected, we consider that
the proxy server is performing reasonably well for a single user which is not
using data-intensive applications. Even though our experimental results show
a reduction in performance, we still consider that our approach is an optimal
solution for real-time scenarios.
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Abstract. The fiber-optic hydrophone is an advanced detection method for mod-
ern naval anti-submarine warfare and underwater weapon testing, mainly used to
detect marine acoustic environments. The phase generated carrier (PGC) demod-
ulation technology is widely applied in interferometric fiber-optic hydrophones
because of its wide dynamic range, high sensitivity, and high phase measurement
accuracy. An ellipse fitting optimization method based on least squares is pro-
posed in this paper to solve the nonlinear error in the PGC demodulation process
to improve the system demodulation accuracy. The experimental results show that
compared with the previous demodulation, after using the least-squares ellipse
fitting optimization, the relative amplitude and harmonic suppression ratio of the
same frequency are greatly improved, and the demodulation accuracy is effectively
enhanced.

Keywords: Fiber-optic hydrophone · PGC demodulation · Nonlinear
optimization · Ellipse fitting

1 Introduction

The phase generated carrier (PGC) demodulation technology realizes the demodula-
tion due to the phase difference caused by changing two channels of optical signals.
The commonly used methods include differential cross multiplication (PGC-DCM) [1]
and arctangent (PGC-Arctan) algorithm. The method of arctangent algorithm is used
in our paper. The previous PGC-Arctan demodulation algorithm is still affected by the
modulation depth. When the modulation depth fluctuates, the demodulation result will
produce nonlinearity and cause severe harmonic distortion [2]. The traditional PGC-
Arctan algorithm also does not consider the accompanying amplitude modulation and
system noise caused by the internal modulation. Moreover, the two demodulated signals
contain non-orthogonal nonlinear errors. The graph that is drawn by the discrete points of
the two signal outputs changes from a circle to an ellipse. This paper proposes a nonlin-
ear optimization method of ellipse fitting based on least squares as a result. By means of
the nonlinear optimization algorithm of least squares, the corresponding ellipse param-
eters are fitted. Then the orthogonal data after nonlinear optimization is demodulated
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by the PGC-Arctan algorithm, which can figure out the problem of spurious amplitude
modulation. By comparing the direct way of demodulation and the least squares algo-
rithm, the effectiveness of the proposedmethod for nonlinear error correction in the PGC
demodulation process is verified.

2 Theory

This paper adopts the Mach-Zehnder interferometric fiber-optic hydrophone. There are
two PGCmodulation ways, including internal and external modulations. The light inten-
sity expression of the interference output signal channel obtained by internal modulation
is as follows:

S = (1 + m cosω0t)(A + B cos[C cosω0t + ϕ(t)]) (1)

where T and U are constants, which are directly proportional to the power of the light
source, Ccosω0t is a frequency-doubled carrier signal, and κ(t) is the phase changes
caused by the changes in external physical quantities [3]. The term (1 + mcosω0t)
is caused by the parasitic amplitude modulation, and m is the associated amplitude
modulation index. At this time, the outputs of the two filters are:

S1 = Tm

2
+ Um

2
[J0(C) − J2(C)] cos κ(t) − UGJ1(C) sin κ(t) (2)

S2 = Um

2
[J3(C) − J1(C)] sin κ(t) − UGJ2(C) sin κ(t) (3)

In Eqs. (2) and (3), Ji(C) is the Bessel’s functions of the i order. G is the amplitude
value. Then the output of the ratio of S1 to S2 is no longer linear, and the traditional
PGC-Arctan demodulation scheme is not applicable. Therefore, this paper proposes
an ellipse fitting algorithm based on least-squares to solve the problem of the nonlin-
ear error caused by associated amplitude modulation. On Account of the PGC-Arctan
demodulation method, two-way orthogonal signals is obtained by ellipse fitting and the
least-square nonlinear optimization on the two of low-pass filtered signals. The principle
block scheme of the algorithm is shown in Fig. 1.

Fig. 1. The PGC demodulation method proposed in this paper.

The following part is the specific implementation of the algorithm. The final general
expressions of the nonlinear error can be obtained by trigonometric transform on Eqs. (2)
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and (3), which are as follows:

Sx = h + t cos[κ(t)]

Sy = k + u cos[κ(t) − δ]
(4)

In Eq. (4), Sx and Sy are the two channels of observed signals, and the nonlinear
error in the equation is calibrated by an ellipse fitting algorithm to achieve the following
expression:

Sx = cos[κ(t)]

Sy = sin[κ(t)]
(5)

Equation (5) can be organized to:

(Sx − h)2

t2
+

(
Sy − k

)2

u2
− 2 cos δ(Sx − h)

(
Sy − k

)
/

tu = sin2 δ (6)

The known standard ellipse equation is shown below:

x2 + Uxy + Cy2 + Dx + Ey + F = 0 (7)

The parameters h, k, t, u, and δ can be obtained by comparing Eq. (6) and Eq. (7), as
shown in Eq. (8):

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h = (2CD − UE)
/(

U 2 − 4C
)

k = (2E − UD)
/(

U 2 − 4C
)

t =
[(

h2 + k2C + hkU − F
)/(

1 − U 2
/
4C

)]2

u =
(
t2

/
C

) 1
2

δ = cos−1
[
−U

/
2
√
C

]

(8)

The parameters that the ellipse fitting calibration algorithm needs to calculate are
the ellipse parameters U, C, D, E, and F [4]. This paper obtains the dataM = {Sx; Sy}n
throughmeasurement. Then n groups of ellipse equations can be obtained by substituting
them into Eq. (7), and the ellipse parameters U, C, D, E, and F can be obtained by using
the least-squares method to optimize these n groups of equations. The residual can be
acquired by substituting the data points {Sx; Sy} into the ellipse equation, which is as
follows:

S2xi + USxiSyi + CS2yi + DSxi + ESyi + F = ri (9)

Using the nonlinear optimization principle of the method of least-squares, the
residual sum of the squares is calculated as:

P =
n∑

i=1

r2i (10)
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To obtain the ellipse parameters that are infinitely close to the observed values, the
minimum value of Eq. (10) is taken. Thus, the following equation should be satisfied:

∂P

∂ui

∣∣∣∣

5

i=1
= 0, ui = U ,C,D,E,F (11)

Equation (11) is expanded to:

⎡

⎢⎢⎢
⎢⎢
⎣

U
C
D
E
F

⎤

⎥⎥⎥
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⎦

=

⎡

⎢⎢⎢
⎢⎢⎢⎢⎢
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⎢⎢
⎣
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Sx2i Iy

2
i
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The ellipse parametersU,C,D, E, and F, obtained from Eq. (12), are substituted into
Eq. (8) to calculate the parameters h, k, t, u, and δ. Then, by replacing the parameters
h, k, t, u, and δ into Eq. (4), the interference signal after calibration can be achieved as
shown in Eq. (13):

⎧
⎪⎨

⎪⎩

S
′
x = (Sx − h)

/
t = cos[κ(t)]

S
′
y =

[(
Sy − k

)/
u − cos κ(t) cos δ

]

sin δ
= sin[κ(t)]

(13)

where the data points {S’x; I’y} are the two calibrated orthogonal interference signals.

3 Simulation

In order to analyze and verify the proposed method, relevant numerical simulations are
carried out.

3.1 Simulation and Discussion of Associated Amplitude Modulation Index M

In this paper, the associated amplitude modulation index m is simulated from 0 to 0.3
by stepping of 0.05. Then, the output data before and after ellipse fitting are compared
to determine whether the ellipse fitting algorithm on account of the least-squares can
calibrate the nonlinear error caused by the associated amplitude modulation, and its
optimization effect is verified. Figure 2 shows the variation results of the relative ampli-
tude difference RAE, the harmonic suppression ratio HSR and the phase noise with the
associated amplitude modulation index m.
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Fig. 2. Influence of the associated amplitude modulation index m on demodulation: (a) variation
curve of RAE with m, (b) variation curve of HSR with m, and (c) variation curve of phase noise
with m.

As shown in Fig. 2, with the increase in the parasitic amplitude modulation index,
the RAE and HSR of the proposed method are basically stable at 0.03% and −87 dB,
respectively, which meets the requirements of the index. However, the performance of
the PGC-Arctan demodulation deteriorates sharply with the increase in the associated
amplitude modulation, and the HSR even drops by 30 dB, so the demodulation function
cannot be realized. In Fig. 2(c), with the increase in the parasitic amplitude modulation
index m, the phase noises of the two algorithms have a slight change, both of which are
less than 3× 10−8 rad/Hz@1 kHz. However, the phase noise of the method in this paper
is always higher than the PGC-Arctan demodulation, indicating that with the increase in
the associated amplitude modulation index, the proposed method will increase the noise
of some frequency points in the range of 1 kHz. However, this defect is negligible due
to its relatively small value.

3.2 Simulation and Discussion of Two-Channel Signal Carrier Amplitude Ratio
Gp/Hp

In this paper, the two-channel signal carrier amplitude ratio Gp/Hp is simulated from 1
to 10 by stepping of 1, and the output data before and after ellipse fitting are compared
to determine whether the ellipse fitting algorithm on account of the least-squares can
calibrate the nonlinear error caused by the amplitude deviation degree of the two-channel
carriers, and its optimization effect is verified. Figure 3 shows the variation results of
RAE, HSR, and phase noise with the carrier amplitude ratio Gp/Hp of the two signals.

In Fig. 3(a) and (b), with the increase in the amplitude ratio of the two signals, the
RAE of the proposed technique is basically stable at 0.001%, and the HSR is stable at
−87 dB, which fully meets the index requirements. However, the performance of PGC-
Arctan demodulation deteriorates with the increase in the amplitude ratio of the two
signals, and the demodulation function cannot be realized. As can be seen in Fig. 3(c),
with the increase in the amplitude ratio of the two signals, the phase noise of the method
in this paper is basically unchanged and less than 3 × 10–8 rad/Hz@1 kHz. However,
the phase noise of the PGC-Arctan demodulation has always been growing with the
maximum value exceeding 1.8 × 10–8 rad/Hz@1 kHz, indicating that with the increase
in the amplitude ratio of the two signals, the method in this paper can effectively reduce
the phase noise power and realize the optimization of nonlinear data.
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Fig. 3. Influence of two-channel signal carrier amplitude ratio Gp/Hp. On demodulation: (a)
variation curve of RAE with Gp/Hp, (b) variation curve of HSR with Gp/Hp, and (c) variation
curve of phase noise with Gp/Hp.

3.3 Simulation and Discussion of the Phase Difference K Between the Local
Carrier and the Phase Carrier

In this paper, the phase shiftK of the local carrier and the phase carrier is simulated from
0 toπ /4 by stepping ofπ /32. The output data before and after ellipse fitting are compared
to determine whether the ellipse fitting algorithm on account of the least-squares can
calibrate the nonlinear error caused by the conversion of phase between the local carrier
and the phase carrier, and its optimization effect is verified. Figure 4 shows the variation
results of RAE, HSR, and phase noise with the phase shift K between the local carrier
and the phase carrier.

Fig. 4. Influence of the phase shift K between the local carrier and the phase carrier on demod-
ulation: (a) variation curve of RAE with K, (b) variation curve of HSR with K, and (c) variation
curve of phase noise with K.

It can be seen from Figs. 4(a) and (b) that with the increase in the conversion of
phase between the local carrier and the phase carrier, the RAE of the proposed method is
basically stable at 0.001%, and the total harmonic distortion is stable at −87 dB, which
fully meets the requirements of the index. However, the performance of PGC-Arctan
demodulation deteriorates sharply with the increase in the phase shift between the local
carrier and the phase carrier, and the RAE exceeds 0.2%. Hence, the demodulation
function cannot be realized. As can be seen from Fig. 4(c), with the increase of the
phase shift between the local carrier and the phase carrier, the phase noise of both
demodulations has some deterioration. When the phase shift is less than 5/32π, the
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phase noise of both methods is very small. When the phase shift is less than 5/32π,
the proposed method in this paper is clearly better than the PGC-Arctan demodulation,
which proves that the proposed approach can effectively suppress the phase noise.

4 Conclusions

Aiming at the fluctuation of modulation depth in PGC demodulation and the associated
amplitude modulation caused by internal modulation, this paper proposed an ellipse
fitting method based on the least-squares and the traditional PGC-Arctan demodula-
tion method to optimize the nonlinear error. Besides, three groups of data simulations
compared the proposed method with the PGC-Arctan demodulation method. The con-
clusions are: (1) With the increase in the associated amplitude modulation index, the
method in this paper performs well in various indicators. It can effectively solve the
problem of the nonlinear error caused by the associated amplitude modulation. (2) With
the increase in the amplitude ratio of the two signals, the method in this paper can effec-
tively reduce the phase noise power and realize the optimization for the nonlinear data.
(3) Considering that the signal in the actual environment of the military field usually
contains ocean and polarization noises, the proposed method can eliminate the influence
caused by noises. (4) When the relevant parameters fluctuate, the presented method can
correctly calibrate the relevant parameters with relatively good stability and effectively
reduce the amplitude distortion.

In summary, the method proposed in this paper can effectively calibrate the non-
orthogonal data and realize the nonlinear optimization, which helps to improve the PGC
demodulation performance of the fiber-optic hydrophones.

References

1. Han, C., Cao, J., Liu, X.: Research on the frequency characteristic of LPF in fiber-optic
hydrophone system with PGC demodulation. Appl. Sci. Technol. 35(5), 23–27 (2018)

2. Zhang, A., Wang, K., He, B.: Research on PGC demodulation algorithm of interference fiber
sensor. Electro-Optic Tech. Appl. 28(6), 49–53 (2013)

3. Cai, H., Ye, Q., Wang, Z.: Progress in research of distributed fiber acoustic sensing techniques.
J. Appl. Sci. 36(1), 41–58 (2018)

4. Shi, Q.: The stability and consistency analysis of optical seismometer system using phase
generated carrier in field application. In: The International Society for Optical Engineering,
pp. 75081M–75081M-9. Proceedings of SPIE, Shanghai (2009)



MixKd: Mix Data Augmentation Guided
Knowledge Distillation for Plant Leaf

Disease Recognition

Haotian Zhang1,2,3 and Meili Wang1,2,3(B)

1 College of Information Engineering, Northwest A&F University,
Yangling 712100, China

wml@nwsuaf.edu.cn
2 Key Laboratory of Agricultural Internet of Things, Ministry of Agriculture,

Yangling 712100, China
3 Shaanxi Key Laboratory of Agricultural Information Perception and Intelligent

Service, Yangling 712100, China

Abstract. Achieving fast and accurate recognition of plant leaf dis-
eases in natural environments is crucial for plants’ growth and agricul-
tural development. The deep learning technique has been broadly used in
recent years in the area of plant leaf disease classification. However, exist-
ing networks with large number of parameters are not easily deployed to
farms with limited end devices and cannot be effectively utilised in natu-
ral agricultural environments. This paper proposes a data augmentation-
based knowledge distillation framework for plant leaf disease recognition.
We improve the traditional knowledge distillation method based on a sin-
gle image by using mixed images generated from data augmentation and
label annotation, significantly enhancing the recognition accuracy of the
model. We have experimented on the PlantDoc dataset. The experimen-
tal results demonstrate that our approach improves recognition accu-
racy by up to 3.06% compared to the traditional knowledge distillation
method and up to 7.23% compared to the baseline model. This study
shows that the method provides a viable resolution for the diagnosis of
plant foliar diseases in realistic scenarios.

Keywords: Smart agriculture · Deep learning · Disease recognition ·
Data augmentation · Knowledge distillation

1 Introduction

Due to environmental and bacterial factors, various diseases can appear on plant
leaves, which can seriously impede plant growth [1], hinder plant industry devel-
opment and ultimately lead to economic losses [2]. There are many different types
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of plant pests and diseases. The traditional way of relying on agroforestry experts
to observe and identify plant pests and diseases is slow, subjective and not eas-
ily accessible. It cannot accurately and quickly identify pest, disease species or
give specific countermeasures [3]. Accurate and effective identification of plant
damage and delivery of targeted countermeasures has always been a pressing
requirement in agroforestry, and the design of lightweight plant disease recogni-
tion models is of paramount importance. The emergence of knowledge distillation
algorithms provides a new way of approaching this problem. The plant leaf, as a
high-incidence area of pests and diseases, has become one of the critical resources
for plant pest and disease identification because of its easy-to-obtain images.

To solve the problem of automatic recognition of plant pests and disease
species, researchers have tried to use traditional machine vision and deep learn-
ing techniques to identify plant pests and disease species. Traditional machine
vision-based plant pest recognition methods extract shallow features such as
colour, shape and texture and then train support vector machines and BP neu-
ral networks to achieve pest and disease recognition [4,5]. However, due to factors
such as unstable environment and plant leaf pest and disease area features, tra-
ditional machine vision-based plant pest and disease recognition methods are
not very satisfactory in practical applications. As a result, smart sensors and
deep learning technologies have been widely used in recent years in modern agri-
culture [6,7], generally through convolutional neural networks, to extract deep
features of plant leaves for pest and disease identification. Compared to tra-
ditional machine vision methods, deep learning-based plant pest identification
methods are more robust to environmental changes and have higher recognition
accuracy. At the same time, constructing plant leaf pest and disease datasets is
very difficult [8], as there are very few cases of pest and disease on large areas of
modern farms, so data augmentation is an essential tool to enrich the dataset.
This has been a great inspiration of our work.

Based on these investigations, this paper proposes a data augmentin guided
knowledge distillation framework for plant leaf disease identification. Our
method is a two-step process: firstly, we use a hybrid data enhancement method
to generate new data from a mixture of two images and image labels. Second, we
use the hybrid image labels combined with a knowledge distillation method to
minimise the predictions of the teacher model and student models’ predictions.
We tested our approach on the PalntDoc test set. The process achieved better
recognition results of plant leaf pests and diseases than the baseline model.

In summary, our contribution to this paper is threefold.

– As far as we know, We are the first to integrate data augmentation and
knowledge distillation in the field of plant leaf pest and disease recognition.

– We have improved the traditional knowledge distillation method to fit the
hybrid images after data augmentation.

– Compared to the benchmark model, our approach achieves a 7.23% improve-
ment in classification accuracy on the PlantDoc dataset.
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2 Relate Work

2.1 Data Augmentation

Data directly determines the upper limit of model learning. The more significant
and higher the data quality, the better the model’s generalisation capability.
Data augmentation methods consist of two main categories, offline augmentation
and online augmentation. Offline augmentation is the most performed of all
conversions, essentially augmenting the size of the dataset, and it is more suitable
for smaller datasets. The most common methods are cropping, flipping, rotating,
scaling, shifting, Gaussian noise and colour dithering. Online augmentation is the
augmentation of small batches of data (mini-batch) when feeding the data into
a deep learning model. It is more suitable for large data sets and is discussed
here. In contrast to offline enhancement methods, These approaches generate a
new figure by mixing multiple images and generating the corresponding labels.
DeVries et al. [9] cutted out random regions of the sample and filled them with
0 pixel data so that the classification result remains unchanged; Yun et al. [10]
cut out some regions, but instead of filling them with 0 pixels, they randomly
filled them with pixel values from the rest of the data in the dataset. As a result,
the recongnition results were proportionally distributed. Zhang et al. [11] mixed
two random samples, and the labels were also proportionally mixed. These give
us great insight.

2.2 Knowledge Distillation

The emergence of knowledge distillation has opened up new ideas for deploying
high-quality models on limited storage space as a typical type of model compres-
sion and acceleration, effectively extracting knowledge from large teacher models
and imparting it to smaller student models. The concept of knowledge distilla-
tion was first introduced by Hinton et al. [12], where a more extensive network
of teachers was used to instruct a smaller network of students. Knowledge trans-
fer was done through the teacher’s soft labels, and the concept of distillation
temperature was introduced to smooth out the soft brands. Park et al. [13] pro-
posed structural relationships for transferring outputs during distillation, rather
than individual outputs perse, and suggested losses based on distance direction
and angular direction. Yuan et al. [14] revealed the relationship between knowl-
edge distillation and label smoothing regularization, and proposed a teacherless
knowledge distillation model.

3 Method

In today’s smart agricultural production, the size of hardware storage for smart
devices is always a significant limiting factor, so designing lightweight models is
crucial. Knowledge distillation offers a new solution to this problem. In the fol-
lowing paper, we will first provide some of the representations used in this paper.



172 H. Zhang and M. Wang

We then briefly describe Mixup, a data augmentation method based on hybrid
techniques, and traditional knowledge distillation methods. Next, we present our
proposed MixKd approach in detail. The experimental framework is shown in
Fig. 1.

Fig. 1. The framework of our approach

Notations
We use the below notation in this paper. The original training data set
{(Ii, yi) | i ∈ [0, 1, ..., N − 1]} , where Ii ∈ R3×W×H and yirefers to the input
image and the label individually. Given a data pair ((Ia, ya) , (Ib, yb)) and hyper-
parameter α,The hybrid-based approach first draws a random value ϕ from a
beta distribution Beta (α, α). Then they produce a new image Ĩ and two label
weights ρa and ρb according to ϕ. Here, ρa and ρb correspond to the label ya
and yb respective.

Mixup
Blend the images and use a linear combination to combine the labels with the
expression

Ĩ = ϕ × Ia + (1 − ϕ) × Ib (1)

ρa = ϕ, ρb = 1 − ϕ (2)

The main difference between this method and traditional data enhancement
methods is how the images are blended. Mixup is a linear combination of images
that can effectively improve the robustness of the neural network.

Knowledge Distillation
Knowledge distillation is a concept of dark knowledge extraction that can
be understood in terms of migration learning and model compression. The
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focus is on proposing soft targets to complement hard targets. Soft targets are
derived from the larger model’s predicted output, and hard targets are labels
for image categories. Soft targets contain more information about the relation-
ships between different classes, while hard targets contain very little information,
which is a one-hot form of labelling.

Loss function is expressed as

L = aL(soft) + (1 − a)L(hard) (3)

where soft loss refers to the loss obtained from the student model’s softmax
output and the teacher model’s softmax output, and hard loss refers to the loss
obtained from the softmax output of the student model and the original labels.

MixKd for Plant Disease Recognition
One of the major limitations in the accuracy of plant leaf pest recognition is the
lack of large and high-quality datasets for such tasks. Data augmentation based
on blending techniques have become an essential step toward solving this prob-
lem. The method proposed in this paper combines data augmentation techniques
with knowledge distillation for the first time. We first blend the two images and
obtain the weights of the two original images as a percentage of the blended
image and then use the weights to complete the knowledge distillation among
the original and blended images. In the context of the following, we will describe
our method in further detail from the perspective of soft loss.

L(soft) = ρa × L(soft)
a + ρb × L

(soft)
b (4)

As shown in Eq. 2, Where ρa, ρb are the weights of the two images as a
percentage of the mixed image. L(soft) refers to the output of the softmax of
the blended pictures in the student model and the output of the softmax of the
single picture in the teacher model for the loss.

4 Experiment

4.1 Datasets

The PlantDoc dataset [15] is a dataset for the recognition of plant leaf diseases.
The dataset has 2,598 images of 13 plant species and up to 17 disease categories,
with 80% of the dataset devoted to training and the remaining 20% to testing.
The lack of non-laboratory datasets of sufficient size remains the main challenge
in implementing vision-based plant disease recognition.

4.2 Experiment Setup

Backbone Networks and Baselines. In order to compare our method exten-
sively with other methods, we used three network backbones as baselines in the
performance comparison. In here, where not stated, we refers to the baseline as
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a pre-trained neural network model on the Imagenet dataset. The network con-
structs used include Resnet-18, 34, 50. Here we adapted their implementations
in the TorchVision package for our experiments.

Data Augmentation and Knowledge Distillation Methods. We com-
pared our approach to traditional knowledge distillation methods and one data
enhancement method, namely Kd and Mixup. As previous work has not formally
reported results for low-resolution fine-grained classification datasets, we imple-
mented these results based on published code and experimented with them on
the PlantDoc dataset.

Implementation Details. All deep learning models used in this study
were implemented in the Pytorch deep learning framework. The experiments
were performed on an 18.04.6-Ubuntu server using an Intel Xeon Platinum
8160T@2.1GHz. An NVIDIA RTX A5000 GPU accelerated it with 24GB of
RAM.

The configuration parameters are listed in Table 1.

Table 1. Hardware and software environment.

Configuration item Value

CPU Inter Xeon Plantinum 8160T @2.1 GHz
GPU NVIDIA RTX A5000 24 G
Memory 128 G
Operating system Ubuntu 18.04.6 LTS (64-bit)
Deep learning framework Pytorch

Training Details. In our experiments, we choose SGD as our optimizer to
perform gradient descent on the model parameters, our initial learning rate is
set to 0.01, and we train a total of 200 rounds, and the learning rate decreases
by a factor of 10 every 80 rounds.

4.3 Experimental Results on PlantDoc Dataset

In this section, we show the results of our framework compares with the other
approach. We compared MixKd with other knowledge distillation methods and
data enhancement methods. We provided our proposed method’s best. Com-
parison with data augmentation and knowledge distillation We show the results
of the performance comparison in Table 2. Table 2 show the best accuracy and
improvement over the baseline for each method. First, we are able to observe
that our presented approach, MixKd, performs consistently outperforming its
counterpart on the PlantDoc dataset. We could further find that the existing
approach has limited improvement on the Resnet-34. We can further find that
the improvement of the existing methods to Resnet-34 is limited. This may be
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mainly due to the fact that recognition by features extracted from the Resnet-34
network is insensitive to data augmentation as well as knowledge distillation. In
addition, the efficacy of these approaches is more dependent on the depth of the
network. As an example, Kd has achieved remarkable results on the PlantDoc
dataset using just the Resnet-18 and Resnet-50 networks. while using Resnet-34,
Kd even experienced performance degradation compared to Mixup. In contrast,
MixKd significantly improved the baseline regardless of network depth.

We chose Resnet-101 as our teacher network. The results show that the
recognition accuracy of baseline-MixKd outcompeted all other methods. Using
resent18 as our baseline model, our method outperformed the baseline-Mixup
method by 2.82% and the baseline-Kd method by 2.31%. Using resent34 as our
baseline model, our approach outperformed baseline-Mixup method by 3.26%
and baseline-Kd method by 3.32%. Using resent50 as the baseline model, our
method outperformed the baseline-Mixup method by 4.18% and the baseline-
Kd method by 3.85%. Our presented method achieve the highest recognition
accuracy of the four methods being compared and works best in the Resnet-50
model.

Table 2. Result on plantDoc dataset

Method Resnet-18 Resnet-34 Resnet-50

baseline 65.25% 67.79% 70.76%
baseline+Mixup 68.22%(+2.97) 69.17%(+1.38) 72.88%(+2.12)
baseline+Kd 68.73%(+3.48) 69.11%(+1.32) 73.21%(+2.45)
baseline+MixKd 71.04%(+5.79) 72.43%(+4.64) 77.06%(+6.3)

We also analyzed the accuracy of MixKd for each disease category, and the
comparison showed that the classification accuracy was higher for leaves with
prominent disease spots, such as rusted leaves. The classification accuracy was
low for leaves without prominent disease spots and with leaf shape changes.
For example, mosaic virus. This situation may occur because the neural net-
work focuses on extracting leaf surface features while ignoring leaf shape when
extracting features, which can also be shown in our visualization results.

4.4 Visualization Comparison

We generated a partial picture attention mechanism map using the last layer
of the Resnet-50 model, showing the results that were correctly predicted by
MixKd but incorrectly classified by Kd. Some background patterns distract Kd’s
attention, which may lead to incorrect predictions. Compared with traditional
knowledge extraction methods, our proposed method can better focus on the
diseases on the leaves, which is why we can obtain higher recognition accuracy
(Fig. 2).
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Fig. 2. Visualization results of plantDoc testset

5 Conclusion

This paper presents a MixKd model for plant leaf pest identification, consisting of
data augmentation and knowledge refinement. We use a teacher-student param-
eter to implement the distillation sub-network. In the experiments, the teacher
model uses the Resnet-101 model, while the student model uses the Resnet-50,
Resnet-34 and Resnet-18 models. The proposed methodology improves recogni-
tion accuracy compared to traditional knowledge extraction methods. We evalu-
ated the model on the PlantDoc dataset and the experimental outcomes demon-
strate the validity of our approach.
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Abstract. Defect detection has a wide range of applications in industry, and
previous work has tended to be supervised learning, which typically requires a
large number of samples. In this paper, we propose an unsupervised learning
method that learns knowledge about normal images by distilling knowledge from
a pre-trained expert network on ImageNet to a learner network of the same size.
For a given input image, we use the differences in the features of the different
layers of the expert network and learner network to detect and localize defects.
We show that using comprehensive knowledge makes the differences between the
two networks more apparent and that combining the differences in multi-level
features can make the networks more generalizable. It’s worth noting that we
don’t need to split the picture into patches to train, and we don’t need to design the
learner network additionally. Our general framework is relatively simple, yet has
a good detection effect. We provide very competitive results on the MVTecAD
dataset and DAGM dataset.

Keywords: Defect detection · Unsupervised learning · Knowledge distillation ·
Multi-level fusion

1 Introduction

During the manufacturing process of industrial products, various unavoidable defects
may appear in the products, such as spots, scratches, cracks, etc. Previous defect detection
methods use a supervised learning approach, which requires expensive annotation costs
and a low probability of defect occurrence, which can lead to a serious imbalance in the
ratio of normal to defective images in the dataset. In recent years, unsupervised defect
detection methods have become increasingly popular in industry [1, 2].

Usually, in unsupervised defect detection, the defect detection problem is treated as
an anomaly detection problem. During training, only normal samples (samples without
defects) are used, with the aim that the network learns only the features of normal
samples. In the testing phase, when the input samples contain defects, the network will
output resultswith significant differences from the normal samples, and the identification
of abnormal samples (defective samples) can be achieved by detecting the differences
from the normal samples. Attention was also directed to the localization of anomaly
detection, expecting pixel-level localization of defective regions in the image, which is
a challenging task, but it has extraordinary significance for practical applications.
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Much of the existing work is mainly embodied in generative models, such as autoen-
coders (AE) [3–6] and generative adversarial networks (GAN) [7–10]. However, due to
the powerful generalization ability of the deep autoencoder, even anomalous samples
containing defects can be well reconstructed, which defeats the original purpose. The lit-
erature [6] mentions that the GAN-based approach has the following two shortcomings:
non-reproducibility of the results [11, 12] and data hungriness. Recent studies [13–15]
have shown that these methods do not extract the semantic features well.

Using pre-trained networks can greatly increase the training speed of the model and
effectively improve the accuracy of the model [16, 17]. Salehi et al. [18] proposedMKD,
they extract knowledge from multiple layers of the pre-trained source network, which
can better exploit the knowledge of the source network and expand the discrepancy
compared to using only the last layer of information. The loss function is the similarity
of the multi-layer feature maps of the source and cloner networks, using a weighted
sum of MSE and cosine similarity. Moreover, the localization uses a gradient-based
interpretable method, where they consider the anomalous region to be the region that
makes the sudden and large change in the value of this loss, find the back-propagation
gradient of the loss, and use the gradient to find the region that causes the anomaly that
increases its value. We found that this method is not effective in detecting tiny defects
as well as defects in texture-based products.

Fig. 1. Visualized results of our method on MVTecAD dataset and DAGM dataset.

To be able to better detect small defects as well as defects in textured products, we
offer an alternative strategy. First, we follow the framework of knowledge distillation,
distilling knowledge from one network to another. Our expert network is a pre-trained
VGG16 network model [19] on the ImageNet dataset [20], and the learner network is
the same size as the expert network, but the learner network is not pre-trained. In the
training phase, the normal images without any defects are sent to the expert network and
the learner network respectively, and the learner network will acquire different semantic
information at multiple levels in the expert network, and it should not be neglected
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that the learner network only learns the manifold of normal data sufficiently. When an
image with defects is input, the learner network and the expert network will diverge, and
the greater the difference between the features of the defective and normal images, the
greater their divergence will be, and the two networks will show different divergences at
different layers. We only use MSE Loss to distill knowledge during the training period.
In the testing phase, we use cosine similarity to obtain anomaly maps between the two
networks at different levels. The value of each pixel on the anomaly maps represents
the degree to which the expert network diverges from the learner network, and the
more pronounced this divergence is, the more likely it is that a defect exists. By fusing
multiple levels of anomalymaps, we can have excellent detection and localization effects
on different types of defects (see Fig. 1). Compared with MKD [18], our method can
effectively detect and locate different types of defects, especially in textured products,
and has a significant improvement in the accuracy of detection. In addition to using
the MVTecAD dataset, we also tested our experimental results on the DAGM dataset
containing various types of texture patterns, and the data showed that our method can
have excellent results in detecting defects in texture-based products.

2 Related Work

2.1 Image Reconstruction

A typical reconstruction-based approach uses an autoencoder to compress the input
image. During training, the model only reconstructs the normal samples for learning,
and the defective regions cannot be reconstructed well, and the presence of defects is
determinedbasedon the reconstruction error between the input data and the reconstructed
data. Bergmann et al. [3] introduced structural similarity SSIM to a general autoencoder,
integrating luminance, contrast and structural information to compensate for the visual
inconsistency caused by reconstruction errors using the Euclidean distance metric alone.
Some other methods [7–9, 21] use Generative Adversarial Network to constrain the data
distribution.

Some approaches use self-supervised learning to force the model to learn semantic
features of the image itself from restricted information. Golan et al. [22] subjected the
normal samples tomultiple geometric transformations. Similarly, Fei et al. [14] proposed
that ARNet adds an attribute erasure module to the autoencoder framework to erase the
color information and perform geometric transformations. Puzzle-AE [6] introduces
another common self-supervised learning task, puzzle decryption. RIAD [23] based on
image restoration for anomaly detection.

2.2 Feature Modeling

Yi et al. [24] improved on SVDD [25] andDeep SVDD [26] by dividing the whole image
into several patches. Shi et al. [27] develop an effective feature reconstructionmechanism
for anomaly detection. Cohen et al. [28] combined the idea of KNN and extraction of
multilevel features to achieve good results in pixel-level localization. Wang et al. [29]
achieved superior results in localization accuracy by extracting features from the ResNet
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intermediate layer and using a step-by-step phase multiplication method. CAVGA [30]
makes clever use of the attentionmechanismand expects themodel to focus on the normal
regions of the image. Bergmann et al. [15] first applied the knowledge distillationmethod
to anomaly detection, since the training is based on patches, the training cost is too high
and heavily depends on the size of patches.

Test 
Image

Anomaly 
score map Ground Truth

Expert Network

Learner Network

Conv-layer
Conv-layer
pool-layer
pool-layer

merge

Fig. 2. Overview of our framework. During the training phase, the learner network learns the
manifold of the normal data from the expert network. During the testing phase, detect and locate
defects by fusing anomaly maps from multiple layers of both networks.

3 Method

This section describes in detail our proposedmethod for defect detection.Given a training
dataset Dtrain = {I1, I2, . . . , In} without any defective images, we will use a pre-trained
expert network E to distill knowledge to the learner network L, that detects defects in the
test set,Dtest . Once L learns the manifold of the normal data, it can assign a score to each
pixel indicating how much it deviates from the training data manifold. Therefore, it has
to try to learn the complete knowledge of E. The previous work related to knowledge
distillation simply taught the final output information. The knowledge of the middle
layer of the expert network is sometimes even better than the knowledge of the last layer
[31]. For this, we encourage L to learn multi-level of knowledge, which will enable it
to fully learn the normal data in the manifold. As we all know, in deep neural networks,
different levels of features represent different meanings. For example, the output of the
first convolutional layer is just some very simple line information, followed by possibly
some shape-related information. The deeper the hierarchy goes, the easier it is to get
some semantically relevant information.

Figure 2 illustrates our proposed framework.
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3.1 Knowledge Distillation

In this section, we focus on how L learns the manifold of the normal data from E.
The network we use is VGG16, and the features extracted by the VGG network

have demonstrated superior performance in many application directions in the field of
computer vision. We call the layer where knowledge needs to be distilled the reserve
layer, and define the i-th reserve layer as Ri. The features output by E at the reserve layer
are called aRiE ∈ R

w×h×d , where w, h, and d denote the width, height and channel number

of the feature, the features output by L at the reserve layer are called aRiL ∈ R
w×h×d , we

define the distillation loss li of the i-th layer as

li = 1

w × h
(aRiE − aRiL )

2
. (1)

In order to distill multiple levels of knowledge, then the total distillation loss can be
defined as

l =
∑NR

i=1
λi(

1

w × h
(aRiE − aRiL )

2
), (2)

where NR represents the number of reserve layers, and λi indicates the impact of the
i-th feature scale on anomaly detection. We set all the weights by default to λ1 = λ2 =
. . . = λNR = 1

To prevent some undesirable effects and additional interference factors caused by
inconsistent network structures, such as inconsistent network structures leading to some
differences in the output of the middle layer itself, etc. The structure of L we use is
identical to that of E, the only difference being that E is pre-trained, whereas L is not.
During training, we input only normal image samples and no abnormal image samples
containing defects, and we keep the parameters of E unchanged while updating only the
parameters of L.

The framework used for the training process is shown in Fig. 3.

3.2 Anomaly Detection

To detect possible defects contained in the images and where they are located, we feed
each image into both E and L. For a normal image input without defects, the two have
almost the same viewof the normal image becauseL iswell equippedwith the knowledge
about the normal image instilled by E. Therefore the features output by the two networks
are almost identical. But for an image that contains defects, since E is pre-trained on
ImageNet, and L only learns the knowledge about normal images taught by E. So the
features output by the two networks for the defective image may not be consistent, and
the inconsistent area is the area where the defect is located. Based on this feature, we
can discern whether an image is a defective image or not, and to find the location where
the defect is located.

In convolutional neural networks, local features extracted by convolutional layers
are combined by subsequent convolutional layers to formmore complex features. In this
learning process, a hierarchy of features emerges, where lower-level convolutional layers
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Fig. 3. The process of knowledge distillation. Knowledge from the middle and last layers of the
expert network is distilled into the learner network. This knowledge is about the manifold of the
normal data.

may learn lower-level features (edges, corners, etc.), while higher-level convolutional
layers may learn more advanced features (dog heads, bird tails, etc.). The output of
different layers of a convolutional neural network corresponds to different levels of
features, and the different levels of features also represent different meanings. Intuition
tells us that when an image with defects is input to the network, the features aRL output
by each level of L will differ to a different degree from the features aRE output by each
level of E, and we combine the differences in the features of multiple levels as a way to
improve the detection accuracy of the network, and the experiments prove that our idea
is correct.

In the testing phase, we use the cosine similarity to measure the difference between
the features output by the two networks. The difference exhibited by two features aRL
and aRE of dimension d × w × h is represented by an image of size w × h, this image is
the anomaly map Mi of the current layer. Mi is formulated as

Mi = CosineSimilarity
(
aRiE , aRiL

)
. (3)

Since the size of the anomaly maps generated by each layer is inconsistent, it is nec-
essary to upsample all the anomaly maps to a uniform size, noted asM ∗

i , for subsequent
fusion. M ∗

i is formulated as

M ∗
i = Upsampling(Mi). (4)

The final generated anomaly map M is formulated as

M =
∑N

1
βiM

∗
i , (5)
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where βi indicates the impact of the i-th anomaly map, N represents the number of
anomaly maps to be fused.

4 Experiments

In this section, we investigate the performance of our model in different datasets, and
in each dataset, we test the performance of the model in defect detection and the per-
formance of the model in defect region localization, respectively. The results of the
experiments show that we achieve good performance in both the anomaly detection task
and the anomaly localization task.

4.1 Dataset

MVTecAD. MVTecAD is a dataset for anomaly detection. Unlike previous anomaly
detection datasets, which mimic actual industrial production scenarios and are primarily
used for unsupervised anomaly detection, this dataset is more focused on real-world
applications. The dataset contains 5354 high-resolution color images of different objects
(ten categories) and texture categories (five categories). The dataset is further divided into
normal images for training and anomalous images for testing, with 73 anomaly types,
such as scratches, dents, contamination and various structural changes, all of which are
labeled at the pixel level.

DAGM2007. The DAGM2007 dataset [32] is a dataset for fabric defect detection that
contains ten different classes of images. Since the DAGM2007 dataset was originally
prepared for supervised andweakly supervised tasks, which contains some classification
annotations, we need to discard this part of annotations and rearrange the DAGM2007
dataset to keep it consistent with the MVTec AD dataset so that it can successfully com-
plete the task of unsupervised anomaly detection. Our reproduced DAGM2007 dataset
contains 3858 images, and all ten categories are texture-based images with different
sizes of defects in different categories.

4.2 Experimental Setup

Both E and L use the VGG16 network model with the same structural size. During the
training phase, we choose the four final layers of each convolutional block, i.e. max-
pooling layers, to be the reserve layer. Unlike the training phase, in the testing phase,
for an input image of 224 × 224, the size of the anomaly maps output through these
four storage layers are 56 × 56, 28 × 28, 14 × 14, and 7 × 7, and finally we have to
upsample all the anomaly maps to the same size as the input image, which is 224 × 224.
So for too small sizes, the upsampling process will produce some errors, which we do
not want to see, so in the test phase to ensure that there is not too much interference, we
discarded the output of the last storage layer 7 × 7, i.e. only 56 × 56, 28 × 28 and 14
× 14 anomaly maps are used.
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Table 1. Image-level detection results on MVTecAD.

Category L2_AE AnoGAN LSA CAVGA VAE MKD PatchSVDD STFPM OURS

Textures Leather 46.0 52.0 70.0 71.0 71.0 95.1 90.9 – 99.8

Wood 83.0 68.0 75.0 85.0 89.0 94.3 96.5 – 99.3

Carpet 67.0 49.0 74.0 73.0 67.0 79.3 92.9 – 98.5

Tile 52.0 51.0 70.0 70.0 81.0 91.6 97.8 – 96.9

Grid 69.0 51.0 54.0 75.0 83.0 78.0 94.6 – 99.3

Objects Bottle 88.0 69.0 86.0 89.0 86.0 99.4 98.6 – 99.2

Hazelnut 54.0 50.0 80.0 84.0 74.0 98.4 92.0 – 98.5

Capsule 61.0 58.0 71.0 83.0 86.0 80.5 76.7 – 95.8

Metal Nut 54.0 50.0 67.0 67.0 78.0 73.6 94.0 – 99.6

Pill 60.0 62.0 85.0 88.0 80.0 82.7 86.1 – 98.4

Cable 61.0 53.0 61.0 63.0 56.0 89.2 90.3 – 92.3

Transistor 52.0 67.0 50.0 73.0 70.0 85.6 91.5 – 91.8

Toothbrush 74.0 57.0 89.0 91.0 89.0 92.2 100 – 88.3

Screw 51.0 35.0 75.0 77.0 71.0 83.3 81.3 – 93.3

Zipper 80.0 59.0 88.0 87.0 67.0 93.2 97.9 – 97.1

Mean 63.0 55.0 73.0 78.0 77.0 87.8 92.1 95.5 96.5

Table 2. Pixel-level detection results on MVTecAD.

Category SSIM_AE L2_AE AnoGAN CNN_Dict VAE MKD PatchSVDD STFPM OURS

Textures Leather 78.0 75.0 64.0 59.0 92.5 98.1 97.4 99.3 98.6

Wood 73.0 73.0 62.0 91.0 83.8 84.8 90.8 97.2 94.5

Carpet 87.0 59.0 54.0 72.0 73.5 95.6 92.6 98.8 99.0

Tile 59.0 51.0 50.0 93.0 65.4 82.8 91.4 97.4 96.7

Grid 94.0 90.0 58.0 59.0 96.1 91.8 96.2 99.0 98.9

Objects Bottle 93.0 86.0 86.0 78.0 92.2 96.3 98.1 98.8 98.5

Hazelnut 97.0 95.0 87.0 72.0 97.6 94.6 97.5 98.5 98.3

Capsule 94.0 88.0 84.0 84.0 91.7 95.9 95.8 98.3 91.0

Metal Nut 89.0 86.0 76.0 82.0 90.7 86.4 98.0 97.6 96.5

Pill 91.0 85.0 87.0 68.0 93.0 89.6 95.1 97.8 97.0

Cable 82.0 86.0 78.0 79.0 91.0 82.4 96.8 95.5 94.8

Transistor 90.0 86.0 80.0 66.0 91.9 76.5 97.0 82.5 80.0

Tootbrush 92.0 93.0 90.0 77.0 98.5 96.1 98.1 98.9 99.0

Screw 96.0 96.0 80.0 87.0 94.5 96.0 95.7 98.3 96.7

Zipper 88.0 77.0 78.0 76.0 86.9 93.9 95.1 98.5 97.6

Mean 87.0 82.0 74.0 78.0 89.3 90.7 95.7 97.0 95.8

For all the following experiments, we will use the framework shown in Fig. 2. In
which, we do a Batch Normalization operation after each convolutional layer, not only
for E but also for L. Batch Normalization allows each layer of the network to learn
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itself slightly more independently of the other layers. The SGD optimizer is used in the
experiment, the learning rate is set to 0.3, the batch size is 32, all the input images are
resized to 224 × 224, and the final output image is also 224 × 224 in size.

4.3 MVTec Anomaly Detection Dataset

As in previous work, the area under the receiver operating characteristic curve (AUROC)
was used as the metric used to evaluate the experiments.
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Fig. 4. Samples of bad results.

Detection. The results in Table 1 show that the multi-level feature fusion approach we
used inMVTecAD has a significant improvement in detection performance compared to
MKD. Especially in the texture class data, we can have good detection results regardless
of the class of texture defects. However, in the Objects category, we find that the four
categories of Cable, Transistor, toothbrush, and screw prevent us from going further,
especially the toothbrush category, in which the detection is even worse than most of the
previous methods. Observing the output anomaly maps of sizes 56, 28, and 14, as shown
in Fig. 4, we found that the anomaly maps of sizes 28 and 14 judged the background
region as anomalous, and after upsampling, this wrong determination was amplified, so
that the accuracy of detection was greatly affected when the three were fused.

Localization. The results in Table 2 show that although our method is not optimal
compared to other methods, a closer look shows that our method copes well with the
various defects in the texture category. However, in the Objects category, our method
does not perform well in Capsule and Transistor, especially transistor, which is less
accurate than all other categories by a dozen, a very bad effect for the final average. It is
easy to see that the MKD method also performs very poorly in the transistor category,
so perhaps the problem arises in the VGG network itself. For the Capsule category, by
observing its anomaly maps of sizes 56, 28, and 14, we find that the problem still occurs
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in the two small-sized anomaly maps of 28 and 14, especially the 14-sized anomaly
map, which thinks that almost all the backgrounds are anomalous, and then upsampled
to further expand this wrong determination result, causing the final result to become
poor.

Table 3. Image-level detection results and pixel-level detection results on DAGM.

Detection Localization

Category MKD STFPM OURS OURS* MKD STFPM OURS OURS*

Class1 56.3 97.8 94.9 98.6 56.7 90.9 88.7 88.1

Class2 90.6 93.8 95.7 99.9 97.0 94.4 97.1 97.4

Class3 74.6 90.6 57.6 75.9 83.8 88.0 78.7 83.3

Class4 100 100 100 100 95.4 98.6 97.5 97.4

Class5 68.8 83.5 95.2 97.2 68.9 88.9 93.2 94.4

Class6 90.7 99.8 67.6 98.3 76.1 88.9 75.8 80.4

Class7 49.0 100 98.8 100 71.4 94.6 89.5 90.6

Class8 55.0 97.9 82.5 97.3 75.6 97.1 94.5 96.7

Class9 66.0 87.5 68.8 100 91.1 97.2 79.0 94.3

Class10 94.5 99.0 95.6 97.8 96.8 98.4 98.2 98.4

Mean 74.6 95.0 85.7 96.5 81.3 93.7 89.2 92.1

4.4 DAGM Dataset

For the DAGM dataset, we adopt AUROC as the evaluation index used for detection as
well as localization.

As shown in Table3, what can be seen is that MKD performs poorly in datasets
containing complex texture class datasets and small defects, and inmany of these classes,
MKD does not perform well for defect detection. In contrast, our method of fusing
multiple anomaly maps at different scales performs well in the datasets of these texture
classes. For the default way of assigning 1/3 weight to anomaly maps of sizes 56, 28,
and 14 respectively, it improves nearly 11% over MKD in terms of defect detection
effect and about 8% in terms of defect localization effect. The other way of assigning
1/2, 1/3 and 1/6 weights to 56, 28 and 14 respectively, has a substantial improvement in
the detection effect of defects. The weight assignment method is discussed more in Sec.
5.1. The second way of assigning weights greatly reduces the errors generated in the
process of sampling to 224 on the anomaly maps of two small sizes, 28 and 14, resulting
in a significant improvement of the final average effect. The table also shows that after
the weight adjustment, for class6 and class9, the defect detection effect has a qualitative
leap, and the defect location effect has a considerable improvement.
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5 Ablation Study

5.1 Fusing Weights of Multi-scale Anomaly Maps

The outputs of our three selected convolutional blocks are 56× 56, 28× 28, and 14× 14,
respectively, with default weights of 1/3 (β) for each of the three anomaly maps, along
with a set of weights of 1/2, 1/3, and 1/6 (β*), corresponding to the layers where 56, 28,
and 14 are located, respectively. Our original intention of designing the second set of
weights was to worry that the size of the anomaly map output from the latter two layers
was too small. In the upsampling process, because it is filling the non-existent pixel
points by interpolation, it is not really detecting the presence of defects, then for these
two small sizes, there is definitely an error in the upsampling process. To reduce this
error, we penalize the weights of anomaly maps of small size, the smaller the anomaly
map the smaller the weights assigned. In Table 4, for DAGM datasets with various
complex texture classes, some defects are relatively small and some defects are not very
obvious compared to normal data, the second weight assignment method avoids errors
in upsampling for small anomaly maps and effectively ensures the accuracy of detection.
But for the MVTecAD, many defects are relatively large, small size anomaly map in the
process of upsampling by interpolation method of filling the part does not produce much
error, and the integration of a variety of size anomaly map more to ensure the accuracy
of the detection effect. So we use β for MVTecAD and β* for DAGM.

Table 4. Image-level detection results and pixel-level detection results on DAGM. β is the default
weight of 1/3 for each of the three layers, and β* represents the weights of 1/2, 1/3, and 1/6.

β β*

Dataset Detection Localization Detection Localization

MVtecAD 96.5 95.8 90.5 95.9

DAGM 85.7 89.2 96.5 92.1

5.2 Number of Layers During Training

In the exception detection phase we use the output of the first three blocks of the last four
blocks instead of using the output of the last block. Sowe thought about a question: Since
we only use the first three blocks, do we need to learn about the last block? The results in
Table 5 can show that even if only three blocks are used, in the learning phase, that is, the
training phase, the learner network learns the complete four blocks of knowledge of the
expert network, which still has some improvement for the final overall defect detection
as well as localization effect.
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Table 5. Ablation studies for training layers.

3 layers 4 layers

Dataset Detection Localization Detection Localization

MVtecAD 96.2 95.0 96.5 95.8

DAGM 85.7 89.2 96.5 92.1

5.3 Individual Layer v.s. Multi-level Layers

The experiments performed in this section are to demonstrate the necessity of our pro-
posed fusion of multiple scale anomaly maps, and it can be clearly seen that the three
different sizes of anomalymaps, 56, 28 and 14, have different detection effects for defects
in different categories. For small-sized anomaly maps, the detection accuracy may be
higher, but they inevitably have errors in the upsampling process, while for large-sized
anomaly maps, although the detection effect is not very good, there is not much error in
the upsampling process. So taking all these factors into consideration, we fused multiple
scales of anomaly maps (Table 6).

Table 6. Performance with different sizes of anomaly maps.

56 28 14 Multilevel

AUROC 87.3 89.8 88.1 95.8

6 Conclusion and Discussion

We show that comprehensive knowledge propagation from a pre-trained expert network
to a learner network with the same structure and combining the differences in multi-
ple intermediate layer features of the two networks are effective in detecting defects
contained in images, especially for texture-like images. Our approach avoids designing
learner networks and does not require the expensive training time cost based on patch.

It is worth noting that we are pre-trained on ImageNet, which may have unexpected
effects if self-supervised learning is used, and that some of the network’s problems
present in VGG could perhaps be improved by adding some modules; nevertheless, we
provide a promising direction.
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Abstract. This paper presents a weighted-distance centralized detec-
tion for passive MIMO radar (PMR) systems. In the traditional algo-
rithm, the difficulty of target detection increases with the low SNR of
target echo, because the test statistic of the data fusion center is equal
weight summation and does not consider the difference of echo signal
strength of targets in different paths. In the proposed method, a priori
knowledge of distance can be obtained by grid detection, and the sig-
nal model is established according to the propagation and attenuation
characteristics of electromagnetic waves in space. Then, based on gen-
eralized maximum likelihood ratio test (GLRT), a closed form solution
of distance weighted detector is derived. Thus, centralized detection of
weak targets can be realized. Finally, the simulation results show that
the detection performance of the weighted-distance detection algorithm
is better than that of the conventional algorithm.

Keywords: Passive MIMO radar · Centralized detection ·
Weighted-distance

1 Introduction

The traditional joint detection approach for passive MIMO radar systems is
decentralized and treats the external radiation source and receiver in the sys-
tem network as a single dual-base pair (transmitter-receiver). It detects each
dual-base pair independently, with the resulting detectors fused together across
pairs [1–5]. In passive dual-base processing, channel is divided into reference
channel and monitoring channel. The reference channel contains direct wave sig-
nals obtained through directional antenna or digital beam forming technology.
The monitoring channel contains the target echo signal, in which the direct wave
component is suppressed by the reference signal. Then the cross-ambiguity func-
tion (CAF) of the received signals is computed in the distance-Doppler dimen-
sion. The targets are localized, detected and tracked by bistatic pairs in Carte-
sian space. Finally, final monitoring results of a certain area are obtained by
data fusion according to the detection and tracking results of each bistatic pairs.
The decentralized decision fusion method is widely applied in practice for its
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Yu et al. (Eds.): GPC 2022, LNCS 13744, pp. 192–203, 2023.
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low system complexity and implementation difficulty. However, in low signal-
to-noise ratio (SNR), the overall performance is poor due to the great loss of
mutual information in the fusion process. Therefore, many scholars are studying
the target detection problem of PMR systems and pursuing more effective target
detection methods to boost the detection performance. Paper [6,7] used multiple
external radiation sources and multiple passive radar receivers simultaneously to
improve the target detection performance by taking advantage of spatial diver-
sity for target detection. In the paper [8], a generalized coherent (GCC) detector
is proposed to detect faint targets with a known SNR. It calculates the principal
eigenvalues of the received signal correlation matrix to obtain the corresponding
test statistics and then completes the target detection. Paper [9] studied the
effect of DNR(direct-path signal-to-noise ratio) on the detection performance
of the mutual correlation detector when the reference channel noise of passive
radar is not negligible, and gave closed-form expressions for the detection proba-
bility and false alarm probability of the mutual correlation detector versus noise;
Paper [10] mentioned that the mutual correlation detector degrades significantly
when the DNR is low, and gave four GLRT-based tests. The paper [11] proposed
a detector based on GLRT of the Gram matrix with unknown noise power, using
the GLRT detector associated with all eigenvalues of the Gram matrix of the
received signal, but the system contains only one noncooperative external radia-
tion source.Paper [7] extended the single external emitter in paper [11] to multi-
ple external emitters, and proposed a centralized fusion target detection method
for PMR system based on GLRT criterion. This method makes good use of all
mutual information between data for fusion, and the detection performance of
the algorithm is better than that of the traditional CAF algorithm based on the
Cross Ambiguity Function, but the algorithm does not use the weighting idea,
in which the contribution of each receiver to the global decision is the same.

It is known that the signal strength is different between different transceiver
stations, the existing methods do not take this factor into account in the above
literature. Therefore, the detection method proposed in this paper divides the
region of interest into a position-velocity four-dimensional grid, pre-estimates
the position and velocity of the target by hypothesis testing the position of the
possible targets in each grid, then assigns different weights to the signals on
different propagation paths using the position a priori information, and finally
makes comprehensive use of the relevant information of all observations through
centralized fusion, so as to improve the detection performance of the whole sys-
tem.

2 Signal Model

Consider a PMR system with M non-cooperative transmitters and K multi-
channel receivers. The spatial position vectors of the ith transmitter is denoted
by di, and the position of jth receiver by rj . Each receiver has N element array
antennas. The position of the nth antenna of the jth receiver is defined rel-
ative to rj,n by rj,n = rj + Δn, where Δn denotes spatial offset of the nth



194 T. Song and J. Zhu

antenna element relative to the jth receiver. Assume the sampling length of
the received signal is L, the signal sampling frequency is fs, and the sam-
pling interval is Ts = 1/fs. The emission signal of the ith transmitter is
xi = [xi(0), xi(Ts), · · · , xi((L − 1)Ts)]T ∈ C

L×1. By orienting the antenna to
different sources or using digital beamforming methods, each receiver can obtain
a direct wave signal from different sources, and these reference channels are
uncorrelated. The direct wave signal from the ith transmitter received by the
jth receiver can be modeled as:

yd
ij = αd

ijDd
ijxi + nd

ij (1)

where, αd
ij is direct-path channel parameters, which account for various effects

including, e.g., antenna gains, spreading losses and any unknown phase offsets.
Dd

ij = D(τd
ij , 0) represents the TD variation of the direct-path signal due to the

relative position and velocity of the ith transmitter and the jth receiver, where
time delay is τd

ij = ‖di − rj,n‖ /c. nd
ij is the complex Gaussian white noise of the

reference channel with a mean value of 0 and a variance of σ2.
Assume the position and the speed vector of the target are denoted by s =

[xt, yt]T and v = [ẋt, ẏt]T respectively. Assuming that the equivalent effective
reflected area RCS of the target in all directions is the same, and the receivers
of PMR get the same power from the antenna in all directions, thus, the power
attenuation βti from the ith external radiation source to the target with state
t = [s,v] is only related to the relative received distance |s−di|2 of the external
radiation source and the target.

|βti|2 ∝ 1
|s − di|2

(2)

Similarly, the power attenuation βtj from the target to the jth receiver with
state t = [s,v] is related to the relative distance |s − rj |2 from the target to the
receiver.

|βtj |2 ∝ 1
|s − rj |2

(3)

Then, after adding the implied distance information, the ith target echo
signal collected by the jth receiver is modeled as:

yt
ij = βtiβtjγiDt

ijxi + nt
ij (4)

where γi is the unknown reflection coefficient of the target echo. Dt
ij = D(τ t

ij , v
t
ij)

represents the TD variation of the target echo signal due to the relative position
and relative velocity of the ith external radiation source, the jth receiver and the
target whose state is t = [s,v]. The target echo time delay is τ t

ij = (‖di − s‖ +
‖s − rj,n‖)/c. The Doppler shift is vt

ij = cτ̇ t
ij/λ (τ̇ t

ij is the rate of change of the
delay τ t

ij). nt
ij is the complex white Gaussian noise of the surveillance channel

with mean 0 and variance σ2.
For a given position and velocity in space, grid detection can be used to pre-

compensate the original signal. Since the geographic distribution of the external
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radiation source is known information to the receiver, the TD compensation of
direct wave signal is relatively simple, as follows:

ỹd
ij =

(Dd
ij

)H
yd

ij = αd
ijxi + ñd

ij (5)

For the processing of the target echo signal, according to the target posi-
tion and velocity [u, u̇] assumed by the grid detection, the TD variation matrix
Dt

ij(u, u̇) of the target can be calculated. If the grid search result is accurate,
the grid detecting that the searched position and velocity are the same as the
target, t = [s,v] = [u, u̇], then the simplified form of the compensated target
echo signal is obtained:

ỹt
ij =

(Dt
ij

)H
yt

ij = βtiβtjγixi + ñt
ij (6)

When t = [s,v] �= [u, u̇], it is considered that only noise exists in the surveil-
lance channel:

ỹt
ij = ñt

ij (7)

Therefore, the binary hypothesis testing model can be expressed as:

H0 :
{

ỹd
ij = αd

ijxi + ñd
ij

ỹt
ij = ñt

ij

H1 :
{

ỹd
ij = αd

ijxi + ñd
ij

ỹt
ij = βtiβtjγixi + ñt

ij

(8)

3 Weighted-Distance Centralized Detection Algorithm

For the above detection problems, in the PMR system environment, the direct
wave, target echo and clutter signals are incident on each array. First, the orig-
inal signals are preprocessed by various clutter interference suppression tech-
niques [12–14] such as adaptive filtering to filter out useless signals. Secondly
upload the preprocessed pure signal to the data fusion center, which will per-
form grid detection to compensate the echo signal and obtain the position prior
information. Then, the compensated signal and the test statistic are weighted by
the distance factor, and the different types of correlations between the observed
information are used for centralized fusion processing. Finally the global test
statistic is obtained so that the overall judgment can be made. The specific
detection process is shown in Fig. 1.

Next, according to the test model of (8), the conditional probability density
function and log-likelihood function about all observed signals Y under hypoth-
esis H0 and hypothesis H1 can be obtained first. Then the unknown parameters
can be estimated according to the GLRT criterion. Get the maximum likelihood
estimation value and substitute it into the likelihood ratio test to get the specific
form of the DISTANCE-GLRT tester.
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Fig. 1. Flow chart of centralized target detection in PMR system based on receiving
distance weighting.

let αd
i = [αd

i1, · · · , αd
iK ]T , αd =

[
(αd

1)
T , · · · , (αd

M )T
]T , γt = [γt1, · · · , γtM ]T .

Since the noise of the reference channel and the surveillance channel are inde-
pendent between the transmission channels, the expression for the conditional
probability density function (PDF) p1(Y|αd,γt,x) of Y under the hypothesis
H1 can be expressed as:

p1(Y|αd,γt,x) =
M∏

i=1

pi
1(Yi|αd

i , γti,xi) (9)
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where γti = βtiγi, because both βti and γi are related to the ith external radiation
sources, and βti is a known parameter containing the distance factor from the
external radiation source to the target, so in order to facilitate the simplified
calculation of the subsequent formula, the two are combined into an unknown
quantity γti.

let c = 1/
(
πσ2

)L(M+K),

pi
1(Yi|αd

i , γti,xi) = c exp

⎧
⎨

⎩
− 1

σ2

K∑

j=1

(∥
∥ỹd

ij −αd
ijxi

∥
∥2

+
∥
∥ỹt

ij −βtjγtixi

∥
∥2

)
⎫
⎬

⎭
(10)

Similarly, the expression of the conditional PDF p1(Y|αd,x) of Y under the
assumption of H0 can be expressed as:

p0(Y|αd,x) =
M∏

i=1

pi
0(Yi|αd

i ,xi) (11)

where

pi
0(Yi|αd

i ,xi) = c exp

⎧
⎨

⎩
− 1

σ2

K∑

j=1

(∥
∥ỹd

ij − αd
ijxi

∥
∥2

+
∥
∥ỹt

ij

∥
∥2

)
⎫
⎬

⎭
(12)

Y =
[
(ỹd)T , (ỹt)T

]T denotes the matrix of all signals received by the receiver
including the direct and target echo signals, and Yi =

[
(ỹd

i )
T , (ỹt

i)
T
]T denotes

the matrix consisting of the signals sent to all receivers by the ith external radi-
ation source. Notice that ỹd =

[
(ỹd

1)
T , · · · , (ỹd

M )T ,
]T is the direct wave signal

matrix, where ỹd
i =

[
ỹd

i1 · · · , ỹd
iK

]T , and similarly, ỹt =
[
(ỹt

1)
T , · · · , (ỹt

M )T
]T is

the target echo matrix, where, ỹt
i = [ỹt

i1 · · · , ỹt
iK ]T .

Taking logarithms of (9) and (11) yields the log-likelihood functions about
Y under H0 and H1, respectively, then we have:

	0(αd,x|Y) =
M∑

i=1

	i
0(α

d
i ,xi|Yi)

	1(αd,γt,x|Y) =
M∑

i=1

	i
1(α

d
i , γti,xi|Yi)

(13)

where the log-likelihood function about Yi under the hypothesis H0 and the
hypothesis H1 is as follows:

	i
0(α

d
i ,xi|Yi) = − 1

σ2

K∑

j=1

(∥
∥ỹd

ij − αd
ijxi

∥
∥2

+
∥
∥ỹt

ij

∥
∥2

)

	i
1(α

d, γti,x|Y) = − 1
σ2

K∑

j=1

(∥
∥ỹd

ij − αd
ijxi

∥
∥2

+
∥
∥ỹt

ij − βtjγtixi

∥
∥2

)
(14)
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βt = [βt1, · · · , βtK ]T characterizes relative intensity of received echo, and the
maximum likelihood solution of the unknown parameters is obtained according
to (14):

α̂d
ij =

(
xH

i xi

)−1
xH

i ỹd
ij

γ̂ti =
(
xH

i xi

)−1
xH

i ỹd
i βt

(
βH

t βt

)−1
(15)

Substituting (15) into (14) and let Y
td =

∥
∥ỹd

ij

∥
∥2 +

∥
∥ỹt

ij

∥
∥2, then the result is

given:

	i
0(xi|Yi) = − 1

σ2

K∑

j=1

(

Y
td − xH

i ỹd
ij(ỹ

d
ij)

Hxi

xH
i xi

)

(16)

	i
1(xi|Yi)=− 1

σ2

K∑

j=1

(

Y
td−xH

i ỹd
ij(ỹ

d
ij)

Hxi

xH
i xi

−xH
i (ỹt

ijβtj)(ỹt
ijβtj)Hxi

βH
t βtxH

i xi

)

(17)

Bt = diag(βt1, βt2, · · · , βtK) characterizes the diagonal array of target echo
reception relative intensity for each receiver, ỹt

i can be converted to a new target
echo matrix ỹt′

i after relative intensity correction.

ỹt′
i =

ỹt
iBt√
βH

t βt

(18)

Then Y′
i =

[
(ỹd

i )
T , (ỹt′

i )
T
]T

, and (17) can be further reduced to:

	i
1 (xi | Yi) = − 1

σ2

K∑

j=1

⎛

⎜
⎝Y

td−xH
i ỹd

ij

(
ỹd

ij

)H
xi

xH
i xi

−
xH

i ỹt′
ij

(
ỹt′

ij

)H

xi

xH
i xi

⎞

⎟
⎠

= − 1
σ2

K∑

j=1

(
Y

td−xH
i Y′

iY
′H
i xi

xH
i xi

)
(19)

The log-likelihood function derived above can be viewed as a function about
the unknown vector parameter xi. For a single external radiation source signal,
The third term in (16) is consistent with the form of Rayleigh entropy:

y (xi) =
K∑

j=1

(
xH

i ỹd
ij

(
ỹd

ij

)H
xi

xH
i xi

)

=
xH

i ỹd
i

(
ỹd

i

)H
xi

xH
i xi

(20)

Denote λ1(·) as the principal eigenvalue in the matrix and v1(·) as the matrix
principal eigenvector. According to the nature of Rayleigh entropy, when the
unknown parameter xi = v1

(
ỹd

i

(
ỹd

i

)H
)
, the function y (xi) = λ1

(
ỹd

i

(
ỹd

i

)H
)

reaches a maximum. In addition, λ1

((
ỹd

i

)H
ỹd

i

)
= λ1

(
ỹd

i

(
ỹd

i

)H
)
, and because
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((
ỹd

i

)H
ỹd

i

)
is smaller in dimension compared to

(
ỹd

i

(
ỹd

i

)H
)
, the eigenvalues

are more convenient to calculate, so the maximum value of the function y(xi) is:

maxy (xi) = λ1

((
ỹd

i

)H
ỹd

i

)
(21)

Substituting (21) back into (16), we obtain:

max 	i
0 (x̂i | Yi) = − 1

σ2

K∑

j=1

(∥
∥ỹd

ij

∥
∥2

+
∥
∥ỹt

ij

∥
∥2 − λ1

((
ỹd

i

)H
ỹd

i

))
(22)

Similarly

max 	i
1 (x̂i | Y′

i) = − 1
σ2

K∑

j=1

(∥
∥ỹd

ij

∥
∥2

+
∥
∥ỹt

ij

∥
∥2 − λ1

(
Y′H

i Y′
i

))
(23)

According to the GLRT criterion, the expression of the global test statistic
can be expressed as:

Tpmr = max 	1 (x̂ | Y′) − max 	0 (x̂ | Y′)
H1

≷
H0

η (24)

Combining (14), (22), (23) and (24), the expressions of the global test statistic
can finally be obtained as follows.

Tpmr =
1
σ2

M∑

i=1

α2
ti

(
λ1

(
Y′H

i Y′
i

) − λ1

((
ỹd

i

)H
ỹd

i

)) H1

≷
H0

η (25)

where η is the constant false alarm threshold, which is calculated according to
the following equation:

η = Q−1
ζ (1 − Pfa) (26)

4 Simulations

In order to confirm the detection algorithm designed in this paper, simulation
experiments are performed and simulation results are given for the previously
designed detection algorithm in this section. In the simulation, it is assumed that
the external radiation source signals are independent of each other. The objects
used for comparison are the conventional GLRT detector and the conventional
CAF detector in the paper [7]. It is known that the SNR and the signal length of
the target echo may affect the detection performance, so this part will show how
the detection performance of the two algorithms varies with these parameters
and verify whether the weighted-distance detection algorithm is better than the
conventional algorithm through simulation experiments.
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Simulation 4.1: Set the number of external radiation sources M = 4, the num-
ber of passive radar receivers K = 4, the received signal length L = 2048, the
constant false alarm probability Pfa = {10−3, 10−4}, and the DNR −10 dB. Con-
sidering the difference in signal power attenuation caused by the distance from
the target to the receiver and from the external radiation source to the receiver,
set βtj and βti to have four relative magnitude values βtj = {0.2, 0.4, 0.6, 0.8},
βti = {0.2, 0.4, 0.6, 0.8}. Taking the SNR of the weakest target echo signal
received by the receiver (the target is farther away and the receiver receives
a weaker echo strength) as the reference for the horizontal coordinate variable,
Fig. 2 shows the comparison of the DISTANCE-GLRT detector and the conven-
tional detector with SNR for different false alarm probabilities and DNR. As

Fig. 2. Comparison of the detection probability of DISTANCE-GLRT detector and
conventional detector with SNR at low DNR

the simulation results shown in Fig. 2, Under the low DNR, the DISTANCE-
GLRT detection algorithm shows better detection performance compared with
the traditional algorithm under the constant false alarm probability, because the
algorithm takes into account the difference in the strength of the target echo sig-
nals of different paths due to the propagation distance, the greater the strength
of the target echo with shorter total distance, the greater the weight of the cor-
responding test quantity, which improves the positive effect of the receiving base
station with relatively strong received echoes on the global decision; so its detec-
tion performance is more excellent than the traditional algorithm. In addition,
because the centralized fusion detection of the traditional GLRT method uti-
lizes the mutual information amount between different surveillance channels in
contrast with the traditional CAF method, the performance is somewhat better
than the traditional CAF method at low DNR.
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Fig. 3. Comparison of the performance of DISTANCE-GLRT detector and conven-
tional detector with SNR at high DNR

Next, consider DNR = 20 dB, and the rest of the simulation conditions are
the same as above. A comparison of the DISTANCE-GLRT detector and the
conventional detector with SNR at high DNR is shown in Fig. 3.

Figure 3 show that the detection performance of the DISTANCE-GLRT algo-
rithm is also better than the conventional algorithm at high DNR. The difference
is that the detection performance of the conventional CAF detector is almost
close to that of the conventional GLRT detector, which is because the gain gen-
erated when the signal is centralized in the data fusion center has limited impact
on the overall performance with high SNR at reference channel.

Fig. 4. Comparison of the performance of DISTANCE-GLRT detector and conven-
tional detector with SNR at low direct wave signal-to-noise ratio

Simulation 4.2: Let DNR = -10 dB, SNR = −23 dB, and other simulation
scenario, false alarm probability and reference channel SNR parameters are set
to the scenario and conditions in Simulation 4.1. Figure 4 shows a performance
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comparison of the DISTANCE-GLRT detector and the conventional detector
with received signal length at a low DNR.

Next, Let DNR = 20 dB, SNR = −30 dB. The rest of the conditions are the
same as above. Detection probability curve of the DISTANCE-GLRT detector
and the conventional detector versus signal length at a high DNR are shown in
Fig. 5.

Fig. 5. Comparison of the performance of DISTANCE-GLRT detector and conven-
tional detector with SNR at low direct wave signal-to-noise ratio

As shown in Fig. 4 and Fig. 5, the detection performance of the DISTANCE-
GLRT detection algorithm is somewhat more outstanding than the conventional
detection algorithm for the same sampling data. The more observation samples
the receiver receives, the better the detection performance of the PMR system,
which shows that the length of sampling signal can improve the performance of
the detection system.

This is because more signal samples are collected, the useful information
involved in the detection becomes more correspondingly and the estimation of the
unknown parameters is more accurate. In addition, the detection performance
of the conventional CAF detector approaches that of the conventional GLRT
detector when the DNR is relatively high.

5 Conclusion

In this paper, we propose a centralized fusion target detection algorithm for
PMR systems based on received distance weighting, which estimates the tar-
get’s position and velocity in advance by dividing the region of interest into a
position-velocity four-dimensional grid, hypothesis testing the position of the
possible targets in each grid, and using the priori position information to assign
different weights to signals on different propagation paths, and finally the fusion
center to perform the test. The article builds a signal model based on the atten-
uation characteristics of electromagnetic wave propagation in space, and derives
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a constant false alarm detector based on the GLRT criterion. Finally, the simu-
lation results show that the DISTANCE-GLRT method outperforms the conven-
tional GLRT detector and the conventional CAF detector with the same DNR
and sampling number.
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Abstract. Predicting the resource demands of online tasks plays an
important role in data centers, which can help cloud providers to better
allocate resources and to schedule tasks. To cope with the huge number
of workloads in a data center, workloads are usually clustered first and
then prediction is conducted for each cluster. However, training different
models for different clusters separately reduces the overall utilization of
the data in the data center, potentially reducing the prediction ability of
the whole predicting system. Inspired by federated learning, we propose
Performer, a Transformer-based forecasting model for clustered massive
time-series. Each cluster of workloads is viewed as a local dataset owned
by a training worker and all workers cooperate to train a global predic-
tion model, while local models are trained by workers respectively. By
combining global model and local models in an encoder-decoder archi-
tecture, Performer can learn global information and local information to
perform predictions while keeping low model deployment costs. By split-
ting time-series into blocks and calculating self-attention inner-blocks,
Performer keeps good prediction accuracy with lower computation cost
than other Transformer-based time-series forecasting methods, making
it more suitable for data center usage. Experiments on an online tasks
workload dataset show Performer is an effective method in the scenario
of cluster-based forecasting.

Keywords: Cloud data centers · Time-series forecasting · Transformer

1 Introduction

With the rapid development of cloud computing, there are more and more
cloud data centers around the world. Most of them are using container tech-
nology, putting tasks into container, and scheduling containers to run on dif-
ferent servers. Forecasting the resource demands of container becomes essential
for these data centers because the forecasting result is an important basis for
allocating computing resources to containers and scheduling containers [1,2].

There are usually thousands of online tasks running on data centers, so it
is impractical to train a model for each task, which will introduce huge model
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training and deploying overhead. In data centers, containers are usually clustered
into several clusters, and forecasting models are equipped for each cluster [3,4].
For every container, the data center uses the model of the cluster that they
belong to perform forecasting. This approach achieves a compromise between
prediction accuracy and computational overhead. On the one hand, under most
circumstances, models trained for clustered data get worse prediction accuracy
than models trained for one single task, because the latter is entirely based on
the same container. On the other hand, this approach reduces the number of
forecasting models in data centers from the number of tasks to the number of
clusters. Compared to the huge amount of workload records in data centers,
each cluster-based model can only access a little part of them. If data centers
can introduce more information to each forecasting model, the ability of data
centers on resource demand forecasting can be future improved.

In federated learning [5], there are clients which have non-iid(non-
independent identical distribution) data, and they try to train a global model for
all clients, so each client can make the use of data from other clients. However,
the global model may not fits every single client well, so people try to modify the
model to adapt certain client’s data to get better performance, which is called
personalization learning [6]. One of the most common ideas for personalization
technology is setting global and local models, using a global model to learn data
from every client and a local model for the data of the specific client, the result is
a combination of these two models. The clustered containers in data centers can
be seen as clients that have non-iid data, too. This inspired us that a global-local
architecture can be used for clustered containers in data centers.

Besides the problem of the clustered containers, time-series forecasting meth-
ods for resource demand forecasting face more challenges. Except for forecasting
accuracy, data centers also want forecasting models to have low computational
costs to save resources and long-term forecasting ability for better scheduling. In
the time-series forecasting area, the traditional statistical methods like ARIMA
[7] and VAR [8] lack the ability of forecasting complex time-series. Machine
learning methods like xgboost [9] and RNN [10] can achieve accurate short-term
forecasts, but for long-range forecasting, they have to use an iterative way, the
gradual accumulation of errors and the slow inference speed make these meth-
ods ineffective for long term forecasting. Transformer-based models can perform
accurate forecasting and are good at handling long input and output, but the
high complexity of the self-attention mechanism hinders its usage in data centers.

Motivated by the above, in this paper, we propose Performer, a Transformer-
based model for resource demand forecasting in data centers. Forecasting models
in data centers do not require privacy protection, so Performer does not simply
follow the approach in federated learning, it uses its idea and designs novel meth-
ods. To predict better for the clustered containers, Performer set global model
and local models to learn global and local features separately and combines them
to get the result in an encoder-decoder architecture, improving data utilization
and improving overall forecast accuracy in data centers. To meet the require-
ments of cloud data centers on the accuracy, efficiency, and prediction length of
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prediction models, we use Transformer-based encoder and decoder in Performer
and use the splitting method to improve computing efficiency. The contributions
of this paper are summarized as follows:

– We propose a new resource demand forecasting model Performer. Considering
the cluster-based forecasting approach that is widely used in data centers and
inspired by federated learning, Performer set a global model to learn global
data, and local models to learn data in a cluster. By combining them to
predict, Performer gains better accuracy and remains low model deployment
costs.

– Encoder in Performer, which is based on Transformer, uses a splitting method
to split time-series into blocks and only calculate self-attention inner blocks,
reducing computational cost and maintaining accuracy.

– Experiments on a clustered online task dataset show Performer outperforms
other baseline methods.

2 RelatedWork

2.1 Time-Series Forecasting

Resource demand forecasting is a kind of time-series forecasting. Due to its
widespread usage, various methods have been developed for it. It can be divided
into three main categories. Statistical methods are popularly used because of
their interpretability and simplicity. Among them, the most influential method
is ARIMA [7,11], which achieves reasonable forecasting results by differencing
non-stationary processes to stationary, but it only can handle univariate time-
series forecasting. These methods are still being used and improved for resource
forecasting. Razdca et al. [12] use a sliding window algorithm to forecast, they
apply different variants of it and choose the best of them to use. Calheiros et
al. [13] use ARIMA to perform workload prediction and study its impact on
cloud applications. Machine learning methods often use models such as Ran-
dom Forest [14] and XGBoost [9], which have good computational efficiency and
interpretability. Cortez et al. [2] use random forest and XGBoost to predict CPU
utilization. These years, deep learning methods achieve the most superior perfor-
mance by using RNN, CNN, and their variants. Tang et al. [1] combine wavelet
neural network techniques and linear regression to predict workload. Song et al.
[15] use the LSTM network to predict host load. Lai et al. [16] uses recurrent-skip
connections with CNN to extract local and long-range dependency patterns to
perform multivariate forecasting. However, as mentioned above, these methods
fail to solve long-term input and output problems, which are demanded by data
center’s actual needs.

After Transformer [17] is invented for language translation, it has become the
most powerful model in natural language sequence modeling. These years, many
works try to introduce it to time series modeling. Wu et al. [18] introduce it for
disease propagation forecasting and gained better performance than RNN and
CNN methods, while Song et al. [19] adapt it for clinical time series analysis.
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Zerveas et al. [20] use Transformer for unsupervised representation learning of
multivariate time series and tests it on regression and classification tasks. Lim et
al. [21] use Transformer for multi-horizon univariate forecasting, allowing inter-
pretation of temporal dynamics. Ma et al. [22] use Transformer to infer missing
values in multivariate time and geographic coordinate sequences. To solve the
high computational complexity of self-attention mechanism, LogTrans [23] and
Informer [24] use some sparse variants of self-attention mechanism, reducing the
computational complexity to O(LlogL). To the best of our knowledge, though
Transformer-based models show great potential for long-term forecasting, there
is still no research that uses them for resource demand forecasting.

2.2 Personalization Techniques of Federated Learning

Federated learning [5] is proposed to enable machine learning models to learn
from private decentralized data without compromising privacy. Traditional fed-
erated learning produces one shared model for all clients. However, in most cases,
the clients in federated learning have non-iid data, and the shared model can
not suit every client’s data well. Personalization learning [6] aims to personalize
the global model, making it performs better for individual clients. Many meth-
ods have been proposed for personalization learning. Mansour et al. [25] suggest
cluster clients and train model for each cluster, which is similar to the approach
data centers used for forecasting. Also, methods like transfer learning, multi-task
learning, and meta-learning are introduced for personalize [26–28]. Combining
global and local models is another popular method for personalization learning.
Instead of learning a global model and fine-tuning them for individual clients,
Hanzel et al. try to train global model and local models, using both of them
to get the result. They also invited Loopless Local Gradient Descent(LLGD)
to perform gradient descent on both global and local model while maintaining
privacy.

As mentioned above, data centers have clustered clusters with non-iid data,
they usually train the model on each cluster. But in the view of personalization
technology, introducing global information into these models can help them to
predict. On the other hand, forecasting methods in data centers do not need to
concern about privacy, which means they do not need to follow the methods in
federated learning.

3 Methodology

Performer is a resource demand forecasting model for the clustered containers in
data centers. Here we provide a brief problem definition for time-series forecast-
ing. Given an input X = {xt

1, ..., x
t
Lx |xt

i ∈ Rdx} and forecasting steps Ly, the
model needs to predict the next Ly steps Y = {yt1, ..., ytLy |yti ∈ Rdy}. The dimen-
sion of X and Y can be 1 for univariate forecasting or bigger for multivariate
forecasting (dx ≥ 1, dy ≥ 1).
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Fig. 1. Performer model architecture.

3.1 Overall Architecture

Figure 1 shows the overall architecture of Performer. As mentioned above, Per-
former is designed for clustered massive time-series. For K clusters in total,
Performer set one global encoder, K local encoders, and K local decoders. Dur-
ing training, Performer uses a two-step approach. For the first step, Performer
trains its encoders. The global encoder receives all data in the dataset to train
itself, while the Kth local encoder only receives data in the Kth cluster. In the
second step, the Kth decoder receives data from the Kth cluster, and the output
of the global encoder and Kth local encoder to perform prediction. In this step,
the encoders are frozen and only decoders are trained. When using Performer to
predict, the data from the Kth cluster are passed through the global encoder,
Kth encoder, and Kth decoder to get the result. A detailed description of the
encoder and decoder can be found below.

3.2 Encoder

The encoder of Performer is a three-layer Transformer-based model, as shown in
Fig. 2. It first embeds the input to the model dimension by positional embedding
and 1-D convolution embedding. The 1-D convolution embedding with a filter of
size 3 and stride 1 can obtain a more suitable representation of the sequence by
enriching information from context and reducing the impact of anomaly points.
At each stage, it splits the input into several non-overlapping blocks, then cal-
culates self-attention only inner blocks. By splitting the time-series, the encoder
can significantly reduce its computation amount by reducing the number of dot-
product in self-attention calculation, and the model is focused on the short-term
pattern in the time-series. Next, all blocks are put together to complete the
subsequent calculation. Following the setting in Transformer, the result of self-
attention is the input to a layerNorm layer and two MLP layers to get the final
output. Residual connection is added after the multi-head self-attention layer
and the MLP layers. On the left part of Fig. 2, we demonstrate an example
when the block number is 4. After stages 1 and 2, the output is fed into the
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Fig. 2. Performer encoder model architecture.

merging layer. At the merging layer, it merges adjacent blocks by deforming the
input and feeding it into a fully connected layer to enrich the information of its
output. In our implementation, after two merging layers, the initial four blocks
are merged into one, so the final self-attention operation has a respective field
of the whole input, allowing the model to learn about long-term dependency in
input data.

During training, the encoder’s output is put into a fully connected layer
to perform prediction, and MSE loss is used to propagate back and train the
encoder. After training, the fully connected layer is removed, and the attention
encode is used as decoder’s input when training decoder or performing predic-
tion. This decoupled, two-step training method allows the global encoder and
local encoders to learn about their field first and it can be used by the decoder
with a stable output.

3.3 Decoder

The decoder of Performer has a two-layer architecture, as shown in Fig. 3. For the
input of the decoder, it is inputted into a self-attention layer to get an enhanced
representation after embedding. The second layer is an attention layer, the Query
matrix in attention calculation is from the previous layer, while the Key and
Value matrix are the contact of global encoder’s output and local encoder’s
output. The result is input into a fully connected layer to get the final result.
After generating an output, the model uses MSE loss to propagate back and
train itself, the global and local encoders are freezed and do not participate in
training.
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Fig. 3. Performer decoder model architecture.

4 Experiment

4.1 Dataset

The dataset is sampled from a production data center of an Internet company,
including 297 containers running online tasks. Though many types of resource
utilization data are recorded, we only use CPU utilization for forecasting, as
CPU utilization is the most important data for task scheduling. Each time-series
record contains the 7-day record of the container, with a sampling frequency of
30 s and a length of 20160. The dataset is splitted into train/valid/test set by
the ratio of 5:1:1.

The 297 records of workload are clustered into 10 clusters by the most com-
monly used K-means algorithm. Figure 4 shows the centroid of 10 container
clusters and Table 1 shows the number of each cluster.

Table 1. Cluster information

Cluster index 1 2 3 4 5 6 7 8 9 10

Number of containers 93 126 17 6 4 14 13 8 5 11

4.2 Experiment Setting

Baselines. We compare Performer with two baselines, Informer [24] and Logs-
pare [23]. These two methods are the best Transformer-based forecasting model
in time-series area so far. The general approach for data centers to perform pre-
diction is to use one model for one cluster, that is, each cluster has its own
prediction model. We follow this paradigm to train and test a prediction model
for each cluster while experimenting with baseline methods.
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Fig. 4. Centroid of 10 container

Hyper-parameter Details. We train the model with MSE loss, optimizing
with Adam optimizer. The learning rate is set as 10−4 and has decaying and
early stopping. The batch size is 32 and the training epochs are 8. We set other
baseline methods as recommended.

Metrics. We use MAE as metrics which defined as MAE = 1
n

∑n
i=1 |y − ŷ|

where ŷ is the predicted value, y is the ground truth and n is the prediction
length. The lower MAE means better prediction accuracy.

All models are trained and tested on one NVIDIA 2070 8GB GPU. All exper-
iments are performed 5 times and averaged.

4.3 Main Results

We compare Performer with two baseline methods on the clustered online tasks
dataset. For Informer and LogTrans, we train and test 10 models for 10 cluster,
as people usually do in the data center. Following the common set in long-
term time-series forecasting, the input length is 96 while the output length is
24. As data centers concern more about the average performance of forecasting
methods, we use the average prediction MAE of each container as the final result.
From Table 2, we can see that Performer outperforms the other two baselines.

4.4 Ablation Studies

To further explore the effectiveness of each part of Performer, we experiment
with several variants of it. In the first two sets of experiments, we remove the
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Table 2. Forecasting result of MAE

Method Performer Informer LogTrans

MAE 0.281 0.295 0.323

decoder of Performer and only use the global encoder or local encoder to get the
result. In the next two sets of experiments, we use only the global encoder or local
encoder and the decoder to get the result, the decoder is modified appropriately
to receive the output of a single encoder. The input and output length are 96
and 24, too. The result is shown in Table 3. To future discuss, we list the MAE
of each cluster in every experiment, and the final result is calculated by weighted
average.

Table 3. Ablation studies on performer

Methods Performer Global Enc Local Enc Global+Dec LocalEnc+Dec

Cluster 1 0.309 0.336 0.311 0.319 0.314
Cluster 2 0.248 0.248 0.261 0.250 0.254
Cluster 3 0.240 0.290 0.276 0.267 0.264
Cluster 4 0.106 0.182 0.106 0.114 0.101
Cluster 5 0.307 0.394 0.313 0.359 0.307
Cluster 6 0.427 0.429 0.433 0.431 0.435
Cluster 7 0.283 0.304 0.310 0.285 0.289
Cluster 8 0.257 0.263 0.278 0.262 0.262
Cluster 9 0.182 0.224 0.188 0.199 0.183
Cluster 10 0.460 0.841 0.477 0.676 0.433
Total 0.281 0.311 0.292 0.296 0.286

Firstly, we can see that Performer gains the best result in most clusters and
the final result, which proves the effectiveness of Performer’s design. Besides,
the local encoder and decoder set is secondly good, and it gains better results
than Performer in clusters 4 and 10. In the view of personalization learning, it
shows that although introducing a global model can improve the overall pre-
diction accuracy, it can be detrimental for some clients, which is common in
federated personalization learning. Besides, the local encoder experiment gains
better accuracy than the baseline methods mentioned above, which proves the
effectiveness of our encoder’s design.

5 Conclusion

In this paper, we propose Performer, a Transformer-based model for predicting
future resource demands of tasks in data centers. By using an encoder-decoder



Performer: A Resource Demand Forecasting Method for Data Centers 213

architecture to combine global and local models, Performer improves the effi-
ciency of the model using clustered datasets and improves forecasting accuracy.
By using a splitting method to calculate self-attention, Performer improves its
computing efficiency to be more suitable for actual deployment in data cen-
ters. Experiments show Performer is an effective method for forecasting massive
clustered time-series, and it outperforms other methods.
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ence Foundation of China (2018B030312002).
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Abstract. Live streaming services inside the Internet-of-Vehicles (IoV)
are becoming more significant in vehicle entertainment systems as a
result of the fast-paced growth of the automotive industry and com-
munications technologies. At the same time, with the rapid development
of in-vehicle video, the development of broadcasting business has been
driven. The 3GPP standardization group has suggested the evolved Mul-
timedia Broadcast Multicast Service (eMBMS), which by multicasting
video services to vehicle users, can significantly enhance the utilization
of spectrum resources and improve signal quality. Real-time video is sent
by eMBMS over synchronized spectral resources of nearby roadside units
(RSUs) using a single frequency networks (SFN). However, the video
transmission rate depends on the vehicle users with the lowest channel
state information, to overcome these limitations, the vehicle users can
be divided into groups in the SFN. It is incredibly difficult to maximize
the user quality of service (QoS) of a vehicle due to dynamic nature of
IoV’s radio resources and channels. To overcome this obstacle, we employ
a model SFN video transmission strategy that, while grouping vehicles,
jointly optimizes group-oriented bit rate selection and resource allocation
to decrease latency and bit rate switch in IoV. The Markov decision pro-
cess (MDP), which takes into account the time-varying features of wire-
less channels, is used to describe the joint optimization problem. Then
after, the abovementioned MDP is handled by using soft actor-critic
(SAC) algorithm. The proposed approach may substantially enhance
video quality while reducing latency and bit rate switch, according to
extensive simulation findings based on actual data. It also works well in
terms of learning efficiency and stability.

Keywords: Internet-of-vehicles · eMBMS · SFN · QoS

1 Introduction

The advancement of AI [1] and 5G technology has accelerated recently, high-
definition video streaming over cellular networks is becoming more and more
prevalent [2] as live video services such Douyin, Kuaishou, and Weibo gain popu-
larity. In congested areas, resource allocation issues become more complex when
numerous vehicles simultaneously request the same streaming video content,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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increasing peak bandwidth requirements. When popular video content is deliv-
ered using normal unicast protocols [3] in this scenario, there are few available
resources and the user experience when watching videos is terrible [4].

Using the evolved multimedia broadcast multicast service (eMBMS), a 3GPP
standard for 4G and 5G networks [5], provides a reliable approach to broadcast
real-time video content to many cellular network users. Multicasting across the
wireless spectrum is made possible by eMBMS, which groups users who are
viewing the same content and broadcasting it to a group at once to maximize
resource utilization. This enables effective spectrum utilization, especially when
there are a large number of active users. Additionally, eMBMS improves chan-
nel conditions for vehicles by enabling roadside units (RSU) in a small area to
simultaneously transmit video with the same frequency and time. Synchronized
RSUs make up a RSU group, also known as a single frequency network (SFN)
[6]. The signal-noise ratio (SNR) of users who are interested in this is improved
by combining the signals they get from each RSU in the SFN. All RSUs and
eMBMS users within an SFN have their resource allocation controlled by an
multicast coordination entity (MCE).

To ensure that all vehicles receive video correctly, modulation and coding
scheme (MCS) [7] are limited to vehicles with the lowest channel conditions,
which affects the video viewing experience of vehicles with good channel quality.
Similar limitations are imposed on synchronizing RSUs in SFN: when building
vehicle groups, vehicles of one RSU with a low MCS value may adversely affect
vehicles of high channel quality. It follows that vehicles should be divided into
groups based on the channel conditions they are on, and each group receives an
appropriate video bit rate. Vehicle grouping is therefore a vital strategy when
eMBMS resource allocation is optimized.

The amount of resources allocated to each vehicle group is also a critical
strategy and is limited by the resources available to eMBMS and the channel
conditions of each vehicle.

In order to improve the QoS when grouping vehicles, we propose joint opti-
mization problems on resource allocation and bitrate selection. QoE includes the
video bitrate received by the vehicle, the video bitrate switching they may face,
and the delay in playing the video [8].

Here is the rest of the piece. The system model is introduced in the sec-
ond section, including LTE physical layer, multicast grouping model, resource
scheduling and bit rate decision model, wireless transmission model, and model
these problem as MDP. This article adopts the Soft Actor-Critic algorithm to
solve the MDP. Section 3 presents analysis of simulation results. Section 4 pro-
vides summary and outlook.

2 Scene and Model

2.1 System Scene

In this paper, a video multicast transmission scheme based on eMBMS-SFN
is proposed. As shown in Fig. 1, it consists of three RSUs and a number of
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vehicles driving on the road, in which the vehicles can communicate reliably
with the RSUs through wireless channels, and the areas where these RSUs are
located constitute a multicast broadcast single frequency network (MBSFN)
area. All RSUs in SFN simultaneously multicast the same video content on the
same frequency. The real-time traffic video is provided by a dynamic adaptive
streaming over HTTP (DASH) source server, encoded as a set of bit rates, and
multicast to vehicles on the ground via eMBMS. Vehicles interested in multicast
periodically report channel conditions to the RSU, through which it is forwarded
to the multicast coordination entity (MCE). Therefore, these multicast services
are provided by MCE, which makes spectrum resource allocation decisions and
video bit rate selection decisions for all vehicles within its coverage. Let B =
{1, · · · , B} denote the set of roadside units RSU, and M = {1, · · · ,M} denote
the set of eMBMS vehicles, and N = {1, · · · , N} denote the set of RB numbers.

Fig. 1. System scene

The number of MCS and RBs that transmit the bit rate, are what we refer to
as a complete network configuration.

2.2 LTE Physical Layer

OFDMA technology is the foundation of the LTE downlink’s physical layer.
The fundamental unit of resources in the LTE system is a physical resource
block (RB), which is a time slot (0.5ms) with a bandwidth of 180KHz, 12
subcarriers (180 kHz) and 7 symbols [9]. All subcarriers within an RB use the
same modulation and coding scheme (MCS). Therefore, the number of bits that
an RB may carry will be determined by the MCS of an RB [10], i.e.:

c(MCS) = 12(subcarries) × 7(symbols) × efficiency, (1)
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Table 1. MCS Table

CQI modulation code rate efficiency SNR

1 QPSK 0.077 0.1523 −6.06

2 QPSK 0.117 0.2344 −4, 54

3 QPSK 0.188 0.3770 −2.78

4 QPSK 0.301 0.6016 −0.97

5 QPSK 0.438 0.8770 0.92

6 QPSK 0.588 1.1758 2.79

7 16−QAM 0.369 1.4766 4.72

8 16−QAM 0.479 1.9141 6.64

9 16−QAM 0.602 2.4603 8.47

10 64−QAM 0.455 2.7305 10.46

11 64−QAM 0.554 3.3223 12.27

12 64−QAM 0.650 3.9023 14.21

13 64−QAM 0.754 4.5234 16.01

14 64−QAM 0.853 5.1152 17.95

15 64−QAM 0.926 5.5547 20.80

Table 1 shows the efficiency of MCS and various channel quality indicator (CQI)
metrics. In this article, we use CQI index to represent MCS index.

2.3 Multicast Grouping Model

This scheme assigns vehicles to different groups based on their SNR values. As
can be seen from Table 1, the SNR and CQI value are one-to-one correspondence,
a range of CQI values correspond to an MCS, there are a total of 15 CQI values
in the table, the larger the CQI value, the better the corresponding channel
conditions, the better the MCS, conversely, the smaller the CQI value, the worse
the corresponding channel conditions, the worse the MCS.

RSU distributes resources to related unicast users in accordance with the
reference signal received power (RSRP) information that the vehicle sends. Each
eMBMS vehicle sends the channel condition information CQI to the MCE, and
the MCE divides the eMBMS vehicles into K groups according to the similarity
of the CQIs.

The vehicles in the eMBMS group all receive video through the same group of
RBs, let K = {1, · · · ,K} denote the set of group. To guarantee that all vehicles in
the k group can receive the signal successfully, the MCS of each group depends on
the vehicle with the lowest channel state information. According to the mapping
relationship table between SNR and CQI, the corresponding CQI can be found
by calculating the SNR, then during multicast transmission at time t, we can
express the SNR [11] of the eMBMS vehicle m as:
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where hm,b(t) is the complex channel coefficient, which can be expressed
as:hm,b(t) = γb · h̃m,b(t), where γb represents the macroscopic path loss and
shadow fading, h̃m,b(t) indicates microscopic fading, σ2 is additive white Gaus-
sian noise.

2.4 Resource Scheduling and Bit Rate Decision Models

Unicast vehicles take up X of the N available RBs per RSU b, while eMBMS
vehicle m uses the remaining RBs. The number of resources that RSU b can be
assigned to eMBMS vehicle m is represented by ξ. The size of the ξ is equal to
the minimum value between the remaining RBs number (N − X) and the total
RB number of β(βN) [12], which can be expressed as:

ξ = min(βN,N − X) (3)

where β is usually set to 60% [12].
The DASH source server encodes the video into different versions of I, each

version of i ∈ I, corresponding to a video bitrate vi. The number of RBs required
per version i depends on the MCS. The MCE can select to transmit one or more
various bit rates, each of which corresponds to a different MCS modulation,
depending on the channel conditions of the vehicle. The appropriate bit rate is
selected according to the selected MCS modulation. The number of RBs required
for this bit rate depends on the MCS.

We use J(t) to define the group-oriented video version selection strategy,
which is an K×I matrix with binary variables zk,i, in addition, since each video
version can only be used by at most one group selection in each time period, the
variable zk,i satisfies:

I∑

i=1

zk,i(t) = 1, zk,i(t) ∈ {0, 1} ,∀k ∈ K. (4)

where zk,i(t) = 1 means that the video version i is chosen to be used by the
vehicles of the k group, otherwise zk,i(t) = 0.

In the t time slot, the video bitrate selected for group k is:

vk(t) =
I∑

i=1

zk,i(t)vi (5)

2.5 Wireless Transmission Model

The video should be multicast in accordance with the lowest channel state infor-
mations of the vehicles in the multicast group to guarantee that every vehicle in
the group can correctly decode the received video. Consequently, the SNR for
the k group is:
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γk(t) = min
m∈M

γm(t) (6)

We use Shannon capacity to calculate the maximum download rate of group k
on RB n, i.e.:

Rb2k(t) = ωlog2(1 + γk(t)) (7)

where ω is the bandwidth of a single RB.
We use H(t) to define the group-oriented resource allocation policy using

h, which is an K × N matrix with binary variables μk,n, in addition, since each
RB can only be occupied by at most one group in each time period, the variable
μk,n satisfies:

K∑

k=1

μk,n(t) = 1, μk,n(t) ∈ {0, 1},∀n ∈ N . (8)

where μk,n(t) = 1 denotes that RB n is assigned to group k at slot t, and
μk,n(t) = 0 otherwise.

All vehicles in group k share the same channel, so they all experience the
same download rate in each time period.The instantaneous speed of the vehicle
in group k is given by:

Rk(t) =
N∑

n=1

μk,n(t)Rb2k(t). (9)

The size of the video to be sent by RSU b can be calculated as:

Ξ(vi) = τsvk(t) (10)

where τs is the playback time of the video.
The transmission delay for RSU b to send video to group k vehicles is:

Tk(t) =
Ξ(vk)
Rk(t)

(11)

In addition, in order to ensure that the vehicle can successfully receive the video,
the selected video bitrate cannot exceed the maximum download rate of each
group, i.e.:

vk ≤ Rk (12)

2.6 Problem Formulation

Video Quality of eMBMS Vehicle: In SFN, we define it as the bit rate
utility of the video v of the eMBMS vehicle M , according to [13], which can be
expressed as:

Q(Mv) =
∑

v∈vi

∑

m∈Mv

ln(1 +
vi(t)

vi(t − 1)
)Um

v,i (13)
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where vi(t) and vi(t − 1) are the video bit rates for time slot t and time slot
(t − 1), respectively. Um

v,i is a binary variable that indicates whether the vehicle
m in the SFN interested in the video v should receive the bit rate vi.

Bitrate Switching of eMBMS Vehicle: Frequently switching video versions
will seriously affect the viewing experience of vehicle users, and bitrate switching
is taken as a penalty item in the quality of user experience to avoid bitrate
switching as much as possible, i.e.:

V (t) =
∑

v∈vi

∑

m∈Mv

|vi(t) − vi(t − 1)| · Um
v,i (14)

Time Delays of eMBMS Vehicle: The video transmission time consumption
from RSU B to vehicles involves of two periods: video transmission time Tb2k

and decoding time Td from RSU b to K group vehicles. In order to ensure smooth
video playback, Tb2k(t) + Td ≤ τs needs to be satisfied, otherwise there will be
delays:

D(t) =
∑

k∈K

∑

m∈Mv

(Tk(t) + Td − τs) · Um
v,i (15)

Utility Function: Considering video quality, bit rate switching and delay, the
utility function is defined as:

max
J (t),H (t)

ϕQ(t) − βV (t) − ωD(t)

s.t.(4), (8), (12)
(16)

where ϕ($) is the reward price of video quality, β($/bits/second) is the penalty
price caused by bit rate switching, and ω($/second) is the penalty price caused
by delay. So the utility function is finally expressed as the size of the payoff($)
[14].

2.7 Problem Modeling Based on Markov Decision Process

Due to their Markov properties [15] such as channel conditions, vehicle driving
positions and RBs, In this subsection, the joint optimization problem is modeled
as MDP, where the MDP consists of < S, A, r >: S represents the state space,
which involves the channel gain hmb(t) between the RSU b and the vehicle m,
the current video version bit rate and available spectrum resources; A represents
the action space, which contains the resource allocation strategy and the video
version selection strategy, and r represents the reward size of the environment
feedback to the agent after performing an action.

In reinforcement learning, the optimal strategy μ(at|st) is found by contin-
uously training the agent, thereby maximizing the cumulative reward. Among
them, policy μ(at|st) represents the probability of action a made when the state
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is s. After taking an action a, the environment will immediately return to reward
r, which is expressed as:

r = {ϕQ(t) − βV (t) − ωD(t)} (17)

Next, the advanced DRL algorithm will be used to solve the above problems.

3 Problem Solving with Soft Actor-Critic Algorithm

This study adopts the advanced SAC algorithm to solve the above MDP problem.
The traditional RL algorithm is to observe the action taken by the environment
according to the agent, output the next state and the reward brought by the
current action, and constantly update the strategy to maximize the expected
reward value. The ultimate goal of the algorithm is to maximize the expected
value reward and entropy. Compared with the RL algorithms, the adopted SAC
DRL algorithm has the following advantages. The first is an off-policy algorithm
that maximizes the entropy on the basis of maximizing the reward value to for-
mulate random strategies, the second is to have stronger reward exploration and
stability. Therefore, it can be used in a more complicated multicast environment.

3.1 Soft Value Function

Reinforcement learning generally solve the state value function through itera-
tive Belman equations, and finally convergence the state action value function
through continuous iteration, so as to obtain the optimal strategy. The difference
between the existing RL algorithm [16] is that the entropy term H(μ(at|st)) [17]
is added to the SAC algorithm. The SAC algorithm has maximized the entropy
of the strategy while obtaining the maximum reward, which can enhance the
exploratory nature of the agent. The optimal strategyμ(at|st) is expressed as:

μ∗ = arg max
μ

E(st,at)∼ρµ

{ ∞∑

t=0

λt [r(st, at) + βH (μ(at | st))] | μ

}

(18)

where H(μ(at|st)) = −logμ(at|st) is entropy term, λ is the discount factor, which
is used to reflect the impact of the current reward on future rewards, and β is the
temperature parameter, which controls the degree of randomness of the strategy.
When given an initial state st and an initial action at, the entropy expectation
is expressed as:

Qμ(st, at) = E(st,at)∼ρµ

{ ∞∑

t=0

λt [r(st, at) + βH (μ(at | st))] | s0 = st, a0 = at, μ

}

(19)

Theorem 1. The state value function V can be expressed as a Q value function
as:
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V μ(st) = βlog

∫

A

exp(
1
β

Qμ(st, at))da (20)

The corresponding optimal strategy is:

μ′(· | st) = exp
(
1
β

Qμ(st, at) − V μ(st)
))

(21)

where the Q value and the state value correspond to the soft Q value and the
soft state value in the SAC algorithm.

3.2 Critic Section

In the actor-critic algorithm framework, critic uses the previous value function
to analyze the actor’s performance and lead the actor’s next stage of action.

The random strategy makes the SAC algorithm have stronger exploration
capabilities, similar to other RL algorithms, the Q-value function Q in the critical
part parameterizes the Q-value by using a set of deep neural networks (DNNs)
[18] with weights η = {η1, η2, · · · , ηN}, i.e. Q(st, at) ≈ Qη(st, at).

The soft Q-value is trained by calculating the gap between the outputs of
the critic network for action a as the loss function:

JQ(η) = E(st,at)∼ρµ

[
1
2
(Qη(st, at) − Q̂(st, at))2

]

(22)

where Q̂(st, at) satisfies Q̂(st, at) = r(st, at) + λV̂η̂(st+1), and V̂η̂(st+1) is the
target state value, and a set of samples (s, a, r, st+1) are obtained from the expe-
rience pool. The parameter η is updated by gradient descent, which is expressed
as:

η(t + 1) ← η(t) − αc,t∇ηJQ(η) (23)

where αc,t is the critic learning rate, and the gradient of JQ(η) can be expressed
as:

∇QJQ(η) = ∇ηQη(st, at)
[

Qη(st, at) − r(st, at) − λV̂η̂ (st+1)
]

(24)

Similarly, the state value function in the SAC algorithm is parameterized by
another set of DNNs with weight of ι = {ι1, ι2, · · · , ιN}, i.e. V (s) = Vι(s). The
soft V-value is trained by calculating the gap between the outputs of the critic
network for action a as the loss function:

JV (ι) = E(st,at)∼ρµ

[
1
2
(Vι(st) − E[Qη(st, at) + αH(μζ(at|st)]))2

]

(25)

The corresponding JV (ι) gradient is:

∇V JV (ι) = ∇ιVι(st) [Vι(st) − [Qη(st, at) + αH(μζ(at | st))]] (26)
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The update method of parameter ι is:

ι(t + 1) ← ι(t) − αc,t∇ιJV (ι) (27)

The parameter of the corresponding target state value function V̂ι(st+1) is ι =
{ι1, ι2, · · · , ιN}. The smooth update of parameter ι is:

ι(t + 1) ← τι(t) + (1 − τ)ι(t) (28)

where τ is a smoothing factor that satisfies 0 < τ < 1.

3.3 Actor Section

In the framework of the actor-critic algorithm, actor use policy functions to
perform actions as outputs to the environment.

The parameter of the actor network is ζ, input state st and output action at.
Different from other algorithms, the actor network of the SAC algorithm outputs
a Gaussian distribution, which contains mean and standard deviation, and uses
the Kullback-Leibler (KL) divergence to minimize the following expected values
to obtain the optimal strategy:

Jμ(ζ) = E(st,at)∼ρµ
(DKLμζ(· | st)‖μ′(· | st)) (29)

This paper reparameterizes the policy, i.e. a = fζ(εt, st), where ε is the sampled
motion noise value. Then Jμ(ζ) is expressed as:

Jμ(ζ) = E(st,at)∼ρµ
[βH(μζ (fζ(εt, st)) | st) − Qμ (st, fζ(εt, st)) + V μ(st)] (30)

The update process of the actor target network parameters is to minimize the KL
divergence. The smaller the KL, the smaller the difference between the reward
corresponding to the output action of each time, and the convergence result can
be obtained. In the end, the gradient ζ is expressed as:

∇ζJμ(ζ) = ∇ζβH(μζ(at | st)) − ∇aβH(μζ(at | st)) − ∇aQη(st, at))∇ζfζ(εt, st)
(31)

The strategy parameter ζ is updated by using a gradient descent method, which
is expressed as:

ζ(t + 1) ← ζ(t) − αa,t∇μJμ(ζ) (32)

where αa,t represents the actor learning rate.

Theorem 2. The SAC algorithm achieves convergence by alternately perform-
ing critic and actor. For any ∀μ, μ∗ ∈ ∏

(μ∗ 	= μ) and ∀(st, at) ∈ S×A, satisfying
Qμ∗

(st, at) > Qμ(st, at),∀μ ∈ ∏
, converges to policy μ∗(·|st).
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Fig. 2. SAC algorithm

3.4 Soft Actor-Critic DRL Algorithm

Figure 2 depicts the architecture of SAC based algorithm. As can be seen from the
figure, the SAC algorithm contains an actor network and two critical networks,
and adopts experience replay mechanism.

SAC algorithm network model is composed of multiple networks during iter-
ation: the strategy network make corresponding strategy according to that envi-
ronment state and through its network layer distribution state of the output
behavior to compute the mean and standard deviation of action at the moment;
soft Q network obtain an expected Q value according to that current action and
state, value network evaluates the strategy based on the state; target value net-
work is a copy network of the value network. Its network parameters and value
are the same, but the update speed is different from the value network. In the
implementation of the SAC algorithm model, this algorithm can be trained and
learned from past experience, and the past experience sample data is stored in
the replay memory, take a small sample for use in that algorithm. Then update
the parameters based on the samples extracted from the experience pool, until
this round is terminated; then the algorithm selects the data of the entire turn
to update the entire round to make strategic updates, finally, the training is
complete. The algorithm is detailed in Table 2.

4 Analysis of Simulation Results

The simulation is implemented with Tensorflow 1.4.0, and the hardware envi-
ronment is based on an x64 processor laptop with Intel(R) Core(TM) i7-6500U
CPU and 224G memory. The simulation software uses a python simulator, and
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Table 2. SAC algorithm

Algorithm: Soft actor-critic algorithm

1 Initialize parameter ι̂, ι, η, ζ;
2 for each iteration do;
3 for each step do
4 at ∼ μ(·|st, ζ);
5 s′

t ∼ p(st, at);
6 M ← (st, at, r, s

′
t) ∪ M

7 end
8 for each update step do;
9 (23),(27),(28),(32)
10 end
11 end

the environment is constructed to deploy 3 RSUs and 5 vehicles on an urban road.
This article uses DASH video, and the specific parameters are set in Table 3.

Table 3. Simulation parameter

Parameter Data

Number of RSUs (or base stations) 3

Number of vehicles 5

RB resource block 180 kKz

Path loss index 1.42

Video segment duration 1s

Figure 3 shows the average rewards obtained under different actor learning rates
when αc,t = 0.02. As can be seen from the figure, when αa,t = 0.0005, compared
with αa,t = 0.0001, the convergence speed is far exceeded. In the figure, the
convergence has been reached around 200 rounds, and the reward value is higher
than when αa,t = 0.0001 reward. When αa,t = 0.019, although the convergence
speed of the two is basically the same, when αa,t = 0.019, the fluctuation after
convergence is larger, and the overall convergence reward is much lower than
that when αa,t = 0.0005. Therefore, the learning effect is optimal when the
actor learning rate is 0.0005, and the learning rate is set to αa,t = 0.0005 in the
following simulations.

Figure 4 shows the average rewards obtained under different critic learning
rates when αa,t = 0.0005. It can be seen from the figure that when αc,t = 0.02,
the convergence speed is faster than when αc,t = 0.0007, and the convergence has
been reached in about 100 rounds in the figure. When αc,t = 0.07, although the
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Fig. 3. Different actor learning rates Fig. 4. Different critic learning rates

Fig. 5. Different number of vehicles

convergence rate is basically the same as that when αc,t = 0.02, the convergence
value when αc,t = 0.07 is lower than that when αc,t = 0.02. Therefore, the
learning effect is optimal when the critic learning rate is 0.02, and the learning
rate is set to αa,t = 0.0005 and αc,t = 0.02 in the following simulations.

Figure 5 shows the proportion of the DASH video bit rate corresponding
to different numbers of vehicles with the continuous increase of the number of
vehicles under the condition that the bandwidth resources remain unchanged.
As can be seen from the figure, the overall trend of the six figures is that as the
number of vehicles increases, the proportion of high video bit rates (2750 kbps
and 2250 kbps) will gradually decrease, while the proportion of low video bit rates
(1750 kbps and 1250 kbps) will gradually increase. At the same time, the figure
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shows the impact of bit rate switching price β and delay price ω on different
video bit rate ratios. Figure 3(a) shows that when ϕ = 6, β = 0.01 and ω = 0.8,
it can be seen that the proportion of low bit rates (1750 kbps and 1250 kbps)
increases significantly as the number of vehicles increases. Figures 3(b) and 3(c)
show that when ϕ = 6 and β = 0.01, it can be seen that when the time delay
price ω increases, the overall video bit rate decreases, and when the time delay
price ω decreases, the overall video bit rate increases. Figures 3(d) and 3(e) show
that when ϕ = 6, ω = 0.8, it can be seen that when the bit rate switching price
β increases, the overall video bit rate decreases, and when the bit rate switching
price β decreases, the overall video bit rate increases. Figure 3(f) shows that
when ϕ = 6, it can be seen that when the price of bit rate switching β and the
price of delay ω are reduced at the same slot, the overall video bit rate is greatly
increased.

5 Summarize

This paper proposes a video multicast transmission scheme based on eMBMS
in the IOV, which achieves maximum QoS by jointly optimizing group-oriented
resource allocation and bit rate selection. The SAC algorithm is used to solve
MDP problem. Finally, large amount of simulation results are carried out based
on real data to verify the feasibility of the algorithm. Future work may create
video multicast transmission of multiple SFN clusters in one eMBMS service
area, and jointly optimize SFN clusters together with group-oriented resource
allocation and version selection, which is expected to improve the video QoS of
eMBMS vehicles.
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Abstract. Electricity time series prediction is a fundamental part in
electricity system scheduling that maintains the balance between elec-
trical supply and demand. However, most existing methods cannot cap-
ture the complicated structure of electricity time series, and make per-
sonalized suggestions on electricity purchasing scheme. The main chal-
lenge lies in the periodicity and instability of electricity time series.
To capture the global and local features simultaneously, we propose a
Huffman Tree based Multi-resolution Temporal Convolution Network
(HM-TCN). HM-TCN can extract and integrate multi-resolution fea-
tures and therefore achieve high prediction accuracy. We also implement
a cost optimization framework based on HM-TCN with visualization
interface. Extensive experiments with real-world data offer evidence that
the proposed method outperform the baselines by reducing RMSE by at
least 89%.

Keywords: Deep learning · Time series prediction · Electricity load
prediction

1 Introduction

Electricity time series prediction is a fundamental part in electricity system
scheduling and the basics of electricity economy. Due to the fact that electric
energy cannot be stored massively and must be consumed after being gener-
ated, it is necessary to predict the electricity load accurately in order to assure
the balance between supply and demand. In addition, under the background
of industrial electricity marketization, users with different demand of electricity
need personalized purchasing schemes. An unreasonable purchasing scheme may
result in high electricity cost. For example, the difference between planned elec-
tricity consumption and actual electricity consumption gives rise to additional
fee of deviation electricity assessment.
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According to State Grid Corporation of China (SGCC), high voltage power
consumers consist of small industrial users, large industrial users, and non-
industrial users. For small industrial users, electricity charge depends on the
amount of electricity consumed and power rate, which is called single-part
charge. For large industrial users, electricity charge depends on the amount of
electricity consumed, maximum power, and power rate, which is called two-part
charge. While electricity charge of non-industrial users depends only on amount
of electricity consumed. Details of electricity charge and the division of users are
covered in Sect. 2.

Classical methods of electricity time series prediction includes statistics based
methods and machine learning based methods. Statistics based methods include
Autoregressive Integrated Moving Average model (ARIMA) [8], Kalman Filter
[1] and Auto Regressive Conditional Heteroscedasticity (ARCH) [13]. Machine
learning based methods include neural network [20], Auto Regressive Conditional
Heteroscedasticity (SVM) [14] and Random Forest (RF) [6]. While during the
application of these methods, we noticed several problems:

1. Electricity time series is characterized by periodicity, instability and ran-
domness. Existing methods cannot capture the complicated structure of time
series data, which leads to poor prediction.

2. Statistic based methods are simple and easy to train, but cannot fit the
electricity time series well, especially for nonlinear series. Machine learning
based methods face difficulty in tuning parameters, and cannot mine the
temporal correlation.

3. Existing methods do not consider the policy of electricity purchasing scheme.
They cannot give personalized suggestion based on the electricity consump-
tion characteristics of users.

To solve the problems, we propose a Huffman Tree based Multi-resolution
Temporal Convolution Network (HM-TCN). It first performs multi-layer con-
volution on the time series to extract multi-resolution temporal features, which
captures the characteristics of time series at different levels. Then HM-TCN
fuses the multi-resolution information by Huffman tree to provide richer feature
information for time prediction. Compared with classical methods, HM-TCN has
stronger feature extraction ability due to its non-linear functionality and deep
learning capability, which can mine the features of time series information from
both short and long time ranges. The convolution structure can process data in
parallel, which shortens the time of model training and model inference and is
able to deal with massive datasets. In addition, we take the policy of electricity
purchasing scheme into consideration and implement a cost optimization frame-
work with visualization interface based on HM-TCN. It displays various informa-
tion of electricity consumption, and gives personalized suggestion to users whose
purchasing scheme is unreasonable.

The major contributions are summarized as follows:

– We study the electricity time series prediction problem under the background
of industrial electricity marketization with deep learning techniques.
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– We propose a Huffman Tree based Multi-resolution Temporal Convolution
Network, named HM-TCN. It can extract and integrate multi-resolution fea-
tures of time series. Besides, we implement a cost optimization framework.
The visualization interface presents various information of electricity con-
sumption, results of prediction, and personalized suggestion of electricity pur-
chasing scheme.

– We report on extensive experiments on real-world electricity time series
datasets. Experimental results prove that the proposed methods can predict
electricity time series with high accuracy.

2 Related Work

Time series data prediction is a challenging task. So far, there have been a large
number of related studies on time series data prediction. AutoRegressive Inte-
grated Moving Average (ARIMA) [16] model the time series data by considering
the moving average component, where the non-stationary time series data could
be transformed into linear stationary by differentiation. However, this kind of
method can only deal with linear time relationship, and can not handle non-
linear time dependencies. Besides, the parameters need to be selected manu-
ally, lacking the mechanism of automatic learning. Other statistic models like
Bayesian [4], Markov [26], Holt [5] and GAF [22]. MultiLayer Perceptron (MLP)
[11] can learn nonlinear and hierarchical discriminative features from multidi-
mensional time series data, and activation functions (Sigmoid, Relu, Tanh) are
employed to provide the nonlinearity. In order to capture the nonlinear time
dependence between time series data, many methods based on Recurrent Neu-
ral Network (RNN) [9,10,23] have been proposed. Due to the phenomenon of
gradient disappearance and explosion in traditional RNN, two variants of RNN:
Long Short-Term Memory (LSTM) [10] and Gate Recurrent Unit (GRU) [7]
are used to replace RNN, to extract long-term dependencies. Rahman et al.
[17] implemented and optimized an RNN model, applying it to solve medium
to long-term electricity load prediction at one hour resolution, and to impute
electricity consumption datasets containing segments of missing values. Convo-
lutional Neural Network (CNN) [18,21,27] can be used to extract local spatial
dependencies, and 1D CNN is commonly used to extract temporal dependen-
cies. Shaojie Bai et al. [2] proposed a model based on causal dilation convolution
to replace RNN to better extract temporal dependencies. Bendaoud et al. [3]
build a cGAN architecture based on the GAN model (Generative Adversarial
Networks) to accurately and stably capture the periodic changes of the electrical
load. Besides, there are some other deep learning structures proposed. Yirui Wu
et al. [19,24,25] propose some useful deep learning methods for object detection,
image encryption and segmentation.

3 Preliminary

We proceed to present the problem setting. Then we elaborate details of elec-
tricity cost computation and the division of users.
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3.1 Problem Setting

Definition 1 (Time Series). A univariate time series sequence is denoted as
X = {X1,X2, ...,XT }, where Xt ∈ R, t = 1, ..., T is an observation at time t and
T is the length of the time series.

Definition 2 (Electricity Time Series Prediction). Given a univariate
time series sequence X = {X1,X2, ...,XT }, where Xt represents the electricity
load of time t. The Electricity Time Series Prediction aims to predict the elec-
tricity time series of time T + 1, ..., T + Δt, i.e. X̂ = {X̂T+1, ..., X̂T+Δt}, such
that X̂ is as similar with the real electricity time series X = {XT+1, ...,XT+Δt}
as possible.

Electricity Time Series Prediction can be divided into average load prediction
and maximum load prediction. For average load prediction, Xt represents the
electricity consumed per day. For maximum load prediction, Xt represents the
power per 15 min.

3.2 Details of Electricity Cost Computation

Electricity Charge. Electricity charge equals to electricity consumed times
unit price that differs in peak, plain and valley time. Peak unit price is 1.5 times
of plain price, and valley unit price is 0.5 times of plain price. For marketized
users, electricity charge, additional fee of deviation electricity assessment are
required. The more the deviation of planned and actual electricity consumed,
the more the user is charged. Therefore, accurate average load prediction helps
cut down electricity charge.

Basic Electricity Charge. Large industrial users are those whose total capac-
ity of transformers is larger than 315kVA. For these users, basic electricity charge
should be taken into consideration. Basic electricity charge falls into two cate-
gories: capacity based charge and demand based charge. Demand based charge
is further divided into actual maximum demand charge and contract maximum
demand charge. For capacity based charge, basic electricity charge is computed
as follows:

cost = Cmax × Non

Ntot
× 19 (1)

where Cmax is the total capacity of transformers, Non is the number of days
that the transformer are running, Ntot is the total number of days in the corre-
sponding month. For actual maximum demand charge, basic electricity charge
is computed as:

cost = Cactual × Non

Ntot
× 28.5 (2)

where Cactual is the actual maximum demand. For contract maximum demand
charge, basic electricity charge is computed as:

cost =

{
Ccontra × Non

Ntot
× 28.5, Cactual ≤ 1.05 × Ccontra

[Ccontra + 2 × (Cactual − 1.05 × Ccontra)] × Non

Ntot
× 28.5, others

(3)
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where Ccontra represents the contract maximum demand. Maximum load pre-
diction helps select the optimal basic electricity charge method and contact
maximum demand, and therefore cut down the cost.

Power Rate Electricity Charge. Power rate electricity charge is an addi-
tional charge based on the assessment of power factor. For industrial users, the
assessment criteria is 0.9, and for other users the criteria is 0.85. If a user’s power
factor is higher than the criteria, he will be rewarded by a negative power rate
electricity charge. Otherwise he will be penalized by a positive one. Therefore,
a low power factor also leads to increase of cost.

4 Huffman Tree Based Multi-resolution Temporal
Convolution Network

The Section first describes the overall framework of HM-TCN, and then intro-
duces the temporal convolution layer and the Huffman tree based multi-
resolution information extraction respectively.

4.1 Overall Framwork

Typical time series prediction methods need to extract information from the time
series through feature engineering, and then establish mathematical statistical
modeling according to the features obtained. The parameters of these methods
need to be determined manually. Besides, the recurrent neural network is used
to establish deep learning models. Because the recurrent neural network needs to
get inputs cyclically, the training time and the model inference time consumption
increased, which can not meet the demand for in the industrial environment.

Observe the above difficulties, we proposes a multi-resolution temporal con-
volution network based on Huffman tree (HM-TCN). The network can compress
and extract temporal information by convolution, and fuse the multi-resolution
extracted information by Huffman tree, so as to realize the extraction and aggre-
gation of coarse-grained temporal information. HM-TCN can monitor richer fea-
ture information at different resolutions and improve the accuracy of model infer-
ence. In addition, because the model uses convolution layers instead of recurrent
neural networks, it can train the model and infer the model in parallel, which
greatly reduces the time of model training and inference, and can well meet the
needs of time series prediction in industrial environments.

The framework of HM-TCN is shown in Fig. 1, which consists of two main
parts, temporal convolution layers and a Huffman tree multi-resolution extrac-
tion module. The temporal convolution layer is used to extract the temporal
feature information of different resolutions, and the correlation information of
adjacent moments is obtained by applying the convolution in the time dimen-
sion. In order to satisfy the causal property of time series, causal convolution is
employed. In addition, with the increase of the number of layers the convolution
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Fig. 1. Framework of HM-TCN

operation increases exponential. We use the dilated convolution to reduce the
convolution operation and enable deep layers. Through the dilated convolution
structure, we reduce the convolution operation without reducing the convolu-
tion field of view, that is, we still extract the same rich information as before.
Each convolution layer extracts information based on the convolution operation
of the previous layer, so that different convolution layers obtain different reso-
lution of information. The low-level convolution layers obtain more fine-grained
information, and the high-level convolution layers obtain more coarse-grained
information. The information of different resolution will be integrated to obtain
richer feature information at different resolutions, which is called the Huffman
tree based multi-resolution extraction. In this way, the output synthesizes the
temporal correlation information and the feature information of different reso-
lutions to obtain more accurate results.

We proceed to introduce the temporal convolution layers and Huffman tree
multi-resolution information extraction module respectively.

4.2 Temporal Convolution Layers

The temporal convolution layer is mainly used to extract the dependencies and
features of adjacent time series, which is mainly composed of causal convolution
and dilated convolution, as shown in Fig. 2. Causal convolution considers the
causal characteristics of time series, and dilated convolution is used to reduce
the convolution operation between each layer, which makes it possible to stack
the deep network structure. The two types of convolution are described in detail
as follows.
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Fig. 2. Convolution Block

Causal Convolution. Causal convolution is a convolution operation performed
to satisfy the causality of time series. Causality of time series means that we
cannot obtain the information in the future. Therefore, when predicting the
value at time t, we cannot use the information at time t + 1 in the future.
Therefore, when performing conclusion operation on time series, we can only
involve the data at time t and before. Besides, in order to keep the output
sequence consistent with the input sequence, we use zero padding to fill the
series.

The causal convolution convolves the adjacent data, which takes too many
computations. For the causal convolution of a long-term sequence, many con-
volution computations are performed. With the increase of the number of net-
work layers, the convolution operation is doubled, which limits the depth of the
network, where only deep network structure can extract thorough information.
Therefore, we adopt the operation of dilate convolution to avoid this problem.

Dilate Convolution. Causal convolution performs convolution operations on
adjacent temporal data to extract information, which makes it challenging to
deal with long sequence data. Aron et al. [15] proposed the dilate convolution in
2016, which can obtain an exponentially large field of view. Formally, for a 1-D
input x ∈ R and a filter function f : 0, . . . , k − 1 → R, the dilate convolution F
on element s is defined as

F (s) =
k−1∑
i=0

f(i) · xs−d·i
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where d is the dilate factor, k denotes the filter size and s − d · i means account-
ing for the direction of the past. When d = 1, dilate convolution degrade into
the common convolution. Using convolution with larger dilate allows neurons
at higher levels to capture convolution information with a larger field of view,
making deep convolution networks possible.

4.3 Huffman Tree Based Multi-resolution Information Extraction

The temporal convolution layers extract the dependencies and feature informa-
tion between time series through convolution layer-by-layer, wherein the lower
convolution layers extract the data features of adjacent time information, and the
upper layers obtain more macroscopic feature information. The previous studies
often use the convolution result of the upper layer as the output information
directly. However, finer-grained information is lost in this way. For time series
prediction, the data near the current moment is more relevant to the data we
would like to predict next. And only the macroscopic information of the upper
layer is used for prediction, which loses more fine-grained information.

In order to solve the problem, we propose the multi-resolution information
extraction based on Huffman tree, which fuses the information of different reso-
lutions in each layer. Through the gradual fusion from high resolution to low res-
olution, more abundant and accurate information is obtained to predict results.

Huffman tree [12] is a data structure with encoding compression function.
During encoding, Huffman tree adopts shorter encoding for higher frequency
characters, and longer encoding for lower frequency characters to achieve data
compression.

The Huffman tree based multi-resolution feature fusion is shown in the
Fig. 3. Firstly, the high-resolution information layer is fused to process the high-
resolution information, and then the low-resolution information is fused next.
The low-resolution level contains more macroscopic information and has a larger
time scale vision. The fusion from high resolution level to low resolution level
achieves the effect of knowledge distillation, distilling the feature information
we need from the bottom to the top step by step. By integrating the micro
information into the macro information, it realizes an all-round multi-resolution
information perception.

5 Electricity Cost Optimization

The optimization of charging method is mainly aimed at industrial users, and the
optimization scheme can be divided according to the optimization target elec-
tricity charge (electricity charge, basic electricity charge, power rate electricity
charge). Among them, the optimization of power rate electricity charge mainly
depends on offline inspection, and we only need to filter the users with higher
power rate and electricity cost. Here we focus on the electricity cost optimization
scheme and the basic electricity cost optimization scheme.
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Fig. 3. Huffman Multi-resolution fusion

5.1 Optimization of Electricity Cost

Since the electricity price is charged according to the peak, plain and valley
period, the electricity proportion of the peak, plain and valley can be used to
analyze whether the electricity consumption period is reasonable. If the user’s
electricity consumption is concentrated in the peak period, we suggest to transfer
the electricity consumption to the plain and valley period appropriately.

For the market users with high deviation electricity, the price of electricity
can be reduced by providing them with accurate electricity prediction technology.

5.2 Optimization of Basic Cost

The basic electricity charge optimization scheme are mainly divided into the
switching between capacity-based cost, demand-based cost, actual maximum
demand, contract maximum demand cost, single system cost and two-part sys-
tem cost.

Defined three types of capacities Cmax, Cactual, Ccontra, where Cmax denotes
the transformer capacity, Cactual denotes the maximum demand capacity and
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Ccontra denotes the contract demand capacity. And three cost schemes S1, S2, S3

are corresponding to three types of capacities respectively. Compare S1 with S2,
it is more cost-efficient to choose S1 when 66% · Cmax > Cactual, otherwise S2

is more efficient. Compare S2 with S3, it is more cost-efficient to use S2 when
Cactual < Ccontra or Cactual > 1.075 · Ccontra, it is more cost-efficient to choose
S2, otherwise S3 is more efficient.

The finally type of optimization is mainly aim at users whose transformer
capacity is close to 315kVA. For a large industrial user, it converts to an ordi-
nary industrial user after reduces the transformer capacity under 315kVA. If the
electricity consumption still meets the demand and total electricity costs may
decrease due to save the basic electricity cost, we suggest cutting the transformer
capacity to the level of ordinary industrial users. Similarly, ordinary industrial
users could consider increase the transformer capacity for the opposite reason.
Therefore, for the above two types of users, it is necessary to consider the increase
and decrease of transformer capacity for optimization.

6 Experiments

6.1 Experimental Setup

The HM-TCN proposed in this paper is implemented under python 3.6 and
pytorch 1.11.0. All experiments were done on a Linux (Ubuntu 18.04.1) machine,
which was configured with an NVIDIA RTX A6000 graphics card.

Dataset. We conduct experiments on two public datasets:

– Electricity1 contains 2075259 measurements gathered in a house located in
Sceaux (7km of Paris, France) between December 2006 and November 2010
(47 months).

– DBRace2 contains 128156 measurement data (44 months) from January 2018
to August 2021 with a data interval of 15 min, and 3610 pieces of data divided
by industry with a data interval of one day.

Baseline. For the average load prediction and maximum load prediction prob-
lems, we compare the HM-TCN model with the following three methods:

– ARIMA [16]: A statistical time series model, considering the moving average
component of time series, performs stationary processing and autoregressive
prediction on non-stationary time series data.

– LSTM [10]: The RNN-based time series model uses input gates, output gates,
and forget gates to update the cell state to deal with long-term and short-term
dependencies.

– TCN [2]: A CNN-based time series model that uses causal dilated convolu-
tions to replace the temporal dependencies of sequences extracted by RNN.

1 https://archive.ics.uci.edu/ml/datasets/individual+household+electric+power+
consumption.

2 https://www.tipdm.org:10010/#/competition/1481159137780998144/question.

https://www.tipdm.org:10010/#/competition/1481159137780998144/question
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6.2 Experimental Results

Model Effect. This summary mainly introduces the experimental results of
the model HM-TCN proposed in this paper and the three comparative mod-
els ARIMA, LSTM and TCN on the two datasets Electricity and DBrace. The
evaluation index used is the root mean square error. Specifically, the experi-
mental results are shown in the Table 1. From the experimental results of the
table, it can be found that, on two datasets Electricity and DBrace, the effect
of the model HM-TCN proposed in this paper is significantly better than the
other three comparison algorithms. Compared to them, the RMSE of HM-TCN
on both datasets drops drastically. Specifically, on the dataset Electricity, the
RMSE of HM-TCN is only 0.000001, but the RMSE of the second best TCN is
0.000029. In comparison, OurMode reduces the RMSE by 96.5%. On the dataset
DBRace, the RMSE of HM-TCN is only 9.171174, but the RMSE of the second
best TCN is 85.465812. In comparison, HM-TCN reduces the RMSE by 89.3%.
The reason why the method HM-TCN proposed in this paper can achieve the
excellent results as shown in the experimental results is that HM-TCN contains
a multi-resolution information extraction module based on Huffman tree, this
module gradually extracts information of different resolutions from fine-grained
to coarse-grained according to the construction process similar to Huffman tree.
Through this method, HM-TCN can distill out the important information from
the original data, which plays the role of knowledge distillation, so in the end a
very good result was achieved.

Table 1. Comparison with three models

Model Electricity DBRace

RMSE RMSE

ARIMA 1.048876 32937.878526

LSTM 0.002634 465.382265

TCN 0.000029 85.465812

HM-TCN 0.000001 9.171174

Visualization Interface. We next show the visualization interface of the power
load prediction system. The visualization interface consists of four pages: over-
all electricity prediction, individual electricity prediction, overall electricity cost
overview and individual electricity cost optimization.

Overall Electricity Prediction. The overall power prediction page is shown
in the Fig. 4. On the left top is the chart of predicted electricity consumption of
different industries. On the left bottom is the electricity consumption distribution
curve. On the right top is ratio of different industries’ electricity consumption.
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Fig. 4. Overall power prediction

On the right bottom is electricity purchase recommendations for electricity sales
companies.

Individual Power Prediction. The individual power prediction interface is
shown in the Fig. 5. User details are displayed on the table on the left side of
the page. Detail table has the function of searching information by month and
username, and sorting by keyword. On the right side, the total, peak, flat, and
valley predicted power of each month for the users selected in the table, as well
as the power ratio are displayed.

Fig. 5. Individual power prediction
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Overall Electricity Cost Overview. An overview of the overall electricity
cost is shown in the Fig. 6. The left side of the page shows the monthly average
price of electricity and the distribution curve of the average price of electricity
in the past few months by industry. By selecting certain interval in the distribu-
tion graph, target users with higher average purchase price are filter out in the
user table on the right. Single-user electricity consumption details page can be
achieved through the bottom in the table.

Fig. 6. Overall electricity cost overview

Individual Electricity Cost Optimization. As the Fig. 7 shows, this page
displays the detailed information card of the selected user, the proportion of
various electricity costs, the predicted electricity situation, the predicted elec-
tricity proportion, the maximum load prediction result and the power factor
assessment result. You can view the system’s cost optimization suggestions for
the user through a pop-up window.
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Fig. 7. Individual electricity cost optimization

7 Conclusion

We use deep learning techniques to study the average load prediction problem
and the maximum load prediction problem under the background of industrial
electricity marketization. Specifically, we propose the HM-TCN model to predict
average and maximum loads, and design a set of optimal electricity cost scheme
selection strategy that can select the optimal cost scheme based on the load
prediction results to save electricity cost, and implement a visualization inter-
face to display electricity information, prediction results, and electricity cost
optimization suggestions. We test the proposed model on two public datasets.
Experiments show that our proposed model has the lowest RMSE among all
four models. Specifically, the RMSE of HM-TCN on both datasets Electricity
and DBrace is lower than the second lowest RMSE, decreasing by 96.5% and
89.3%, respectively.
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Abstract. Animal sourced protein is increasing rapidly due to the growing of pop-
ulation and incomes. The big data, robots and smart sensing technologies have
brought the autonomous robotic system to the smart farming that enhance produc-
tivity and efficiency. Therefore, a YOLOv4-SAM was proposed to achieve high
detection precision of cow body parts in long-term complex scenes. The proposed
YOLOv4-SAM consists of two components: YOLOv4 is for multi-scale feature
extraction, while the Spatial AttentionMechanisms (SAM) highlights the key cow
biometric-related features. By doing this, visual biometric feature representation
ability is enhanced for improving cow detection performance. To verify the perfor-
manceofYOLOv4-SAM, a challengingdataset consistingof adult cows and calves
with complex environments (e.g., day and night, occlusion, multiple target) was
constructed for experimental testing. The precision, recall, mIoU and of the pro-
posed YOLOv4-CBAMwere 92.29%, 96.51%, 77.22% and 93.13%, respectively.
The data shows that its overall performance was better than that of the comparison
algorithm (Faster R-CNN, RetinaNet and YOLOv4). In addition, object detection
based on the YOLOv4-SAMmodel can capture the key biometric-related features
for cow visual representation and improve the performance of cow detection. In
addition, the detected height difference between head and leg proved the capabil-
ity in automatic identification of lame cows. The proposed deep learning-based
cow detection approach provides a basis for developing an automated system for
animal monitoring and management on commercial dairy farms.

Keywords: Autonomous detection · YOLOv4 · Attention mechanism · Deep
learning · Precision livestock farming

1 Introduction

Precision farming is key for producing more food for increasing world population, espe-
cially the livestock production that provides valuable protein [1]. Tomeet human demand
for animal products, the animal production needs to improve its efficiency and opera-
tions for higher productivity [2]. In the past decades, intelligent mechanical equipment

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Yu et al. (Eds.): GPC 2022, LNCS 13744, pp. 246–258, 2023.
https://doi.org/10.1007/978-3-031-26118-3_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-26118-3_19&domain=pdf
https://doi.org/10.1007/978-3-031-26118-3_19


Deep Learning-Based Autonomous Cow Detection 247

and robotics have been one of the main frame-works which focusing on minimizing
environmental impacts and simultaneously maximizing agricultural productivity [3, 4].
Automated systems with smart sensors, big data processing based on artificial intel-
ligence, and robots can be used to enhance the efficiency of production such as crop
harvesting, fruit picking and animal farming [5, 6].

In smart agriculture, the automatic, efficient and accurate acquisition of animal infor-
mation has been a key prerequisite. The vision-based animal monitoring, body parts
detection, and welfare evaluation can be completed automatically without stress [2].
More recently, deep learning can more effectively realize visual feature-based object
detection and behavior recognition with its network depth and feature representation
ability [7]. Riekert et al. [11] combined Faster R-CNN and Neural Architecture Search
(NAS) to construct a pig position detection and pose recognition system, and verified the
feasibility of their methods. Shao et al. [12] designed a cattle detection system based on
Convolutional Neural Networks (CNNs), obtained a precision of 0.957. Jiang et al. [13]
proposed FLYOLOv3 method to detect body parts (e.g., head, leg and trunk) of indi-
vidual dairy cow. Although the above approaches demonstrated the feasibility of deep
learning-based animal detection, it is still challenging to achieve accurate detecting of
key areas of cow in a complex farm environment (e.g., multi-cows, occlusion, different
illumination, day and night) [14].

More recently, YOLO network has been a popular method for object detection [18].
In YOLO family, YOLOv4 is better than YOLOv1, YOLOv2 and YOLOv3, and has
excellent speed and accuracy [19]. YOLOv4 is an end-to-end real-time deep learning-
based method of object detection proposed in 2020, and it has been proved with high
detection accuracy and speed onmany datasets [19]. In addition, the attentionmechanism
can improve the extraction ability of target-related features and reduce the interference
of non-target area features, thereby improving the effect of target detection models and
is widely used [20, 21].

To improve remote animal detection accuracy, we proposed YOLOv4-SAM model
to detect the cow. Firstly, YOLOv4 was used to extract multi-scale features from sample
images. Then, Spatial Attention Mechanisms (SAM) was used to highlight the animal
biometric-related features and enhance the animal detection performance. In this study,
images of dairy adult cows and calves during the day and night were acquired for
testing. In our detection experiments, whole animal, head, and four legs were detected
respectively. And a further qualitative analysis of lame recognition was conducted based
on height difference of detected legs and head.

The contributions of this paper include: (1) We integrated the SAM attention mech-
anism into YOLOv4 and proposed YOLOv4-SAM based approach for cow boy part
detection. The proposed YOLOv4-SAM improves the biometric feature representation
ability and enhances cow body part detection performance; (2) A long-term challeng-
ing dataset consisting of adult cow and calf with complex environments (e.g., day and
night, occlusion, multiple target) was constructed for detection verification. The results
indicate that the YOLOv4-SAM method was superior to the comparison method, with
high detection accuracy and fast processing speed, which satisfy the real-time require-
ment of smart farm applications; and (3) Th height difference of YOLOv4-SAM based
leg and head detection could further used to detect lameness. Overall, the proposed



248 Y. Qiao et al.

YOLOv4-SAM provides a real-time and high accuracy cow body part detection app-
roach in complex scenes, which facilitates long-term autonomous animal detection and
health/welfare evaluation.

2 Material and Methods

2.1 Data Acquisition

In this experiment, the data sets for calf and adult cattle were sourced from Yangling
Keyuan Cloning Co., Ltd. China. For calf data, a Holstein calf was monitored in a
rectangular enclosure (4 m × 2 m × 1.5 m). The height of the installed camera was
0.75 m and the distance from the fence is 2.5 m. For adult cow data, the camera was
placed on a support beam of the 1.8-m-high feed shed, and it was 35 m away from the
aisle. Camera setup for calf and cow video recording is presented in Fig. 1.

Fig. 1. Video acquisition setup diagram of cattle.

The dataset acquired consider is really challenging due to the factors: multi-cow
appeared and exist occlusion; Lighting is changing from dawn to dusk; the complex
background including crush, soil ground, building background and so on. The frame
rate, bit rate and resolution of the captured cattle videos were 25 fps, 2000 kbps, 704
pixels × 576 pixels respectively. A total of 1040 images were obtained, including 540
images of adult cows and 500 images of calf. Among these images, 600 and 440 images
were randomly selected as the training and testing datasets. In our experiments, thewhole
cow, the head, and legs (left front leg, left hind leg, right front leg, and right hind leg)
were labeled manually with bounding boxes, respectively, for key body areas detection
testing.

2.2 YOLOV4-SAM Model for Detecting Dairy Cow

In order to improve the detection performance for key cow parts, we integrated SAM
attention module into the YOLOv4 object detector, which had higher accuracy in cow
detection and monitoring.
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The proposedYOLOv4-SAMapproach extractedmulti-scale features usingYOLO4
object detector and learning feature importance through SAM, enhancing the represen-
tation of animal biometric related features and improving the animal detection per-
formance. The proposed YOLOv4-SAM-based detection method includes four parts,
backbone, neck, SAM, and head as shown in Fig. 2.

• CSPDarknet53 as backbone network of YOLOv4 algorithm was be used to extract
target features [19].

• The Neck was composed of the PANet and SPPNet. PANet proposed a bottom-up
information propagation path enhancement method, which realized bottom-up fea-
ture extraction through convolution and up-sampling, and realized top-down feature
extraction through down-sampling, thereby better fusing the extracted features [22].
The SPPNet module can concatenate feature maps from different core sizes together
as an output, effectively increasing the backbone’s acceptance domain and separating
significant context features [23].

• SAM was used to enhance the weight of the target candidate region after the
convolution block [24].

• And then the YOLOv3 head was used to realize object detection [25].

Fig. 2. YOLOv4-SAM based cow detection framework.

2.2.1 SAM Module for Feature Optimization

The SAMmainly encoded spatial pixel correlations in the feature map into local features
to enhance their representation ability. The SAMmodule structure is illustrated in Fig. 3.
In the feature map Ft ∈ RC×H×W, C,H andW represent the channel number, height, and
width, respectively. Pooling operator includes the max pooling and the average pooling.
The equation is as follows:

Pa = AvePool(Ft) (1)
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Pm = MaxPool(Ft) (2)

where AvePool(·) and MaxPool(·) indicate average pool and max pool, respectively.
Then Pa and Pm form a new feature Pam by Concat() function. After that, the spatial

attention map As is obtained by the Conv () function and the Sigmoid (·) function:

As = Sigmoid(Conv(Concat(Pa,Pm))) (3)

Finally, the feature map Fs ∈ RC×H×W can be calculated as:

Fs = As ⊗ Ft (4)

Fig. 3. The SAM module structure.

2.3 Loss Function

The loss function based on YOLOv4-SAM model consists of bounding box location
loss function (LCIoU ), confidence loss function (Lconf ) and classification loss function
(Lclass), which was used in the cow detection model based on YOLOv4-SAM. If there
is no target, only the Lconf is calculated. If there is a target, LCIoU , Lconf and Lclass are
calculated. The loss function equations are as follows [26]:

LCIoU =
S2∑

i=0

B∑

j=0

Iobji,j

[
1 − IoU + ρ2

(
b, bgt

)

c2
+ αv

]
(5)
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)2
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Lclass = −
S2∑

i=0

Iobji,j

∑

c∈classes

[
P̂i(c) log

(
Pi(c)

) +
(
1 − P̂i(c)

)
log

(
1 − Pi(c)

)]
(9)

Loss = LCIoU + Lconf + Lclass (10)

where, S is the number of grids, B is the number of prior boxes in each grid. λnoobj

represents weight. Iobji,j and Inoobji,j are used to determine whether the j−th priori box of

the i−th grid contains the object. If yes, Iobji,j is 1 and Inoobji,j is 0. Otherwise Iobji,j is 0

and Inoobji,j is 1. IoU refers to the ratio of intersection and union of the prediction and
actual bounding boxes. ρ () is the Euclidean distance, and c is the diagonal distance
between the predicted box and the closure area of actual box. b, w and h are the center
coordinates, width and height of the prediction box, respectively. bgt , wgt and hgt are the
center coordinates, width and height of the actual box, respectively. α is weight factor,
v is similarity ratio of length to width. Ci means the confidence of prediction and label
box. Pi(c) is the classification probability of different categories; c is the number of
detection categories.

3 Experimental Setup

3.1 The Used Dataset

The sample descriptions of training and testing sets are shown in Table 1.

Table 1. Datasets description in the experiments

Dataset Number of datasets

Train Adult cow: 300 (270 days; 30 nights)
Calf: 300 (270 days; 30 nights)

Test Adult cow: 240 (220 days; 20 nights)
Calf: 200 (180 days; 20 nights)

3.2 Network Training Platform

In our work, all data analysis works were carried out on a computer equipped with a
GeForce GTX 1080 Ti GPU and I9-7920X CPU@2.9 GHz, using Keras framework. To
verify the effectiveness of the dairy cow key parts detection model, Faster R-CNN [27],
RetinaNet [28] and YOLOv4 [19] were used for comparison. In addition, the input size
of all networks was 416× 416× 3, epoch was 1000, batch size was 16, and learning rate
was 0.0013. All the initial weights of the network were random. The other parameters
were the default settings.
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4 Results

4.1 Detection Performance Comparison

The proposed YOLOv4-SAM based cow detection was compared to other CNN based
approaches in Table 2. It can be seen that the precision and recall of the YOLOv4-SAM
approach is up to 92.29% and 96.51%, respectively, which is higher than that of Faster R-
CNN (53.85%,63.25%), RetinaNet (74.95%,75.69%) and YOLOv4 (91.86%,96.51%).
For the mIoU, YOLOv4-SAM method is 77.22%, higher than that of Faster R-CNN
(51.36%), RetinaNet (76.36%) and YOLOv4 (75.18%). In addition, it can be noticed
that the mAP@0.5 of YOLOv4-SAM is 93.13%, which is higher than that of YOLOv4
(93.08%). These results demonstrated that the proposed YOLOv4-SAM approach can
pay more attention to the visual features related to the animal body and enhance the
animal detection ability.

In addition, the detection speed of our proposed YOLOv4-SAM (40 f/s) is fast than
that of Faster-RCNN and RetinaNet networks, and lower than the original YOLOv4
network. But the average recognition speed could reach 40 FPS, which would highly
possible to satisfy the real-time requirement (>20FPS) of robotic based autonomous cow
detection. Overall, the proposed YOLOv4-SAM highlights the related animal detection
related features and enhances the detection performance, which provides a favorable
solution for the remote animal detection in smart livestock farming.

Table 2. Comparison of different GDM methods.

Method Precision (%) Recall (%) mIoU (%) mAP@0.5 (%) FPS (f/s)

Faster R-CNN 53.85 63.25 51.36 59.72 27

RetinaNet 74.95 75.69 76.36 74.38 29

YOLOv4 91.86 96.51 75.18 93.08 55

YOLOv4-SAM 92.29 96.51 77.22 93.13 40

Cow and calf images from the different scenes (e.g., day and night, occlusion, mul-
tiple target) were selected to evaluate the performance of the model. Figure 4 shows the
detection results of our proposed YOLOv4-SAM approach. It shows that the YOLOv4-
SAM approach could recognize the images of cow and calf at night, and accurately
detect the head and legs, which is beneficial to the long-term cattle detection in smart
animal husbandry. All this indicating that robustness of the proposed YOLOv4-SAM
approach.
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Fig. 4. Examples of YOLOv4-SAM based cow and calf detection. In the detection result, the
orange, green, purple, light green, yellow, red and blue boxes are adult cow area, claf area, head,
outer front leg, inner front leg, outer hind leg and inner hind leg, respectively. (Color figure online)

4.2 Detection Results of Key Body Parts of Cattle

To further analysis the detection performance of different body parts, in Table 3, the num-
bers of detected body parts (including tp and fp), precision, recall, IoU and mAP@0.5
are presented.

The correctly detected number (tp) and false detected number (fp) of YOLOv4-SAM
are 2759 and 216 respectively, and the tp is 2757 and fp is 260 in YOLOv4. The overall
precision, recall, and map@0.5 of YOLOv4-SAM are 92.29%, 96.51% and 93.13%
respectively, which higher than that of YOLOv4. In animal detection, the proposed
YOLOv4-SAM achieved 96.95% and 99.00% precision for the whole body of adult cow
and calf, respectively. As the animal body truck is large than other body parts (e.g., head,
leg), both YOLOv4 and YOLOv4-SAM achieved higher detection accuracies for animal
itself (e.g., adult cow and calf), and the detection recall of theYOLOv4-SAMapproach is
more noticeable. From these data, it is clear that the SAMmodule in YOLOv4 improves
the animal visual biometric feature (e.g., shape, contour, and coat color) representation
ability, enhancing the cow detection in different environments.

Table 3. Comparison of different body part detection performance.

Method Species GT Detect
(tp)

Detect
(fp)

Precision
(%)

Recall
(%)

IoU
(%)

mAP@0.5
(%)

YOLOv4 Adult
cow

286 286 9 96.95 100.00 85.75 99.94

Calf 199 199 6 97.07 100.00 89.02 99.68

Head 481 471 11 97.73 98.54 80.19 90.91

Outer
front leg

482 460 47 90.73 95.44 72.04 90.63

(continued)
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Table 3. (continued)

Method Species GT Detect
(tp)

Detect
(fp)

Precision
(%)

Recall
(%)

IoU
(%)

mAP@0.5
(%)

Inter
front leg

472 454 36 92.65 96.19 73.38 90.57

Outer
hind leg

479 456 67 87.19 95.20 71.06 90.51

Inner
hind leg

465 431 84 83.69 92.69 66.44 89.36

All 2855 2757 260 91.86 96.51 75.18 93.08

YOLOv4-SAM Adult
cow

286 286 9 96.95 100.00 90.52 99.87

Calf 199 199 12 99.00 100.00 92.62 99.82

Head 481 476 8 98.35 98.96 82.15 90.91

Outer
front leg

482 458 33 93.28 95.02 75.00 90.51

Inter
front leg

472 460 34 93.12 97.46 75.16 90.67

Outer
hind leg

479 454 61 88.16 94.78 73.85 90.52

Inner
hind leg

465 435 69 86.31 93.55 67.75 89.58

All 2864 2759 216 92.29 96.51 77.22 93.13

In addition, the detection results of Table 3 show that the precision of the YOLOv4-
SAM for head (98.35%), outer front leg (93.28%), inter front leg (93.12%), outer hind
leg (88.16%) and inner hind leg (86.31%) is higher than that of YOLOv4 (97.73% for
head, 90.73% for outer front leg, 92.65% for inter front leg, 87.19% for outer hind leg
and 863.69% for inner hind leg). It also can be noticed that head detection precision is
higher than that of leg, the main reason is that cow head account for a large area and
not occluded by other body parts, thus the extracted visual features from head has few
disturbing factors. All these increased values show that the application of SAM was
feasible in the cow body parts’ detection.

4.3 Application of Lame Detection in Dairy Cows

Cow lameness can reflect the health problems of cattle, and the detection of abnormal
behavior is important for farms [29]. When a cow is lame, its head position will be lower
than that of a normal cow.

To further explored the relative height of the head and leg of the lame cow and the
normal cow. Firstly, 30 images of normal cows and lame cowswere selected, respectively.
Then, yolov4-SAM model was used to detect the head and legs of cows. The y in the
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central coordinate (x, y) of the bounding box of the head was used to represent the height
information of the head. Similarly, yi in the central coordinate (xi, yi) of the bounding
box of the leg was obtained, i represented the number of legs and the average value yavr
of yi was taken as the height information of the legs. The difference between y and yavr
was denoted as relative height of the head position and the leg position (Fig. 5).

Fig. 5. The relative height difference between the head and leg of normal cows and lame cows.

It can be seen from Fig. 5 that the height difference between the head and leg of lame
cows (average is 60.6 pixel) is lower than that of normal cows (average is 165.9 pixel).
That means using the position of cow head and leg, namely, the height difference, cow
lameness behavior could be detected.

5 Discussion

5.1 Impact of Object Size and Number on Detection Performance

As theYOLOv4 using bounding box to detect object, detecting objectwith different sizes
could have varying performance. The whole-cow body account for a large proportion
result in high detection accuracy, while the leg area or head accounted for the small
proportion obtained lower detection precision. As illustrated in Table 3, the whole cow
detection accuracy was higher than that of head and leg. Although there was a detection
difference between whole-cow body, head, and leg, the overall detection performance
was over 90% due to the multi-scale feature extraction ability in YOLOv4-SAM.

In Fig. 4, when there is a part of the cow in the scene; or when multiple cows
occlude each other, the proposed YOLOv4-SAM could still well detect. This is because
that multi-scale feature extraction ability of YOLOv4 and the key feature highlighting
mechanism of SAM attention module, visual biometric related features could be well
extracted for cow detection.
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5.2 Impact of Different Scenes on Detection Performance

Toverify the robustness of theYOLOv4-SAMmethod, the experimental samples contain
data from different scenes, as shown in Fig. 4. It shows that the whole body, head and
legs of adult cows and calves in different scenes (e.g., day and night, occlusion, multiple
target) are well detected. In addition, the adult cow samples include railings, which will
occlude part of the legs. In this case, the YOLOv4-SAMmethod can still detect the legs
well, but due to the loss of some information, it will also cause misrecognition. From
Table 2, in the sample data set containing multiple scenarios, the performance of the
YOLOv4-SAM in this study is better than other comparison methods (Faster R-CNN,
RetinaNet and YOLOv4).

5.3 Analysis of YOLOv4-SAM Model Applicability

YOLOv4model is a real-time object detection algorithm,which integrated the character-
istics of YOLOv1, YOLOv2, YOLOv3 and other advanced methods, and improved the
detection speed and detection accuracy of the object detection network. And the atten-
tion mechanism SAM can highlight the animal biometric-related features to enhance
the animal detection performance. So, the YOLOv4-SAM model not only retains the
performance of YOLOv4, but also improves the recognition ability of the network. In
addition, this study further explored the identification of lame cows. It can be seen from
Fig. 5 that the head-to-leg height distance of lame cows is lower than that of normal
cows, which can be used as a basis for judging the lame cow. This model can also be
applied to assist UAV or UGV for monitoring group animals or animal body parts (e.g.,
heads, legs, and back, etc.). The movement information of an individual animal’s head
and legs can be further detected for analyzing animal behavior.

6 Conclusions

In this study, a YOLOv4-SAMbased approach was proposed to detect cow and its differ-
ent body parts remotely. The proposed approach integrating attention mechanism SAM
into YOLOv4, enhancing animal visual biometric feature representation ability, which
provides a newway for long-term and real-time animal detection for further autonomous
based smart livestock farming.Achallenging cowdataset consistingof adult and calfwith
complex environments (e.g., day and night, occlusion, multiple target) was constructed
for experimental testing. The proposed YOLOv4-SAM based approach outperformed
Faster R-CNN, RetinaNet, and YOLOv4. Meanwhile, the detection performance of dif-
ferent cow body was investigated. Experimental results demonstrated that the proposed
YOLOv4-SAM approach could capture key biometric-related features for animal visual
representation, improving the performance of cow detection. In addition, the detected
height difference of head and leg could be further used to identify lame cow from
the health group. Overall, the proposed deep learning-based cow detection approach is
favorable for autonomous cow management in smart livestock farming.
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