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Preface

This book contains the proceedings of original papers presented at the 53rdAnnualMeet-
ing of the Italian Electronics Society (SIE), held in Pizzo (VV), Italy, during September
7–9, 2022. The SIE (formerly the Italian Electronics Group), founded in 2011, is a
non-profit association whose institutional aims are the promotion and development of
training, research and technology transfer activities in the field of electronics.

TheSIE-2022AnnualMeeting included invited lectures involving experts in state-of-
the-art topics, oral sessions, round tables, live demonstrations and selected expositions,
with the goal of complementing the regular program with emerging topics of particular
interest to the Italian Electronics community. The conference received a total of 57
original contributions in the following 7 areas:

• Area 1 - Integrated Circuits and Systems
• Area 2 - Micro- and Nano-Electronic Devices
• Area 3 - Microwave Electronics
• Area 4 - Sensors, Microsystems and Instrumentation
• Area 5 - Optoelectronics and Photonics
• Area 6 - Power Electronics
• Area 7 - Electronic Systems and Applications.

Works submitted to the conference underwent a peer-review process by at least
two experts selected by the conference committee. After comprehensive verification of
technical content and plagiarism, the conference committee recommended 43 papers be
published in this proceedings book.

Contributions in Area 1 focus on time-to-digital converter, precision-scalable multi-
plier, operational transconductance amplifier and readout electronics. The paper of Area
2 deals with in-memory computing with crosspoint resistive memory. Works of Area 3
include thermal X-parameter modeling of FinFETs, modeling of microstrip structures,
harmonic tag sensors, GaN-based mixer for radar, power amplifier for sub-6 5G applica-
tions, microwave radars for automotive and GaN-based low-noise amplifiers. The con-
tents of Area 4 papers cover accelerometric system, electrochemical biosensor, IoT unit
to monitor water distribution, sensor of volatile organic compounds, ISFET-based NaCl
sensor, piezoelectric MEMS transducer, electronics for FLASH radiotherapy, wireless
harmonic transponder and hardware for pulse density modulation-to-pulse code mod-
ulation conversion. Papers of Area 5 address pin photodetectors, fiber Bragg grating,
multimodal plastic optical fibers, ultra-long-range LiDAR, biophotonic andmicrofluidic
circuits, surface-enhanced infrared absorption spectroscopy, tunnel junctions vertical-
cavity surface-emitting lasers and strain sensor in optical fibers. In Area 6, papers focus
on GaN-based resonant converters, charging systems of electrical vehicle fleets, FPGA
hardware architecture for space vector pulse width modulation and DC-DC converters.
The contents of Area 7 deal with architectures for improving single-event transient fault
resilience, deep reinforcement learning for automated driving, learning digital twin for
nonlinear dynamical systems, food waste prevention system, manipulation framework



vi Preface

for assistive robotics, monitoring IoT system for phytosanitary products, synthesis of
redundant architectures and batteryless soil electrochemical impedance spectroscopy
sensor.

Through this book, we aim to provide an overview of latest activities carried out
by SIE members across the above research areas. We expect that this book will attract
interest in the worldwide Electronics community, while promoting future collaborations.

Finally, we would like to express our sincere thanks to each individual who has
contributed toward the publication of these proceedings.

Giuseppe Cocorullo
Felice Crupi

Ernesto Limiti
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High-Resolution, Long-Range Time-to-Digital
Converter for SPAD-Based Time-Correlated

Single Photon Counting Applications

C. Nonne(B), F. Madonini, and F. Villa

Department of Electronics, Information and Bioengineering, Politecnico di Milano, Milan, Italy
chiara.nonne@polimi.it

Abstract. Many high precision measurements of time intervals employ Time-
of-Flight (ToF) or Time-Correlate Single-Photon Counting (TCSPC) techniques,
exploiting SPAD detectors to reveal single photons with high temporal precision.

This work focuses on the design of a Time-to-Digital Converter (TDC) based
on a Voltage-Controlled Gated-Ring-Oscillator (GRO).

In particular, it presents high-performance in terms of resolution (31.5 ps LSB,
Least Significant Bit) and Full-Scale Range (2 μs FSR), allowing a wide range of
applications from Light Detection and Ranging (LiDAR) to Fluorescent Imaging
(FLIM). The stability of the TDC to Process, Temperature and Voltage (PVT)
variations is assessed through a Phase-Locked-Loop (PLL) providing the control
voltage to the GRO. In a SPAD array a single global PLL can be implemented,
feeding the in-pixel GROs, which experience approximately the same PVT vari-
ations. Post-layout simulations are carried out to disclose, before fabrication, the
main challenging design trade-offs, from jitter of the converter to PLL stability
and noise. The chip design was realized in a 40 nm CMOS technology.

Keywords: Time measurements · SPAD · Time-of-Flight (ToF) ·
Time-to-Digital Converter (TDC) · Voltage-Controlled Gated-Ring-Oscillator
(VC GRO) · Phase-Locked Loop (PLL) · CMOS 40 nm

1 Introduction

Time IntervalMeters (TIMs) are the core block of Time-Correlated Single PhotonCount-
ing (TCSPC), which is a photon-efficient statistical sampling technique, where photon
arrival times are measured relative to a pulsed laser source and recorded in a histogram
over many repeated cycles. Pivotal fields of applications range from Fluorescence Life-
time Imaging Microscopy (FLIM) [1] to Time-of-Flight (ToF) range-finding, including
Light Detection and Ranging (LiDAR) [2] and Non-Line-Of-Sight (NLOS) [3].

Continuous advances in Single-Photon Avalanche Diode (SPAD) detectors manu-
factured in standard CMOS processes have enabled TCSPC measurements to be per-
formed on a single chip by high-performing imaging array. The preferred choice for
integrated TIMs is a direct conversion from a time interval to a digital word by means
of a Time-to-Digital Converter (TDC).

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Cocorullo et al. (Eds.): SIE 2022, LNEE 1005, pp. 3–8, 2023.
https://doi.org/10.1007/978-3-031-26066-7_1
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The timing circuit is the most critical component in this kind of smart SPAD-based
pixel sensors in terms of compactness – to maximize the fill factor – low power con-
sumption, and resistance to Process, Voltage and Temperature (PVT) variations across
the array. Indeed, these requirements are particularly challenging against TDC’s time res-
olution – quoted in Least Significant Bit (LSB) – and maximum measurable timestamp,
i.e., Full-Scale Range (FSR).

Among the reviewed state-of-the art TDC architectures employed in SPAD imag-
ing arrays, the most advantageous designs are based on local high-frequency Ring-
Oscillators (ROs), whose clock signal is fed to a counter. By wrapping the delay line in
a ring format, ROs reach higher FSRs with respect to Tapped-Delay-Line architectures,
while maintaining a compact and low power consuming topology. By means of scaled
technologies, LSBs down to few tens of picoseconds can be easily achieved without
resorting to more complex Vernier-based architectures [4].

2 TDC Design

Figure 1a. Presents the overall designed architecture. It is based on a compact and reliable
Gated RO (GRO) structure, which oscillates at 252 ps only between the beginning of
the measurement (START) and the arrival of the first photon (STOP). The GRO output
clock signal (OUT0) is fed to a 13-bits ripple counter, to achieve high FSR. The GRO
is stabilized against PVT variations by means of a Phase-Locked Loop (PLL). In order
to maintain high integrability of the TDC inside a future pixel pitch, as well as limited
power consumption, the PLL is placed externally with respect to the TDC and, by means
of Vc, it controls in voltage the RO (Voltage-Controlled Ring Oscillator, VCRO).

As depicted in Fig. 1b., to ensure a correct measurement of the time elapsed between
START and STOP, a proper OR-control logic stops and opens the VCRO when the
photon arrives, by rising the RES-signal and enabling the sampling and saving of the
internal VCRO phases (OUT0–3) and of the 13 ripple-counter bits (Q0–12), through the
Readout and Memory (RM) block. Such operation on OUT0–3 permits a fine division
of the VCRO output period (Tos) in eight LSBs of 31.5 ps each, while Q0–12 bits give
the time measurement coarse resolution.

Regarding the ripple counter, in general, such configuration is limited in the high
frequency operation: the first Toggle Flip Flop is not sensitive to fast variation of the
input Tos. However, the standard C40 static D-type Flip Flops have proven to correctly
halve the input clock frequency up to 5 GHz. The frequency division of the VCRO
output was successfully post-layout simulated in all five process corners, validating the
adoption of such topology to provide the coarse bits Q0–12.

The following RM block is equipped with a 13-bits ripple down-counter, identical to
the previous one, placed towait enough time after theGROopening to let even the last bit
(Q12) to toggle before samplingQ0–12. Indeed, at the rising of the twin counter’s last bit
(EoC12), the 13-bit register samples Q0–12. Instead, the sampling of the internal GRO
phases is more rapid – at the rising of EoC0 – to promptly saveOUT0–3 before parasitic
capacitor discharging at the VCRO output nodes, by means of a 4-bit register. Both the
registers consist in a simple battery of Flip Flops and the decoder is custom-made to
convert the 4 bits corresponding to the VCRO sampled phases into 3-bits (B13- 15).



High-Resolution, Long-Range Time-to-Digital Converter 5

Finally, to achieve a consistent timing information from one conversion to the other,
an initial condition must be set – i.e., a fixed logical level 0 or 1 at each delay cell output
(OUT0–3). As it will be clarified later, this happens by differential switching of the en
signal before the next START. With the new measurement, the logic closes the VCRO
automatically, by lowering first en and then RES. The time behavior of the mentioned
GRO gating signals is shown in Fig. 2.

Figure 1c. Specifically shows theVCROblock. It consists in four Voltage-Controlled
DelayCells (VCDCs), that achieve a good compromise between a single-cell small delay
(tp) – i.e., a good TDC resolution – and an oscillation period slow enough to be correctly
doubled by the following ripple counter, as well as symmetry when the components are
laid out.

Fig. 1. a. Overall chip architecture, b. TDC blocks, c. VCRO architecture, d. shunt transdiode
DCVSL VCDC.

Fig. 2. Time behavior of the gating signals

TheVCRO is opened/closed bymeans of internal Pass Transistor (PT) gate switches.
The VCDCs were implemented with a Differential Cascode Voltage Switch Logic



6 C. Nonne et al.

(DCVSL) in Fig. 1d., which enables higher speed performances with respect to Fully-
Complementary (FC) CMOS topologies without being penalized for static power con-
sumption. Moreover, the differential structure gives lower sensitivity to disturbances in
power supply.

Theminimally sizedMOSM3 andM4 set the initial condition, while dummyM5 and
M6 are placed to ensure layout symmetry. The tunable propagation delay tp is obtained
by varying the current injected in the MOS transdiodes M7 and M8, through the change
of Vc. The VCRO must provide very accurate and precise tp for each cell. In fact, a
highly non-linear and slanting tp(Vc) characteristics would make Tos bounce, mainly
because of Vc noise fluctuations and mismatches. Therefore, the cells were sized with a
very linear and small Tos(Vc) gain.

The proposed TDC exploits a PLL acting on Vc only, thus the VCRO has to bear
open-loop phase noise,whose spectrum, simulated bymeans ofCadence PSS andPNoise
analysis, evidences the dominance of Flicker noise up to 500 kHz far from the carrier
frequency.Besides frequency,VCROnoise description in time (i.e., the jitter) contributes
to TDC precision performance through its standard deviation (σ_jit). Indeed, if the jitter
accumulation over the TDC FSR (i.e., the period jitter) exceeds one LSB, the TDC
resolution is impaired. Therefore, by integrating the VCRO phase noise over a suitable
frequency range representative of its operation time, the simulator returns the σ_jit over
the FSR. Based on this limitation, in post processing, different combinations of the TDC
bits (B0–15) coming out from the RM block are selected.

For example, in a long-range modality, the digital information consists in B0–12
(from all the counter output bits) and B13 (from the sampling of the first output GRO
phase). If we want to use the highest resolution possible, the information comes from
B13–15 (all the internal GRO phases) and B0–10 (the first eleven bits of the counter).
As explained later, such bits selection is limited by the VCRO phase noise and jitter
accumulation over the TDC FSR.

3 PLL Design

In order to provide a lock frequency range only limited by the VCRO tuning range,
as well as a zero phase-error, a type III-PLL (shown in Fig. 3a.) is here employed.
First, the output of a VCRO, which is an exact copy of the one inside the TDC, must
be compared to an external precise clock reference in terms of phase and frequency
discrepancies. However, whatever component performing such operation is basically
blind to VCROs oscillating at 3.97 GHz (i.e., 1/252 ps), thus a frequency division is
needed. Acknowledged that the aim of the PLL adopted in this work is to produce the
control voltage Vc, rather than a programmable output clock, a 4-bit ripple counter with
a divider modulus (M) equal to 16 is employed for such purpose. The output of the
divider and the reference period (equal to 252.16 ps = 1/248 MHz) are then fed to the
Phase-Frequency Detector (PFD) in Fig. 3b.

With respect to other more common topologies based on Flip Flops, this PFD guar-
antees a prompt response, generating an output pulse strictly for the duration of the phase
error. It is composed by a latch activated at the rising of its earliest input. Thus, when
both the inputs are high, both outputs (UP and DW ) are almost instantaneously brought
back to zero.
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Fig. 3. a. Type-III PLL adopted in this design, b. Phase-Frequency Detector, c. Charge Pump

In fact, in our highly scaled and fast technology, the simultaneous activation of UP
and DW signals for a finite amount of time, would expose the control voltage Vc to
unwanted ripples, besides increasing the power dissipation of the circuit.

The differential and latched approach was adopted also for the Charge Pump (CP)
block in Fig. 3c. When a pulse arrives, an unbalance is built-up in the differential stage,
thus producing a current pulse that is mirror-transferred to the PLL impedance Z(s). The
positive feedback structure in the differential stage allows to speed up the transitions,
while the clock feedthrough and the charge injection issues are minimized since the
input commutation takes place in a node decoupled from the output.

Finally, the output impedance Z(s), integrated inside the loop, was sized to stabilize
the PLL and reduce the high-frequency ripples in the control voltage. Its layout is the
most critical in terms of area occupation, because of the huge extension of the metal
dielectric capacitor. However, such area won’t affect the fill factor of a future SPAD array
because a single PLL will be employed for all pixels’ TDCs and placed in dedicated
area external to the pixel array.

The final post-layout transient simulations are carried out giving CK in with a finite
time-delay in order to let the reference frequency span from 0 Hz to the target 248 MHz
and cover the full lock-in range, in the five operating process corners.

Moreover, to deeply assess the contribution of eachblock to thePLLstability, the loop
gain (Gloop) transfer function is modelled using the lumped-element circuit reported
in Fig. 4. From the above-mentioned post-layout simulations, the values of Ip (i.e., the
CP current), impedance singularities included in Z(s), Kvcro and M are extracted and
substituted in the lumped circuit. Thus, the Gloop phase margin evaluated through Bode
Criterion. To account for the main sources of variabilities inside the proposed PLL,
further analysis on Z(s) and Kvcro are performed: the global and Montecarlo process
variations on the filter, as well as Montecarlo mismatches on Kvcro are tested. In such
cases, the Gloop plot is minimally perturbed both in the singularities placement and in
the dc gain. Such good PLL performances in presence of process and circuit variabilities
are due to the small and linear Kvcro.

4 Conclusions and References

Table 1 reassumes the main parameters describing the developed TDC, compared to
similar architectures integrated inside SPAD-based imaging arrays. This design achieves
new values in state-of-the art LSB and FSR, by offering a dual modality operation, while
maintaining a restrained increase in average power consumption. Indeed, the scaled
performances of the adopted 40 nm CMOS technology allows to feed the 3.97 GHz
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VCRO clock (OUT0) directly to a ripple counter with high number of bits (13) and thus
high FSR, while the sampling of the internal GRO phases enables the fulfillment of the
high-resolution requirement. The VCRO differential architecture as well as caring in
the layout symmetry guarantee stability of oscillation with respect to mismatches and
noise on Vc and supply disturbances. The TDC area occupation is slightly worsened
with respect to the state-of-the-art reviewed. However, in order to guarantee a good
fill factor for a future integration of the TDC in SPAD pixels, there is wide room for
layout improvements: for example, by moving the memory logic away from the TDC
core component or by furtherly refolding the counters’ layout. Anyway, the adopted
technology node is usable as the bottom tier in a 3D stacking approach, which is another
key option for pixel fill factor improvement.

Fig. 4. Lumped electrical model of the PLL and Gloop transfer function.

Table 1. Comparison between this work and other state-of-the-art RO-based TDCs

Ref This work [5] [6] [7]

Tech. Node 40 nm CMOS 90 nm/40 nm BSI 180 nm CMOS 45 nm/65 nm

Area ( �µ�m2) 747 130 4200 550

LSB (ps) 31.5/126 38 48.8 60

FSR (ns) 520/2000 143 50 1000

Power (µW) 500 NA 300 100
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Abstract. Across different Deep Learning (DL) applications or within
the same application but in different phases, bitwidth precision of activa-
tions and weights may vary. Moreover, energy and latency of MAC units
have to be minimized, especially at the edge. Hence, various precision-
scalable MAC units optimized for DL have recently emerged. Our contri-
bution is a new precision-configurable multiplier/dot-product unit based
on a modified Radix-4 Booth signed multiplier with Sum-Together (ST)
mode. Besides 16-bit full precision multiplications, it can be reconfigured
to perform dot products among two 8-bit or four 4-bit sub words of the
input operands without requiring an external adder, thus reducing the
number of cycles of MAC operations. The results of the synthesis in per-
formance, power and area on a 28-nm technology show that our unit (1) is
superior to other state of the art ST multipliers in area (≈35% less) in the
clock frequency range between 100 and 1000MHz and (2) reduces latency
up to 4x when used to compute a convolutional layer, at the cost of limited
overheads in area (+10%) and power (+13%) compared to a conventional
16-bit Booth multiplier. This unit can play an important role in designing
variable-precision MAC units or DL accelerators for edge devices.

Keywords: Variable-precision multiplier · Precision-Scalable MAC
Unit · Deep Learning

1 Introduction

At the basis of Deep Learning (DL) algorithms are convolutions and matrix
multiplications, which require the computation of many dot products and sim-
ple scalar multiplications between features and weights. These operations are
typically executed by multiply-and-accumulate (MAC) units. In particular, when
running DL applications on edge devices, energy and latency of these MAC units
have to be minimized. This requires reducing the data bit-width to the mini-
mum, while keeping a satisfying level of accuracy. Such minimum data precision
may vary across different applications, but also within the same application in
different phases (e.g. mixed-precision quantization for convolutional layers).

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. Outside view of a Multiplier/dot-product unit (a) and its precision configura-
tions (b).

Multipliers with Sum-Together (ST) mode [1] are good candidates to realize
precision-scalable MAC units [2–5]. They are special sub-word parallel multipli-
ers that can perform either a multiplication at full precision or a dot-product at
lower precision. In particular, they can compute N = 1, 2, 4 multiplications/dot-
products in parallel among input operands with precision inversely proportional
to N (e.g., 16/N bits). When used inside MAC units, they reduce the overall
latency up to 1/N because they save N -1 MAC additions.

In the literature we find different proposals for the implementation of ST
multipliers. The design of [2] uses four 16-bit Booth multipliers with a config-
urable partial products compression array and three configurable 33-bit adders,
instead of the usual final adder. The two sub-word parallel dot-product units
of [3] comprise of two 17-bit multipliers or four 9-bit multipliers, respectively,
followed by a 32-bit adder. The reconfigurable parallel inner product of [4], the
ancestor of [5], dynamically composes and decomposes 4 or 8-bit multipliers with
a network of combinational logic.

In this context, we propose a new precision-scalable modified Radix-4 Booth
signed multiplier with ST mode. Its configuration options are reported in Fig. 1.
The main difference with respect to other state of the art (SoA) ST multipliers
is that our design does not require a dedicated adder to sum the low-precision
products together, but it exploits the normal alignment of partial products as
in a standard multiplier (Fig. 2).

The comparison between the SoA ST multipliers and our design in perfor-
mance, power and area (PPA) on a 28-nm technology shows that, at the cost of
limited overhead in area and power compared to a conventional non-ST Booth
design, our multiplier/dot-product unit (1) is superior to the other SoA units
in the clock frequency range between 100 and 1000 MHz and (2) could reduce
latency and energy of convolutional layers when used in MAC units or in variable-
precision DL accelerators.
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2 Hardware Design

We propose a new precision-configurable Radix-4 Booth signed multiplier with
ST mode. The supported configurations are those of Fig. 1(b). The key feature
of our multiplier/dot-product unit is the lack of a dedicated external adder to
sum together the low-precision products during dot-product operations. Instead,
such addition comes for free in our design. In fact, our unit exploits the normal
alignment of partial products in a standard multiplier, enabling the computation
of dot products when two or four scalar inputs are packed in each operand, as
shown in Fig. 2. The bits of output P (yellow circles) are obtained by vertically

P = A[15:0] x B[15:0]
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Fig. 2. Alignment of PPi partial products for CONFIG 16 × 16/16 × 8 (a), 8 × 8/8 × 4
(b) and 4 × 4 (c).
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Fig. 3. The design of our Booth ST multiplier.

summing the full-colored circles representing the bits of the eight partial products
(PP0-PP7). These full-colored bits are the result of the products of operands with
the same color, while the half-colored bits are zeroed as explained below.

In the multiplier architecture shown in Fig. 3, the yellow blocks are the stan-
dard components of a Radix-4 Booth multiplier, while the green ones are for
precision reconfiguration, for zeroing the half-colored bits of Fig. 2, and for sign
extending the inputs in asymmetric configurations, like 16× 8 and 8× 4, in order
to treat them as 16 × 16 and 8× 8. We implement the reduction tree as a Wallace
tree with 4:2 compressors, while the final adder is a Carry Propagate Adder with
Prefix Network. Regarding the additional logic for reconfigurability, the config-
uration signal CONFIG controls: 1) how the bits of operand A are properly
composed t o form X0–X7 input triplets for the encoder; 2) how the sub-words
of operand B are arranged and presented to the Y0–Y7 inputs of the selector; 3)
the number of positions to right-shift the output to the LSB position (Fig. 2).

3 Experimental Results

For a fair comparison, we re-implemented the ideas of the SoA multipliers intro-
duced in Sect. 1, making these minimal adjustments:
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Fig. 4. PPA analysis of the analyzed ST multipliers.

– we standardized their configurations to match those presented in Fig. 1 and
we removed all the unnecessary logic that was not necessary to implement
the ST multiplier’s behavior;

– since the authors of [3] implemented their ST multiplier with a behavioral
RTL description, we made the same, but we forced the synthesizer to use a
16-bit Booth multiplier for 16×16/16×8 configurations;

– we right shifted the output of [4] to align it to the LSB because it produces
the sum-of-products on higher bit positions, as it happens in our design;

– we added input and output registers to all the ST multipliers, ours included.

We synthesized the designs with Synopsys Design Compiler on a 28-nm technol-
ogy, varying the clock frequency from 100 to 1000 MHz. The PPA results in the
area vs clock period space and power vs clock period space are in Fig. 4(a)–(b),
respectively. Our unit is Pareto optimal in area at all frequencies with ≈35% less
area than other SoA competitors, while in power all the designs almost overlap
each other. A close examination at 1000 MHz is reported in Table 1(a), where ST
multipliers are also compared with a conventional non-ST 16-bit Booth multi-
plier. From this table we find that our Booth multiplier with ST mode consumes
+10% of area and +13% of power compared to the baseline version.

In Table 1(b) we show how an ST multiplier could reduce the number of
MAC operations and the latency of a convolutional layer, in this case the first
of MobileNetV1 and EfficientNet-B0. The theoretical reduction that is possible
to achieve is 1/N and depends on the precision of activations and weights at
which the layer is computed. Finally, it is important to note that we also expect
a significant energy saving at lower precisions (N = 2 or 4) because energy scales
like latency, while power overhead is constant.
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Table 1. ST multipliers vs baseline (non-ST 16-bit Booth multiplier) at 1000 MHz (a);
theoretical reduction in MAC operations and latency for the first layer of MobileNetV1
and EfficientNet-B0 computed with an ST-multiplier (b).

(a)

Multiplier Area [µm2] Power [mW]

Non-reconfig. 1133 0.791

Reconfig.-ours 1248 (+10%) 0.893 (+13%)

Reconfig.[2] 1747 (+54%) 0.903 (+14%)

Reconfig.[3] 1718 (+52%) 0.896 (+13%)

Reconfig.[4] 1629 (+44%) 0.885 (+12%)

(b)

Multiplier MAC Ops. Latency

Non-reconfig. 10.8 M 1×
Reconfig.
16×16/16×8

10.8 M 1×
Reconfig.
8×8/8×4

5.4 M 0.5×
Reconfig.
4×4

2.7 M 0.25×

4 Conclusion

This Booth multiplier with ST mode can play an important role inside precision-
scalable MAC units or in variable-precision DL accelerators for edge devices [6]
because it supports low-precision configurations which can reduce latency and
energy. It also outperforms the SoA alternatives in area with limited reconfig-
urability overheads against a conventional non-configurable Booth multiplier.
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Abstract. The paper introduces a bulk-driven operational transconductance
amplifier (OTA) suitable for ultra-low-power and ultra-low-voltage applications.
The amplifier is made up of three gain stages and features inherent class-AB
behavior and precise control of the quiescent current of all transistors. Addition-
ally, positive feedback is exploited for the first stage to enhance its transconduc-
tance. The OTA entails a single Miller capacitor for frequency compensation, thus
saving area occupation. Implemented in a 65 nm standard CMOS technology, the
amplifier occupies an area of 10.6·10–3 mm2 and is powered from 0.3 V with
a total quiescent current equal to 8.5 mA. Experimental measurements show a
gain-bandwidth product equal to 1.65 MHz and a phase margin equal to 70° when
driving a 50-pF load.

Keywords: Bulk-driven · Class-AB · CMOS analog integrated circuits ·
Low-voltage · Operational transconductance amplifier

1 Introduction

One of themain trends of current electronics industry is towards the extension of portable
devices autonomy through the adoption of low power design techniques. This has rein-
forced the interest in the development of low-voltage and low-current design approaches
for the reduction of the power consumption. Indeed, the reduction of the power consump-
tion allows reducing the battery size (and consequently the overall device volume) for
equal lifetime. This latter aspect is crucial for implanted biomedical devices, where low
volume of the system is desirable to reduce its invasiveness [1].

Considering the CMOS technology, the most widely adopted methodologies to
enable operation of analog circuits below 1-V supplies are subthreshold (or weak
inversion) biasing and bulk driving (or body driving) and even a combination of both
[2–14].

Among the above-mentioned techniques, bulk-driven stages make wide input ranges
possible, even rail to rail. To enable bulk driving, the gate must be biased to form a
conduction channel inversion layer and the drain current can bemodulated by varying the
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bulk voltage through the body effect. Compared to conventional gate-driven circuits, the
body-driven ones are characterized by a lower achievable voltage gain, and/or transition
frequency, caused by the limited transconductance value, (the body transconductance,
gmb, is only about 10–20% of the gate transconductance, gm).

In order to overcome these limitations, usually met in a traditional body-driven
operational transconductance amplifier (OTA), in this paper we exploit positive feedback
for the first stage to enhance its equivalent transconductance. Moreover, three cascaded
gain stages are adopted to further increase theDCgain and, unlike conventional solutions,
a singleMiller capacitor is adopted to implement frequency compensation, thus reducing
overall area occupation. Finally, classABoperation of the last stage is enabled to increase
slew rate performance. The OTA has been fabricated using a 65-nm standard CMOS
technology and is capable of working under 0.3-V supply. As compared with other
experimentally tested solutions in literature, the OTA offers a significant improvement
of the state-of-the-art especially when the area occupation is considered.

2 The Proposed Amplifier

The simplified schematic of the proposed OTA is depicted in Fig. 1. The circuit relies
on an input bulk-driven non-tailed differential pair M1-M2. The load is made up by
transistors M3 and M4 and resistors RA and RB. As demonstrated in [5], the first stage
exhibits a fully differential behavior. The bias current of M1-M2 is accurately fixed by
the diode-connected transistor M13, whose bulk voltage allows also to set the virtual
ground.

The transconductance of the first stage is boosted through the positive feedback
obtained by cross connecting the bulk of transistors M3 andM4 respectively to the drain
of M4 and M3. The equivalent transconductance is thus equal to

Gmb = gmb1,2
1 − gmb3,4

(
RA,B//ro1

) (1)

where gmb1,2 and gmb3,4 is the bulk transconductance of transistors M1-M2 and M3-M4,
respectively.

Fig. 1. Simplified schematic of the proposed OTA.

Careful attention must be paid during the design phase in order to guarantee that the
denominator of (1) is always positive in all process corners and temperature values [15].
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Considering that no current flows through RA and RB at DC, the drains ofM3-M4 are
at the samepotential of their gates, i.e., they act as diode-connected transistors. Therefore,
transistors M6 and M8 have the same source-gate voltage of M3 and M4, VSG. Similar
considerations are valid for the bias current of M6 which adds in conjunction with the
current mirror M5-M7 and additional path for the signal.

The last stage is implemented by transistor M12 whose DC current can be again set
through the current mirror ratio M8-M12, being the drain of M8 at the same potential
of the drain of M4, neglecting systematic offsets. Class-AB operation of the last stage
is enabled through M11, whose gate is connected to the output of the first stage, and
current mirror M9-M10.

The frequency compensation of the OTA is achieved through theMiller capacitorCC

connected between the output and the drain of M3. Denoting with ro1, ro2, and ro3 the
output resistance of the first, second and third stage, respectively, with co2 the parasitic
capacitance at the output of the second stage and with CL the loading capacitance (not
shown in Fig. 1), the small-signal analysis reveals that the open-loop transfer function
can be approximated as

A(s) = A0

(
1 + s

z1

)

(
1 + s

p1

)(
1 + a1s + a2s2

) (2)

where

A0 ≈ Gmbgm6,8gm12
(
RA,B//ro1

)
ro2ro3 (3)

p1 ≈ 1

gm6,8gm12ro2ro3CC
(4)

a1 ≈ CL
(
CCRA,B + 2co2ro2

)

2
(5)

a2 ≈ CCCLco2RA,Bro2
2

(6)

z1 ≈ gm3,4
2CC

(7)

From (3)–(4) the gain-bandwidth product (GBW ) is expressed by

ωGBW = A0p1 = Gmb

CC
(8)

Evaluation of the phase margin, F, yields

� = tan−1

(
1 − a2ω2

GBW

a1ωGBW

)

+ tan−1
(

ωGBW

z1

)
(9)

Substituting (8) in (9) and solving for CC allows setting the required value of the
Miller capacitor to get the desired value of the phase margin. Table 1 summarizes the
transistor aspect ratios and the other circuit parameters. Assuming a load capacitance
equal to 50 pF, the required value of the CC to get a phase margin of 70° is equal to only
470 fF.
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Table 1. Transistor aspect ratios and circuit parameters.

Parameter Value Parameter Value Parameter Value Parameter Value

VDD 300 mV (W/L)6,
(W/L)8

9/0.18 CL 50 pF gm10 78.9 µA/V

IB 1.6 µA (W/L)9 2.1/0.18 gm1,2 25.9 µA/V gm12 74.7 µA/V

VB 150 mV (W/L)10 12.6/0.18 gmb1,2 7.1 µA/V ro1 304 k�

(W/L)1,
(W/L)3

4.2/0.3 (W/L)11 9/0.18 gmb3,4 3 µA/V ro2 845 k�

(W/L)13 4.2/0.3 (W/L)12 13.5/0.18 gm3,4 7.3 µA/V ro3 110 k�

(W/L)2,
(W/L)4

9/0.18 RA, RB 200 k� gm7 14.8 µA/V co1 45 fF

(W/L)5,
(W/L)7

0.45/0.18 CC 470 fF gm8 16.3 µA/V co2 62 fF

3 Experimental Results

The OTA in Fig. 1 has been fabricated using a 65-nm CMOS technology provided by
STMicroelectronics. Figure 2a shows the layout of the OTA superimposed to the chip
microphotograph. Occupied area is equal to 10.6·10–3 mm2.

Fig. 2. a): OTA layout and chip microphotograph; b) measured bode diagram in open-loop
configuration; c) measured unity-gain step response.

Figures 2b and 2c reports the measured open-loop frequency response and the unity-
gain step response of one sample.

Six different samples have been experimentally characterized and the mean value of
the main amplifier performance metric are summarized in the last column of Table 2.
In the same Table the performance is compared with other recent sub-1-V OTAs. The
traditional figures of merit expressions reported at the bottom of Table 2 are adopted to
compare the different amplifiers. It can be noted that only solution in [11] shows a higher
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than the proposed OTA value of IFOMS which, however, is a gate-drive OTA and has a
1-V power supply. Regarding, IFOML , the proposed OTA well compares with the other
solutions, being only the value of [9, 12] and [13] higher. When IFOMAS and IFOMAL

are considered, the proposed solution exhibits an improvement equal to about 2x and 5x
as compared to the other solutions.

Table 2. Summary of measured performance metrics and comparison with other experimentally-
tested sub-1-V OTAs.

Ref [9] [5] [11] [12] [13] [14] This work*

Year 2015 2016 2017 2018 2020 2020 2022

Tech. (nm) 350 180 350 180 180 65 65

Op. Mode** GD BD GD BD BD BD BD

# stages 3 3 2 2 3 3 3

Area (mm2) 0.0044 0.0198 0.014 0.0082 0.0098 0.002 0.00106

Supply voltage(V) 1 0.7 0.7 0.3 0.3 0.25 0.3

CL (pF) 200 20 10 20 30 15 50

DC gain (dB) 129 57 65 63 98.1 70 38

Ibias (mA) 0.195 36 27 0.056 0.04333 0.10400 8.5

GBW (MHz) 0.02 3 1 0.0028 0.0031 0.0095 1.65

PM (°) 52 60 60 61 54 88 70.3

SR (V/ms) 0.005 2.8 0.25 0.0071 0.0091 0.002 0.18

CMRR (dB) 70 19 45 72 60 62.5 39.8

PSRR (dB) 184 52 50 62 61 38 44.7

IFOMS (MHz·pF/µA)(1) 20.51 1.67 0.37 1.00 2.15 1.37 9.71

IFOML(V/µs·pF/µA)(2) 5.13 1.56 0.09 2.54 6.30 0.29 1.06

IFOMAS (MHz·pF/µA·mm2)(3) 4662.00 84.18 26.46 121.95 219.00 685.10 9156.49

IFOMAL(V/µs·pF/µA·mm2)(4) 1165.50 78.56 6.61 309.23 642.86 144.23 998.9

* Average values over six samples.
**GD: gate-drive; BD: bulk-driven
(1)IFOMS = GBW

Ibias
CL

(2)IFOML = SR
Ibias

CL
(3)IFOMS = GBW

Ibias·AreaCL
(4)IFOML = SR

Ibias·AreaCL

4 Conclusions

Abulk-driven three-stageOTA exploiting positive feedback and a singleMiller capacitor
has been proposed and experimentally validated. Capable of working under a 0.3-V
supply and exhibiting class AB operation, the proposed OTA is a good candidate for
area-constrained ultra-low-voltage, ultra-low-power applications, like wireless sensor
nodes and implantable biomedical devices.
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Abstract. This paper presents a 0.3 V rail-to-rail three stage OTA. Due
to the topology of the input stage, to the three gain stages and to sub-
threshold operation, the proposed OTA exhibits high dc gain in spite of
the bulk-driven input. In addition, thanks to the adoption of two fully
differential stages and the usage of an additional local common-mode
feedback (CMFB) loop, the common-mode rejection ratio (CMRR) is
greatly improved with respect to other ULV bulk-driven OTAs. The first
stage is a bulk-driven Arbel-based stage with rail-to-rail input and dou-
bled transconductance gain. The second stage, is gate-driven to enhance
the dc gain. The third stage is again a bulk-driven amplifier and imple-
ments the differential to single-ended conversion through a gate-driven
current mirror. The proposed OTA has been fabricated in a commer-
cial 130 nm CMOS process from STMicroelectronics. Its area is about
0.002 mm2, and it consumes 30 nW at the supply-voltage of 0.3 V. The
DC gain and unit-gain frequency are about 85 dB and 10 kHz, respec-
tively, with a load capacitance of 35 pF.

Keywords: Bulk-driven OTA · Ultra-low voltage · Three stage
amplifier · Body-biased · Local common mode feedback (LCMFB)

1 Introduction

The ever increasing spreading of Internet-of-Things (IoT) applications demands
for ultra-low power (ULP) and low silicon area integrated circuits to improve
quality and reduce cost of the sensor nodes [1].

Wearable healthcare devices and remote sensors have strongly modified the
way in which medical pathologies are studied and treated [2–6]. In particular,
implanted biomedical electronic devices must receive energy from an external
source or harvest energy from the environment, and the successful implementa-
tion of energy harvesting subsystems is a key factor to enable future electronic
biomedical and IoT devices. Power consumption in the nW range, small area,
and ultra-low supply voltage (ULV) are required to tolerate harvested power
fluctuations or enable direct harvesting in these applications [7]. In this context,
integrated circuits designers have focused on ULP and ULV circuits to improve
power efficiency and the autonomy of portable devices [8]. Since ultra-low power
consumption and supply voltages are needed in this kind of integrated circuits,
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Operational Transconductance Amplifiers (OTAs) are among the most challeng-
ing blocks for analog designers. In particular the low supply voltage (lower than
0.5V) strongly limits the signal headroom and results in design issues which are
very hard to cope with. In fact, achieving rail-to-rail common-mode input range
is essential to guarantee a reasonable signal to noise ratio and good linearity
performance. From the viewpoint of input common-mode range, body-driven
input stages are the preferred ones, even though they exhibit lower gain, limited
bandwidth, and worse noise performance [9–15].

Fully digital implementations of OTAs have been recently proposed in [7,14,
16,17]; these OTAs do not require any passive component and are able to operate
at supply voltages lower than 0.3V, being very interesting for what concerns area
footprint and power consumption. However, the performances of these circuits can
be sensitive to process, supply voltage and temperature (PVT) variations and mis-
match which are very critical in nanometer CMOS processes [18], and may require
suitable calibration strategies to achieve high production yield [19–21].

Indeed, even if bulk-driven OTAs exhibit some drawbacks with respect to
gate-driven ones and to digital OTAs, they can be designed to be robust against
PVT and mismatch variations.

Another limitation in ULV design is that the use of cascode structures is
severely limited, and this implies that achieving large gain is a hard task. Tech-
niques to improve the gain, such as multi-stage amplifiers [22–26], have been
proposed in the literature to overcome this issue.

In this work, a 0.3V rail-to-rail three-stage OTA with high DC gain and
improved CMRR is presented. The first stage is a bulk-driven Arbel amplifier with
a rail-to-rail input. The second stage is gate driven, and both the first and sec-
ond stages are fully differential to better reject common-mode signals. An addi-
tional local CMFB loop is exploited to further enhance CMRR. Differential to
single-ended conversion is performed by the last stage which also drives the output
load capacitor. The rest of this paper is organized as follows: Sect. 2 describe the
proposed OTA and its principle of operation. Section 3 presents the measurement
results of the fabricated chip. Finally, conclusions are drawn in Sect. 4.

2 Circuit Description

The proposed OTA topology is reported in Fig. 1. The first and the third stages
are body-driven, and their dc operating points are set through gate biasing,
whereas the second stage is gate-driven and exploits a body bias approach to
set the dc operating point. Denoting as gmni

, gmbni
and gdsni

(gmpi
, gmbpi and

gdspi
), the gate and body transconductances and the output conductance of the

i-th NMOS (PMOS) device respectively, the differential gain is:

AVDtot
=

3∏

i=1

AVDi
= 2 · gmbn1,2 + gmbp1,2

gdsn1,2 + gdsp1,2

gmn3,4 + gmp3,4

gdsn3,4 + gdsp3,4

gmbn5,6 + gmbp5,6

gdsn5,6 + gdsp5,6

(1)

The first and the second stages are fully differential amplifiers and a CMFB
is exploited to reject common mode variations and enhance the CMRR. The
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Fig. 1. Proposed OTA Architecture

output common-mode voltage of the second stage is estimated through two large
NMOS pseudo-resistors, compared with reference voltage (equal to VDD/2), and
amplified by an error amplifier Ae whose output voltage is fed back to the first
stage to close the feedback loop. To further improve the CMRR performance,
an additional local CMFB (closed through the body terminals of Mn3 and Mn4)
is used by exploiting an approach similar to the one adopted in [27]. The third
stage performs single-ended to differential conversion through transistors Mn5

and Mn6 implementing a conventional current mirror which also contributes to
enhance the overall CMRR given by:

CMRR =
gmn1,2

gdsn1,2 + gdsp1,2

·Ae ·
gmbn3,4 + gmbp3,4

gdsn3,4 + gdsp3,4

· gmn5

gdsn5,6 + gdsp5,6

(2)

and results robust under process and mismatch variations. The overall phase
margin is assured through the compensation capacitances C1,2,3, which provide
reverse nested Miller compensation.

Fig. 2. Chip microphotograph.

Table 1. Monte Carlo mismatch sim-
ulations.

Nominal μ σ

Ad [dB] 86.11 85.81 0.64

GBW [kHz] 11.08 10.81 1.12

mϕ [deg] 58.27 58.05 2.21

SRavg [V/ms] 3.74 3.36 0.45

CMRR [dB] 136.11 57.80 8.73

PD [nW] 30.00 30.12 4.63

Offset [mV] 0.4m 0.03 11.82

3 Measured Results

The chip microphotograph and the detail with the layout of the proposed OTA
are reported in Fig. 2, showing an active area of about 60× 39 µm2. Measured
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results of the closed-loop non-inverting buffer configuration are shown in Fig. 3(a)
(AC response) and Fig. 3(b) (transient response) and are in good agreement with
simulations. Main performance parameters are reported in Table 2 and compared
with the literature. Table 2 reports the results of Monte Carlo mismatch simu-
lations to show the robustness of the design.

Fig. 3. Measured closed-loop AC response (GBW = 9.8 kHz) a) and measured tran-
sient step response (SR+ = 2.5 V/ms, SR− = 5 V/ms) b).

Table 2. Comparison with the literature.

This work [28] [29] [23] [30]

Year 2022 2021 2020 2020 2019

Tech [nm] 130 180 180 180 130

VDD [V ] 0.3 0.3 0.3 0.3 0.3

Ad [dB] 86.11 30 64.7 98.1 49.8

CL [pF ] 35 150 30 30 2

GBW [kHz] 11.08 0.25 2.96 3.1 9100

mϕ [deg] 58.27 90 52 54 76

SRp [ V
ms ] 2.61 – 1.9 14 –

SRm [ V
ms ] 4.86 – 6.4 4.2 –

SRavg [ V
ms ] 3.74 0.085 4.15 9.1 3.8

CMRR [dB] 136.35 41 110 60 –

Pd [nW ] 30 2.4 12.6 13 1800

Mode Body Driven DIGOTA Body Driven Body Driven Gate Driven

FOMs[
MHz·pF

mW ] 11.5 k 15.89 k 7.05 k 7.15 k 10.11 k

4 Conclusion

In this work we have presented a 0.3V ULV three stage OTA with high dc gain
and improved CMRR. Compared with the state of the art, the proposed OTA
exhibits very good overall performance and good robustness to both PVT and
mismatch variations.
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2. Della Sala, R., Centurelli, F., Monsurrò, P., Scotti, G.: Sub-µW front-end low noise
amplifier for neural recording applications. In: 2022 17th Conference on Ph. D
Research in Microelectronics and Electronics (PRIME), pp. 305–308. IEEE (2022)

3. Silva, R.S., Rodovalho, L.H., Aiello, O., Rodrigues, C.R.: A 1.9 nW, Sub-1 V, 542
pA/V Linear Bulk-Driven OTA with 154 dB CMRR for Bio-Sensing Applications.
J. Low Power Electron. Appl. 11(4), 40 (2021)

4. Pu, X., An, S., Tang, Q., Guo, H., Hu, C.: Wearable triboelectric sensors for
biomedical monitoring and human-machine interface. iScience 24, 102027 (2021)

5. Toledo, P., Crovetti, P.S., Klimach, H.D., Musolino, F., Bampi, S.: Low-Voltage,
Low-Area, nW-Power CMOS Digital-Based Biosignal Amplifier. IEEE Access 10,
44106–44115 (2022)
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Abstract. The paper describes the main results of the characteriza-
tion of the flight ASIC developed for the readout of a lithium-drifted
silicon, Si(Li), detector-based tracker. The system aims to detect indi-
rect signatures of dark matter through the identification of low-energy (<
0.25 GeV/n) cosmic-ray antiprotons, antideuterons, and antihelium. This
instrument is developed in the frame of the GAPS (General AntiParticle
Spectrometer) balloon experiment. The developed electronics consists
of a 32-channels mixed-signal ASIC, designed in a commercial 180 nm
CMOS technology and an ad-hoc front-end board (FEB). Data from
charged particle detection are also reported.

Keywords: CMOS · Readout electronics · Noise · Front-end

1 Introduction

The General AntiParticle Spectrometer (GAPS) is an experiment that is con-
ceived to detect low-energy cosmic ray antinuclei [1]. The experiment consists
of a stratospheric balloon with a detection apparatus based on a Time of Flight
(ToF) system and on a segmented Si(Li) detectors for particle tracking [2]. A
first flight is expected in the austral summer of 2023.

The tracker system is composed of ten layers of 6×6 modules each. The mod-
ules are arranged in lines of 6 and every line shares the same low power supply
voltage, as schematically reported on the left side of Fig. 1. Each module hosts 4
Si(Li) detectors divided into 8 strips, the ASIC for the readout electronics and
the Front-End Board (FEB), see Fig. 1 right side, that implements the connec-
tion throughout the ASIC and the detectors and provides low power references
and signals between the 6 modules. The ASIC developed for detector readout is
a mixed-signal processor that has been produced in a commercial 180 nm CMOS
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Cocorullo et al. (Eds.): SIE 2022, LNEE 1005, pp. 27–32, 2023.
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Fig. 1. Schematic of a single layer of the GAPS tracker (left side). Module of the GAPS
tracker (right side).

Fig. 2. SLIDER32 analog readout channel schematic.

technology. The device, named SLIDER32 (32 channels Si-Li DEtector Readout
ASIC), is comprised of 32 low-noise analog readout channels, an 11-bit SAR ADC
and a digital back-end section which is responsible for defining channel settings
and to exchange digital information with the data acquisition system (DAQ).
The simplified block diagram of the channel is reported in Fig. 2. The electronics
have to resolve both X-rays in the range of 20 to 100 keV and charged particles
that release in the detectors an energy up to 100 MeV. A resolution of 4 keV
FWHM at a strip capacitance of about 40 pF is needed in order to clearly dis-
tinguish X-rays from antiprotonic or antideuteronic exotic atoms [1]. To comply
with these requirements, the analog conditioning scheme is based on a low-noise
charge-sensitive amplifier (CSA) performing dynamic signal compression. This
solution takes advantage of the non-linear features of a Metal Oxide Semicon-
ductor (MOS) capacitor in the feedback loop of the CSA [3]. A Krummenacher
feedback network provides a continuous reset of the CSA. This architecture was
chosen for its capability to compensate for the detector leakage current (5−10 nA
per strip). The channel also includes a semi-Gaussian shaper whose output signal
peaking time is selectable among eight values in the 0.25−2µs range, a compara-
tor with a threshold circuit to discriminate the amplified pulses, a single-ended
to differential Sample&Hold which provides at the output a signal proportional
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to the peak and an active differentiator followed by a zero-crossing circuit that
provides a trigger, synchronous with the shaper peaking time, for the S&H. A
detailed description of the analog channel is reported in [4]. The readout elec-
tronics of the ASIC, which is expected to work at a temperature of −40 ◦C,
need to dissipate less than 10 mW/channel to be compatible with the ballooning
nature of the experiment.

2 SLIDER32 Performance

The ASIC and FEB have been extensively tested at ambient temperature in a
twofold way: by measuring the DC bias conditions of the circuit and by running
a purposely developed Automated validation test. This procedure performs
several types of tests, i.e. noise, pedestal, self trigger, threshold scan, channel
input-output characteristic, and waveform scan. The setup implemented for the
tests comprises a PC running a Python-based testing program connected to an
ALTERA Cyclone V Field Programmable Gate Array (FPGA) via two Universal
Serial Bus (USB) cables. An interface board was specifically designed to route
the power supplies and the signals through a flex ribbon cable to the FEB.
Both the analog and digital bias of the board comes from a Keysight N6705C
DC Power analyser. Results obtained from the tests indicate that the ASIC is
fully functional and meets the specifications. The most significant outcomes are
reported in the following. In Fig. 3a the input-output trans-characteristics of the
channel at all the selectable peaking times are reported for a single channel of
the ASIC. As expected, the bilinear characteristic of the gain is visible in the
graph, with a higher slope for small signals and a lower slope for the rest of the
input signal range. Employing a linear interpolation in the low energy range,
the gain of the channel at that peaking time is extracted. Figure 3b shows a
magnification of the same plot at a peaking time setting of 0.98µs: the evaluated
gain, 1.06 ADU/keV, is consistent with post-layout simulations.

One of the most interesting outcomes of the test activity is relevant to the
noise performance at −40 ◦C. The figure of merit commonly used for this purpose
is the Equivalent Noise Charge (ENC) evaluated as the width of the distribu-
tion at half maximum (FWHM). The Equivalent Noise Energy (ENE) FWHM,
expressed in keV, is calculated from measurements of ENC using the following
expression:

FWHM = 2.35 × ε × ENC

q
(1)

where ε is the ionization energy of silicon and q is the elementary charge. The
noise is measured at the output of the ADC (ENC extracted from the vari-
ance of the distribution of the output values, as shown in Fig. 4a, divided by
the gain of the channel). Figure 4b reports the FWHM as a function of the
peaking time measured in two different conditions, namely with and without an
input capacitance of 40 pF that emulates the detector capacitance. As expected,
noise measurements for channels with the capacitance are higher with respect
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Fig. 3. (a) Channel Output as a function of the Incoming Energy of one channel at
different peaking times: the bilinear behavior of the derived gain, typical of the dynamic
compression of the signal implemented in the channel, is clearly visible. The value at
output of the channel is expressed in Analog Digital Units (ADU). (b) Channel Output
as a function of the Incoming Energy in the linear high gain region for one channel at
a peaking time of 0.98µs.

to channels with no capacitance, but in line with the experiment requirements,
in particular for peaking times in the 0.5−1.5µs range.

To properly verify the behavior of the entire acquisition chain, data from a
fully assembled module were evaluated. In particular, the purpose of this activity
is to detect the charge released in the detector by cosmic relativistic muons.

Fig. 4. (a) Pedestal plot: distribution of values measured at the output of the channel
without injecting charge. (b) ENE FWHM as a function of the peaking time for chan-
nels with a 40 pF capacitance connected at the input (blue dots) and channels without
it (green dots).
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Fig. 5. (a) Comparison between an acquisition in Self-Tigger mode with the Zero-
Suppression functionality activated (red line) and without this feature (blue line). (b)
Data acquired in Zero-Suppression mode (black line) fitted with a Landau distribution
(green line), which shows a peak at 689.65 keV.

The same setup used for the characterisation of the FEBs was implemented for
these tests with the addition of a CAEN HiVolta high voltage power supply to
provide the –250 V biasing voltage to the Si(Li) detectors. Figure 5a shows the
result of the acquisition performed for a duration of 1 h with the ASIC operated
in Self-Trigger mode. The blue histogram represents the measurement carried
out with the Zero Suppression (ZS) feature activated. The latter represents an
operating mode where the output of the channel, sampled by the ADC, can
be read with the dedicated procedure only if the Signal Over Threshold (SOT)
comparator fires. The threshold, above which the SOT triggers the acquisition
chain, is set to ≈450 keV, to prevent natural radioactivity and electronic noise
from affecting the acquisitions. The two measurements are consistent with each
other, the only difference being that, for the zero-suppressed data, the pedestal
peak (that represents the noise) is not present, as expected. The distribution of
the detected muons is fairly consistent with data acquired with the same type
of detector (Si(Li)), with discrete electronics in [5]. As reported in Fig. 5b, the
distribution of the detected cosmic muon is well fitted with a Landau distribution
with the most probable value peaked in ≈690 keV.

3 Conclusions

The paper discusses the performance of the SLIDER32 ASIC developed for the
GAPS experiment. The analog low-noise channel exhibits the typical bilinear
response associated with the dynamic compression of the signal used to cope
with the large energy range requirements. The focus is on the noise perfor-
mance, which meets the specifications of the experiment, i.e. ∼4 keV FWHM,
especially for long peaking times (up to 1.5µs). Results from cosmic muon detec-
tion demonstrate that Self-Trigger and Zero-Suppression modes work correctly,
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especially for incoming particles with energy above 450 keV. Further studies are
ongoing in order to verify the functionality of the system also for lower energies:
an optimum target can be a threshold of 20 keV. The achievement of this target
is of utmost importance for detecting X-rays from different sources (i.e. 22 keV
and 88 keV from 108Cd and 59.54 keV from 241Am) for the calibration of the
system. A goal threshold of 20 keV is also fundamental for the identification of
part of the X-rays from the de-excitation of the exotic atom and therefore for the
identification of the antinuclei and the achievement of the scientific objectives of
the experiment.

Aknowledgment. This work is supported by Istituto Nazionale di Fisica Nucleare
(INFN) and by the Italian Space Agency through the ASI INFN agreement n. 2018-
28-HH.0: “Partecipazione italiana al GAPS - General AntiParticle Spectrometer”.

References

1. Aramaki, T., et al.: Antideuteron sensitivity for the GAPS experiment. Astropart.
Phys. 74, 6–13 (2016)

2. Aramaki, T., et al.: Development of large format Si(Li) detectors for the GAPS dark
matter experiment. Nucl. Instrum. Methods Phys. Res. A 682, 90–96 (2012)

3. Manghisoni, M., Comotti, D., Gaioni, L., Ratti, L., Re, V.: Dynamic compression
of the signal in a charge sensitive amplifier: from concept to design. IEEE Trans.
Nucl. Sci. 62(5), 2318–2326 (2015)

4. Manghisoni, M., Re, V., Riceputi, E., Sonzogni, M., Ratti, L., Fabris, L.: Low-noise
analog channel for the readout of the Si(Li) detector of the gaps experiment. IEEE
Trans. Nucl. Sci. 68(11), 2661–2669 (2021)

5. Rogers, F., et al.: Large-area Si(Li) detectors for X-ray spectrometry and particle
tracking in the GAPS experiment. J. Instrumentation 14(10), P10009 (2019)



Micro- and Nano-electronic Devices



In-Memory Computing with Crosspoint
Resistive Memory Arrays for Machine Learning

Saverio Ricci(B), Piergiulio Mannocci, Matteo Farronato, and Daniele Ielmini

Dipartimento di Elettronica, Informazione e Bioingegneria (DEIB), Politecnico di Milano,
Milano, Italy

saverio.ricci@polimi.it

Abstract. Memristor-based hardware accelerators play a crucial role in achiev-
ing energy-efficient big data processing and artificial intelligence, overcoming the
limitations of traditional von Neumann architectures. Resistive-switching memo-
ries (RRAMs) combine a simple two terminal structure with the possibility of
tuning the device conductance. When organized in matrices, they are able to
perform analog Matrix-Vector-Multiplication (MVM) between the conductance
matrix encoded using the RRAMs and the input voltage in one operation. In
this work, we present forming-free RRAMs as suitable elements to overcome the
common forming initialization problem of the crossbar, thus enabling large scale
crossbar implementation. A fully memristive architecture optimized for MVMs
in implemented to demonstrate experimental eigenvalue/eigenvector calculation
according to the power-iteration algorithm, with a fast convergence within about
10 iterations to the correct solution. Finally, Principal Component Analysis of
the Wine dataset is proposed to support forming-free crosspoint arrays for accel-
erating advanced machine learning, showing a 99% accuracy comparable to a
floating-point implementation.

Keywords: Resistive switching memory (RRAM) · Forming ·Matrix-vector
multiplication · Principal component analysis · In-memory computing

1 Introduction

Inmemory computing (IMC) appears as one of themost promising candidates to improve
the performance and energy efficiency of computation [1–4], thanks to its suppressed
data movement [1, 5] and inherent parallelism [6, 7]. This new computational paradigm
takes advantage of emergingmemory technologies, such as the resistive switchingmem-
ory (RRAM), which allow for unique features, such as analogue programmability, good
scaling and back-end-of-line integration [1, 2]. These devices, in fact, can executematrix-
vector-multiplications (MVM) [4–7], backbone of most machine learning and scientific
computing algorithm, in parallel within the crosspoint array configuration, by summing
the currents according to the Kirchhoff’s law and multiplying voltage and conductance
by the Ohm’s law in just one operation [1–3]. In this work we proposed novel forming-
free RRAMs to overcome the common initialization problems of the devices and enable
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large passive crossbar fabrication [2, 5, 6]. The electrical characterization highlights a
good programmability both with the current and the reset amplitude, with analog-grade
programmability between 1 µS and 500 µS. The analogue tuning precision is tested
using an 8 × 8 crossbar to compute several MVMs and power iterations. Finally, a
fully memristive architecture is implemented to tackle the Wine dataset classification
[5], mapping the covariance matrix in the RRAM crossbar, and extracting the principal
component using the power iteration and deflation. The results of the Principal Compo-
nent Analysis (PCA) show a clustering accuracy comparable to a 64-bit floating point
processor, with a 98.99% overlap of the projected datasets, thus supporting RRAMs for
high-efficiency, low-power hardware accelerators for machine learning applications.

2 Electrical Characterization of the RRAMs

RRAMs are two-terminal devices made by an oxide layer sandwiched between two
metals [1–3]. The conductance can be tuned by externally applied voltage pulses to
locally change the oxygen vacancy concentration inside the oxide and create a conductive
path responsible for the electrical properties [2, 5]. The bottom electrode (BE) is usually
made in platinum, adopted as Schottky-type materials since it is inert with respect to the
oxide interface [2], while titanium can act as good top electrode (TE)material for oxygen
scavenging, thus leading to the formation of a thin vacancy-rich oxygen exchange layer
[6]. By applying a positive voltage to the TE, the oxygen vacanciesmigrate and reallocate
inside the oxide layer to form a vacancy-based conductive channel, which dictates a
low resistance state (LRS). The sudden decrease of resistance, known as set transition,
is commonly limited by a compliance (ICC) current to prevent permanent breakdown
during the set operation. During the reset, the application of a negative voltage induces
a vacancy migration toward the opposite direction, thus reducing the conductivity of the
channel to a high resistive state (HRS). One of the most critical aspects for RRAM is the
forming operation, the first breakdown process which creates a conductive path in the
device, which usually requires large voltages able to disturb and damage other devices
in the passive crossbar [2, 6]. With the aim of fabricating a device which eliminates the
need of the forming initialization, here we proposed a forming-free RRAM based on
Pt/1.5 nm HfO2/Ti/Au stack [6]. Figure 1(a) reports the cycling behavior of the devices.
The red dashed line stands for the reset initialization, which brings the device from the
957 µS LRS to an HRS <1 µS. Set and reset operations are thus possible, showing a
butterfly-like hysteresis which is increasingly wider with ICC. The conductance values
reached during the set transition, in Fig. 1(b), linearly depend on the ICC while the
HRS is independent. The gradual behavior of the response during the reset suggests
the possibility of controlling the device state by controlling the reset voltage during the
sweep, as visible in Fig. 1(c), where the device is gradually reset and the hysteresis curves
gradually move from the LRS to the HRS. Considering the states achieved at different
amplitude, in Fig. 1(d), the conductance spreads over 4 order of magnitudes from several
mS to a few µS. The exponential behavior suggests an Arrhenius-like behavior based
on activation energy of the oxygen vacancy migration [1, 2].
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Fig. 1. Quasi-static characterization of a single RRAM. a) Reset initialization (red dashed lines)
and I–V curves at different ICC. Increasing the ICC the different hysteresis curves have wider
windows. b) Linear dependence of the conductance states (LRS) reached choosing different ICC.
c) Subsequent I–V reset sweeps stopped at different amplitudes (Vstop). The difference between
two sweeps is 25 mV. d) Conductance states as a function of Vstop. In the inset, an insight of the
I–V curves between 0 and 100 mV to highlight the linear response.

The electrical response, highlighted in the insight of Fig. 1(d), has a good linearity
between 0 and 100 mV, the voltage window adopted in this work for the experiments. A
32 × 32 forming-free RRAM-based crossbar is presented in Fig. 2(a) together with the
initial state on an 8 × 8 matrix used for the experiments, in Fig. 2(b), where the values
spread between 1 µS and 100 µS. A suitable program and verify algorithm is used
to program the devices till a desired target, for example the one visible in Fig. 2(c), by
increasing the ICC tomake thedevicemore conductive or resetting thedeviceswith proper
amplitude and decrease the values. The programmed crossbar encodes the covariance
matrix associated to the Wine dataset, which will be later user for the PCA. Figure 2(d)
summarizes the result of the programming for 4 different devices. When the algorithm
runs the first time, all the matrix is programmed with an average number of operations
between 20 and 50. After each cycle, a full read of the matrix is performed. For most
of the devices the conductance value remains stable during the programming of other
devices inside the array, as shown by the orange curve or the light blue one. Other
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devices, instead, spontaneously change their conductance possibly due to instability or
programming disturb within the array, as for the red curve and the blue one. Additional
cycles are thus required to completely program the array, 1 more for the blue and two
for the red device.

Fig. 2. Program and verify algorithm for array programming. a) SEM image of a 32× 32 crossbar
with orthogonal TEs and BEs. b) Initial conductance state of the 8 × 8 matrix used in this work.
The values spread between 1 µS and 100 µS. c) Desired target conductance matrix for the power
iteration demonstration. The values are between 1µS and 50µS. d) Evolution of 4 RRAMs during
the program and verify algorithm. Some devices require additional programming cycles since they
were modified in the previous operations (blue and red curves).

3 Power Iteration and Principal Component Analysis

To support the use of the RRAMs for in-memory computing, in this section we demon-
strate MVM operations and their use in the power iteration algorithm [7, 8], a method
used to compute the eigenvectors (or principal components, PCs) of a matrix by per-
forming multiple MVMs. Figure 3(a) sketches the working principle of the algorithm.
For a given matrix, an arbitrary input voltage is used to perform the MVM and the cor-
respondent current result, which is linked to the eigenvector, is properly normalized and
used to feed again the matrix [8]. At each iteration, the output currents (the red arrow in
the example) get closer to the convergence values (the blue arrow), which stand for the
largest eigenvector. In Fig. 3(b) a possible implementation for the memristive architec-
ture. The output currents, result of the MVM between the conductance matrix encoded
with the RRAMs and the input voltages, are collected and converted in voltages through
transimpedance amplifiers. Before proceeding with a new iteration of the algorithm, the
voltages are normalized to ensure the values are below the 100 mV maximum value
[6]. To overcome the absence of negative conductances, the mathematical matrix was
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properly scaled and shifted to contain only positive values between 1 µS and 50 µS.
Deflation technique [6, 7] is adopted to compute the real current values as the difference
between the current considering the offset (due to the shift to have only positive conduc-
tance) and the offset current alone. To do this, additional row and column (BE7 and TE7
in Fig. 2(c)) are added to the initial matrix. The current with offset is evaluated with the
MVMwhere TE7 and TE8 are not biased. The offset current instead is retrieved biasing
only the TE7. Doing this, the real current can be computed, and the result is presented
in Fig. 3(c). The convergence is ensured in less than 10 iteration steps with an accuracy
of 99% at the 20th step.

Fig. 3. Power Iteration algorithm. a)Visual sketch of the operation principle of the Power iteration
on a 2 × 2 matrix. The two components are placed in the cartesian plane and, at each iteration, a
test vector (in red) gets closer to the largest eigenvector. b) Equivalent circuit of a fully memristive
accelerator for the Power Iteration. The product between the voltages (Vinput) and the conduc-
tances is performed and the currents (Ioutput) are then converted using TIAs and the new voltage
normalized to not overcome the maximum working voltage (100 mV). c) Result of the Power
Iteration to compute the first eigenvector (PC1). The current values reach the convergence in less
than 10 iterations. d) Extraction of the second eigenvector (PC2) with a convergence ensured in
less than 15 iterations. e) Result of the PCA and visual clustering of the dataset. The IMC has a
98.99% overlap with the FP64 result.

The second PC is computed with a similar procedure of the PC1 but adding an
additional row and column (BE8 and TE8) to consider the presence of the PC1. When
now the MVM is executed, the current has inside the contribute of the offset, due to the
shift, and the one of the PC1. Thus, by also eliminating the effect of the first eigenvector
(biasing only the TE8) the system is allowed to converge to the second eigenvector [6–8],
which is the dominant one since the first has been eliminated. By projecting the Wine
dataset onto the PCs, the dataset dimensionality is reduced, thus enabling data clustering
and classification with an accuracy of 99%, equal to that obtained using the FP64.
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4 Conclusion

We presented a forming-free RRAM device based on ultrathin HfO2 layer as promising
candidate for large-scale, passive RRAM crossbars. The proposed forming-free RRAMs
allow to avoid the forming initialization usually responsible for disturbances and failures
of other devices in the crossbar and the analog-grade programmability makes them
extremely promising candidate for hardware accelerators. We show in situMVM, power
iteration for eigenvector computation and PCA for Wine dataset clustering. The analog
architecture reached 98.99% of accuracy in clustering and recognition, thus supporting
the forming-free RRAM array for accurate acceleration of machine learning by in-
memory computing.
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Abstract. In this contribution we present a physics-based multi-bias
thermal X-parameter model for a 54 nm Si FinFET transistor. The
model is extracted directly in the frequency domain through an in-house
developed Technology CAD tool providing Large-Signal analysis using
the Harmonic Balance algorithm. Such an approach allows for accurate
modeling of parasitic and thermal effects, which are particularly crit-
ical in FinFETs, especially in multi-finger devices, due to their pecu-
liar 3D geometry. The X-parameter approach is then exploited to trans-
late the physics-based model into a numerically efficiency parameterized
electro-thermal black-box model that can then be adopted for circuit
design within EDA tools. Thus, once coupled with an appropriate ther-
mal impedance, it can provide accurate analysis of the device dynamic
self-heating. To demonstrate this, we report the analysis of the device,
matched at the output for maximum power, at 70GHz in pulsed mode
operation, testing different bias points from class A to class B.

Keywords: X-parameters · Thermal modeling · TCAD · FinFET
modeling

1 Introduction

FinFET technology represents a potential key enabling technology for the inte-
gration of RF and digital circuits into a single chip in millimeter-wave phased
arrays [11,12]. The peculiar 3D geometry of FinFET transistors, together with
the need to use multi-finger structures to achieve proper power levels, calls for
accurate physics-based simulations to properly account for all parasitic and ther-
mal effects [13]. This can be effectively addressed by Technology CAD (TCAD)
tools embedding Large-Signal (LS) analysis capability. However, TCAD simula-
tions are very time-consuming, while RF designers need reliable and numerically
efficient device models that can be implemented into the commercial RF CAD
tools they use for circuit design.

Supported by the Italian MIUR under the PRIN 2017 Project N. 2017FL8C9N
(GANAPP).

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Cocorullo et al. (Eds.): SIE 2022, LNEE 1005, pp. 43–49, 2023.
https://doi.org/10.1007/978-3-031-26066-7_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-26066-7_7&domain=pdf
http://orcid.org/0000-0002-4785-0112
http://orcid.org/0000-0002-1204-7047
http://orcid.org/0000-0003-0634-1474
http://orcid.org/0000-0002-4964-0100
https://doi.org/10.1007/978-3-031-26066-7_7


44 E. Catoggio et al.

Fig. 1. FinFET device: (a) 2D cross-section of the fin used for TCAD simulations and
(b) fin structure used for the fin thermal resistance calculation.

In [7,8] we demonstrated how X-parameters (Xpar) extracted from accu-
rate LS TCAD simulations, can be effectively exploited to obtain an accurate
yet efficient parameterized device model, straightforward to be imported into
RF CAD tools. The Xpar model can be parameterized as a function of one or
more physical (e.g., doping [2]) or electrical (e.g., bias conditions) parameters.
Furthermore, temperature (T )-dependent simulations yield a T -dependent Xpar
(T -Xpar) model. In this work we present a multi-bias, T -Xpar model of a 54 nm
Si FinFET [6], extracted from TCAD LS simulations. The model is adopted
to demonstrate a FinFET-based power amplifier (PA) working in pulsed opera-
tion, sweeping the bias conditions from class A to class B. The PA self-heating
is simulated by coupling the T -Xpar model to a simple thermal-RC circuit.

2 TCAD Approach and Xpar Model

The adopted TCAD is an in-house developed 2D (planar-3D) drift-diffusion code
including different temperature-dependent models [3,6,10,14], e.g. for mobility
and thermionic emission in hetero-structures. The developed simulator is able
to perform both Large-Signal (LS) and perturbative Small-Signal Large-Signal
(SS-LS) simulations exploiting the Harmonic Balance technique and allowing for
the X-parameter extraction, as detailed in [7].

The case study is a FinFET device with 54 nm gate-length. The simulated
structure is the individual fin, Fig. 1 (a), of a multi-finger device with 10 fingers,
each featuring 30 fins of 25 nm height and 14 nm width. LS TCAD analysis was
carried out at 70 GHz, with 50 Ω termination at both input and output ports
(unmatched), and including 10 harmonics to account for all nonlinearities and
to avoid aliasing. The device is assumed isothermal. A temperature-dependent
X-parameter model [5,9] was extracted at 2 different gate voltages, namely at
0.675 V corresponding to class A and at 0.5 V corresponding to class B, and at
3 different temperatures, namely 300 K, 340 K and 380 K.
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Fig. 2. ADS setup for Envelope PA analysis in pulsed operation.

The T -Xpar model is imported into Keysight ADS as an X-parameter file,
with a unique gate contact and a fictitious DC voltage port for the temperature,
as shown in Fig. 2 [3]. Since X-parameters are instantaneous, for the dynamic
self-heating analysis [1] the device is coupled to an external lumped RC ther-
mal impedance, through which heat is dissipated towards a heat sink kept at
T0 = 300 K. The thermal resistance Rth =1 K/µW was calculated paralleling
30 fins, which individual thermal resistance is computed as shown in Fig. 1(b),
while the thermal capacitance is sized to yield a thermal time constant of 15µs
(10 KHz thermal cut-off). The thermal impedance is used to compute the device
temperature as a function of the instantaneous dissipated power through a Sym-
bolically Defined Device (SDDs), which is fed back to the Xpar model to achieve
a coupled electro-thermal model, as show in Fig. 2, reporting the simulation set-
up: the device input port is terminated on 50 Ω, while the drain port is loaded
with the optimum load for power at 70 GHz, Zopt = (53 + j6) Ω. The bias con-
ditions are varied from class A to class B. The input is pulsed (50% duty cycle,
5% rise/fall time), adopting the Envelope simulation to capture the thermal
dynamics.

3 Results

In Fig. 3 we report the analysis of the pulsed power amplifier. When sweeping
the gate bias from class A to class B, the available input power is changed to
keep the same output power in all cases. Figure 3-top shows the predicted T vs.
Pout for 3 different pulse lengths, chosen to be, respectively, below (5 ms), close
to (50µs) and above (0.5µs) the thermal cut-off, while Fig. 3-bottom shows the
temperature variation as a function of time. We can notice the expected opposite
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Fig. 3. Results of the pulsed mode analysis of the matched FinFET in class A (dashed
lines) and class B (solid lines): (a) dynamic temperature variation as a function of the
output power over the pulse cycle and (b) temperature variation over the cycle for the
3 different pulse durations.

behavior of the class A and B stages: the former is hotter when the pulse is off,
while the latter gets cooler. The thermal shunt, though, makes temperature
variations to be quenched by increasing the pulse speed. Figure 4 reports the
output power variation vs. (normalized) time, highlighting the capability of the
T -Xpar model of predicting the Pout thermal dispersion. It is worth noticing
that this analysis would not be possible adopting a mere X-par model extracted
at 300 K. Finally, Fig. 5 shows that the implemented model can continuously
interpolate among the X-par data both in terms of temperature and gate bias.
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Fig. 4. Results of the pulsed mode analysis of the matched FinFET: (a) output power
variation over the cycle in class A (dashed lines) and class B (solid lines) and (b)
detailed view of the output power behavior in the ON state for the 3 different pulse
durations.

Fig. 5. Results of the pulsed mode analysis of the matched FinFET: (left) temperature
at baseband and (right) output power at the RF envelope at different gate bias voltages,
from class A to class B, for a pulse length of 0.5µs.
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4 Conclusions

An efficient multi-bias thermal model of a 54 nm Si FinFET device is presented.
The model is directly extracted from Large-Signal TCAD simulations via the
X-parameters approach. The model is then coupled to a thermal impedance
to achieve an electro-thermal model capable of predicting the device dynamic
self-heating. Exploiting the Envelope analysis, we demonstrated the effect of self-
heating in pulsed operating conditions, highlighting the different role of thermal
memory in class A and class B cases.
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Abstract. Integrated circuits operating in the millimetre-wave range
require careful electromagnetic optimization of the passive networks to
properly account for crosstalk and radiative effects, but also accurate
and reliable statistical analysis to assess the impact of process induced
variability on chip yield. These two requirements are typically compu-
tationally incompatible, since the simulation time required by electro-
magnetic analysis is too high to allow for multi-trial Monte Carlo sta-
tistical analysis. This work presents a parameterized surrogate approach
to model the passive networks that allows for an efficient yet accurate
electromagnetic-based variability analysis of microwave circuits. As a
case study, we report the statistical analysis of a GaN/Si device at 28GHz
evaluating the impact of statistical variations of the matching network,
under concurrent variation of two technological parameters, on device
performance.

Keywords: Parameterized behavioral models · Process induced
variability · Electromagnetic simulation · MMIC statistical analysis

1 Introduction

The adoption of higher frequency bands for both microwave telecommunication
and radar systems [1,3,7,15] poses new challenges in the design of monolithic
integrated circuits (MMIC) in terms of electromagnetic (EM) coupling, stability
issues and sensitivity to process variations, that could instead be neglected, or
greatly simplified, at lower frequencies. The high cut-off frequency of the active
devices together with the relatively low gain and output power achievable with
single transistors/stages makes high-frequency MMICs densely integrated, with
unavoidable EM coupling between adjacent structures [11,13], hence making
EM-based analysis and optimization a crucial design step.

At the same time, process induced variability (PIV) is a growing concern.
Active devices capable of operating at millimetre-wave should feature very short
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gate-lengths, but such technologies are typically less mature and thus affected by
larger technological variation. On the other hand, the effect of devices’ reactive
parasitics become significant at high frequency, hence making the design of the
matching networks increasingly challenging and the device performance much
more sensitive to load variations. Both aspects increase the impact of PIV on
yield, which may drop well below 50%, hence requiring a PIV-aware design
approach [9].

Statistical analysis typically relies on the Monte Carlo (MC) approach,
requiring accurate but also computationally efficient models for both the active
devices and the passive networks [2,5,8]. Focusing on passives, to achieve accu-
rate and reliable statistical results, an EM-based approach must be pursued, as
it ensures a direct link between physical process parameters and network perfor-
mance [4]. However, EM simulations are extremely time-consuming, even when
resorting to planar-3D analysis for microstrip structure. Data arrays with sev-
eral thousands of points should in fact be manipulated to achieve reasonable
accuracy, requiring hours of simulation even on multi-core computers. This still
widely limit the use of EM simulations in MMIC statistical analysis.

In [12] we proposed a parameterized reduced-order behavioral model as an
efficient yet highly accurate approach for EM-based MMIC statistical analysis:
few EM simulations, at properly chosen sets of parameter values, are enough
to extract a mathematical model of the networks’s scattering matrix [6], then
translated into an equivalent SPICE circuit [14] to be used within any RF CAD
tools. As a case study, we consider the output matching network (OMN) of
a commercial GaN/Si HEMT transistor for power amplifier (PA) applications
at 28 GHz, presenting in [12] the statistical analysis of its small-signal matching
performance. In this work we extend the analysis to the large-signal performance
of the matched transistor, confirming model accuracy and showing the impact
of OMN variations on the most relevant PA performance.

2 Modeling Approach and Case Study

The EM-simulated S-matrix of the network to be modeled is approximated with
a rational barycentric function of the form [6]:

S(jω,ϑ) =
∑

n Rn(ϑ)ϕn(jω)
∑

n rn(ϑ)ϕn(jω)
(1)

The basis functions ϕn(jω) are used to model the frequency dependence of the
S-parameters and are represented by a set of N stable poles qn [16]:

ϕ(jω) =

⎧
⎨

⎩

1 for n = 0
1

jω − qn
for n = 1, . . . , N

(2)

The coefficients are functions of the technological parameters θi, through Cheby-
shev polynomials basis functions ξl:

Rn(ϑ) =
∑

l

Rlnξl(ϑ) and rn(ϑ) =
∑

l

rlnξl(ϑ) (3)
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As a case study, we consider a 6 × 100µm GaN/Si HEMT device matched at
output for maximum power at 28 GHz. The adopted technology is the 100-nm
process from OMMIC [3]. The device is biased in shallow (25%) class AB and the
optimum drain termination is ZLopt ≈ (6+ j11)Ω, allowing for an output power
in excess of 31.7 dBm with associated gain and efficiency better than 8.8 dB
and 44%, respectively. The matching network, shown in Fig. 1, transforms the
standard 50 Ω load into ZLopt on a broad frequency range. The network is EM
simulated in the 18 GHz-38 GHz range with 100 MHz frequency sampling: the
simulation time is roughly 15 min, thus incompatible with a MC analysis, which
would demand several days.

Fig. 1. Output matching network layout and matching performance.

The considered variable parameters are the dielectric layer thicknesses for
the two types of MIM capacitors (SiN and SiO2) available in the process: based
on the available statistical data, we assume a relative variance σ of 5% for the
nitride thickness and 3% for the oxide thickness. The parameter space boundaries
are set to ±σ for both parameters: a deliberately reduced limit with respect to
the classical ±3σ to assess the model extrapolation capabilities under larger
variations during MC analysis. Only 10 EM simulations were required to extract
the model coefficients with residual error less than 10−3 [14]. As detailed in [12],
the model demonstrates remarkable robustness against port impedance change,
maintaining an accuracy within 4 · 10−3 when simulating the S-parameters with
Z∗
Lopt at the input port.

3 Results

The large-signal performance of the matched device is analyzed under
continuous-wave excitation in the 25 GHz to 31 GHz range (1 GHz step), sweep-
ing the input power from small-signal to saturation. The comparison between
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EM simulations (black lines) and model predictions (red symbols) are reported
in the following figures: Fig. 2-top reports the performance at saturation over
frequency for nominal (solid/circles) and two random (dash/crosses) parame-
ter values. The accuracy is very good, as confirmed by the results shown in
Fig. 2-bottom, reporting the rms errors at 10 randomly selected test points. The
maximum errors in predicting the output power, drain efficiency and gain are
lower than 0.28 dB, 2.3% points and 0.31 dB, respectively.

Fig. 2. Model accuracy: (top) comparison between EM simulations and model predic-
tions and (bottom) rms error.

Figure 3 illustrates the extrapolation capabilities of the model. Figure 3(a)
reports the output power at extrapolated parameter values, namely +3σ
(solid/circles) and −3σ (dash/crosses): the agreement with EM simulations
is still excellent. Figure 3(b) shows instead the output power at second
(solid/circles) and third (dash/crosses) harmonics. Considering the small abso-
lute value of these quantities, the agreement is still good. Remarkably, as detailed
in Fig. 3(c), the proposed model extrapolates in frequency much better that any
other built-in ADS extrapolation algorithms applied to narrow-band (18 GHz-
38 GHz) EM simulations (blue curves).

Figure 4 reports the results of a 500-trial Monte Carlo simulation with uncor-
related variations of the two parameters, both featuring a gaussian distribution
with σ relative variance. Except for gain, affected by constant symmetrical spread
at all power levels, PIV most affects the performance at saturation where up to
1 dB of power/gain spread and 6% points of efficiency spread can be observed in
the lower portion of the band. The dissipated power density, which determines
the device temperature [10], is also reported in Fig. 5: at high power levels the
spread reaches 250 mW/mm.
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Fig. 3. Results at extrapolated (a) parameters and (b)-(c) frequency values.

Fig. 4. Statistical analysis results.

Fig. 5. Statistical analysis results: dissipated power density.
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Abstract. This paper investigates, for the first time, the feasibility of
harmonic tag sensors based on orthogonally polarized waves. The main
tag building blocks (circular and dual polarization antennas, Schottky
diode frequency doubler and phase shifter) are designed, implemented
with standard PCBs technology and materials, and experimentally char-
acterized. Finally a proof-of-concept of the whole system operating at
1.04/2.08GHz is proposed and validated in laboratory. The system can
recover the encoded phase regardless the interrogation distance.

Keywords: Harmonic transponders · Harmonic radars · Orthogonal
polarization transmission · RFID sensors

1 Introduction

Batteryless sensor tags are key devices enabling the Internet-of-Things (IoT)
revolution [1]. Among various approaches, harmonic tags have emerged because
they are simple, low-cost and easy to detect with moderate interrogation power
levels [2]. Due to their simplicity, harmonic tags have been implemented on
cellulose-based (i.e. paper) substrates [3] mainly for logistic applications, reach-
ing record reading distances [4].

Tags based on varactor or Schottky diodes were originally used in harmonic
radar systems [5], and further developed to exploit the intermodulation commu-
nication principle [6,7]. Another way to encode sensor data in harmonic tags is
based on the polarization diversity principle [8]. When interrogated by a carrier,
the tag generates a harmonic signal that is split and transmitted back to the
reader in two orthogonal polarization. The phase or the amplitude of one polar-
ization can be altered with respect to the other as a function of the encoded
information. Such an information is finally reconstructed by the reader using a
dual polarization antenna and two vector receivers. This approach is promising
since it is simple, robust and distance independent.

Although the polarization diversity method was proposed and patented sev-
eral years ago, no physical demonstrators were developed yet. Purpose of this
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Fig. 1. Block diagram of the harmonic wireless sensor based on orthogonally polarized
waves (top panels). Reader (top left) and tag (top right). Fabricated antennas proto-
types (bottom panels). Circular polarized patch antenna operating at f0 used in both
reader and tag (bottom left). Dual polarization square patch antennas operating at
2 f0 adopted in the tag (bottom center) and in the reader (bottom right).

paper is to provide, for the first time, an experimental validation of harmonic sen-
sor tags based on orthogonally polarized waves, thus investigating their practical
feasibility. Devices of this type could be used, due to simplicity and robustness,
in smart agriculture applications [9] or in extreme environments, like industrial
ones or those encountered during planetary exploration missions.

2 System Overview

The proposed harmonic wireless sensor system is shown in Fig. 1, and is com-
posed of a reader (top left) and a tag (to right). According to theory [8], the tag
receives a carrier at frequency f0 (fundamental) and generates two equal signals
at 2 f0 (second harmonic), by means of a frequency doubler and a power splitter.
The first signal component is not altered and acts as a reference (red path). The
second signal component, instead, goes through a phase shifter that is actuated
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by an electrical, micromechanical or microfluidic sensor (blue path). The sen-
sor information is thus encoded as the phase difference Δφ between these two
paths, and the corresponding signals are transmitted back to the reader using
two orthogonal polarization. The reader can finally recover Δφ with two vector
(IQ) receivers tuned at 2 f0, one for each polarization.

Antennas play a key role in the proposed system: the fabricated prototypes
are shown in the bottom panels of Fig. 1. The reader-to-tag link at f0 = 1.04GHz
is done with a circular polarization antenna. In this way the tag can be rotated
with respect to the reader, keeping the frequency doubler input power almost
constant. The tag-to-reader link at 2 f0 = 2.08GHz, instead, is based on dual
polarization antennas. The square patches shown in the figure have a cross polar-
ization better that 20 dB; in such a way reference and encoded signals can be
combined and separated without significant loss of information. The tag antenna
is aligned so that the ξ and η axes are rotated by π/4 with respect to the x and
y axes of the reader antenna (see figure). For example, if the central antenna
is excited with two in-phase signals of the same amplitude, a vertical polarized
wave is generated, and this is detected by the y-port of the reader antenna.

3 Materials and Methods

The present study is based on prototyping and experimental verification. Tag
and antennas are physically implemented by using standard PCB manufactur-
ing processes and low-cost FR4 substrate materials of various thickness. For
the design phases, commerical CAD tools, nonlinear (harmonic balance) circuit
solvers, and 3D electromagnetic simulations are adopted.

The validation of the overall system does not exploit two vector receivers,
but a simple spectrum analyzer. Such an instrument is adopted to measure the
received power at the x and y (dual polarization) reader antenna outputs (see
bottom panel of Fig. 1). These powers, Px and Py, can be modeled according to
the equations (11)-(16) of [8]. We get:

Px =
V 2
0

2R0

[
sin2 θ +

(
Eη

Eξ

)2

cos2 θ + 2
Eη

Eξ
sin θ cos θ cos Δφ

]
(1)

Py =
V 2
0

2R0

[
cos2 θ +

(
Eη

Eξ

)2

sin2 θ − 2
Eη

Eξ
sin θ cos θ cos Δφ

]
(2)

Such a model assumes that the dual polarization antennas of reader and tag
are aligned (same axis) and rotated by θ. The phase shift between the two
polarization is Δφ = φξ − φη, the received amplitude V0, while R0 = 50Ω is
the spectrum analyzer input impedance. Now, if the tag is designed so that
Eη/Eξ = 1 (ideal balance between its η and ξ ports) and the dual polarization
antennas are rotated by θ = π/4, the Px/Py ratio becomes:

Px

Py
=

1 + cos Δφ

1 + sinΔφ
= tan2

(
Δφ

2

)
(3)
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Fig. 2. Implemented harmonic tag exploiting the orthogonally polarized waves con-
cept (top) and experimental characterization of the harmonic tag: frequency doubler
conversion loss (bottom left), phase shift versus the varactor voltage (bottom right).

4 Results

In a first step, the main building blocks of the proposed system have been fab-
ricated and experimentally characterized as standalone devices. The realized
antennas, on which the polarization diversity principle relies, are shown in Fig. 1.
All these devices are proved to be tuned at the design frequencies, with a |S11|
of about −20 dB (coaxial adapter including). A cross polarization better than
20 dB is measured for both the dual polarization antennas. Figure 2 illustrates
the implemented harmonic tag prototype that includes a Schottky diode fre-
quency doubler, a Wilkinson power splitter and a reflection-type phase shifter.
The frequency doubler uses the HSMS-2850 diode, and features a conversion
loss better than 34 dB for an input power greater than −30 dBm (bottom panel,
left). The phase shifter is based on two identical SMV-1234 varactor diodes, that
are used to program a known Δφ as a function of a control voltage. The phase
control capability of the whole tag is shown in the right bottom panel of the
same figure. The phase shift between ξ and η outputs can be controlled from 87
to –7◦ applying a reverse voltage in the range 0–12 V. The measured amplitude
imbalance is within ±0.25 dB in the same voltage range.
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Fig. 3. Physical demonstrator of the harmonic wireless sensor system based on orthog-
onally polarized waves (top panel). Received power ratio Px/Py versus the phase shift
Δφ programmed on the tag by means of the varactor voltage. Comparison between
theory and experiments at 10 and 20 cm distances (bottom panel).

A proof-of-concept of the harmonic wireless sensor system based on the polar-
ization diversity principle is finally tested with the experimental setup of Fig. 3.
The reader transmitter is based on a laboratory RF signal generator (HP-8664A),
whereas the received signals powers on x and y polarization are measured with
a spectrum analyzer (Agilent N9320B). The illuminating power is 0 dBm at
1.04GHz (fundamental) while the spectrum analyzer is tuned at 2.08GHz (sec-
ond harmonic). The antennas are aligned on a guide and share the same axis.
Interrogation distances of 10 and 20 cm are considered: in these condition the
second harmonic power received by the reader are -41 and −56 dBm respectively.
The power ratio Px/Py is then recorded as a function of Δφ and compared to (3).
The bottom panel of Fig. 3 depicts the obtained results: the agreement between
model and experiments is within 7% at both distances, meaning that the reader
can recover Δφ with a small error. A final comparison with the state-of-the-art
is given in Table 1.
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Table 1. Comparison with the State-of-the-Art

Ref. freq.
(MHz)

onboard
battery

sensing
capability

number
of bit

TX power
(dBm)

reading range
(cm)

tag sens.
(dBm)

[10] 860 no no 96 (*) n.a. n.a. –15

this work 1040
2080

no yes 6 (+) 0 20 –20

(*) Serially transmitted code according to Gen-2 UHF RFID standard
(+) Equivalent number of bit estimated by system considerations

5 Conclusions

This work demonstrates that a harmonic tag using the orthogonally polariza-
tion wave transmission is feasible, robust and low-cost. A system prototype is
implemented at 1.04/2.08 GHz can precisely recover the encoded phase informa-
tion at both 10 and 20-cm distances, with a 0 dBm illumination. The proposed
experiment constitutes the base for further developments of the system.
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Abstract. The aim of the present paper consists of a deep analysis
concerning the impact of the GaN HEMT technology. Two methods of
analysis were implemented. The first one is based on the time-varying
power series approach which is based on simple measure of the I/V char-
acteristics, thus allowing for experimental-based predictions without the
need of manufacturing the mixer. The device I/V characteristics and the
relative derivatives were extracted in a dynamic way as to avoid the dis-
persion phenomena to which the GaN technology is affected. The second
method is based on the harmonic-balance analysis of a designed GaN
HEMT DP mixer operating in S-band, whose relative simulations were
performed by means of a commercial CAD. The analyzes was repeated
for different local-oscillator power levels (PLO) as to capture the CL and
IIP3 behaviors when the PLO > 10 dBm. Both the analysis methods
show improvements at high PLO. In particular, the IIP3 reveals a peak
for PLO ≈ 21 dBm caused by a sweet spot of the output third-order
intermodulation products (IMP3) occurring at the same PLO.

Keywords: GaN · Drain-pumped · Power-series

1 Introduction

In the literature, with regards to the radar applications, resistive mixers are
mainly taken into consideration thanks to their intrinsic capability of showing
great linearity. Modern radar systems are based on multiple transmitter and
receiver modules architecture. In the latter the critical functional block consists
of the low noise amplifier (LNA). Their presence has the purpose to reduce
the noise figure (NF) of the whole receiver chain, which is as a consequence
of the high CL showed by the resistive mixers. Recently, a gate-pumped mixer
was experimentally proven to provide high linearity when implemented in GaN
HEMT technology and driven with high PLO [1]. Moreover, such a topology
provides conversion gain (CG) as the input signal is injected at the gate side
and the output signal is measured at the drain side, while keeping the drain
bias such as to operate in the flat region of the I/V output characteristics. How-
ever, the input power combiner losses aggravate the general NF. Furthermore,
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the proximity between the RF and LO signal frequencies as required for radar
applications makes the isolation difficult.

Moving from this recent evidence, the idea was to inject the pump at the
GaN HEMT drain side, thus obtaining a drain-pumped mixer. This improves
the isolation performance and the absence of the input power combiner leads
to better performances in terms of NF [2,3]. The RF signal path is the same
as for the gate-pumped topology, and for this reason it is expected to show
better performances in terms of CL with respect to the resistive counterparts.
Furthermore, in [4] a field-effect-based DP mixer was shown to increase both the
CL and the IIP3 when the PLO increases up to 10 dBm.

To the author’s knowledge, this is the first work exploring the GaN HEMT
technology impact on the DP performances.

For this purpose, an analysis technique based on the time-varying power series
approach was performed. In literature it is widely known that this approach is
capable of providing accurate predictions on field-effect transistors IMP3, but
the preliminary extraction of the device intrinsic and extrinsic parameters is
a very challenging task [5], which makes the technique scarcely used. However,
recently the time-varying power-series analysis developed on the basis of the only
device I/V characteristics was found to be suitable for the comparison between
the linearity performances of two gate-pumped mixers in different technology
[1]. In this work the same analysis was adapted for the DP topology, for which
behavioral predictions of conversion and linearity performances were carried out.
Unlike the harmonic-balance algorithm, this analysis is able to get deep inside the
device mixing process, thus providing qualitative explanations about the mixer
operation. Furthermore, the experimental nature of such analysis potentially
provides more concreteness to the results than using the model alone.

GaN HEMT
CGH40006S

VG

50Ω

PRF1,2(t)

H.P. filter

L.P. filter

50Ω

−
+ VD

PLOsin(ωt)

50Ω

POUT

Fig. 1. Conceptual schematic used for the analysis of the drain-pumped mixer
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2 Analysis

2.1 Method 1: Time-Varying Power Series Analysis

Dominant Contributions to the CL and IMP3 of the GaN HEMT DP
Mixer
It is well known in the literature that the most important contributions in general
field-effect transistor applications come from the device drain-current [5,6]. For
the purpose of identifying the main contributions to the CL and IMP3 of the
DP mixer, we assume the time-varying small signal drain current expansion in
Taylor’s series as follows:

id(vg, vd) =gmvg + gdsvd+

gm2v
2
g + gd2v

2
d+

gm1d1vgvd + gm3v
3
g+

gm2d1v
2
gvd + gm1d2vgv

2
d + gd3v

3
d,

(1)

where the time dependence of all coefficients due to the LO pump has been
dropped, to simplify the notation.

The work in this subsection relies on the time-varying Volterra series app-
roach [7]. In [4] it was shown that the device transconductance is the main
contribution to the DP mixer operation. In this work we inherit these results,
being a first insight in the subject. The mixer has the purpose of operating in
a receiver chain in S band, however as a first approximation there is no reason
for the device reactive components to affect the CL and IMP3 behavior with
respect to the PLO, thus they have been neglected.

As to separate the linear and the third-order contributions of the drain cur-
rent in 1, that give contributions to CL and IMP3 respectively, we make the
assumption that the equivalent device input stage does not present nonlinear
elements, making the input signal vg only composed by its first order mixing
product voltage.

Thus we obtain:

id1(t) = gm(t)vg1(t) (2)

and

id3(t) = gm3(t)vg1(t)3 (3)

The left sides of the Eqs. 2 and 3 contain the main device contributions
to the mixer CG and IMP3, that are the ones at ωIF = ωRF1 − ωLO and
ωIFIMP3 = 2ωRF1 − ωRF2 − ωLO, respectively. It is worth noting that, being
the two spectrum side specular, only one spectrum side was considered for the
analysis as to simplify the notation. By translating to the frequency domain,
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thus applying the matrix form of the convolution product to the expressions 2
and 3, we are able to extract the terms of our interest:

Id(ωIF ) ≈ Gm−1Vg1(ωRF1) (4)

and

Id3(ωIFIMP3) ≈ Gm3−1V
(3)
g1 (2ωRF1 − ωRF2) (5)

where Gmαk
is the component of the Gmα conversion matrix corresponding to

the k-th Fourier coefficient of the gmα(t) waveform.
Equation 4 and Eq. 5 reveal the Gm−1 and the Gm3−1 to be the coefficients

governing the CL and IMP3, respectively.

Fig. 2. On the left: the experimental setup for the gm(VD) and gm3(VD) extraction.
On the right: the extracted gm(VD) and gm3(VD) evolutions.

Coefficients Extraction Procedure
In this section the procedure for the extraction of the coefficients Gm−1 and
Gm3−1 of Eqs. 4 and 5 is illustrated. The measures were carried out on a test cir-
cuit containing the stand-alone device with a proper set of bias-T, as it is shown
in the left of Fig. 2. For this task the device under characterization is the Cree
GaN HEMT CGH60004S. Firstly the drain bias-dependent transconductance
and its derivatives have been extracted, while the bias voltage was kept fixed
where the transconductance peaks, about −1.6 V. This extraction procedure is
dynamic as to avoid traps and self-heating effects and follows the one explained
in [6]. A low-frequency tone has been injected at the device gate side by means
of a signal generator, and the power of the first and third harmonics has been
measured for different drain-bias values at the device drain side by means of a
spectrum analyzer. The application of the nonlinear current method then leads
to the extraction of gm(VD) and gm3(VD), whose evolutions are shown at the
right side of Fig. 2.
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Fig. 3. The algorithm for the transconductance time-varying waveform extraction. The
figure illustrates the case for the gm(t) extraction, but the procedure is the same also
for the gm3(t) extraction.

Under the assumption of perfectly LO matching, the PLO(t) at the device
drain side is the same signal as the one injected at the LO side of the circuit,
shown in Fig. 1. This allows for the application of the algorithm illustrated on
the Fig. 3, from which the time-varying waveform were extracted. The figure
illustrates the case for the gm(t) extraction, but the procedure is the same also
for the gm3(t) extraction. Knowing the time-varying waveforms, the analytical
Fourier coefficient extraction Gm−1 and Gm3−1 was straightforward. For each
extracted curve, the algorithm was repeated as the PLO changed.

2.2 Method 2: Harmonic-Balance Analysis

A DP mixer operating in S-band was designed and simulated by means the
commercial CAD ADS. The conceptual schematic shown in Fig. 1 was the first
step of the design. Subsequently, the MOMENTUM software was used with the
aim of designing and electromagnetically simulating the whole circuit layout.
The S-parameters of the whole layout were then imported at the schematic level
and used for the harmonic-balance simulations of the DP mixer.

3 Results

The results of both the analyzes are shown in Fig. 4. The Gm−1 coefficient governs
directly the CL form of the DP mixer, as shown on the left of Fig. 4. Both
the experimental-based and the model-based analyzes predict the CL to keep
decreasing for high PLO. The harmonic-balance algorithm predicts the CL to
reach 0 dB.

The Gm3−1 instead governs the IMP3 of the DP mixer, which reveals a sweet-
spot for PLO ≈ 21.7 dBm. The sweet-spot is confirmed by the IIP3 fom predicted
with the harmonic-balance algorithm, showing a peak at the same PLO level.
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Fig. 4. On the left: comparison between the Fourier coefficient governing the CL of
the DP mixer and the harmonic-balance simulated CL of the DP mixer. On the right:
comparison between the Fourier coefficient governing the IMP3 of the DP mixer and
the harmonic-balance simulated IIP3 of the DP mixer.

4 Conclusions

The present paper investigates, for the first time, the impact of the GaN HEMT
technology on DP mixer performances. An experimental analysis based on a
measured GaN HEMT device was carried out. In addition, the harmonic balance
simulation of the device model has been carried out introducing the electromag-
netic simulation of the whole circuit layout (including DC). Both the results
predict improvements of the CL and the linearity when the mixer is driven with
high PLO. Thus, the present work lays concrete foundations for further investi-
gations on the subject.
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Abstract. In this contribution, a workflow procedure adopted to design
a Doherty Power Amplifier (DPA) for broadband Sub-6 5G frequency
applications is presented. The approach developed accounts for loading
effects of the auxiliary amplifier on the main amplifiers in back-off con-
dition. Moreover, an improved version of optimum region (as opposed to
optimum point) in the load and source pulling analysis is introduced. As
proof of concept, a symmetric DPA is designed, fabricated and tested.
The measurements showed a working frequency band from 3.3 to 3.9 GHz
(aimed at n78 band of 5G-NR), a minimum peak output power of 36 W,
with a drain efficiency between 48% and 53.22% at peak power, and
34.6%–44.5% at 6 dB of back-off while the transistor maintained a min-
imum gain of 5.4 dB.

Keywords: Power amplifiers · Doherty amplifiers · GaN · 5G

1 Introduction

The complexity of modern modulation schemes calls for more accurate proce-
dures in designing RF power amplifiers. The narrow margins defined by today
standards call for unprecedented levels of performance. Furthermore, due to the
increasing signal envelope variations, the classic amplifier configurations show
poor performance in terms of efficiency. In fact, the variation of signal’s enve-
lope effectively changes its power, and in modern modulations this variation
can be quite sever, with the peak power more than 8 times greater than sig-
nal’s average power. In this context, the Doherty Power Amplifier (DPA) [1,2]
is one of the topologies well suited for modulations with varying envelope. Sev-
eral techniques have been also reported to extend the operative bandwidth of
DPA or to improve its performance [3–7]. In a traditional DPA design, a quarter
wavelength transmission line is used to implement the active load modulation
concept, i.e., to change the load value perceived by one device (referred as Main
amplifier) when a second device (referred as Auxiliary amplifier) starts to deliver
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output power [8,9]. It is usually assumed that the main and auxiliary amplifiers
do not see each other, and as a result have no direct loading effect on one
another. Moreover, it is assumed that at back-off, i.e., when the auxiliary is off,
the main amplifier sees a load of RL. As the power increases and the auxiliary
amplifiers starts to produce power, the load seen by the main is pulled toward
RL/2. Both of these assumptions are somewhat correct at peak, but erroneous
at back-off. In the back-off, the auxiliary amplifier along with its corresponding
circuitry have a serious loading effect on the main amplifier. In this work, we
have devised a procedural workflow to account for this loading effect and take
it into account when designing the main power amplifier. In addition to this
novel development, we have also used an improved version of optimum region
(as opposed to optimum point) in the load and source pulling. In order to val-
idate the proposed approach, a DPA was realized in a hybrid version, based
on Wolfspeed CG2H40025F devices, and fabricated on two different substrates.
Most of the design is on RT/duroid 5880 whereas the output matching network
of the transistors is fabricated on AD1000. The amplifier showed a working fre-
quency bandwidth of 600 MHz, from 3.3 to 3.9 GHz (n78 channel of 5G-NR). In
this frequency band, amplifier has at least 36 W of saturated output power, 48%
drain efficiency at peak and 34.6% at back-off.

2 Design Procedure

The design approach consists in the following steps:

– design of auxiliary amplifier output matching network
– accounts for the auxiliary loading effects in back-off condition to design the

main output matching network
– apply post-matching impedance transformation to finally match the overall

DPA to the standard 50 Ω impedance [10,11].

The auxiliary amplifier is biased in class C while the main one is biased in class
AB. Both amplifiers use the same CG2H40025F transistor but with different
drain voltage, while transformer-less load modulated (TLLM) architecture [12]
were also considered. Moreover, since post-matching approach has been consid-
ered, the amplifiers have been matched to a 5 Ω load and then using a real to
real impedance transformer, the 5 Ω is converted to 50 Ω.

2.1 Auxiliary Amplifier

In order to design the auxiliary amplifier, a preliminary load pull analysis has
been performed in the class C biasing condition, considering for the active device
the biasing voltages VDD=32 V and VGG = −4.6 V (ID=0). For each frequency
in a broader range, e.g. from 3 GHz to 4.2 GHz, contour curves for efficiency
(PAE) and output power (Pout) are acquired on the Smith chart, identifying
a minimum acceptable level, resulting in this case in a PAE greater than 65 %
and Pout greater than 44.5 dBm, respectively. The common region where both
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Fig. 1. Example of load-pull result, where the PAE and Pout contours have been
approximated with arcs from two circles.

conditions are fulfilled has been identified by defining the two “circles”, as for
example reported in Fig. 1).

Instead of choosing a single optimum impedance value, the entire common
region between the PAE and Pout contours is used as simulation goal, so relaxing
the constraints allowing an increase of bandwidth while reducing the complexity
in the output matching network design. Furthermore, the effects of second har-
monic load termination have been analysed, identifying a reliable region (shadow
blue region shown in Fig. 1) for these impedances. Starting from the informa-
tion on optimum region for fundamental and second harmonic, the optimization
process for the design of the output matching network has been performed.
Figure 2(left) shows the matching network structure for the auxiliary output
network, while in Fig. 2(right) are reported the resulting impedance trajectories.

2.2 Main Amplifier

A similar approach to identify the optimum regions for the main device has been
adopted for peak power and 6 dB of back-off, obtaining the results depicted in
Fig. 3(left).

Since the output impedance of the auxiliary amplifier in its off condition
could affect the operation of the main amplifier, the former behaviour has been
extracted under back-off power condition in the entire bandwidth and considered
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Fig. 2. Structure of the auxiliary output matching network and the resulting synthe-
sised loading trajectory.

Fig. 3. Left: Load pull optimum regions identified for the main device. Right: Design
approach adopted for the main device output network.

when designing the output matching network of the latter, as schematically
shown in Fig. 3(right).

3 Realization and Measurement Results

The two designed structures have been finally integrated in the overall schematic,
as shown in Fig. 4, where at the input a Gysel combiner has been considered.

The small- and large-signal measured performance are reported in Fig. 5.
The amplifier operates in the frequency band of 3.3–3.9 GHz, which results in

a fractional bandwidth of 16.7%. It achieved a saturated output power of 36 W
while maintaining a drain efficiency of 48–53% in the peak and 35–45% in the
6 dB back-off power.
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Fig. 4. Left: Schematic of the designed DPA. Right: Photo of the realized DPA.

Fig. 5. Small signal (left) and large signal (right) measurement of the realized DPA,
in the biasing condition: VDD,Main = 28 V - ID,Main = 220mA, VDD,Aux = 32 V -
VGG,Aux = −9 V.
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Abstract. Modern cars are complex systemswhere the passenger safety and com-
fort are high on the list of the requirements. To this aim, the chance to control the
car infotainment system without any contacts represents an advanced feature with
a great potential in different applications. In this contribution, a 24 GHz Doppler
radar systemwas specifically designed to investigate the features and current chal-
lenges related to the in-cabin detection topic and in detail concerning the radar
capability to control the touch-free infotainment system. A case study concern-
ing the contactless adjustment of the car audio system was demonstrated first by
identifying the right gesture by exploiting the micro-Doppler analysis and sub-
sequently by extracting the desired volume level from the real fingers’ aperture.
To measure the fingers’ aperture, the radar feature to detect movements in the
range of millimeters and below was exploited. Moreover, the phase and ampli-
tude imbalance between the two receiving channels was estimated and corrected.
Exploiting radars to enable such a kind of features might pave the way to the next
generation of advanced cars where the passengers will be able to comfortably
control different infotainment systems.

Keywords: Radar · Automotive · In-cabin detection · Gesture recognition ·
Micro-Doppler signature · Safety

1 Introduction

Since the production of the first car, the World is assisting to an exponential increase of
the electronic devices within the vehicle aimed at enhancing the safety and comfort of
the passengers.

Compact radars represent both one of the most employed, e.g., for the task of
autonomous mobility, and most promising technologies for the in-cabin sensing [1].

Among the main advantages, radar-based sensing exhibits compact dimensions and
consequently high level of integration with the car, together with high spatial resolution,
immunity to different light conditions and limited privacy concerns [2–5].

Between the most interesting and challenging features which are available or will be
available in modern cars, three different areas of interest stand out and deserve particular
interest. They concern:
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a) passenger presence detection;
b) inattentive driver behavior identification;
c) Touch-Free Infotainment System Control

The effective passenger detection is a widely investigated topic, particularly due to
the great interest for the baby presence detection. In the literature, different works show
radars employed to understand if a baby is being left in a car, thus providing an alert for
the car driver or a relative/friend [6].

The identification of inattentive driver behaviors is crucial for the driver and pas-
senger safety. Frequently, characteristic movements of the head can be associated with
inattentive behaviors. Different researchers tried to identify such a kind ofmovements by
exploiting radar systems, i.e., without any contact or discomfort for the user, to activate
emergency procedures for preventing the danger [7].

The case c) represents the main subject of this contribution. The car has plenty of
conventional and touch-based buttons that might represent a serious risk for the driver
and passenger safety. Indeed, theymay distract the driver thus creating potential dangers.

Developing a radar-based touch-free infotainment control system would provide an
effective way to control the different car services, enhancing the passenger safety.

In this contribution, a 24 GHz Doppler radar system was specifically designed to
investigate the features and current challenges related to the in-cabin detection topic. It is
composed of a microwave front-end, a low-frequency amplification board both realized
in-house and a microcontroller-based control and elaboration board. A case study was
analyzed to investigate the possibility of enabling the touch-free car audio systemcontrol.
In detail, the feasibility of the accurate volume adjustment was tested by extracting the
micro-Doppler signature associated with the finger movements, i.e., extending/reducing
the distance between fingers proportionally to the desired audio level. Unfortunately, all
quadrature direct-conversion receivers are affected by the signal deterioration due to the
in-phase/quadrature (IQ) mismatch, which generates mirrored signals and destroys the
orthogonality of the demodulated data [8].

Therefore, the phase and amplitude imbalance between two channels were estimated
and corrected. In the next section, the radar system is described and the results of the
measurements shown and commented.

2 Touch-Free Infotainment System Control

In order to investigate and demonstrate the radar capability to control the car infotainment
system, a 24 GHz radar board, based on the Infineon BGT24MTR11 was designed and
realized by means of in-house facilities, i.e., by exploiting the microwave circuit board
plotter LPKF ProtoMat S103. In Fig. 1, it is possible to observe themicrowave front-end,
including the two microstrip transmitting and receiving antennas.

The radar is configured in Doppler mode, thus the demodulated in-phase sI (t) and
quadrature sQ(t) signals at the output of the transceiver are represented by the expression
reported in Eq. 1.1 and Eq. 1.2.

sI (t) = cos

(
Δφ ± 4πx(t)

λ

)
(1.1)
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Fig. 1. Picture of the in-house realized radar system.

sQ(t) = sin

(
Δφ ± 4πx(t)

λ

)
(1.2)

where Δφ is the residual phase, λ is the wavelength and x(t) is the target displacement.
The two low-frequency channels are cascaded with the amplification board which

provides two levels of gain, which can be selected according to the application. Amicro-
controller board set the system operating mode and main parameters and has the task to
send the raw data to the computer for the next elaboration steps.

From the phase of the reconstructed complex demodulated signal, it is possible
to accurately extract the displacement of the target. Moreover, a short-time Fourier
transform (STFT) can be exploited to have a representation of the Doppler components
with respect to the time. These two radar features enable the gesture recognition and
consequently the contactless control of the infotainment system.

The capability to control without contact the infotainment system was tested by
analyzing the case study of the car audio system control. In detail, the first step has
the purpose to recognize the gesture associated with the audio level regulation. It is
graphically depicted in Fig. 2. The finger movement consists in extending/reducing the
fingers distance proportionally to the desired audio level.

Fig. 2. Movement of fingers associated to the audio level.

This gesture can be recognized by extracting the associated characteristic micro-
Doppler signature. The result of the gesture detection is reported in Fig. 3a. In detail,
the positive Doppler strips represent the increase of the finger distance due to the index
finger approaching radar and a reduction of the distance between radar and index finger.
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In the same way, negative Doppler strips represent the decrease of the finger distance
due to the index finger moving away from radar.

However, mirrored signals appear nearby the Doppler strips of interest, thus mak-
ing the detection more challenging. As anticipated, this is due the signal orthogonality
deterioration arising from the IQ mismatch.

With the purpose to improve the quality of the detection, the phase and amplitude
imbalance between the two channels was estimated by computing the equation of the
ellipse associated with every couple of sampled data, and then corrected by employing
the Gram-Schmidt transformation [9, 10]. The results of the IQ imbalance correction
on the micro-Doppler are shown in Fig. 3b, where the positive and negative strips are
clearly visible.

Fig. 3. Measured micro-Doppler signature (a) before and (b) after the IQ imbalance correction.

After the first step of gesture recognition, the next goal consisted in measuring the
displacement due to the finger motion. This task was accomplished by extracting the
phase of the signal after the downconversion stage and computing the related range shift.
By exploiting the radar features, this step can be accomplished in a robust and accurate
way, while preserving the user privacy.

Figure 4a shows the displacement related with a total aperture of the fingers, which
can be associated with an audio level increase up to 100%.
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Thereafter, three consecutive movements were tested in order to verify the radar
capability to regulate the audio level. In Fig. 4b, a total aperture of the fingers, a partial
contraction to 20% and finally a 100% aperture are shown.

Fig. 4. Measured displacements related to different finger apertures. a) 0% to 100%. b) 0% to
100% to 20% to 100%.

By associating the extension of the fingers to the audio level percentage, it is possible
to control the audio system, accordingly. However, even though the measurement of the
displacement is correct, due to the random relative movement between the hand and the
radar, the precise measurement of the 100% level at the end of the measuring time in
Fig. 3b is not properly accomplished. An error equal to 12.75% was estimated for the
second 100% level measurement.

Avoiding the effects of random body motion represents one of the main challenges
to be faced to enable the next generation of advanced cars where the passengers will be
able to comfortably control different infotainment systems.
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3 Conclusions

In this contribution the task of the car infotainment system control without any contacts
has been investigated. By means of a 24 GHz Doppler radar system, a case study con-
cerning the contactless regulation of the car audio systemwas investigated by identifying
the right gesture and by extracting the desired volume level from the real aperture of
fingers.

The reported preliminary results are encouraging for the next research in the field of
the in-cabin automotive radar detection.
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Abstract. Recently, within the framework of a project funded by the European
Space Agency, two concept demonstrators in OMMIC’s industrial-grade GaN
HEMTtechnologyon aSilicon substrate havebeendeveloped.Thefirst test vehicle
is an ultra Low-Noise Amplifier (LNA), realized in OMMIC’s 60-nmGaNHEMT
technology, demonstrating state-of-the-art 1.2 dB Noise Figure, in the 26–32 GHz
bandwidth. The second test vehicle is a Medium Level Amplifier (MLA), realized
in OMMIC’s 100-nm GaN HEMT technology, providing+31 dBm Output Third
Order Intercept point (OTOI). Both performances compare very well with recently
published material.

Keywords: Gallium nitride · Low-noise amplifier · Ka-band · Third order
intercept point · High linearity

1 Introduction

Gallium Nitride (GaN) is gaining considerable interest in the Space community due to
some advantages respect to other low-noise and high frequency technologies (mainly
Gallum Arsenide) for the reasons explained in the following. GaN is a wide-bandgap
material compared to GaAs, more than twice; this results in a breakdown voltage field
much higher, by about one order of magnitude. Moreover, GaN supports smaller circuits
for a given frequency and power levels, allowing higher power densities and efficiencies.
As consequence of the above feature, GaN is capable to withstand strong signals without
degradation or breakup. Finally, thermal conductivity of theGaN ismore than three times
the thermal conductivity of the GaAs.

In this contribution, we highlight the design solutions and preliminary characteriza-
tion of two circuits: a robust low-noise amplifier (LNA) and a medium-level amplifier
(MLA). The main design goals are minimizing LNA’s Noise Figure and more than +
30 dBm OTOI in the MLA. The targeted bandwidth is Ka-band, and more particularly
27–31 GHz for SATCOM applications.
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2 Circuit Design

The two circuits are designed to fulfil the following key requirements. Ka-band operation
and more in particular 27 to 31 GHz. The LNA shall feature ultra low-nosie behaviour
(NF 1.5 dB) while the MLA is oriented towards high-linearity (OTOI + 30 dBm).
Another feature is to minimize DC power consumption so the circuits can represent an
attractive solution for a 1-to-1 replacement of existing GaAs counterparts. 30 mW and
50 mW are the requested PDC of the LNA and MLA respectively.

2.1 Technology Selection

The most suitable MMIC technology is selected considering the following requirements
and recommendations, which are listed not necessarily in order of importance.

In order to produce acceptable gain level at ka-band, parameters such as gate length,
f T and f MAX are evaluated. Equally, Noise Performance, evaluated byNFmin at operating
frequency is also of interest. Power handling requirements, evaluated by power density
at 30 GHz and breakdown voltage VBGD and to be addressed since the MLA has to
deliver acceptable linearity performance. Finally, Technology maturity level; possibly a
Space-level technology given the target application.

A scouting of foundry processes that are capable of providing low-noise performance
for Ka-band (27–31 GHz) operation, and capable of handling RF signals in the order of
+20 dBm are provided in the following: OMMIC’S D01GH, a 100 nm GaN HEMT on
Si process that is under evaluation for Space application [1]. UMSGH10 process is a 100
nm GaN HEMT on SiC optimized to produce low noise, wideband and medium power
amplifier MMICs operating up to 55 GHz. WIN foundry NP-15 GaN on SiC process
leverages an advanced materials design with electron-beam defined 0.15 µm gates and
a qualified 150 mm manufacturing infrastructure to obtain a high volume, ultra-high-
performance technology platform. The process is targeted for Power amplifiers through
35GHz aswell as Switch andLNA functionalities. Fraunhofer Institute forApplied Solid
State Physics - IAF offers theGaN10HEMTprocess in grounded coplanar waveguide on
3-inch SiC substrates for operation up toW-band. A summary table of these technologies
key electrical requirements is reported in Table 1.

Table 1. Key electrical parameters of benchmarked GaN technologies

Parameter OMMIC D01GH UMS GH10 WIN NP15 IAF GAN10

f T (GHz) 100 80 35 80

f MAX (GHz) 180 130 120 190

NFmin @ 30 GHz 1.4 1.7 2.3 1.4

gm,max (mS/mm) 400 400 435 350

IDSS (mA/mm) 1200 500 990 1300

VBGD (V) 40 50 60 40

Technology GaN/Si GaN/SiC GaN/SiC GaN/SiC
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OMMIC’s D01GH is selected for this research project since it combines interesting
electrical performance, in conjunction with production grade technology. Moreover, it
is grown on a Silicon substrate and therefore immune to export or production issues
suffered by Silicon Carbide (SiC) epitaxy.

2.2 Topology Selection

The topology is selected to fulfil the electrical requirements briefly expressed at the
beginning of Sect. 1. The critical requirements are low-noise behaviour for the LNA,
high-linearity for theMLA and finally reduced PDC for both circuits. Several topologies
are investigated and evaluated. Four circuit topologies are evaluated, these are: single-
ended, distributed, cascode, and balanced. The PROs and CONs of each circuit topology
is reported in Table 2.

Table 2. Performance evaluation of the considered circuit topologies

Feature Critical Single ended Cascode Balanced Distributed

Noise Yes Excellent Very good Average Average

Bandwidth No Average Very good Very good Excellent

Gain Yes Good Very good Average Good

DC power Yes Excellent Average Average Poor

Return loss No Average Good Very good Very good

Size No Small Medium Large Large

Linearity Yes Good Excellent Very good Good

We opted for the single-ended topology since it combines low-noise behaviour in
conjunction with linearity at reduced PDC request. Other topologies experience some
drawbacks. For example, the cascode topology requires practically double drain volt-
age value that is halved across the two transistors. The other circuit topologies (bal-
anced and distributed) require many transistors which in turn severely affects the power
consumption of the circuit.

2.3 Circuit Synthesis

A 3-stage topology is selected for both circuits to obtain the prescribed 20 dB gain
level. The transistor size is optimized to account to trade-off between contrasting goals
of power consumption, linearity, and robustness. The first parameter entails the use of
smaller transistors while the latter parameters would require the use of larger transistors.
A 4 × 20 µm transistor biased at VD = 5V and ID 125 mA/mm is selected for the
overall LNA and the first stage of the MLA. The final stages of the MLA employ larger
transistors, 4× 30 and 4× 40µmtransistors. To improve theNoise Figure of theLNAwe
opted to insert a 60-nm gate length transistor in the first stage. The stages are reactively
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matched. Dissipative elements (resistors) are placed ion the bias lines to enhance stability
and reduce low-frequency gain. The value of the gate resistor is maximized to protect
the first stage from detrimental overdrive effects [2]. Source degenerative feedback is
applied to obtain good noise and signal match at the input over the operating bandwidth
[3]. The input termination of the LNA is selected for optimum noise condition (�OPT)
while a source and load pull of the finals stage device of theMLA shows that the optimum
load impedance for linearity is 20+ 45·j�, yieldingmore than 31 dBmOTOI at 30GHz.

3 Circuit Characterization and Benchmarking

The two circuits are characterized to verify their compliance respect to the key require-
ments listed at the beginning of Sect. 1. The two circuits microphotographs are shown
in Fig. 1. Chip size is 3 mm × 2 mm in both cases. All test reported in the following
sections are performed at the nominal Drain voltage set to +5V for both circuits. The
drain current for the LNA is 30 mA and 45 mA for the MLA.

Fig. 1. GaN Ka-band 60-nm LNA (left) and 100-nm MLA (right). Size is 3 mm × 2 mm.

3.1 Linear and Noise Characterization

Figure 2 depicts the two amplifiers gain and Noise Figure characterization in the oper-
ating bandwidth 27–31 GHz. In both cases the target gain is average +20 dB while the
60-nm NF is better than the MLA counterpart.

Fig. 2. Gain and NF of GaN Ka-band 60-nm LNA (left) and 100-nmMLA (right). 3 samples per
type.
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The gain is greater than 20 dB for the 60-nm LNA and greater than 19 dB for the
MLA. The NF of the 60-nm LNA is around 1.4 dB in band while theMLA’s NF is 1.8 dB
typical. The gain slope is corrected at system level by adding a gain equalizer.

3.2 Nonlinear Characterization

Figure 3 reports the nonlinear characterization of the 60-nm LNA and MLA. The left
plot contains the LNA’s NF 10 sweeps stress test at 29 GHz while the right graph reports
the MLA two-tone test.

Fig. 3. CW stress of GaN Ka-band 60-nm LNA (left) and OTOI of 100-nm MLA (right).

The LNA is subject up to +22 dBm input power without showing significant
degradation after 10 sweeps while the MLA demonstrates an OTOI in excess of 30
dBm.

3.3 Benchmarking

Table 3 reports the electrical performance of similar circuits reported in the open litera-
ture. The two MMICs here presented compare well against other contribution reported
in open literature. The LNA provides excellent NF, while the MLA excellent OTOI in
conjunction with reduced DC power consumption.
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Table 3. State-of-the-art LNA Ka-band GaN MMICs.

Ref Tech BW (GHz) Gain (dB) NF (dB) OTOI (dBm) PDC (mW)

[4] GaN-on-Si 100 33–38 26 2.0 28.4 540

[2] GaN-on-SiC 150 27–29 20 4.0 N/R 800

[5] GaN-on-SiC 40 30–40 25 1.5 20 100

[6] GaN-on-Si 100 22–30 13 1.5 N/R 720

[7] GaN-on-Si 100 18–31 22 1.9 28 280

[8] GaN-on-Si 100 26–34 20 1.6 N/R 720

[9] GaN-on-Si 100 34–38 30 2.4 N/R 325

t.w. LNA GaN-on-Si 60 26–32 23 1.3 26 150

t.w. MLA GaN-on-Si 100 26–32 20 1.7 30.5 225

4 Conclusions

Design solutions of a pair of Low-Noise Amplifiers operating at Ka-band are given.
The 60-nm version exhibits excellent Noise Fig. (1.3 dB) in conjunction with robustness
(+21 dBmCW). The 60-nm version exhibits excellent linearity, in terms of OTOI (+30.5
dBm) in conjunction with reduced power consumption (only 225 mW).
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Abstract. In this manuscript, the authors propose an accelerometric system
whose sensing element is fully fabricated via FDM 3D printing process. Exploit-
ing the inherent features of the additive manufacturing fabrication, such as the
possibility of implementing intricate shapes, and the peculiar features of the FDM
process such as the possibility to extrude different materials at the same time, it is
here shown how to realize a fully functioning three axis capacitive accelerometer
that requires no post processing at the end of the fabrication. In this manuscript the
electronic interface used to convert differential capacitance to voltage variations
is also described. Measurements conducted on a single axis, showing a natural
frequency for the sensor of 4 Hz and a quality factor of 6.33 are reported. System
DC characteristic shows a maximum linearity error of 6.2% and a sensitivity of
1.22 mV/V, with a minimum detectable acceleration of 0.5 g.

Keywords: Accelerometer · Additive manufacturing · FDM · 3D printing

1 Introduction

In recent years, accelerometers have become extremely widespread devices [1]. Prob-
ably, the main reason behind this fact is that the determination of the acceleration to
which a system is subjected, is a fundamental requirement in the monitoring and control
of many phenomena, since, from the acceleration, it is possible to also obtain infor-
mation about position and speed. Capacitive and differential capacitive accelerometers
rely on the exploitation of a mobile mass to vary an electrical capacitance, acting as a
mass-spring system [2].

3D printing technology is a useful tool for rapid prototyping of devices and systems
[3, 4]. In particular, the FDM/FFF category features a wide variety of materials available
among which the relatively novel electrically conductive filaments [5]. There are several
manuscripts in the literature featuring 3D printed sensors and 3D printed electronics:
many of them propose a peculiar sensor shape which is then printed and metallized
via chemical procedures, while others use 3D printing to fabricate a specifically shaped
substrate that is then post processed, given the need to deposit the actual conductors
and traces. Other manuscripts show the use of a pseudo-3D printing approach based
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on conductive silicone. This approach employs a CNC motion platform to deposit liq-
uid silicone that however is cumbersome to shape and needs to dry before depositing
successive layers. Moreover, it is not easy to print intricate and detailed shapes [6–9].

Thiswork aims at demonstrating the feasibility of a fully 3Dprinted sensor fabricated
via a multi-material FDM process. The used sensor shape is taken from [6], where the
authors used a mix of SLA 3D printing and wet metallization. Although FDM/FFF
technology is in general less accurate than the SLA one, it gives many more degrees
of freedom such as modifying the proof mass weight without reshaping the sensor, the
possibility of minimizing parasitic elements by accurately using conductive material
where needed, and the possibility to use water soluble supports so to avoid the need of
removing them by hand and therefore minimizing the post processing phase.

The manuscript is divided as follows: Sect. 2 shows the sensor design, its equivalent
model, the fabrication process in terms of materials and printing technology, and an
overview of the electronic readout interface; Sect. 3 gives the main measurement results.
Finally, Sect. 4 gives some conclusions.

2 Materials and Methods

2.1 Transducer Design

The shape of the transducer here proposed is taken from [6] and is suitably modified so
to take advantage of the FDM multi material fabrication process. It is shown in Fig. 1:
as visible it consists of a chassis where a moving mass is fixed onto via insulating
springs. The mass is free to move in each of the three dimensions. Differently from [6]
where the actual conductivity was achieved via a chemical post processing stage, in a
FDM process it is possible to assign a specific property to each of the surfaces of the
object. Indeed, see Fig. 1a and Fig. 1b, all the conductive surfaces are reported in black,
whereas the insulating ones are reported in white. Another advantage with respect to
other additive manufacturing processes, is the possibility of designing true differential
capacitive sensors for each axis. This means that each of the three central conductors
are insulated from each other (Fig. 2a), so achieving a reduced cross-axis coupling. The
electrical equivalent model of the sensor is shown in Fig. 2b.

Fig. 1. The proposed transducer (a) shape and (b) dimensions.
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Fig. 2. (a) Shape of the central conductors; (b) electrical equivalent model of the sensor.

2.2 Fabrication Process

The sensor was manufactured using a mix of Proto Pasta Conductive filament to imple-
ment conductive surfaces, generic polylactic acid (PLA) for the insulating surfaces and
water-soluble polyvinyl alcohol (PVA) to implement the supports (see Fig. 3).

The printing setup is shown in Fig. 4a. The printer is a Tips 3DPRN LAB1 that
features a single extruder with a 0.4 mm nozzle diameter. To achieve the multi material
feature theMosaic Palette+was pairedwith the printer (Fig. 4b). Specifically, thePalette+
acts as a filament multiplexer allowing to assign specific features to specific surfaces
of the object. Based on the g-code of the printer, the Palette+ takes multiple materials
as an input and produces a calibrated stream of multi material output so to make sure
that the specific material is deposited at the correct location of the object. An example
of the output filament is shown in Fig. 4b. Figure 4c shows the manufacturing process
few layers after the start of the print, where the different deposited materials are visible.
Electrical contactswere embedded into the sensor during the printing process. The result,
shown in Fig. 4d, is a triaxial accelerometer featuring true differential capacitors for each
of them, where the fixed plates of the capacitors are implemented via copper plates.

Fig. 3. Material choice for each surface: in yellow the insulating structures, in black the conductive
ones and in purple soluble supports are highlighted.
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Fig. 4. (a) Printing setup; (b) Palette + working principle; (c) Palette + output filament example.

2.3 Electronic Readout Interface

Amongst the many available techniques, the differential capacitance readout was carried
out using a custom designed interface based on the autobalanced bridge structure [10–
12]. Figure 5 shows the electronic interface schematic: the sensor is placed along a
branch of the bridge, while the other one hosts a reference impedance together with a
variable resistor suitably driven by a feedback voltage. The feedback network, based on
a synchronous modulation/demodulation technique, makes sure that the bridge remains
balanced, i.e., Va = Vb. The capacitance variation and the output voltage are linked by
the linear relationship Vctrl = 10[V]x, where x = (C1−C2)/(C1 + C2).

3 Measurement Results

Measurements were conducted using the following setup: mechanical stimuli were pro-
duced by a loudspeaker connected to a suitable driver. The fabricated sensor was fixed
to this platform together with an ADXL345 used as a reference accelerometer. The out-
put of the interface was recorded via an oscilloscope. Measurements were carried out
on a single axis, both small signal sinusoidal response as well as step response were
investigated.
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Fig. 5. Electronic interface schematic.

Figure 6a shows the linearity and sensitivity of the interface at different sinusoidal
input frequencies and amplitudes. Results are given in Table 1: sensitivity decreases as
the frequency raises, proving the very low natural frequency of the sensor. Maximum
linearity error remains below 6.5% whereas the resolution of the sensor is 0.5 g.

Figure 6b shows the step response of the sensor: a step input with an amplitude
of ±1 g was used for this test; the output of the proposed sensor was compared with
the reference accelerometer. By analyzing the sensor decay time, supposing a mass-
spring-damper model, it is possible to extract some meaningful data reported in Table 2.
Interestingly, the natural frequency of the sensor is equal to 4 Hz, which confirms the
small signal behavior previously reported.

Fig. 6. (a) Sensor output as a function of the frequency and the amplitude of the input oscillation,
(b) step response of the sensor.



96 G. Barile et al.

Table 1. Small signal linearity and sensitivity results.

Frequency (Hz) Sensitivity (mV/V) Linearity error (%)

1 1.22 6.24

10 1.03 6.23

50 0.86 6.67

100 0.5 8.11

Table 2. Sensor main parameters.

Magnitude Relationship Value

Decay rate δ = ln x(t2)x(t1) 0.5

Damping coefficient ζ = δ
2π 0.079

Quality factor Q = 1
2ζ 6.33

Natural frequency - ∼= 4 Hz

4 Conclusions

In thismanuscript a 3-axis accelerometric systemwith a fully FDM3Dprinted transducer
was analyzed and proposed. Measurements have shown that proposed approach can be
valuable given the many degrees of freedom that it is possible to exploit. This allows
to design and fabricate fully ah-hoc sensors for each specific application, in terms of
mechanical, electrical, and chemical properties. Moreover, the aforementioned features
are achievable with negligible costs and time to production.
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Abstract. The bacterial activity of Lactococcus lactis is exploited in the dairy
industry for the fermentation ofmilk. However, the spreading of phages of L. lactis
prevents the proper lactic fermentation, causing economic losses and waste. This
work aims to explore an electrochemical detection method for the fast and reliable
monitoring of the presence of the L. lactis phages. The detection is based on elec-
trochemical biosensor with live L. lactis bacteria covering the sensor electrodes,
whose electrical response ismeasured by electrochemical impedance spectroscopy
(EIS). Solutions contaminated by phages induce bacteria lysis, clearly reducing
the bacteria coverage over the electrodes and leading to evident parametrical shifts
in the charge transfer resistance. Screen-printed and interdigitated sensors were
tested to identify the most stable electrode suitable to work with the lab solutions.
Experimental measurements with laboratory contaminated ideal samples show
that the screen-printed sensors with gold and silver electrodes have great stability,
reproducibility, and detection capability. Electrochemical results evidence great
decreases of the charge transfer resistance in phages contaminated sensors in lab
environments, paving the basis for the development of a new electrochemical
biosensor capable of detecting the L. lactis phages.

Keywords: Electrochemical biosensor · Phage · Lactococcus lactis ·
Electrochemical impedance spectroscopy · Charge transfer resistance

1 Introduction

The rapid and accurate detection of pathogens in the food industry is of great inter-
est to prevent the spreading of the contamination with consequent food waste and/or
low-quality products on the market [1]. In particular, the dairy industry requires a con-
tinuous monitoring of the presence of dangerous pathogens along the production chain.
Lactococcus lactis is a lactic acid bacterium directly involved in the milk fermentation
process. Hence, the proliferation of the L. lactis bacteriophages in the milk lots is one
of the major concerns for the dairy sector since their presence prevents the proper lactic
fermentation, thus leading to inevitable waste of the contaminated products and to eco-
nomic losses. The conventional methods used to detect foodborne pathogens are often
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time consuming and expensive, as they require trained personnel and the use of micro-
biological laboratories [2]. Instead, electrochemical biosensors offer a fast and cheap
pathogen detection, allowing to rapidly isolate the contaminated lots and proceed with
sanitation protocols [3]. In the last years, different electrochemical biosensing methods
have been proposed for dairy industry applications, such as the monitoring of the pres-
ence of lactate in milk [4] and the quantification of antibiotic in milk [5, 6]. Usually, the
phages have been typically applied as recognition element [7, 8], but only few works
have explored biosensing approaches for the detection of the phages [9, 10].

In this work, we proposed an electrochemical detection method suitable for moni-
toring the L. lactis phages through electrochemical impedance spectroscopy (EIS) mea-
surements. The most stable electrode configuration was selected and successfully tested
with ideal laboratory solutions, exploiting a layer of bacteria deposited at the electrode
surface as sensing element. When phages are present the bacteria undergo lysis, hence
lowering the electrode coverage and leading to electrical shifts of the charge transfer
resistance. Altogether, our results provided a solid starting point for a novel cost-effective
approach for the bacteriophages detection with great sensitivity and timely response for
the agri-food sector, as the method is also promising for the detection of other types of
phages.

2 Materials and Methods

2.1 Chemicals and Biological Elements

In all the experiments, the chemicals were of analytical grade. The water was filtered
and de-ionized to ultrapure Milli-Q water. The M17 broth, purchased from HiMedia
Laboratories, was used as culture medium for the Lactococcus lactis dissolved inMilliQ
water. Phages were stored in a specific phage buffer prepared with 100 mM NaCl,
8 mM MgSO4, and 50 mM Tris-HCl at pH 7.5. The L. lactis growth was evaluated
by measuring the optical density (OD) of solutions placed in proper cuvettes through
the spectrophotometer ONDA, model UV-30 SCAN, at 30 °C at the wavelength of
600 nm, corresponding to the absorbance peak of the L. lactis bacteria. The redox couple
Fe(CN)63−/Fe(CN)64−, for brevity FeCN, composed by potassium hexacyanoferrate
III (K3[Fe(CN)6]) and potassium hexacyanoferrate II (K4[Fe(CN)6]) trihydrate, was
prepared at 10 mM by dissolving the potassium hexacyanoferrate III and potassium
hexacyanoferrate II directly in the M17 broth.

2.2 Devices and Test Conditions

The selected biosensors for the testswere based respectively on screen-printed electrodes
(DPRC223AT) and interdigitated electrodes (PW-IDEAU100) by Metrohm DropSens
(Spain). The DRP electrodes were screen-printed on a ceramic substrate (34 × 10 ×
0.5 mm), with a conventional three-electrode configuration based on working, counter,
and reference electrodes. The working electrode disk has a diameter of 1.6 mm. The
working and counter electrodes were made of gold, and the pseudo-reference electrode
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was made of silver. Meanwhile, the INTD electrodes were produced on a transpar-
ent flexible plastic substrate (22.8 × 7 × 0.175 mm), with a two-electrode configura-
tion made of gold with a finger width and an interdigit gap of 100 μm. An external
Ag/AgCl electrode was used as reference. A hermetic customized 3D-printed cell was
used as electrochemical cell to remove problems related to solution contamination and
evaporation.

The biosensors were electrically characterized by using the Electrochemical
Impedance Spectroscopy (EIS). The redox standard potential E0 with a solution 10 mM
FeCN in M17 was obtained through preliminary Cyclic Voltammetry (CV) measure-
ments. The EIS measurements were performed using a two-electrodes configuration in a
frequency range between 1Hz and 100 kHz. The peak-to-peak amplitude of the ac signal
was 0.01 V, while the dc bias was deduced from the preliminary CV measurements as
VDC = 0.091 V for the DRP electrodes and VDC = 0.05 V for the INTD electrodes.
The EIS responses were fitted through the equivalent electric circuit based on a modified
Randles’ cell, substituting the Warburg element with a constant phase element.

3 Experimental Results and Discussion

3.1 Electrodes Stability and Device-to-Device Variability

To identify the most suitable electrodes for the application, we tested the stability and
the reproducibility of the screen-printed electrodes (DRP) and the interdigitated elec-
trodes (INTD). Firstly, we evaluated the influence of the cleaning procedure, performed
by rinsing the surface with MilliQ water and drying at room temperature. These tests
highlighted the superior stability of DRP sensors, for the limited effects produced by
subsequent rinses, with respect to INTD electrodes.

We also studied the time-stability and the device-to-device variability of the elec-
trodes by performing EIS measurements with 10 mM FeCN in M17 solution every 30
min, following the complete evolution of the Rct values over a period of 150 min. Both
cases present a gradual shift in time – DRP Rct increases of 20% while INTD decreases
of 47% after 150 min. However, the sensor-to-sensor variation, represented by the 1σ
standard deviation, suggests that theDRP electrodes have amuch better device-to-device
variability when the time-stability is considered (Fig. 1a). Instead, the INTD electrodes
(Fig. 1b) present a variability higher than one order of magnitude with respect to DRPs,
which may be attributed to random working area shifts during the hand-assembly of the
electrochemical cells.

Overall, the DRP electrodes proved to have a high stability and device-to-device
repeatability, while the INTDs evidence more variability in the responses.

3.2 Detection of Bacterial Growth

In this section, we present the experimental results for the growth detection of the L.
lactis. The bacterial solutionswere prepared by adding 1200μLofL. lactis to 3000μLof
20 mM FeCN inM17, and to 1800μL of M17 to obtain a 10 mM FeCN inM17 solution
with L. lactis (LL). The negative control solutions (NC) were prepared using 3000 μL
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Fig. 1. The Rct values retrieved from the EIS responses with 10 mM of FeCN as a function of
the time for (a) the DRP electrodes and (b) the INTD electrodes.

of 20 mM FeCN in M17 and 3000 μL of M17. We studied the EIS response in presence
of L. lactis over an observation period of 150 min, following the bacterial growth every
30 min, on both DRP and INTD sensors to identify the best configuration. After each
measurement, the sensors were rinsed in MilliQ and a new solution drop of 90 mL was
deposited to avoid the bacteria death due to lack of nourishment in the lower deposition
layers on the surface. A waiting time of 15 min was required to allow the precipitation
of the bacteria in solution on the electrode surface before each measurement.

Figure 2 reports the EIS response of the sensors for NC and for LL at the time
0 min, 90 min and 150 min for DRP and INTD electrodes. The starting time of the
experiment is considered from the first performed measurement, without the previous
15-min stabilization time. For DRP sensors, the Nyquist diagram of Fig. 2(a) shows an
evident variation ofEIS curves at 150min forL. lactis,while theNCcurves are practically
stable along all the observation time. Instead, the results for INTD electrodes (Fig. 2b)
shows a high decrease ofRct after the firstmeasurement, but almost no differences among
the EIS signals of NC and LL over time. Considering these results, we chose to select
the DRP sensors for this application, as they grant an effective detection of the bacterial
presence and proliferation on the electrode.

3.3 Phage Detection in Ideal Solution

The bacteriophages were stored at −20 °C in the phage buffer, whose composition was
described in Sect. 2.1. Contaminated solutions were prepared with the phage solution
at a phage concentration of 107 PFU/mL. The solution of L. lactis contaminated by the
phages was obtained by adding 480 μL of bacteriophages in phage buffer to 1200 μL
of L. lactis, to 3000 μL of 20 mM FeCN in M17, and to 1320 μL of M17.

Figure 3a shows the absorbance measurement of DRP sensors prepared with the
L. lactis alone (LL) and with solution of L. lactis contaminated by the phages (PG).
Up until 120 min, the LL and PG curves nicely overlap each other since the bacteria
are growing in both the solutions. Yet, if the test time further increases, a more evident
shift appears between the curves reaching a final difference of 0.25 at 270 min, meaning
that the phages in PG started their lytic activity which decreases the number of bacteria
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Fig. 2. (a), (b) The Nyquist diagram of the EIS responses obtained with 10 mM FeCN in M17
solution without (NC) and with (LL) L. lactis for the DRP and INTD electrodes, respectively.

cells with respect to LL. The differences between PG and LL sensors appear also when
considering the Rct value over time (Fig. 3b). The curves are similar for the LL and PG
sensors at the beginning and at intermediate times. At 270 min, the LL curve increases
to 2.2 k�, while the PG value reaches 1.65 k�. This difference is consistent with the
absorbance results, and it is due the phages presence which reduces the electrode surface
bacterial coverage, decreasing the Rct value over time.

Fig. 3. Test of the LL and PG solutions in ideal laboratory conditions. (a) Optical absorbance as
a function of the time. (b) Charge transfer resistance Rct extrapolated by the EIS measurements.

Hence, the detection principle is based on a differential measurement. By looking at
the electrochemical signal of a non-contaminated reference solution, the test solution is
evaluated through comparison. The significantly lower shift of the electrical parameters
than the reference solution leads to detect and quantify the presence of bacteriophages
in the sample. The different behavior of the LL and PG curves allows to distinguish a
contaminated ideal solution from a phage-free ideal sample, effectively detecting the
phages presence in less than 5 h from the phage inoculation time.



An electrochemical Biosensor for the Detection of Bacteriophage 103

4 Conclusions

In this work, we have electrochemically tested two different electrodes configurations
in ideal solutions to propose a new electrochemical biosensor capable of detecting the
L. lactis bacteriophages. The interdigitated sensors showed an acceptable stability over
time, but the experimental measurements evidenced a high device-to-device variation
and a low sensitivity to the bacterial growth on the electrode surface. Meanwhile, the
screen-printed electrodes presented a high time-stability and a low device-to-device
variation, guaranteeing highly repeatable and stablemeasurements. The bacterial growth
on the electrode surface showed evident increases of charge transfer resistance. On the
other hand, the phages infection inhibited the bacterial growth, leading to significantly
lower shifts of the electrical parameters. The biosensor was tested in ideal solutions for
a contamination of 107 PFU/mL of phages yielding promising results in less than 5 h.
Future work will aim to increase the detection sensitivity and to validate the method with
more complex non-ideal solutions and with milk solutions, and studying its application
to other types of phages.
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Abstract. We present an electronic IoT system leveraging non-intrusive sensors
able to measure water flow rate (with ultrasonic transducers) and detect leaks in
distribution pipelines (with electrodes measuring soil impedance). Underground
units can communicate with a central node (powered by a battery and a solar
panel on the surface with the radio antenna) by means of the same four sensing
electrodes as demonstrated here. Low dissipation (below 1mWh) is achieved. The
electronic design and validation of a demonstrator are here reported.

Keywords: Water leakage ·Wireless sensors networks · Low-power ·
Impedance detection · Ultrasonic flow meter

1 Introduction

Water is a fundamental resource for mankind and its optimized handling is a priority for
a sustainable society. One of the major problems affecting water distribution networks
is water leakage (on average at 40% in Italy). We have proposed [1] an approach based
on the measurement of impedance between couples of band electrodes applied along the
pipe to detect water leaks that alter the humidity of the terrain around the underground
pipe.

In this work we present a complete electronic network composed of a surface part
(with a wireless connection of the main node to a gateway through LoRaWAN) and an
underground part composed of remote nodes connected to the central unit by means
of the metal electrodes running on the pipe, serving for both sensing, power and data
transmission. In this way, the number of nodes requiring access to the surface (for solar
panel, antenna and for replacement of the battery or sensors, such as electrochemical ones
requiring periodic maintenance) is reduced. In addition to leak monitoring, flow rate,
pressure and temperature of water are measured by the central unit in this demonstrator.
However, different parameters (such as pH, conductivity and solid deposits fouling the
inner pipe surface could be measured as well [2]).

The two main sensor types here validated - impedance electrodes and clamp-on
ultrasonic transducers - are contactless and do not require drilling of the pipe. Thus,
they preserve its integrity (and max. pressure rating) and pave the way to retrofitting old
pipelines, that are already installed, by simply attaching the sensors where needed.
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2 Circuit Design and Realization

2.1 Central Unit

The block diagram in Fig. 1 describes the central unit architecture. It is powered by
6 V–1.3 Ah seal lead acid (SLA) battery which is charged by a compact solar panel
through a custom circuit. The measurement of flow rate is carried out by a couple of
time-of-flight (TOF) clamp-on flow meters, whose working principle is based on the
fact that when an ultrasonic pulse propagates through the flowing medium, its travel
time will vary with the fluid velocity. The Ultrasonic Flow Converter (UFC) used to
perform the flow measurement is an AS6040 which contains a 22 ps resolution Time
to Digital Converter (TDC) and a 18 V programmable charge pump to correctly drive
the piezoelectric clamp-on transducer (resonating at 1 MHz). Each transducer can work
both in transmission and reception. When the switches of the respective transducer are
open, a buffer fed through a charge pump allows to correctly drive the transducer. During
the receive phase, the switches are closed and a programmable gain amplifier (PGA)
amplifies the signal generated by the piezoelectric transducer by direct piezoelectric
effect. A zero-cross detector generates the trigger signal that stops the TDC. The same
chip allows tomeasurewater temperature by exploiting theTDC tomeasure the discharge
time of a capacitor on a PT1000 sensor. The temperature measurement cold also be
obtained by estimating the speed of sound in the water using the TOF values. Pressure
is acquired through a transducer with non-ratiometric voltage output. A 433 MHz LoRa
module sends the data collected by the sensors to a gateway that is connected to a
LoRaWAN Network Server which provides one output to an online dashboard and one
viaWebSocket protocol. An ultra-low-power RS485 transceiver is used to communicate
with the remote unit containing the circuitry for leak detection. All components have
been chosen with the same power supply voltage in order to use a single very efficient
buck converter with a low quiescent current. A Python application has been developed in
order to exchange data between the PC and the unit through USB interface or by entering
the access token to establish the Web-Soket connection with the LoRaWAN server.

2.2 Sensing Unit

The sensing unit is divided in three different electronic boards (Fig. 2) which have been
implemented on four PCBs in order to minimize the overall circuit area. The Lock-
In board performs the impedance measurement with an analog scheme. The Lock-In
chain is composed of a first stage based on a DDS generating a sinusoidal current signal
with programmable frequency and amplitude. This signal is then converted into a voltage
signal, amplified, and band-pass filtered (to remove the spurious harmonics) bymeans of
a fifth order active filter. At this point, the obtained signal reaches two parallel branches:
the first one consists of the impedance conversion stage into a voltage signal with an
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Fig. 1. Central unit block diagram featuring off-the-shelf discrete components.

amplitude function of the electrodes impedance, while the second one corresponds to the
rephasing stage which generates the reference signal for the analogmultiplication. Then,
the obtained signals reach an analogmultiplier (AD835 byAnalogDevices), downstream
of which a conditioning stage which depends on the impedance of the electrodes. At
the same time, it adapts this voltage to the input FSR of the microcontroller ADC.
The control board manages the entire sensing unit by means of a microcontroller of
the Ultra-Low-Power family STM32L4 by ST Microelectronics, which has an internal
12-bit ADC used to digitize the output voltage of the Lock-In board. This board also
presents the transceiver used for communication with the central unit and the circuit
controlling the power supply of the Lock-In board (which has been implemented by
means of bistable relays to reduce static dissipation). The power supply board generates
the voltages needed by the electronic. During the measurement phase, the sensing unit
is powered by two supercapacitors connected in series providing a dual supply voltage,
which are re-charged during the low-power mode of the sensor (when nomeasurement is
per-formed) by means of a BJT based circuit connected to the central unit battery. In this
way the electrodes can only be connected to the Lock-In board during the measurement,
preventing the load impedance from affecting the measurements.
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Fig. 2. Architecture of remote unit containing the impedance leakage sensor.

3 Experimental Results

3.1 Central Unit

A hydraulic circuit for laboratory tests and validation of the units was built with PVC
pipes (of 90 m diameter), a valve, and a 60 l tank containing an immersion pump that
generates an estimated maximum flow rate of 22 m/h. In sleep mode the battery cur-rent
absorbed by the central unit is 30 µA, while during the measurement it is ~1 mA. By
acquiring and transmitting measurements from each transducer every hour, the average
power consumption is 340.8 µWh. In order to validate the results of the flow meter, a
comparison was made with the commercial RIELS RIF600P using the same transducers
and performing the same measurement cycle. The results show that the performance is
very similar, but it is possible to notice that, when the pump is off, the RIF600Pa cross-
correlation algorithm to obtain the TOF difference. This problem does not occur in the
ZeroCrossingDetectionmethodusedby theAS6040however, it has been experimentally
verified that it is necessary to perform the average on at least 40 time-of-flight samples
in order to recognize a Gaussian distribution in TOF values and obtain a stable flow rate
measurement. The AS6040 integrates an amplitude measurement unit (Fig. 1) which
in this case is used by an algorithm to detect air bubbles and to correctly adjust the
gain of suffers of an error known as Zero Flow Error. This is likely due to the use
of a cross-correlation algorithm to obtain the TOF difference. This problem does not
occur in the Zero Crossing Detection method used by the AS6040 however, it has been
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experimentally verified that it is necessary to perform the average on at least 40 time-
of-flight samples in order to recognize a Gaussian distribution in TOF values and obtain
a stable flow rate measurement. The AS6040 integrates an amplitude measurement unit
(Fig. 1) which in this case is used by an algorithm to detect air bubbles and to correctly
adjust the gain of the PGA in order to obtain an amplitude signal from 200 mV to 400
mV (Fig. 3).

Fig. 3. Oscilloscope acquisition (100 mV/div vertical scale and 2 µs/div horizontal one) of the
PGA (gain = 5) output signal during the receive phase at the maximum flow rate.

3.2 Sensing Unit

In order to validate the results of the Lock-In amplifier some known pure resistive refer-
ence impedancesweremeasured at various frequencies andwith a quite large stimulation
signal for the electrodes (in order to increase the SNR of the signal). The obtained mea-
surements are shown in Fig. 4, where it is possible to notice that the Lock-In amplifier
cannot perform measurements using stimulation signal at frequency larger than 4 MHz.
However, the resulting accuracy is quite good with just 5.3% of relative error on the
absolute value of the measured impedance, while the standard deviation of the mea-
sure is excellent (in fact the error bars are not even visible in the graph) with just 0.02%
considering a 50.1� test resistor. These results were achieved by implementing the over-
sampling acquisition technique for the microcontroller ADC, which allows to improve
a lot the SNR of the samples by removing the noise affecting the Lock-In amplifier
output. The power consumption of the sensor during a measurement is also small. In
fact, even if the current absorbed from the two superca-pacitors (shown in Fig. 5) results
to be large (about 35 mA from the negative supply I-VC, and roughly 45 mA from the
positive supply I+VC), the measurement lasts only 5.5 s thus leading to a total energy
(obtained by integrating the current curve over the measurement time) of 982.79 µWh
for each measurement. Then, considering to perform a leakage test every 12 h, the daily
energy consumption due to the measurements is about 1.97 mWh/day. When the leak-
age sensor does not perform any measurement, it enters a low-power operating mode,
during which only the microcontroller is turned on. In this operating mode the overall



Modular IoT Unit to Monitor Water Distribution 109

current absorbed from the two supercapacitors is about 1.5 mA, therefore the overall
daily energy consumption considering this mode lasts for almost 24 h a day (since the
measurement duration is only 5.5 s) is roughly 603.97 mWh/day. Hence the leakage
sensor is not as low-power as the central unit, but this energy can be provided by a
notebook-sized solar panel.

Fig. 4. Impedance measurements performed during the leak sensor test.

Fig. 5. Recording of the remote unit current absorption during an acquisition of 4 impedance
measurements across four electrode couples lasting 5.5 s.

4 Conclusions

We have presented an energy autonomous electronic unit able to communicate with
other nodes by means of longitudinal conductors (at least 4) applied on the pipe to detect
small (~1 L) water leaks. Simulations have shown that the maximum length of a sensing
segment is ~ 10 m, since the relative impedance change decreases by increasing the
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electrodes length. We envision that such a system could be installed with a density of
about 1 unit/km (mostly set by the radio range and budget constraints) thus monitoring
segments of± 10 m of pipe in the most critical points of the water distribution network.
Specific sensors (ofwater quality and quantity) can be installed depending on the network
topology and condition. Anyway, thanks to its low-power design (100 times better than
[2]), the battery and the solar panel are very compact (few cm2, as the boards) thus
minimizing the unit bulkiness.
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Abstract. TheCOVID-19 pandemic outbreak, declared inMarch 2020, has led to
several behavioral changes in the general population, such as social distancing and
mask usage amongothers. Furthermore, the sanitary emergency has stressed health
systemweaknesses in terms of disease prevention, diagnosis, and cure. Thus, smart
technologies allowing for early and quick detection of diseases are called for. In
this framework, the development of point-of-care devices can provide new solu-
tions for sanitary emergenciesmanagement. Thiswork focuses on the development
of useful tools for early disease diagnosis based on nanomaterials on cotton sub-
strates, to obtain a low-cost and easy-to-use detector of breath volatiles as disease
markers. Specifically, we report encouraging experimental results concerning ace-
tone detection through impedance measurements. Such findings can pave the way
to the implementation of VOCs (Volatile Organic Compounds) sensors into smart
and user friendly diagnostic devices.

Keywords: Gold nanoparticle (AuNP) · Acetone · Volatile Organic Compound
(VOC) · Cotton · Impedance sensor

1 Introduction

According to WHO Director-General, Dr. Tedros Adhanom Ghebreyesus, “All coun-
tries should pay particular attention to diagnostics, to promote better health, keep their
populations safe, and serve the vulnerable”. Hence, investments in point of care (POC)
devices are intended to play a strategic role for improving health care protocols [1].
Particularly, new diagnostic and therapeutic approaches are required in order to address
the Pandora’s box effect brought about by the SARS CoV-2 virus [2–4]. Since diagnosis
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usually relies on several time-consuming steps (symptom manifestation, observation,
and medical testing), revealing health conditions through a quick method based on a
quantitative/qualitative detection of volatile organic compounds (VOCs) is an intriguing
challenge [5]. Currently, mass spectrometry/gas chromatography (MS/GC) is the bench-
mark technique for VOCs identification. However, it presents drawbacks such as high
costs, time/energy consumption and the need for skilled professionals [6]. Conversely,
sensor-based techniques, being highly sensitive, low cost and easy-to-use in compact
systems [7], have a great potential in early diagnosis of diseases [8]. Here, we propose
a nanomaterial-based chemoresistive sensor as a promising alternative to traditional
diagnostic tools.

2 AuNP-Coated Cotton as VOC Detector

Among the wide range of substrates suitable for sensor integration, cotton fabric pos-
sesses numerous advantages over other state-of-the-art solutions. Indeed, cotton is flex-
ible, inexpensive and more eco-friendly with respect to silicon and/or plastic chips [9].
To obtain a chemoresistive system, capable of changing its electrical resistance when
exposed to the target analytes (and proportionally to analyte’s amount), two metal elec-
trodes were considered, in a sandwich configuration, and gold nanoparticles (AuNPs)
were studied as VOC-sensible element. The use of AuNP is justified by their well-known
ability to promote fast response and recovery times, parts per billion (ppb) detection
limits and the usage on both rigid and flexible materials [10].

2.1 Target: VOCs

VOCs are chemicals originating from cellular metabolic activity and are able to diffuse
into different body fluids due to their small size and volatility [5]. Therefore, VOCs are
considered as informative biomarkers reflecting any changes stemming from a patho-
physiological state (cancer, renal/intestinal/neurological diseases, diabetes) [11]. Recent
studies have identified a total of 1764 VOCs with the following distribution: 34% in
breath, 20% in skin, 15% in feces, 14% in saliva, 11% in urine, 6% in blood [12]. The
present researchwork focuses on breathborneVOCs.Amongmany chemical substances,
our interest has been focusing on acetone as one of the most widely used and non-toxic.
Moreover, as it originates from decarboxylation of acetoacetate and oxidation of iso-
propanol [13], it can be considered as an indicator of various diseases (diabetic, lung
cancer, liver disease, heart failure) [14, 15].

2.2 Materials and Methods

Figure 1a shows the synthesis/deposition steps involved in the sensor fabrication. AuNPs
were synthesized from a polyvinylpyrrolidone (PVP) aqueous solution (1) [16]. PVP
served as both surfactant/reducing agent. Tetrachloroauric acid (HAuCl4) was added as
gold precursor (2) obtaining a violet solution after 20 min of magnetic stirring. Subse-
quently, AuNPs were deposited by dipping a (2.5·5) cm2 cotton sample into the gold
nanoparticle solution (3). The result is depicted in Fig. 1.
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Fig. 1. (a) Illustration ofAuNP synthesis/deposition steps (1, 2, 3) to obtain aAuNP-coated cotton
sample. (b) Picture of two cotton samples, before (left) and after (right) AuNP coating.

2.3 Results and Discussion

Optical and electrical characterizations were carried out to confirm the correct process
flow for the sensor fabrication, to demonstrate the AuNPs transfer on the cotton surface
and to acknowledge their VOC detection capabilities. Figure 2 reports three optical
absorbance tests for pristine cotton, AuNP-coated cotton and AuNP solution, carried
out in the visible spectrum using a V-660 Jasco UV spectrophotometer. The AuNP
solution shows an absorption peak centered at about 550 nm and corresponding to an
estimated gold nanoparticles average size of approximately 20 nm [17]. A similar peak,
only slightly shifted from the original position,was observed for theAuNP-coated cotton.
In the case of pristine cotton, no peaks were present, demonstrating that AuNPs were
successfully transferred, without evident agglomeration, from the solution to the sample
through the dipping process.
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Fig. 2. Optical characterization in the UV-visible range of pristine cotton, AuNP-coated cotton
and AuNP solution.

AuNP-functionalized cotton was electrically characterized by impedance spec-
troscopy (EIS) in the 1 Hz–1 MHz frequency range by means of a combined potentio-
stat/galvanostat/ZRA by Gamry (Reference 3000). In the reported test, a 40% acetone
solution diluted in deionized water was sprayed over the sample to evaluate VOC impact
on its complex (resistance and reactance) electrical properties. The cotton sample was
connected to the measuring equipment using crocodile cables on two metal electrodes,
in a two-electrode/sandwich configuration (see Fig. 3a). Two (5·5) cm2 glass slides
secured the sample in place and in contact with the electrodes. The entire setup was put
in a Faraday cage to avoid electromagnetic interferences. Preliminary results are reported
in Fig. 3b. As the inset shows, a resistance variation of about two orders of magnitude
(from 108 � to 106 �) was observed after spraying acetone on the sample in the whole
investigated frequency range. The changes in both impedance’s real and imaginary parts
can be ascribed to gold nanoparticles capability of absorbing organic molecules (i.e.
acetone) on their surface, hence leading to a relevant change in the electrical features of
the system.
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Fig. 3. (a) Experimental EIS setup for analyzing AuNP-coated cotton as acetone detector in the
1 Hz–1 MHz frequency range. (b) Nyquist plot of the AuNP-coated cotton sample before and
after spraying a 40% acetone solution.

3 Conclusions

This work presents preliminary results on a new concept of health-wise VOC sensors
applied on AuNP-functionalized cotton fabric. Specifically, gold nanoparticles were
synthesized by taking advantage of PVP as reductant and surfactant agent and were
transferred on a cotton substrate by dip-coating. Electrical measurements pointed out a
remarkable (two-order of magnitude) sensor impedance variation due to acetone adsorp-
tion. Our preliminary results encourage other sets of measurements to assure the repeata-
bility, stability and reusability of the proposed sensor. Surely, the next step foresees the
design of a miniaturized electronic circuit for impedance analysis, the identification of
a list of volatiles useful for a certain disease diagnosis, and further investigation for the
functionalization of the AuNP for a selective probe detection. Our study can be seen as a
response to the healthcare system’s demand to urgently invest in new, cheaper and more
effective point-of-care devices.



116 S. Casalinuovo et al.

References

1. WHO publishes new Essential Diagnostics List and urges countries to prioritize investments
in testing (2021). https://www.who.int/news/item/29-01-2021-who-publishes-new-essential-
diagnostics-list-and-urges-countries-to-prioritize-investments-in-testing

2. Basu, S., et al.: Impact of lockdown due to COVID-19 outbreak: lifestyle changes and public
health concerns in India. Int. J. Indian Psychol. 8(2), 1385–1411 (2020)

3. Buzzin, A., DomènechGil, G., Fraschetti, E., Giovine, E., Puglisi, D., Caputo, D.: Assessing
the consequences of prolonged usage of disposable face masks. Sci. Rep. 12, 16796 (2022).
https://doi.org/10.1038/s41598-022-20692-9

4. Mbunge, E., Akinnuwesi, B., Fashoto, S.G., Metfula, A.S., Mashwama, P.: A critical review
of emerging technologies for tackling COVID-19 pandemic. Human Behav. Emerg. Technol.
3(1), 25–39 (2021)

5. Davis, C., Pleil, J., Beauchamp, J.: Breathborne Biomarkers and the Human Volatilome. 2nd
edn. Elsevier, Amsterdam (2020)

6. Lubes, G., Goodarzi, M.: GC–MS based metabolomics used for the identification of cancer
volatile organic compounds as biomarkers. J. Pharm. Biomed. Anal. 147, 313–322 (2018)

7. Laschuk, N.O., et al.: Rational design of a material for rapid colorimetric Fe2+ detection.
Mater. Des. 107, 18–25 (2016)

8. Broza, Y.Y., Vishinkin, R., Barash, O., Nakhleh, M.K., Haick, H.: Synergy between nanoma-
terials and volatile organic compounds for non-invasive medical evaluation. Chem. Soc. Rev.
47(13), 4781–4859 (2018)

9. Mukherjee, A., Rosenwaks, Y.: Recent advances in silicon FET devices for gas and volatile
organic compound sensing. Chemosensors 9(9), 260 (2021)

10. Nakhleh, M.K., Broza, Y.Y., Haick, H.: Monolayer-capped gold nanoparticles for disease
detection from breath. Nanomedicine 9(13), 1991–2002 (2014)

11. Das, S., Pal, S., Mitra, M.: Significance of exhaled breath test in clinical diagnosis: a special
focus on the detection of diabetes mellitus. J. Med. Biol. Eng. 36(5), 605–624 (2016)

12. Broza, Y.Y., Mochalski, P., Ruzsanyi, V., Amann, A., Haick, H.: Hybrid volatolomics and
disease detection. Angew. Chem. Int. Ed. 54(38), 11036–11048 (2015)

13. Ruzsányi, V., Kalapos,M.P.: Breath acetone as a potentialmarker in clinical practice. J. Breath
Res. 11(2), 024002 (2017)

14. MarcondesBraga, F.G., Batista, G.L., Bacal, F., Gutz, I.: Exhaled breath analysis in heart
failure. Curr. Heart Fail. Rep. 13(4), 166–171 (2016)

15. Van den Velde, S., Nevens, F., van Steenberghe, D., Quirynen, M.: GC–MS analysis of breath
odor compounds in liver patients. J. Chromatogr. B 875(2), 344–348 (2008)

16. Chan, K.L., Fawcett, D., Poinern, G.E.J.: Gold nanoparticle treated textile-based materials
for potential use as wearable sensors. Int. J. Sci. 2(05), 82–89 (2016)

17. Caschera, D., Federici, F., Zane, D., Focanti, F., Curulli, A., Padeletti, G.: Gold nanoparticles
modifiedGCelectrodes: electrochemical behaviour dependence of different neurotransmitters
and molecules of biological interest on the particles size and shape. J. Nanopart. Res. 11(8),
1925–1936 (2009)

https://www.who.int/news/item/29-01-2021-who-publishes-new-essential-diagnostics-list-and-urges-countries-to-prioritize-investments-in-testing
https://doi.org/10.1038/s41598-022-20692-9


Modelling and Design of an ISFET-Based NaCl
Sensor for Cystic Fibrosis Diagnosis

and Management

Annabella la Grasta, Martino De Carlo, Francesco Dell’Olio(B),
and Vittorio M. N. Passaro

Department of Electrical and Information Engineering, Polytechnic University of Bari, Bari,
Italy

francesco.dellolio@poliba.it

Abstract. Ion-Sensitive Field-Effect Transistors (ISFETs) are widely used for
detecting various target analytes in chemical and biological solutions. Although
they have been mainly used for pH sensing, in this paper investigations of the
device for NaCl sensing, with Hafnium Oxide (HfO2) as high-k insulator, are dis-
cussed for the diagnosis and analysis of cystic fibrosis. Our findings have proven
the necessity of using an Ion-Selective Membrane, made up of Polyvinil Chlo-
ride (PVC), to improve the sensibility of ISFET with respect to other ions than
hydrogen. The achieved results have demonstrated the possibility to substitute the
traditional test to diagnose the cystic fibrosis with the designed sensor, avoiding
committing errors during the execution of the same test.

Keywords: ISFET · Cystic fibrosis · NaCl sensing · Ion-selective membrane

1 Introduction

Chemical sensors and biosensors are strongly demanded due to their wide range of
potential uses in fields as disparate as healthcare and agriculture, to the environment and
the food industry, to lab-on-a-chip technology. In the realm of pH sensing, ion sensitive
field-effect transistors (ISFET) have shown to be an effective and promising sensing
technology. ISFETs were first conceived by Bergveld in 1970 for pH sensing, but now
they are widely utilized to detect other types of biomolecules (enzymes, antibodies, and
proteins) [1].

The paper reports on a properly designed ISFET intended for Sodium Chloride
(NaCl) sensing with reference to an important clinical case, the cystic fibrosis, a disease
due to mutations in the cystic fibrosis transmembrane regulator (CFTR) gene, character-
ized by an accumulation of salts on the surface of the skin. The purpose of the designed
device is the evaluation of the pharmacological treatments’ effectiveness, optimizing the
clinical trial, and the prediction of false positives, avoiding diagnostic errors associated
with performing the traditional sweat test.
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2 Clinical Case

Sweat is an important part of the diagnostic process for a wide range of diseases since
it is a synthesis of human physiological activity.

Produced by the sweat glands, perspiration is the primary vehicle for salt to travel
through the body. Sweat that evaporates to the skin’s surface is somewhat salty in healthy
people. In healthy persons, the sweat that evaporates to the surface of the skin has a little
salty taste.

People who suffer from cystic fibrosis have a mutation in a gene that codes for a
chloride-conducting transmembrane channel called CFTR, which regulates the transport
of water and some salts inside and outside cells. Because of this mutation, the epithelial
tissue is unable to reabsorb the chloride, which results in insufficient absorption of
sodium from the ducts. This disease is recognized as the source of salty sweat due to an
excess of sodium chloride ([NaCl] > 70 mol/m3) in perspiration [2].

3 ISFET Operating Principle and Modelling

The Ion-Sensitive Field-Effect Transistor, or ISFET, is a solid-state potentiometric FET-
based sensor. Its structure is very similar to that of a MOSFET [3], but it is modified
with respect to the latter by replacing the metal oxide with a reference electrode, which
is typically an Ag/AgCl, in such a way as to expose the gate directly to the electrolyte
solution. The functionality of this device is derived from the fact that the insulator acts as
a sensing film. As a result, the insulator can generate a potential at the interface with the
solution, which is dependent on the concentration of ions in the solution itself. Because
of this, the drain current in the semiconductor changes.

ISFET may be described by taking into consideration two neighboring domains,
which are referred to as the semiconductor domain and the electrolyte domain. In ref-
erence to one major theory, named as “Site-Binding”, the operating principle is derived
from the chemical reaction that takes place between gate oxide and electrolytic solution
[3, 4].

According to this first theory, the insulating surface has hydroxyl groups (HfOH
groups, in the case of Hafnium Oxide) that may donate or take protons through
two processes, protonation (1) and deprotonation (2), respectively, depending on the
concentration of hydrogen ions (H+) in the electrolyte [5]:

HfOH + H+ ⇐⇒ HfOH+
2 ,K+ = [HfOH][H+]

S[
HfOH+

2

] (1)

HfOH ⇐⇒ HfO− + H+,K− =
[
HfO−][

H+]
S

[HfOH]
(2)

Because of this, the oxide layer, which was initially neutral, will transform into a
charged surface, which may include positively or negatively charged sites. As a result,
the charge on the surface will be determined by the proportion of one kind of charged
site that is predominant over the other.
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For the purposes of simulation, it has been considered that the net surface charge is
affected by the concentration of protons at the insulator surface, which is denoted by the
notation

[
H+
S

]
. According to the Boltzmann equation, this concentration is related to the

concentration of protons found within the electrolyte bulk, which is denoted by
[
H+
B

]
:

[
H+
S

] = [
H+
B

]
exp

(−qψ0

kT

)
(3)

where ψ0 is the surface potential, k is the Boltzmann’s constant and T is the absolute
temperature of the device.

From the last, the equation of surface charge density (σ0) can be derived:

σ0 = qNS

[
H+
S

]2 − KaKb
[
H+
S

]2 + Kb
[
H+
S

] + KaKb

(4)

where NS represents the density of surface sites per unit area, Ka and Kb are the
dissociation constants for deprotonation and protonation reactions, respectively.

In addition to H+ and OH− ions, the electrolyte also includes the existence of other
kinds of anions and cations. These anions and cations are the ones that, via a process
known as surface complexation, combine to create ion pairs with surface sites or groups
that have opposing charges. At this point, known that in the case of cystic fibrosis, the
major effects are caused by the adsorption of negative ions, that is chloride, Cl−, a
modified version of the earlier Site-Binding model needs to be considered (6), which
consequently produces a variation in the Boltzmann Eq. (7) [5]:

HfOH+
2 + Cl− ⇐⇒ HfOHCl− (5)

[
Cl+S

] = [
Cl+B

]
exp

(−qψ0

kT

)
(6)

Equation (8) shows the role of activity ofCl− ions at the oxide surface in determining
the surface charge density [4]:

σ0 = qNS

[
H+
S

]2[
H+
B

] − KaKb
[
H+
B

] − Kc
[
Cl−S

][
H+
S

]2

[
H+
S

]2[
H+
B

] + KaKb
[
H+
B

] + Kc
[
Cl−S

][
H+
S

]2 + Kb
[
H+
S

][
H+
B

] (7)

Since the additional reaction is produced by the combination of two elementary
reactions, which results in an exchange of ions, the resulting reaction constant, Kc is not
strictly speaking a dissociation constant, and it is a dimensionless quantity.

When ISFETs are modified to be chemically sensitive to ions other than H+, an
Ion-Selective Membrane, also known as an ISM, may be modeled, and put in various
locations, such as above the oxide layer [6, 7]. In our study, we have considered an ISM
made of Polyvinil Chloride (PVC) in such a way to better filter the flux of Cl− ions from
the electrolyte. This is achieved by using a selectivity coefficient, Ki, which is defined as
the ratio between the concentration on the up side and on the down side of the boundary
considered (ci,u and ci,d respectively):

Ki = ci,u
ci,d

(8)
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The selectivity coefficient is to be interpreted as a multiplicative coefficient that
reduces the weight of the terms characterizing the interfering ions.

4 Numerical Results

The device has been modelled and designed using the Finite Element Method (FEM),
considering two adjacent domains: the semiconductor domain and the electrolyte domain
(see Fig. 1).

As shown in Fig. 2a, we calculated the drain-source current, IDS , dependence on
the drain-source voltage, VDS , for two values of the Cl− ions concentration, c0; as
expected, IDS increases as VDS increases, as typical for an ISFET. For the two values of
c0, 50 mol/m3 and 80 mol/m3, the saturation current exhibits a difference �IDS of 3.8
μA.

Then, we have expressed the drain-source current, IDS , as a function of the
concentration value, c0, with a fixed value of the drain-source voltage, VDS (see Fig. 2b).

Assuming a minimum-detectable change in current, min(�IDS), of 0.5 nA [7], it
is possible to obtain a corresponding minimum detectable change in concentration,
min(�c0), of 0.004 mol/m3.

Fig. 1. Schematic diagram of ISFET for NaCl sensing
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Fig. 2. a) Drain-source current VS drain-source voltage for two different [NaCl] values; b) IDS /
c0 curve with a fixed value of VDS for the ISFET-based NaCl sensor

5 Conclusions

The achieved results are promising towards the development of an ISFET-based NaCl
sensor useful in the context of point-of-care diagnosis and management of cystic fibrosis
and have paved the way for the development of a compact and portable technology,
replacing traditional diagnostic techniques. This is confirmed by the value of sensitivity
derived for the same, equal to 1.2 × 10–7 Am3/mol.

References

1. Lee, C., et al.: Ion-sensitive field-effect transistor for biological sensing. Sensors 9, 7111–7131
(2009). https://doi.org/10.3390/s90907111

2. Hall, S.K., et al.: Sweat sodium and chloride concentrations-essential criteria for the diagnosis
of cystic fibrosis in adults. Ann. Clin. Biochem. 27, 318–320 (1990). https://doi.org/10.1016/
j.jpeds.2008.05.005

3. Sinha, S., Pal, T.: A comprehensive review of FET-based pH sensors: materials, fabrication
technologies, and modeling. Electrochem. Sci. Adv. 2(5), 2100147 (2021). https://doi.org/10.
1002/elsa.202100147

4. Mele, L.J., Palestri, P., Selmi, L.: General approach to model the surface charge induced by
multiple surface chemical reactions in potentiometric FET sensors. IEEE Trans. Electron Dev.
67(3), 1149–1156 (2020). https://doi.org/10.1109/TED.2020.2964062

5. Tarasov, A., et al.: Understanding the electrolyte background for biochemical sensing with
ion-sensitive field-effect transistors. ACS Nano 6(10), 9291–9298 (2012). https://doi.org/10.
1021/nn303795r

6. Mele, L.J., et al.: Modeling selectivity and cross-sensitivity in membrane-based potentiometric
sensors. In: 2020 Joint International EUROSOI Workshop and International Conference on
Ultimate Integration on Silicon (2020). https://doi.org/10.1109/EUROSOI-ULIS49407.2020.
9365285

7. Birrell, S.J., Hummel, J.W.: Membrane selection and ISFET configuration evaluation for soil
nitrate sensing. Trans. ASAE. 43(2), 197 (2000). https://doi.org/10.13031/2013.2694

https://doi.org/10.3390/s90907111
https://doi.org/10.1016/j.jpeds.2008.05.005
https://doi.org/10.1002/elsa.202100147
https://doi.org/10.1109/TED.2020.2964062
https://doi.org/10.1021/nn303795r
https://doi.org/10.1109/EUROSOI-ULIS49407.2020.9365285
https://doi.org/10.13031/2013.2694


Flexural Plate Wave Piezoelectric MEMS
Transducer for Cell Alignment in Aqueous

Solution

Alessandro Nastro1(B) , Marco Baù1 , Marco Ferrari1 , Libor Rufer2 ,
Skandar Basrour2 , and Vittorio Ferrari1

1 Department of Information Engineering, University of Brescia, 25123 Brescia, Italy
alessandro.nastro@unibs.it

2 CNRS, Grenoble INP, TIMA, University Grenoble Alpes, 38000 Grenoble, France

Abstract. In this work, the possibility to align cells dispersed in water by means
of standing flexural plate waves (FPWs) in an underlying substrate has been
explored by designing and fabricating a piezoelectric MEMS transducer. The
MEMS exhibits a 6x6 mm2 cavity etched out in a silicon substrate forming a
volume where cells dispersed in liquid can be steered under electronic control.
The diaphragm of the cavity is composed of silicon (Si) and an aluminum nitride
(AlN) layer. The generation of FPWs of the A0 mode in the diaphragm is achieved
by applying proper excitation voltages to twometal interdigital transducers (IDTs).
In turn, acoustic waves are transferred in the liquid, generating a one-dimensional
acoustic field pattern thus steering and trapping the dispersed cells in distinct posi-
tions. The MEMS device has been fabricated by using the PiezoMUMPs process
and experimentally tested by exploiting a tailored front-end circuit. The cavity has
been loadedwith inert fibroblasts cellswith an approximate diameter of 15μmdis-
persed in demineralized water with a concentration in the order of 105 cells/ml. By
properly driving two IDTs, lines of cells spaced by half wavelength λ/2= 56 μm
have been achieved at 12.5MHz, in good agreement with theoretical expectations.

Keywords: Cell alignment · Acoustic waves · Flexural plate waves ·MEMS ·
Piezoelectric · PiezoMUMPs · Transducer

1 Introduction

Tissue engineering is a promising technique to build functional bio-constructs that
restore, maintain, or improve damaged tissues [1]. For instance, a self-adaptive mul-
tifunctional hydrogel-base tissue has been engineered to achieve self-healing properties
and injectability for dynamic regulation of wound microenvironment [2]. However, the
key step in tissue engineering is the recreation, with adequate patterning resolution, of
extracellular matrix components for the proper fulfilment of cells biological functions
[3]. In [4] a tissue-engineered scale model of the human left ventricle has been made
by employing a cellular patterning technique based on scaffolds to promote anisotropic
myocardial tissue genesis. In [5] an extracellular matrix microarray platform for the
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culture of patterned cells has been developed as a medical diagnostic tool to study
the differentiation in response to a multitude of microenvironments. The main issue in
achieving proper cellular patterning is to develop intercellular forces employing external
stimuli and fields without altering cells integrity [6]. To overcome this issue a valid solu-
tion is represented by acoustophoresis, i.e. the use of acoustic forces to handle particles
and cells in microfluidic systems, since it is a label-free, noncontact and non-invasive
technique compatiblewith biological applications [7–9]. In this context, the presentwork
proposes a piezoelectricMEMS transducer that is able to generate standing flexural plate
waves (FPWs) in an underlying substrate to align cells in aqueous solutions. The paper
is organized as follows: flexural plate wave piezoelectric MEMS transducer (Sect. 2),
experimental results (Sect. 3) and conclusions (Sect. 4).

2 Flexural Plate Wave Piezoelectric MEMS Transducer

The possibility to align cells dispersed in water by means of Lamb waves in an underly-
ing substrate has been explored by designing and fabricating a dedicated piezoelectric
MEMS device. Figure 1a,b show the top and bottom schematic views of the devel-
oped device, respectively. The proposed MEMS embeds a 6x6 mm2 cavity etched out
in a 400 μm-thick silicon substrate forming a volume where cells dispersed in liquid
can be aligned. The diaphragm of the cavity is composed of 10 μm-thick silicon layer
and 0.5 μm-thick aluminum nitride (AlN) piezoelectric layer which can be electrically
actuated by means of 1 μm-thick metal interdigital transducers (IDTs). Each IDT is
composed of two interleaved comb-shaped arrays of twenty equally spaced fingers with
pitch p = 112 μm. The generation of standing flexural plate waves (FPWs) of the A0
mode in the diaphragm is achieved by applying sinusoidal excitation voltages to two
IDTs disposed symmetrically with respect to the centre of the device.

Fig. 1. Top (a) and bottom (b) schematic view of the proposed piezoelectric MEMS device.

In turn, acousticwaves are transferred in the liquid thus generating a one-dimensional
(1D) acoustic field pattern in which pressure nodes are located at half the acoustic
wavelength λ/2 = 56 μm.
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Fig. 2. Bottom view of the fabricated piezoelectric MEMS device (a). Enlarged image of the
comb-shaped arrays terminals (b, c).

The cells dispersed in the liquid are thus steered and trapped in distinct positions by
developed acoustic forces. The bottomviewof the piezoelectricMEMSdevice fabricated
with the MEMSCAP PiezoMUMPs process is shown in Fig. 2a. Enlarged images of the
comb-shaped array terminals are shown in Fig.2b, c. The layout of the device has been
designed to create a general-purpose platform exploitable in different applications such
as for driving mechanical vortexes in aqueous solution droplets [10] or for tuning elec-
trically the resonance of an acoustic transducer [11, 12]. Specifically, the design of the
device has been carried out considering the optimal acoustic-fluidic coupling between
the liquid and the diaphragm occurring when the wavelengths of the A0 mode in the
diaphragm and the longitudinal wave in water are equal which theoretically happens at
the excitation frequency of 13.3 MHz. In such a case, cells in the liquid are expected to
be trapped by acoustic forces along a regular pattern with a gap of λ/2= 56 μm.

3 Experimental Results

To experimentally validate cell alignment dispersed in water with 1D acoustic field
pattern, the MEMS has been tested developing a custom front-end electronic circuit and
Fig. 3 shows the corresponding block diagram. The sinusoidal excitation signals have
been generated by employing a circuit based on the AD9959 direct digital synthesizer
(DDS). The DDS channels CH0 and CH1 generate two sinusoidal signals vs0(t) and
vs1(t) with fine frequency tuning, same peak amplitude of 250 mV and zero relative
phase shift. The signals vs0(t) and vs1(t) have been amplified with a voltage gain A= 40
up to a peak level of 10 V and fed to drive the IDT1 and IDT3 up to 15 MHz.

The MEMS device has been fixed on a printed circuit board (PCB), connected to the
front-end circuit and placed under optical microscope as shown in Fig. 4a,b, respectively.
The cavity has been loaded with inert fibroblast cells with an approximate diameter dp of
15μmdispersed in demineralizedwater with a concentration in the order of 105 cells/ml.
Figure 5a shows a picture taken at the optical microscope of the cells in water when no
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Fig. 3. Block diagram of the front-end circuit adopted to drive IDT1 and IDT3 for generating the
1D acoustic field patterning.

excitation signal is applied to the device. By driving IDT1 and IDT3, and finely tuning the
excitation frequency, cell alignment has been successfully achieved within the expected
frequency range, as shown in Fig. 5b. Specifically, Fig. 5b evidences a nominal spacing
between two adjacent lines of cells of 56 μm which corresponds to half the acoustic
wavelength λ/2 by applying an excitation frequency of 12.5 MHz, in good agreement
with theoretical expectations.

Fig. 4. Experimental setup (a) employed to test the piezoelectric MEMS device. Enlarged image
of the MEMS cavity placed under the optical microscope (b).

The experimental results confirm that the proposed piezoelectric MEMS device
can be effectively employed for the generation of 1D acoustic field pattern to align
microparticles or cells dispersed in a liquid.
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Fig. 5. Images of inert fibroblasts cells dispersed in demineralized water placed in the cavity of
the MEMS device without (a) and with (b) electrical excitation.

4 Conclusions

This work has presented a flexural plate wave piezoelectric MEMS transducer to align
cells in aqueous solutions. TheMEMSdevice has been fabricatedwith the PiezoMUMPs
technology developed by MEMSCAP employing AlN piezoelectric and doped silicon
layers to realize the diaphragm. A 6x6mm2 cavity has been etched out in the silicon sub-
strate to steer and contain cells dispersed in aqueous solution. The exploitation of FPWs
of the A0 mode in the diaphragm has been achieved by exploiting the inverse piezo-
electric effect and applying sinusoidal excitation voltages to two metal IDTs disposed
symmetrically with respect to the centre of the device thus generating a one dimen-
sional (1D) acoustic field pattern in which pressure nodes are located at half the acoustic
wavelength. A tailored DDS-based front-end electronic circuit has been developed to
drive a couple of IDTs up to 15 MHz. The cavity has been loaded with inert fibroblast
cells with an approximate diameter dp of 15 μm and dispersed in demineralized water.
By applying the sinusoidal excitation signals with same peak amplitude of 10 V and
zero phase shift between them at the excitation frequency of 12.5 MHz, cells have been
correctly aligned. Specifically, the distance between two consecutive lines of cells has
been estimated optically and it is equal to 56 μm, i.e., half the acoustic wavelength, thus
demonstrating that the proposed MEMS device is able to properly generate 1D acoustic
field pattern to align cells or microparticles in aqueous solution.
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Abstract. Endogenous or exogenous process byproducts include a wide range
of chemicals, which can be used as promising candidate biomarkers for systemic
diseases. Among them, Volatile Organic Compounds (VOCs) expressed in biolog-
ical fluids could be evaluated through non-invasive techniques for the diagnosis
and follow-up of a pathological condition (e.g., inflammatory process, neoplasia,
etc.). Among VOCs contained in biological fluids, propionic and succinic acids
are involved in important inflammatory processes. The development of a reliable,
non-invasive sensor for the rapid quantification of VOCs is thus a topic of inter-
est, especially for the screening of large populations. To this end, we investigated
synthetic zeolite as a nanoporous adsorbing layer for the development of a VOCs
sensor. Zeolite type 4A has been used as it provides a large surface/area ratio,
a well-defined porosity, and considerable ion-exchange capabilities. A detection
system based on a photoionization system has been investigated. The quantifica-
tion of VOCs was evaluated by analyzing the emission profiles during the des-
orption process, which is strongly influenced by the environmental parameters
such as temperature. Results evidenced that the joint use of a zeolite layer and a
photoionization system is able to detect and quantify the presence of propionic
acid respect to the succinic, since the latter is poorly physically adsorbed in the
layer. The overall device is thus able to detect and quantify specific VOCs trapped
inside the zeolite layer with a linear relation between the desorbed molecules and
the sample concentration.

Keywords: Zeolite · Adsorption process · Nanoporous materials · Sensor
application

1 Introduction

The non-invasive detection of molecules for health monitoring is a topic of interest for
early diagnosis and follow-up of different diseases [1, 2]. Specific volatile organic com-
pounds (VOCs) can be related to the onset of a pathological condition. Thus, VOCs
are emerging as a new category of biomarkers for different diseases (e.g., hepatocarci-
noma, prostate cancer, lung cancer etc.). Among non-invasive biological samples, saliva
could provide precious information about systemic diseases that directly or indirectly
affect the salivary glands, causing alterations in its composition [3]. In fact, VOCs may
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reflect metabolic changes due to endogenous processes (e.g., inflammation, necrosis,
and alteration of the microbiota) or exogenous processes (e.g., contamination, drugs,
diet, etc.) [4, 5]. Literature evidenced as specific molecules, normally expressed in the
saliva, are up- or down-regulated in patients affected by neoplasia [6, 7]. Specifically,
succinic and propionic acids are involved in different metabolic processes, so they can
be considered as non-invasive candidate biomarkers (for prostate cancer, oral squamous
cell carcinoma, hepatocarcinoma) [8].

In biomedical field, synthetic zeolite represents an advanced material for the devel-
opment of sensors for the detection of specific molecules [9, 10]. Zeolites include a
wide range of porous crystalline aluminosilicates (both natural and synthetic), con-
sisting of tetrahedral units formed by [SiO4]4− and [AlO4]5− with non-linear oxygen
bridges (Si-O-Al), forming an open crystalline structure and interconnected channels.
The metal cations inside the structure and the Si/Al ratio determines the zeolite type,
while Al atoms make the outer structure negatively charged. These characteristics result
in high surface/area ratio, ionic exchange capability, chemical/physical adsorption, ther-
mal stability, which make them interesting in a wide range of applications [11-14]. The
tridimensional structure of zeolite, as its large contact area, allows selective adsorption
of molecules, both in liquid and gas state.

Hereafter, a nanoporous layer made of zeolite 4Awas investigated for the adsorption
of succinic and propionic acids [14-16]. The realization of the adsorbent layer includes
the deposition of amixture of zeolite/vegetable oil deposited on siliconwafer obtaining a
thin nanoporous layer. The analysis of VOCs through a photoionization systemwas used
to evaluate the emissive profiles during the desorption process of molecules physically
adsorbed inside the layer [17-19]. The goal of this work is to develop a zeolite-based
sensor capable of discriminate the presence of two ormoreVOCs in a biologicalmedium.

2 Materials and Methods

Zeolite 4A in form of powder is characterized by a cubic grains form with an average
size of 450 nm, a density more than 700 mg/ml, pH less than 11.00, a Si/Al ratio of 1
and the presence of mobile sodium cation. The building units of zeolites are [SiO4]4−
and [AlO4]5− tetrahedra connected by oxygen bridges, resulting in a three-dimensional
structure composed of interconnected pores and channels. In the purely siliceous struc-
ture within the lattice, the TO4 (T = Si) units consist of one silicon atom connected
to four oxygen atoms to the adjacent tetrahedra. However, the presence of Aluminum
(trivalent) in the silica structure with charge + 3, whose tetrahedron is [AlO2]−, makes
the zeolite structure negatively charged [9, 14]. The α-cage consists of apertures of 4 Å
and a central cavity with a diameter of 11.4 Å [11].

Zeolite is widely employed in different application exploiting its ion exchange and
catalytic properties. One of the interesting characteristics of the zeolite respect to other
nanoporous materials is its high adsorption capacity, making it ideal for applications as
molecular sieves [13, 16]. Zeolite type 4A was kindly furnished by UOP-Honeywell,
Reggio Calabria, Italy. Before being used, zeolite powder was dehydrated at 250 °C for
2 h.
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Soybean oil was chosen for its low smoke point (130 °C), low viscosity (3.4–
10-5 m2/s), and for its low flash point (254 °C). It is composed by 55.4% of 9,12-
octadecadienoic acid, 26.3% of 9-octadecenoic acid, 12.8% of hexadecanoic acid, 4.2%
of octadecanoic acid, and 1.3% of 12-octadecenoic acid. A mixture of 65% w/w of zeo-
lite 4A, and 35% w/w of soybean oil was prepared using homogenizer (Ultra-Turrax).
Then, it was deposited on silicon substrate by spin coating technique at 6500 rpm for
60 s. The sample was then annealed at 150 °C for 5 h to release of the volatiles present in
the compound and the formation of a carbon matrix that ensures adhesion to the silicon
substrate, obtaining a layer with a thickness of 20μm. The Succinic and propionic acids
are organic compounds consisting of a carboxyl group (-COOH), which is a hydroxyl
group (-OH) bound to a carbonyl group (C = O). They are defined as Short Chain
Fatty Acids. Specifically, succinic acid (C4H6O4) has a molar weight of 118.09 g/mol
and crystalline structure with the major dimension of about 5.2 Å, while propionic acid
(C3H6O2) has a molar weight of 74.08 g/mol and crystalline structure with the major
dimension of about 3.6 Å.

Oneml of acid sample was placed onto the layer for 1 h and subsequently rinsed with
deionized water and dried under nitrogen flow (see Fig. 1). The adsorption capabilities
of the thin zeolite layer was investigated by the analysis of emissive profiles evaluated
by a photoionization system (MiniRae 3000) in a temperature-controlled environment.
The detection system (Fig. 2) has a high-energy UV lamp (10.6 eV at 120 nm).

Fig. 1. Representation of adsorption processes based on zeolite. The zeolite layer acts as a
molecular sieve, allowing the physical entrapment of molecule inside the pores.
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The interaction of UV light with the molecule can cause the removal of electron
resulting in the generation of a positively charged ion which in turn generate an electric
current. The number of ionized molecules is proportional to the concentration of VOCs
in the sample. The PID MiniRae 3000 allow to conduct measurements in a range from
0.1 ppm to 15000 ppm with a resolution of 0.1 ppm.

Fig. 2. Schematic zeolite-based system during desorption process. The low molecular weight
molecules desorbed inside the analysis chamber are detected by a photoionization system.

Quantification of VOCs was evaluated by analyzing the emission profiles during
desorption process, which is strongly influenced by the environmental temperatures.
Emissive profiles were performed in a glass chamber of size 7x8x2 cmwith an upper exit
hole of 0.4 cm in diameter. Afterwards, the chamber containing the layer was maintained
at 100 °C for the analysis. The emissive profile was evaluated for 300 s. using the
photoionization system.

3 Results and Discussion

Firstly, the emission profile of zeolite sample was evaluated to define a background
emission level. As reported in Fig. 3a no VOCs were desorbed form the sample before
the analysis. After the adsorption process of a solution of succinic acid (50% v/v),
emissive profile evidenced a desorption level as reported in Fig. 3b. Considering that
the molecule of succinic acid is bigger than that of the pore, the emission level can be
considered residual and due tomolecules localized on the surface. Considering propionic
acid (Fig. 3c and d), higher desorption levels were evidenced at different concentrations
since the dimension of propionic acidmolecule is compatiblewith that of pore. Propionic
acid molecules can thus be trapped inside the cavities, acting as a selective adsorbing
layer. In addition, it was evidenced that desorption profile and dynamics is specific of
each molecule. The relation between the peak of emission (ppm) and the concentration
(% v/v) evidenced a linear trend (see Fig. 3e) and higher reproducibility of emission
profile over multiple adsorption cycles.
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Fig. 3. a) Zeolite layer background emission profile; b) Emission profile of succinic acid (50%
v/v). c) Emission profiles of propionic acid at 25%, 10%, and 5%v/v. d) Emission profiles of propi-
onic acid at 1%, 0.5%, and 0.1%. e) Emission peak concentration (ppm) vs. sample concentration
(% v/v).

4 Conclusion

The development of a device for the quantification of VOCs is a topic of interest, espe-
cially for the rapid and non-invasive screening of specific diseases, enhancing the diag-
nosis even at an early stage. The use of zeolite as nanoporous layer together with a
detection system based on photoionization was investigated for the detection of VOCs.
The aim is to highlight the adsorbing capabilities of zeolite towards succinic and pro-
pionic acid molecules, and the possibility of fabricating a device for biological sample
analysis (e.g., urine, saliva etc.). The desorption characteristics of the nanoporous layers
were evaluated in terms of emission profile. It has been evidenced that the type of interac-
tions between zeolite layer and specific molecules is based on physical process. Results
obtained evidenced that emissive profiles provide information about trapped molecules,
and that the zeolite layer can be selective for specific molecules. Moreover, a linear trend
is evidenced between the number of desorbed molecules and the concentration of the
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analyzed sample. The overall device is thus able to detect and quantify specific VOCs
trapped inside the zeolite cavities, results in a promising sensing technique.
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Abstract. FLASH radiotherapy is an emerging technique that uses high dose rates
(~40 Gy/s) and high dose-per-pulse values (~1 Gy/pulse) by delivering the total
dose in a single session, resulting in significantly shorter treatment times and safe-
guarding healthy tissues. In this field, single-pulse dosemeasurements appear crit-
ical for understanding the tissue-radiation interaction when high-intensity pulses
and high dose rates are involved. In this work, we describe a compact high-
precision electronics coupled to a diamond dosimeter for pulse-by-pulse mon-
itoring of electron packets emitted by medical LINACs. The front-end can be
used with a full scale up to tens of nC. Therefore, in the case of detectors with
a sensitivity around 1 nC/Gy, the system is able to acquire doses up to tens of
Gy/pulse, as required in FLASH. The detection prototype was characterized in
the lab, emulating charge-pulses up to 30 nC. An excellent linearity was observed
in the wide range 40 fC – 30 nC with a readout error lower than ±0.5%. In
addition, the diamond dosimeter irradiated by electron-packets generated by a
medical LINAC was connected to the realized electronics for field-tests. Experi-
mental results demonstrate that the proposed detection system is able to monitor
the intensity of individual pulses, confirming the wide versatility of the proposed
electronics also to meet the FLASH therapy requirements.

Keywords: Gated-integrator · Pulse-by-pulse monitoring · CVD-diamond ·
Dosimeter · Radiation therapy · FLASH therapy

1 Introduction

Radiation therapy (RT) is a physical therapy that uses high-energy ionizing radiation to
damage the DNA of cancer cells, causing apoptosis and necrosis, thereby blocking their
proliferation [1]. Radiation-induced damage to the surrounding healthy tissues is one of
the major drawbacks in RT. Favaudon et al. [2] illustrated a new promising technology,
named FLASH therapy, in which ultrahigh dose-rate (DR) electron pulses are effective
against tumor cells but causing little damage to healthy tissues.
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Single crystal diamonds grown by chemical vapor deposition technique (scCVD-
diamonds) are widely used for the fabrication of radiation and particle detectors [3–5].
In addition, due to its physicochemical properties (e.g. tissue equivalence and radiation
hardness, to cite a few), scCVD-diamond is an elective material for radiation-dosimetry
purposes, especially for the fabrication of dosimeters with very small dimensions [6].
Diamond dosimeters are now a mature technology and commercially available devices
are widely used in clinical routine by health physicists [7]. Recently, Marinelli et al.
designed and realized a novel diamond-based Schottky diode detector matching the
requirements of FLASH-RT [8].

Single-pulse dose measurements are critical for understanding the interaction
between the tissue and the radiation when high-intensity pulses and high DRs are
involved as in FLASH-RT. In our research works, we already demonstrated that scCVD-
diamond dosimeters coupled to a specifically designed gated-integrating electronics are
effective for single-pulse monitoring of the current signals generated by the detector
under high-energy photons or electrons irradiation [9, 10]. The designed electronics
easily allows adapting the dynamics of the front-end to the specific detector signal,
allowing the use of the developed instrument also for high-intensity impinging radia-
tion. In this work, we upgraded the electronics for pulse-by-pulse monitoring of charge
packets up to tens of nC having a duration of few microseconds. Experimental results
highlight the system capability also to process signals generated by dosimeters irradiated
by high-intensity electron packets, as those used in FLASH-RT.

2 Experimental Results and Discussion

2.1 Front-End

Figure 1 reports the schematic of the realized front-end. The prototype is based on
the precision switched integrator transimpedance amplifier IVC102. The component
integrates a low-noise op-amp, three high quality capacitors, and two low leakage FET
switches for reset and hold functions. As outlined in [11], for the digital timing/control
circuit, a specifically programmed microcontroller was used to generate the HOLD and
RESET signals indicated in Fig. 1. An inverting amplifier (based on the LT1995) has
been inserted at the output of the IVC102, adapting the integrator output dynamics to that
of the 12-bit ADC embedded into the microcontroller. Depending on the position of the
jumpers (see the table reported in Fig. 1), the electronics can be used with a full scale up
to either 300 pCor 30 nC. Therefore, in the case of detectorswith a sensitivity of 1 nC/Gy,
the system is able to integrate pulses up to 30 Gy/pulse. It is worth to note that the non-
inverting input of the LT1995 is biased at about 100 mV by means of the REF200 100
μA current reference. Despite to a slight decrease of the output dynamics, this assures
the possibility to correctly convert the input pulses also in presence of relatively high
offset and leakage currents of the detector.
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When the IVC102 input voltage is greater than 200 μA, the on-resistance of about
1500� of the S1MOS-switch integrated into the device creates a voltage difference able
to forward-bias the internal ESD protection diodes. Therefore, for more intense signals,
J1 allows to directly connect the detector to the inverting input of the IVC102. With
this solution, input current peaks up to 5 mA (as specified in the IVC102 datasheet)
can be acquired. Obviously, in this case also a large enough external CEXT capacitor
is necessary. For example, with CEXT equal to a few nF, the system would be able to
integrate peaks up to tens of nC/pulse, of the order of those used in FLASH-RT [2].
As reported in the schematic, in this work the front-end was equipped with a 2.2 nF
polyester capacitor allowing the IVC102 to integrate charge pulses up to 30 nC.

Fig. 1. Simplified schematic of the realized front-end for conditioning of charge-pulses up to
30 nC. The table summarizes the jumper positions according to the desired full scale.

2.2 In-Lab Characterizations

Impulsive signals generatedwith a precision programmable current sourceKeithley 6221
were used to fully characterize the realized prototype. Figure 2 illustrates the example of
a pulse used during the tests (amplitude 8 mA, duration 4 μs, and repetition frequency
360 Hz). The signal reproduces what is normally generated by a medical LINAC [11]:
duration of 4 μs, delayed by about 12 μs with respect to the sync signal.

Lab-tests were conducted by emulating the pulse amplitudes generated by a detector
from 10 nA to 7.5 mA, i.e. charge-packets per pulse in the range 40 fC – 30 nC. Figure 3
shows the results obtained by selecting the integrating capacitor CINT = 100 pF (blue
dots) and CINT||CEXT = 2.3 nF (red diamonds). In addition to the wide input dynamics,
an excellent linearity is observed with readout errors of approximately± 0.1% between
10 pC and 300 pC (CINT) and ± 0.5% between 1 nC and 30 nC (CINT||CEXT).
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Fig. 2. Example of a current-pulse generated by the Keithley 6221 used for lab-tests.

Fig. 3. Measured charge versus the injected charge packets for CINT equal to 100 pF (blue dots)
and 2.3 nF (red diamonds). On the right the percentage of the reading error for the two CINT.

2.3 Preliminary Field-Tests

Field-tests were performed with an in-lab-made scCVD-diamond dosimeter [10] irradi-
ated by electrons generated by a Clinac iX (by Varian) at different energies for a fixed
DR of 10 Gy/min. The Clinac iX generates pulses at a pulse repetition frequency of
180 Hz when operating with electron beams. Figure 4 shows the experimental results of
a 1 s acquisition for each energy. It can be clearly seen that the system is able to monitor
the intensity of individual pulses. Significantly, how the LINAC works: in order to keep
the released dose stable, a number of pulses are suppressed depending on the energy.
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Fig. 4. Example of acquisitions of charge-per-pulse collected under electron irradiation at
different energies.

The firmware of the microcontroller was adapted to calculate the cumulative charge
values acquired at different doses. Experimental results obtained at the three electron
energies are reported in Fig. 5. Dotted line represents the best fit linear regression line
of data with a slope of (298± 4) nC/Gy in good agreement with the sensitivity obtained
for the same detector irradiated by high-energy photons emitted by the Clinac iX [9].

The topic addressed in this work appears crucial formodern radiotherapy techniques.
Indeed, single-pulse dose measurements become critical for understanding the mecha-
nisms related to tissue-radiation interaction, especially for high-intensity pulses involved
in the emerging FLASH radiotherapy technique. The experimental results confirm the
wide versatility of the proposed electronics coupled with a diamond detector, which
can be easily adapted to the intensity, amplitude and repetition frequency of the pulses.
Work is in progress to validate the proposed detection system for high-intensity electron
beams generated by LINACs specifically developed for FLASH-RT.
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Fig. 5. Cumulative charge as a function of the dose of impinging electrons at 6, 12, and 18 MV
(dots) and best-fit linear regression line of data with a slope of of (298 ± 4) nC/Gy (dotted line).
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Abstract. This paper presents a passive wireless harmonic transpon-
der capable of transmitting information acquired by its vibration sensor.
The system is equipped with a Schottky diode frequency doubler which
converts the received signal from f0 to its second harmonic 2f0. The
sensed information is then encoded in the 2f0 carrier phase using a var-
actor phase-shifter (acting as the phase modulator) biased through a
piezoelectric transducer (which senses the mechanical vibrations). The
transponder operation is demonstrated with particular focus on piezo-
electric transducer vibrating resonance frequency. The side-band ampli-
tude of the backscattered signal increases by about 10 dB for an incre-
ment of the acceleration of the mechanical system under test of 1.5 g
128Hz.

Keywords: IoT · Chipless harmonic tag · Phase shifter · Phase shifter
sensor · Piezoelectric transducer · Wireless sensor system

1 Introduction

Wireless sensor networks (WSNs) have found applications in different areas such
as environmental monitoring, healthcare, and many others. In this scenario, dis-
tributed sensing systems are employed to monitor one or more parameters (tem-
perature, humidity, vibration, etc.). The increasing use of these sensing systems
gets along well with battery-less sensors, [5]; For this reason, part of current
research is focusing on energy harvesting techniques, among which harmonic
transponders approaches are attracting growing attention [1]. These systems
encode the sensor information in the backscattered signal, which is received at
f0 from the reader and sent back after a frequency conversion at 2f0. Among
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them, there are the phase-based harmonic sensors that encode the information
in the phase of the backscattered signal. Regarding the sensing device, piezoelec-
tric materials are widely used for mechanical sensing applications due to their
versatility, and in particular, they can be used to implement motion, force, or
vibration sensors.

This contribution investigates the use of a piezoelectric cantilever as a vibra-
tion transducer, in conjunction with a harmonic transponder communication
approach. The passive harmonic sensor encodes the vibration information in
a phase variation by means of a varactor reflection-type phase shifter and a
piezoelectric transducer. This particular combination of piezo-varactor, which
was demonstrated for a frequency modulation in [2], is here combined with a
reflection-type phase shifter which brings the modulation to a phase modula-
tion. In the present work, the sensor, presented in [6], has been integrated and
demonstrated to work as a harmonic transponder system. Wireless measure-
ments are carried out, highlighting an interesting response when the sensor is
stimulated with a vibration frequency equal to the piezoelectric resonant one.

2 System Overview and Circuit Design

The proposed harmonic transponder is shown in Fig. 1(a); it is composed by two
antennas, a frequency doubler, and a vibration sensor. The passive transponder
is interrogated by a sinusoidal signal at frequency f0. The input antenna gathers
part of the signal and sends it to a frequency doubler that converts the input
signal from f0 to its second harmonic 2f0, by means of a non-linearity (e.g.
a diode). The signal is now passed to the sensor and it is then sent back to
the receiver. The sensor modulates the phase of the backscattered signal as a
function of the physical parameter which is designed to sense. In such a way, the
sensor information is encoded in the phase difference between the signal received
at f0 and the one backscattered at 2f0. In the following, the frequency doubler
and sensor will be described, with a particular focus on the developed sensor.

The frequency doubler used in our experiments is the Schottky diode dou-
bler described in [4], here presented in its FR4 substrate implementation. It is
designed to receive a signal at f0 = 1.04 GHz and convert it to its second har-
monic 2f0 = 2.08 GHz, thanks to the HSMS-2850-Agilent diode non-linearity.

(a) (b)

Fig. 1. (a) Scheme of the proposed passive harmonic transponder. (b) Schematic view
of the implemented sensor.
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The sensor presented in this work is the one reported in [6]. As visible from
the schematic view of Fig. 1(b), it is made of a reflection-type phase shifter
and a piezoelectric transducer. The phase shifter consists of a 90-degree hybrid
junction in which the direct and coupled ports are closed onto two identical
reactive impedances. The hybrid junction equally splits the input signal in two.
These two signals arrive to the reactive load level with a mutual 90◦ phase shift.
They are then reflected towards Port 1, where they combine in opposite phase,
and Port 2, where they combine in phase. Since the reactive loads Z1 and Z2 are
the same components Z1 = Z2 = Z = jX, the resulting reflection coefficients
will be equal as well Γ1 = Γ2 = Γ . This gives a transmission coefficient

S21 = j
Γ1 + Γ2

2
= jΓ ∠S21 = φ = ∠Γ +

π

2
(1)

The choice of the reactive load jX allows to fix the desired phase shift. In
our case, the direct and coupled ports of the phase shifter are connected to a
capacitance C, for which the reflection and transmission coefficients are

Γ =
1 − j2πfZ0C

1 + j2πfZ0C
φ = −2 tan−1(2πfZ0C) +

π

2
(2)

In the case of open circuit (C � 0 pF), the phase shift is no more than the
one expected: φ = π/2. When the terminations are comparable to short circuits
(C ≥ 100 pF) a negative phase shift is established: φ = −π/2. The load can
therefore introduce a relative phase shift in the range of 0◦ ÷ 180◦, which can be
widen introducing an inductor in series with the capacitance load [7].

Indeed, considering a reactive load made up of an inductance in series with
a varactor, the reflection coefficient and its phase become

Γ � (1 − ω2LeqCeq) − jωZ0Ceq

(1 − ω2LeqCeq) + jωZ0Ceq
∠Γ � −2 tan−1

(
ωZ0Ceq

1 − ω2LeqCeq

)
(3)

with Ceq = CJ + CP and Leq = L + LS , where CP , CJ , and LS belongs to the
equivalent circuit of the varactor [7], while L is the fixed inductor load.

Following the previous discussions, the layout of the phase shifter is imple-
mented. The direct and coupled ports of the hybrid junction are closed on the
series of a SMV1247-079LF varactor diode D1 and the inductance L1 = 1.15 nH.
This provides a measured phase shift dynamics in the range of 0◦ ÷ 160◦ for a
sinusoidal voltage bias in the range of −5 ÷ 5 V, Fig. 2(a). Finally, the bias-
ing voltage is delivered to the diodes through a proper network, like the one
reported in [7]; the network is made of a resistor R1 = 100 KΩ and a parallel
of two capacitances of 10 nF and 10 pF. The S129-H5FR-1803YB piezoelectric
bending transducer from Mide is employed as a voltage source for the varactor
biasing. Every time the transducer bends it generates the varactor voltage bias,
which consequently defines the signal phase shift.

3 Experimental Results

A phase-shifter prototype has been manufactured and assembled, as shown in
Fig. 2(b). The microstrip circuit is realized on an 0.8-mm-thick FR4 substrate
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(a) (b) (c)

Fig. 2. (a) Measured phase shift of the backscattered signal as a function of the voltage
VR applied to the phase-shifter varactor. (b) Assembled reflection-type phase shifter.
(c) Assembled frequency doubler based on low-barrier Schottky diode.

(relative permittivity 4.7, loss tangent 0.011). The frequency doubler employed
for the experiment is the one displayed in Fig. 2(c).

To validate the operating principle of the proposed sensor the experimental
setup displayed in Fig. 3 is employed. The piezoelectric bending transducer has
a cantilever shape and it is screwed on top of a shaker (model DS-PM-20 from
DEWESoft), whose vibration frequency fs and acceleration a can be manually
controlled. While the vibration frequency can be seen on the shaker display, the
acceleration magnitude (expressed in g) is evaluated by the ADXL345 accelerom-
eter module from Analog Devices, placed on top of the vibrating station and
connected to an Arduino board. The interrogation signal at f0 = 1.04 GHz is pro-
vided by an RF signal generator (HP8664A from HP) with a transmitted power
of +15 dBm. The spectrum analyzer N9320B from Agilent is used as receiver
and it is set with a measurement band of 2 kHz, centered at 2f0 = 2.08 GHz and
a resolution bandwidth 10 Hz. The antenna system is composed of two helical
antennas (G ≈ 5 dBi) and two patch antennas, placed at a distance of nearly
45 cm. To demonstrate the harmonic transponder behaviour, two different set of
measurements are carried out.

(a) (b)

Fig. 3. (a) Measurement setup. (b) Passive harmonic transponder as arranged for the
measurement session. The piezoelectric transducer is placed over the shaker.
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(a)

(b)

Fig. 4. Spectrum of the backscattered signal, centered at 2f0 = 2.08GHz. (a) Results
of the first experiment with fixed a and variable fs. (b) Result of the second experiment
with fixed fs and variable a.

Figure 4 (a) shows the spectrum of the backscattered signal obtained from the
first experiment, using a constant acceleration a = 3 g while varying the vibration
frequency of the shaker fs 128 Hz; this frequency value is chosen considering
that the piezoelectric transducer has a resonance frequency fr that depends
on the shape of the cantilever. Indeed, once the transducer is stimulated with
a frequency fs = fr, the phase modulation is such that a higher number of
side-bands shows up compared to the side-bands produced by other vibration
frequencies. This is visible in the graph where a change in the vibration frequency
of 4 Hz changes the side-lobe numbers from 8 at fs = fr = 128 Hz, to only 2 side-
lobes at fs = 132 Hz. In the closer-look image, we can also observe a frequency
shift of the side-lobes accordingly to the variation of the vibration frequency
fs. This is a consequence of the phase modulation itself for which the distance,
expressed in Hz, between lobes is equal to the modulation frequency, i.e., our
vibration frequency. Moreover, the amplitude of the side-lobes varies with the
vibration frequency and the maximum is achieved when the resonance frequency
of the cantilever is considered. For the second experiment fs is fixed 128 Hz,
whereas the acceleration magnitude is varied between 1 and 5 g. Results of the
experiment are reported in Fig. 4(b), showing that the spectrum significantly
depends on the acceleration magnitude. Varying the acceleration from 1 g to 3 g
produces a side-band amplitude increase from −87 dBm to −77 dBm below the
carrier.
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4 Conclusion

In this paper, a harmonic transponder capable of sensing vibrations is presented.
The sensor is obtained by combining a variable reflection-type phase shifter with
a piezoelectric transducer. A variation in the intensity and frequency of vibra-
tions produces a change in the output voltage of the piezoelectric transducer,
which in turn determines the biasing voltage applied to the varactor. As result,
the vibration information can be encoded in the phase modulation of a single
carrier signal. To increase the robustness of the transponder sensor, a Schottky
frequency doubler is integrated into the system, so that the f0 received signal is
converted to its second harmonic 2f0.

The system appears to be particularly sensitive to acceleration magnitude
when the vibration frequency approaches the resonance frequency of the can-
tilever, with an excursion of 10 dB of the re-transmitted signal for 2 g variation.
Since the resonance frequency depends on the shape of the transducer and the
way it is mounted on top of the shaker, this sensor seems to be particularly inter-
esting as vibration detector for a specific frequency. When the shaker vibrates at
the resonance frequency of the sensor, it can provide accurate information about
the acceleration magnitude, thanks to its high sensitivity.

These promising results encourage further developments of the presented
sensor which might be potentially implemented on paper substrate [3], thus
resulting in a light sensor feasible to be mounted on mobile platform, such as
drones, without interfering with its operation.

References

1. Gu, X., Srinaga, N.N., Guo, L., Hemour, S., Wu, K.: Diplexer-based fully passive
harmonic transponder for sub-6-GHz 5G-compatible IoT applications. IEEE Trans.
Microw. Theory Techn. 67(5), 1675–1687 (2019)

2. Laskovski, A.N., Yuce, M.R., Moheimani, S.R.: Ultra low frequency FM sensing of
piezoelectric strain voltage. In: SENSORS 2012, pp. 1–4. IEEE (2012)

3. Mariotti, C., Alimenti, F., Roselli, L., Tentzeris, M.M.: High-performance RF
devices and components on flexible cellulose substrate by vertically integrated addi-
tive manufacturing technologies. IEEE Trans. Microw. Theory Techn. 65(1), 62–71
(2016)

4. Palazzi, V., et al.: Low-power frequency doubler in cellulose-based materials for
harmonic RFID applications. IEEE Microw. Wireless Compon. Lett. 24(12), 896–
898 (2014)

5. Palazzi, V., Gelati, F., Vaglioni, U., Alimenti, F., Mezzanotte, P., Roselli, L.: Leaf-
compatible autonomous RFID-based wireless temperature sensors for precision agri-
culture. In: 2019 IEEE Topical Conference on Wireless Sensors and Sensor Networks
(WiSNet). IEEE (2019)

6. Simoncini, G., et al.: Zero-power vibration sensor for wireless harmonic systems
based on a reflection-type phase shifter and a piezoelectric transducer. In: 2022
IEEE Topical Conference on Wireless Sensors and Sensor Networks (WiSNeT), pp.
47–49. IEEE (2022)

7. Solutions, S.: A varactor controlled phase shifter for PCS base station applications.
Application Note-Skyworks Solutions Inc. (2009)



A 0.8 mW TinyML-Based PDM-to-PCM
Conversion for In-Sensor KWS

Applications

Paola Vitolo1(B) , Rosalba Liguori1 , Luigi Di Benedetto1 ,
Alfredo Rubino1 , Danilo Pau2 , and Gian Domenico Licciardo1

1 Department of Industrial Engineering, University of Salerno,
Via Giovanni Paolo II, 132, 84084 Fisciano, SA, Italy

{pvitolo,ldbenedetto,arubino,gdlicciardo}@unisa.it
2 System Research and Application, STMicroelectronics,

20864 Agrate Brianza, MB, Italy
danilo.pau@st.com

Abstract. This paper proposes an ultra-low-power hardware archi-
tecture of a tiny machine learning (tinyML)-based conversion from
Pulse Density Modulation (PDM) to Pulse Code Modulation (PCM). A
hardware-aware efficient design of this conversion is essential to interface
digital MEMS microphones, which outputs PDM signals, with audio pro-
cessing systems, which takes PCM signals, in scenarios of in-sensor com-
puting Keyword Spotting (KWS) applications. Neural network meth-
ods are used in a view to effectively combine the proposed converter
with tinyML KWS systems, realizing an end-to-end KWS application.
The proposed converter consists of a 1-D Convolutional Neural Network,
which has been 8-bit quantized to reduce the computational complexity
while preserving a 48 dB of Signal-to-Noise Ratio. The hardware accel-
erator has been implemented on a Xilinx Artix-7 FPGA, achieving a
dynamic power consumption (DynP) of 182 µW, a utilization of 917
LUTs and 361 FFs. When the proposed converter is used in the KWS
pipeline, the classification accuracy is 89% over 12 classes. Synthesis
results in TSMC 0.13 µm CMOS report an area of 0.086 mm2 and a
DynP of 837 µW, making it possible to integrate the converter into the
sensor integrated circuit.

Keywords: PDM-to-PCM conversion · In-Sensor Computing ·
tinyML · Keyword spotting · Neural networks

1 Introduction

With the rapid spread of the Internet-of-Things, more and more sensors are
deployed, resulting in a sharp increase in the amount of generated data [1].
Shifting part of the data processing closer to the edge devices has become
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Fig. 1. Pipeline of a KWS system.

increasingly necessary to avoid redundant data transfers between sensing and pro-
cessing units, reducing energy consumption, saving communication bandwidth,
and improving data security and privacy. In-Sensor Computing (ISC) represents
the extreme level of this shifting, where the processing is moved close\in the sen-
sors [2–7]. However, the hardware (HW) constraints in terms of area and power
are extremely severe. One of the applications for which this context is very attrac-
tive is KeyWord Spotting (KWS) [8]. It is becoming one of the most important
building blocks in Human-Machine Interface (HMI) solutions, in several applica-
tion fields, from domotics to automotive systems, to handheld devices. To be used
in ISC, the entire KWS pipeline depicted in Fig. 1, from the sensor to the appli-
cation’s output, has to meet the HW ISC constraints. However, very few works
in the literature deal with the design of the interface between KWS processing
systems and the data source: the microphone. Output of digital Micro Electro-
Mechanical System (MEMS) microphones is encoded with a Pulse Density Mod-
ulation (PDM), which has a sampling rate in the MHz range and uses 1-bit cod-
ing, while digital audio processing requires Pulse Code Modulation (PCM) sig-
nals, generally encoded with 8 bits and sampling range in the kHz range for KWS
applications [9,10]. Nowadays, the most HW-aware efficient methods for this con-
version are based on Cascaded Integrator-Comb (CIC) filters [11]. However, so far,
in 130 nm CMOS technology, which is the most used technology node for MEMS
fabrication, they are neither low power nor small enough to be integrated close
to the sensor [12]. To overcome the above limitations and with a view to effec-
tively combine the converter with tinyML KWS systems [13], this work proposes
a new low-power PDM-to-PCM converter based on artificial neural network that
meet the ISC constraints. The proposed system consists of a 1-D Convolutional
Neural Network (1D-CNN), whose choice allows to easily implement the deci-
mation through the stride parameter, to reduce the memory compared to dense
networks, and to reduce area occupation in the HW design [14–16]. The model
has been 8-bit quantized by using TensorFlow (TF) and QKeras frameworks to
reduce the computational complexity while preserving its Signal-to-Noise Ratio
(SNR). An optimized custom HW accelerator has been designed in VHDL to find
a good trade-off between processing speed and the number of physical resources.
Although quantized, the proposed system achieves a SNR of 48 dB while it shows
a dynamic power consumption of 182 µW and a utilization of 917 LUTs and 361
FFs when implemented on a Xilinx Artix-7 FPGA. To demonstrate that the pro-
posed converter can be used effectively in KWS system pipelines, it has been used
as input block of a tinyML KWS system, obtaining 89% classification accuracy
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Table 1. Number of recordings of each word of the created dataset

Word Down Up Left Right Yes No Go Stop off On Silence Unknown

# of Utterances 100 100 100 100 100 100 100 100 100 100 100 100

over 12 classes. To explore the suitability of in-sensor integration, the proposed
converter has been synthesized with TSMC 0.13 µm CMOS standard cells. The
results report an area occupation of 0.086 mm2 and a DynP of 128.7 µW/MHz,
making it possible to integrate the proposed design into the CMOS circuitry that
equips digital MEMS microphones.

2 Proposed Model

Figure 2.a depicts the proposed PDM-to-PCM converter. It takes as input PDM
signals from digital MEMS microphones and outputs PCM signals. PDM sig-
nals have a sampling rate of 2.048 MHz and encoded with 1-bit, while PCM
signals have a bit depth of 8 bits and a sampling rate of 16 kHz. The pro-
posed converter is based on a tiny CNN, chosen because it has fewer parameters
than fully connected networks, thus requiring fewer parameters. Furthermore,
the stride parameter can be exploited to implement decimation. The proposed
model consists of: an input shape of 2,048,000 samples, encoded with 1 bit; a
convolutional layer (CONV1D 1) with 1 channel, same padding, 64 kernel size,
and 64 strides; a second convolutional layer (CONV1D 2) with 1 channel, same
padding, 23 kernel size, 2 strides, and (1) as activation function. The output
shape of CONV1D 1 is 32,000, encoded with 8 bits.

y = tanh(x) =
ex − e−x

ex + e−x
. (1)

To train and evaluate the proposed models, a custom PDM-PCM dataset has been
created. The Google Speech Commands Dataset (GSCD) shown in [17] has been
used to extract the PCM values and labels. Then, the PCM values have been pre-
processed and converted in PDM format by using the Delta Sigma Toolbox (DST)
in Matlab [18], setting the order of sigma delta ADC to 4 and the OverSampling
Ratio (OSR) to 128. As reported in Table 1, the resulting balanced dataset con-
sists of 100 utterances of 1 s for each one of the twelve classes, for a total of 1200
recordings, in PCM and PDM formats. The dataset has been split into training
(80%), validation (10%), and test (10%) partitions. The converter has been mod-
eled and trained using TF and QKeras frameworks. The number of epochs has
been set to 150. A custom function, Fast-Fourier-Transform Mean Absolute Error
(FFT-MAE) described in (2), has been set as loss function.

FFTMAE =
1
n

n∑

i=0

||FFT (Yi)| − |FFT (Ŷi)|| (2)

To evaluate the model, FFT-MAE and MAE have been calculated on the test
dataset, achieving 0.16 and 0.005, respectively. The SNR achieved with a 1 kHz
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Table 2. Classification model summary

Layer Filt. Size/Ker Strides Padd Act Funct Output

Input – 49× 10 – – – –

Conv2D+BN 64 10× 4 2× 2 Same ReLU 25× 5× 64

DSConv2D DWConv2D+BN – 3× 3 1× 1 Same ReLU 25× 5× 64

× 4 Conv2D+BN – 3× 3 1× 1 Same ReLU 25× 5× 64

MaxPool2D – 25× 5 None Valid – 64

Dense – 64 – – None 64

Dense – 12 – – Softmax 12

sinusoidal input is 48 dB, which is only 4% lower than the theoretical maximum
SNR with 8-bits quantization. To evaluate the deployability of the proposed con-
verter into the KWS pipeline described in Fig. 1, we have modeled a KWS model
based on a Depthwise Separable CNN. As reported in Table 2, it is composed
of one 2D Convolution layer (Conv2D), four Depthwise Separable 2D Convolu-
tion layers (DSConv2Ds), one 2D Max Pooling layer (MaxPool2D), and two FC
layers. The test dataset has been input to the proposed converter. Then, the
Mel Frequency Cepstrum Coefficients (MFCCs) have been extracted from the
converter. Finally, the MFCCs have been input to the KWS model. The results
show an average accuracy of 92% accuracy over the 12 classes in Table 1.

Fig. 2. Schema of the Proposed Converter: a) Proposed 1D-CNN model for the con-
version; b) Block Diagram of the proposed HW accelerator.

3 Proposed HW Architecture

Figure 2b schematizes the HW architecture of the proposed converter. It consists
of a processing block (CORE) and a Control Unit (CU). The CU is implemented
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Table 3. FPGA and standard cells synthesis results.

– FPGA std cells

Platform Xilinx Artix 7 TSMC 130 nm CMOS

FF 361 –

LUT 917 –

Area [mm2] – 0.086

Total Power [mW] 104.182 844.45 × 10-3

Static Power [mW] 104 7.45 × 10-3

Dynamic Power [mW] 0.182 837 × 10-3

Maximum Clk Freq. [MHz] 45 200

by using a Finite State Machine and generates all the control signals necessary
to manage the flow of the data. The CORE recursively performs all the opera-
tions necessary for the implementation of the network layers. It consists of one
Processing Element (PE), which features arithmetic operations; multiplexers, to
properly route the signals; and registers, to store the parameters of the network,
partial results, and the incoming data. The total memory required is 958 bits.

4 Results

Table 3 reports the results of the implementation of the proposed HW architec-
ture on a Xilinx Artix-7 (xc7a35tfgg484-1) FPGA and the synthesis with TSMC
130 nm CMOS. The clock frequency has been set to 6.5 MHz, which ensures the
real-time processing. The FFs and LUTs mapped on the FPGA are 361 and 917,
respectively. The total power on FPGA is 104.182 mW, with only 0.182 mW of
dynamic power. The total power in standard cells, estimated through Cadence
Joules RTL Power Solution using SAIF files, is 0.8 mW, with a marginal leak-
age power of 7.45 µW. The occupied area is 0.086 mm2. These results enables a
compact and ultra-low-power design that is well suited to the integration into
the CMOS circuit that generally equips MEMS microphones.

5 Conclusions

A new decimation filter for audio PDM-to-PCM conversion by using a 1D-CNN
and a custom HW accelerator synthetized in 130 nm CMOS technology have
been presented. The accelerator shows very low energy and mapped physical
resources compatible to be used in ISC scenarios for KWS applications. Future
work will be aimed at optimizing the other blocks of the KWS pipeline, realizing
an end-to-end KWS system for ISC applications.
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Abstract. We present an experimental and numerical study on the
effects of the input optical power on the electro-optic frequency response
of a Ge-on-Si vertical pin waveguide photodetector. Experimental results
were provided by Cisco Systems, which characterized several nominally
identical devices. Increasing the optical power from −2 dBm to 3 dBm, a
significant decrease of the electro-optic frequency response was observed
in the O-band, from about 40 GHz down to approximately 32 GHz.
This trend is accurately predicted by our 3D multiphysics model, where
Maxwell’s equations are solved with the FDTD method to evaluate the
spatial distribution of photogenerated carriers, which is then converted
in an optical generation rate included in the drift-diffusion solver. The
3D model provides a detailed explanation of the experiments by showing
the effects of carrier screening on the magnitude of the electric field pro-
file, which is reduced for high optical power, slowing the photogenerated
carriers and reducing the bandwidth.

Keywords: Silicon photonics · Device multiphysics modeling ·
Ge-on-Si waveguide photodetectors · Waveguide photodetectors ·
Germanium · 3D modeling

1 Introduction

We have investigated, both experimentally and through multiphysics numerical
simulation, the behavior of a Ge-on-Si waveguide photodetector with vertical
pin junction for increasing input optical power. A 3D perspective view and
a cross-section of the device are shown in Fig. 1, while the main geometrical
parameters are reported in Table 1. The metallic contacts are placed on top of
the Ge absorber and laterally on the Si substrate. High dopant densities are
present both in the substrate and at the metal/Ge interface, while most of Ge
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is undoped. An optical waveguide is connected to the silicon substrate with a
tapered transition, and the light is evanescently coupled in the Ge absorber [2].

This kind of photodetector, widely employed in silicon photonics [8], is com-
monly operated at input optical powers in the µW range. We have studied the
extent of the performance drop when increasing the input optical power to the
mW range, observing a reduction in the electro-optic frequency response band-
width [4, Sec. 4.9] of more than 20 %.

Ge
Si

light
Wdoping

WGe

HGe intrinsic Ge

silicon

doped Ge

metal

metal metal

Fig. 1. Perspective view of the waveguide photodetector (top) and its transverse cross
section (bottom). The Ge absorber, of length LGe, is grown over an highly doped
Si substrate. The metallic contacts are placed laterally on Si and on top of the Ge
absorber, where a highly doped region is present.

Table 1. Photodetector geometry.

WGe HGe LGe Wdoping

4 µm 0.8 µm 15µm 3µm

2 Methodology

We adopt a multiphysics approach to solve the optical and electrical problems
with the finite-difference time-domain (FDTD) method and the drift-diffusion
model, respectively, as implemented in Synopsys RSoft FullWAVE [11] and in
the Synopsys TCAD Sentaurus suite [10]. The simulation process, whose flow
is reported in Fig. 2, and the adopted model parameters are discussed in [7].
The optical generation rate Gopt, evaluated by solving Maxwell’s equations, is
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included as a source term in the electrical transport problem. Due to the evanes-
cent coupling of the light in the absorber, this source term has a complex spatial
distribution along the device, and a 3D representation is needed [1].

This work is focused on the O-band of optical communications, centered
around λ = 1.31 µm, where the absorption of Ge is higher [9] and the device
performance is expected to be significantly more sensitive to the input optical
power than in the C-band.

The experimental setup used in Cisco Systems is based on a Keysight LCA [6],
which allows electro-optic measurements up to 50 GHz. Five nominally identical
photodetectors, taken from different wafer regions, were characterized, determin-
ing mean value and standard deviation of the electro-optic cutoff frequency at
different input optical powers for all the samples.

device geometry, 
doping profiles,

mesh generation, ...

Synopsys RSoft FullWAVE

Gopt

Synopsys SDE

Optical problem 
solved with FDTD 

Synopsys sDevice

Transport problem solved 
with drift-diffusion

Fig. 2. Block diagram of the simulation flow in the modeling process. First, we define
the device geometry, doping distributions and mesh. Then we use FDTD to extract
the 3D spatial distribution of the optical generation rate Gopt. Finally, drift-diffusion
provides a solution of the electrical problem by using Gopt as a source term.

3 Results

Figure 3 compares measurements and simulations of the electro-optic cutoff fre-
quency at a reverse bias of 3 V and at different optical powers as measured at the
laser output. (The optical power assigned in the simulations takes into account
the losses between laser and detector due to fiber coupling and waveguide prop-
agation, estimated to be 3 dB overall.)

In the figure, along with the simulation results (blue dots), are reported the
mean values of the experimental electro-optic cutoff frequencies over five nomi-
nally identical devices (black dots), while the error bars represent the standard
deviation of the measurements. An excellent match between measurements and
simulations is observed for all the measured powers.

Increasing the optical power from −2 dBm to 3 dBm, the electro-optic cutoff
frequency is reduced by more than 20%. This decrease can be explained in terms
of a reduction of the carrier velocity due to a screening of the electric field in
Ge by the photogenerated carriers. The magnitude of this effect is shown in
Fig. 4, which reports the absolute value of the electric field evaluated along a 1D
vertical cut, from metal to silicon substrate, near the beginning of the absorber.
At low input optical power (10µW) the electric field is coincident with its profile
in dark. On the contrary, at an optical power of 500µW, the peak value of the
electric field is reduced by a factor 3. This drop affects the device performance
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Optical Power Screening Effects in Ge-on-Si Vertical Pin Photodetectors 159

since the photogenerated carriers do not reach the saturation velocity, hence
decreasing the electro-optic cutoff frequency.

4 Conclusions

The screening effect we have observed is a nonnegligible limitation to the per-
formance of waveguide photodetectors in the O-band and should be taken into
account in the device design. The excellent match demonstrated here between
measurements and simulations suggest that the multiphysics 3D modeling app-
roach provides a realistic description of this effect and can be used as an effective
tool in the device optimization towards the new 200 Gbit/s applications [3,5].
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Abstract. Force sensing is spreading in many fields, spanning from biomedicine
to robotics. Commercial and traditional solutions include strain gauges andmicro-
electro-mechanical systems, that however exhibit drawbacks related to their elec-
trical nature, fragility, and not flexible structure. Therefore, in this work, a flexible
force sensor based on the fiber Bragg grating (FBG) embedded in a silicone patch
is proposed and characterized. Silicone embedding represents the solution for han-
dling a soft, stretchable, safe, and skin-mountable force sensor suitable for human
interactions. Force tests are reported and demonstrate the silicone patch capability
to make the FBG sensitive to force variations with good linearity and a force sen-
sitivity of 17.6 pm/N.Moreover, the performances of the developed patch in terms
of temperature and strain are compared with respect to the more traditional FBGs
embedded in 3D printed PLA patch. The comparison reveals the strong influence,
and complementarity, of the patch materials employed for the embedding on the
sensing potentialities of the final devices.

Keywords: Fiber Bragg grating · Fiber optic sensor · Force sensor · Silicone
embedding

1 Introduction

Fiber Bragg gratings (FBGs) represent a sensing solution able to provide many advanta-
geous features, from wavelength division multiplexing to immunity to electromagnetic
interferences, non-toxicity, biocompatibility, and electrical safety. A peculiar aspect is
given by their small size, whichmakes them suitable for easy installation and embedding
procedures into a variety of materials and structures. FBG-embedding strategies can be
implemented for several reasons: i) for sensing purposes, i.e., to make FBGs responsive
to specific parameters, such as pressure [1], curvature [2], and 3D shape [3]; ii) to pack-
age the sensing element aiming to protect the fragile regions of the optical fiber, [4];
iii) to enable smart structures, by integrating them with FBGs for design validation and
damage detection [5], or by sensorizing robotic fingers and skin [6].

One of the FBG embedding techniques is represented by the embedding during
manufacturing, with which the optical fiber is directly integrated into the composite
laminate during its manufacturing. For this reason, 3D printing based on the fused depo-
sition method (FDM), which lies in a continuous stacking of physical layers, matches
well with FBG embedding needs. By implementing this strategy, FBGs can be easily
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embedded in patches made with resin and plastic materials like acrylonitrile butadiene
styrene (ABS) and polylactic acid (PLA) [7, 8].

However, due to the arising interest in biomedical purposes, robotics applications
and, more specifically, soft robots in domestic and healthcare environments, the demand
for flexible, skin-mountable, and wearable electronic devices is increasing toward safer
sensing systems able to smoothly interact with the human body as well as to handle
fragile objects. Therefore, in this work, silicone matrix has been investigated and used
as substrate material to realize a flexible FBG-based patch. Thanks to the embedding
inside the silicone matrix, the FBG not only can be protected in a soft material able to
adapt its shape to the environment but has proved also to be sensitive to the variations of
transversal forces acting. Such sensor overcomes the typical disadvantages of traditional
electrical force sensors, being flexible, stretchable, and with a moldable shape [9].

The aim of this work is to quantitatively describe the performances of the developed
silicone FBG-based patch and to compare it with FBGs embedded in more traditional
materials, such as 3D printed PLA patches. Results show that silicone embedding insu-
lates the FBG from strain variations while allowing measurements of force variations
acting on the patch.

2 Materials and Methods

The proposed sensor consists in a silicone flexible patch embedding an FBG having a
length of 10 mm and positioned at the center of the patch.

An FBG is a periodic perturbation of the refractive index in the optical fiber core
witch, in presence of a broadband light, reflects a very narrow band centered around the
Bragg wavelength (i.e., λB), specific for that FBG [10]. Since both thermal and strain
variations induce a λB shift, FBGs are sensitive to both these parameters by means
of a thermal and strain sensitivity, which typical values are 10 pm/°C and 1.2 pm/με,
respectively, for a bare FBG.

In a preliminary phase, the process to realize the sensing device involved the 3D
printing technology to realize the mold in which the silicone patch has been obtained
afterward. In particular, Renkforce RF500 3D printer and the FDM have been employed
for manufacturing the mold in PLA filament, produced by Renkforce. Once printed the
mold, the fabrication of the FBG embedded in the silicone matrix was performed in six
stages, as described in Fig. 1.

BA B

a) b) c) d) e) f)

Fig. 1. Fabrication steps of the silicone patch embedding the FBG sensor: a) mixing of the two
silicone components; b) pouring of half of the mixture in the mold; c) FBG positioning; d) pouring
of the remaining half of the silicone; e) curing; f) patch extraction from the mold.

The process started with the preparation of the silicone matrix, i.e., Dragon Skin™
(DS) 10 Medium, by mixing its two components in equal amounts (Fig. 1a). Then, half
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of the mixture was poured in the mold (Fig. 1b), in such a way that the optical fiber
containing a bare FBG could be positioned in the center (Fig. 1c); subsequently, the
remaining mixture was poured over (Fig. 1d). Finally, after a curing time of five hours
(Fig. 1e), the device was removed from the mold, obtaining a silicone patch, 2.5 mm
thick, ready to be used (Fig. 1f).

3 Results and Discussion

In this section, the results of the thermal and strain characterizations of the silicone
patch are reported and compared with the ones obtained by a previously developed 3D
printed PLA patch, 1.8 mm thick embedding an FBG having a length of 10 mm (as for
the FBG embedded in the silicone patch) [11]. Moreover, the force characterization is
reported, demonstrating the silicone embedding capability to make FBGs sensitive to
force variations acting on the patch.

The results related to the thermal characterization are reported in Fig. 2. In particular,
Fig. 2a shows the schematic of the experimental setup used during the thermal tests,
whereas Fig. 2b reports the profiles of Bragg wavelength variation �λ as function of
temperature T recorded by the silicone (in red) and the PLA (in blue) patches, each
one compared with the profile recorded by the bare FBG (in black). Beyond optical
interrogator, FBGpatches, andPC to process sensor data, the experimental setup includes
a thermal chamber to perform the tests from 5 °C to 40 °C.

PC Optical interrogator
b)a)

Peltier cell

Embedded FBG

Thermal chamber

Bare FBG

Bare FBG

FBG embedded in DS
Linear interpolation
FBG embedded in PLA
Linear interpolation

Fig. 2. Thermal characterization: sketch of the implemented experimental setup (a) trends of �λ

as function of T recorded by the FBG embedded in the silicone patch, in red, and the one embedded
in the PLA patch, in blue (b). Black profile corresponds to the bare FBG.

Trends reported in Fig. 2b show a linear behavior in temperature for both patches
but with very different thermal sensitivities, i.e., 11.3 pm/°C for the silicone patch and
112.3 pm/°C for the PLA patch. Such results reveal that silicon matrix causes only a
slight increase of the thermal sensitivity of the bare FBG,whereas the PLA is responsible
for a noticeable thermal sensitivity increase of more than ten time, due to the higher
thermal expansion coefficient of the PLA, which is around 80 μm·m−1·°C−1 against
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6 μm·m−1·°C−1 of the silica. Actually, the silicone thermal expansion coefficient is
about four times higher than PLA one, but the measured sensitivity value is close to the
bare FBG sensitivity due to the high elasticity of the silicone.

Concerning the tests for the strain characterization, the experimental setup shown in
in Fig. 3a was used: to induce a strain variation in the embedded FBGs, both silicone
and PLA patches were bonded on a beam together with a bare FBG as reference, and
the beam was bent by means of loads ranging from 2 kg to 6 kg.

Bare FBG
FBG embedded in PLA

b) c)

Load
Beam

Top view

x

yEmbedded FBG
Bare FBG

PC
Optical interrogator

Optical
sensors

2 kg

4 kg 4 kg

6 kg

2 kg

2 kg 2 kg

4 kg 4 kg

6 kg

a)

Bare FBG
FBG embedded in DS

2 kg

4 kg 4 kg
6 kg

2 kg

4 kg 4 kg

2 kg 2 kg

6 kg

0 kg 0 kg

0 kg 0 kg

0 kg 0 kg

0 kg 0 kg

Fig. 3. Strain characterization: sketch of the implemented experimental setup (a) trends of �λ

as function of time recorded by the FBG embedded in the silicone patch, in red (b) and the one
embedded in the PLA patch, in blue (c). Profiles steps correspond to increasing and decreasing
loads, whereas the profile recorded by the bare FBG is reported in black. The yellow and blue
squares in (b) and (c) correspond to the test performed with the sensors on the upper and bottom
sides of the beam, respectively.

Figure 3b and Fig. 3c report the �λ profiles as function of time recorded by the
silicone (in red) and PLA (in blue) patches, respectively, whereas the profile recorded by
the bare FBG is shown in black. These results demonstrate that, the PLA patch preserves
the same strain sensitivity of the FBG bare (i.e., 1.2 pm/με), since the slight increase of
the sensitivity value is not due to the plastic material, but rather to the higher distance of
the embedded FBG from the neutral axis with respect to the bare one. On the contrary,
silicone embedding does not transmit the strain solicitation from the external surface
of the patch to the internal FBG, resulting in the insulation of the sensor from strain
variations. Indeed, the strain sensitivity of the silicone patch is 3.1 · 10–2 pm/με.

The measured thermal and strain sensitivities for the bare FBG and the FBGs
embedded in silicone and PLA patches are summarized in Table 1.
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Table 1. Silicone embedded, PLA embedded, and bare FBGs: comparison among their temper-
ature and strain sensitivities.

Temperature sensitivity [pm/°C] Strain sensitivity [pm/με]

FBG in silicone patch 11.3 3.1 · 10–2

FBG in PLA patch 112.3 1.2

Bare FBG 10.0 1.2

Finally, force characterization proves the capability of the developed silicone patch to
measure force variations exerted on the patch itself. Theworking principle is based on the
expansion of the silicone matrix in the plane orthogonal with respect to the compression
direction when a distributed load is applied to the upper surface of the patch, as shown
in Fig. 4a.

L0

F

L0+ΔL

Unloaded configuration:

Compressed configuration:

a)

Embedded FBG

Embedded FBG

b)

0 2 4 6 8 10
Force [N]

0.05

0.1

0.15

0.2
FBG embedded in DS - Force incr.
FBG embedded in DS - Force decr.

Fig. 4. Force characterization: sketch of the implemented experimental setup (a) and trend of�λ

recorded by the FBG embedded during force increasing (in red) and decreasing (in black).

The force characterization result is reported in Fig. 4b. A force sensitivity of
17.6 pm/N was found, demonstrating good linearity, repeatability, and absence of
hysteresis in the investigated range, i.e., from 0 to 10 N.

4 Conclusions

In conclusion, this work demonstrates the effectiveness of silicone embedded FBGs for
force sensing, realizable by means of a simple fabrication process and a low-cost setup.
Several novelties are worth to be highlighted in comparison to literature, such as the
device flexibility due to the silicone material, allowing to obtain a sensing device easily
adaptable to irregular supports. Moreover, the sensor is not affected by tensile strain,
differently from the common embedded sensors reported in literature.
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It is worth noting that the developed silicone patch shows complementary perfor-
mances with respect to the previously developed 3D printed patch in PLA, as demon-
strated by the experimental results reported in Fig. 2 and Fig. 3. Indeed, while PLA patch
increases the temperature sensitivity of the FBG, keeping constant the strain sensitivity,
the silicone patch desensitizes the FBG with respect to strain variations, keeping almost
constant its thermal sensitivity and making the FBG sensitive to the force variations act-
ing on the patch. These results lead to a flexible FBG-based patch with a strain sensitivity
independent from the material where the patch is fixed and facilitating the temperature
compensation operation.
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Abstract. A novel sensing approach has been presented. The Surface Plasmon
Resonance (SPR) and the properties of multimodal plastic optical fibers (POFs)
have been used to implement this novel approach. For instance, the proposed
sensor systems harnessing this method have been designed, realized, and tested
to detect a magnetic field, temperature, and force. More in detail, the physical
quantity under test interacts with a sensitive patch (a modified multimode POF),
changing the light mode profile at the input of an SPR-POF platform combined
with a dielectric medium at a fixed refractive index. This method allowed to use
of the SPR platform without any additive sensing layer, obtaining very interesting
results compared to the traditional plasmonic sensing approach.

Keywords: Multimode optical fibers · Surface Plasmon Resonance (SPR) ·
Plastic optical fibers (POFs) · Optical sensors

1 Introduction

In the last years, great importance has been achieved from the Surface Plasmon Reso-
nance (SPR) phenomenon. It is a very sensitive technique to detect a small variation of
refractive index at the interface between a metallic nanofilm and a dielectric medium.
When the resonance condition is satisfied, strong light absorption occurs, and a dip at a
particular wavelength appears in the transmitted spectra, related to the refractive index
at the interface. This phenomenon has been coupled with optical fiber probes, in order
to obtain different sensor systems useful in several application fields [1, 2]. More specif-
ically, the SPR sensors can be obtained by using both mono-mode or multimode fibers;
in the case of multimode fibers, the SPR phenomenon can be more easily excited, and,
for this reason, optical fiber sensors based on this type of fiber are widespread. In the
multimodal fibers, the absorption caused by the SPR phenomenon is a result of a convo-
lution of different resonance wavelengths, each related at a different incident angle [3,
4].

In this work, a newmeasurement approach has been used by exploiting the properties
of the multimode fibers in SPR. In particular, a modified optical fiber patch sensitive
to a specific physical quantity is used to trigger the SPR phenomenon into a cascaded
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SPR D-shaped POF platform [4]. So, in the proposed sensors, the sensing layer is not
present on the metal film in the plasmonic region. Different tests have been reported to
characterize several sensor systems based on the proposed method. Moreover, for each
sensor, a comparative analysis has been carried out in terms of sensitivity and resolution.

2 Principle of Sensing and Experimental Setup

The proposed sensor systems consist of two parts connected in a cascade: the first one is
a patch of multimode POF sensitive to the quantity of interest, whereas the second one is
an SPRD-shaped POF platform, extensively described in [4]. The refractive index of the
dielectric medium on the plasmonic platform is kept fixed while the quantity of interest
interacting with the sensitive patch varies. Thanks to the properties of multimode fibers,
when the quantity of interest varies, there is a variation in the guided mode profile in the
sensitive optical fiber patch used to launch the light into the SPRplatform. In otherwords,
the variation in the quantity of interest changes the incident angles associated with the
propagated modes in the SPRD-shaped POF platform, varying the plasmonic resonance
condition (e.g., the resonance wavelength). The tuning of the plasmonic phenomenon
has been used to deploy different sensor systems, such as for measuring the magnetic
field, temperature, and force.

For each sensor systempresented in thiswork, the simple required equipment consists
of a white light source, a spectrometer, and a laptop. In particular, the white light source
(HL–2000–LL, manufactured by Ocean Insight, Orlando, FL, USA) has a wavelength
emission range from 360 nm to 1700 nm. It is connected to an optical fiber patch
sensitive to the quantity of interest. The sensitive patch is connected in input to an SPR
D-shaped POF chip. In the end, the light in the output of the SPR sensor is collected
by a spectrometer (FLAME-S-VIS-NIR-ES, Ocean Insight, Orlando, FL, USA) with a
detection range between 350 nm and 1000 nm.

The spectrometer is connected to a laptop in order to acquire and process the
experimental data.

Figure 1 shows an outline of the described sensor system (the experimental setup),
valid for measuring different quantities by changing the sensitive patch.

Fig. 1. Sensor system outline: the experimental setup.



168 N. Cennamo et al.

3 The Developed Sensor Systems

3.1 Magnetic Field Sensor

In the proposed magnetic field sensor system, schematically reported in Fig. 2, the
sensitive patch consists of a POF covered by ferrofluid. The used patch has a diameter
of 500 µm and, in order to make it sensitive to the variation of the magnetic field, it
has been covered by a ferrofluid layer for a length of 20 mm and a thickness of about
100µm, as described in [5]. A magnet has been used to tune the magnetic field intensity,
which exerts a bending force on the patch covered by ferrofluid. In such a way, the input
light varies, producing a shift in the SPR wavelength. In particular, the sensor system
has shown a linear behavior in the range between 0.28 and 0.75 mT, a sensitivity equal
to about 6800 pm/mT and a resolution of 0.029 mT [5].

Fig. 2. Magnetic field sensor system: The experimental setup with the holder used to change the
distance between the magnet and the POF covered with ferrofluid

In Table 1, a comparative analysis has been reported in order to compare the proposed
magnetic field sensor with other SPR-based sensors.

Table 1. Comparative analysis between different types of magnetic field sensors.

Sensing approach Sensitivity [pm/mT] Resolution [mT] Reference

Exploiting multimode SPR optical fiber 6800 0.29 [5]

Exploiting a magnetic fluid liquid in
contact with an SPR optical fiber sensor

3000 – [6]

Exploiting a magnetic fluid liquid in
contact with an SPR optical fiber sensor

10000 0.5 [7]

Exploiting a magnetic fluid liquid in
contact with an SPR optical fiber sensor

870 – [8]
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3.2 Temperature Sensor

The proposed temperature sensor consists of two D-shaped POF platforms connected in
series. The first is characterized by a layer of thermosensitive material on the exposed
core. The second is an SPR D-shaped POF sensor [4]. For both platforms, the used POF
is a multimodal one with a core of 980 µm and a cladding diameter of 10 µm (total
diameter of 1 mm). The production process to obtain the D-shaped POF sensing area
of the thermosensitive platform is almost the same as the SPR platform. In particular,
the POF is fixed in a resin block and then polished by two types of polishing papers
(5 and 1 µm grits) to achieve the D-shaped POF region. Lastly, on the exposed core
of the thermosensitive platform, a 70 µm thick silicone layer is deposited, acting as
thermosensitive material [9]. Figure 3 shows the proposed temperature sensor system
and a cross-section of the thermosensitive platform. In this case, the results have shown
that the resonance wavelength decreases when the temperature of the liquid under test, in
contact with the silicone, increases (blue shift) [9]. In particular, the sensor has denoted
a good linear behaviour in the considered temperature range (20°–38°), a sensitivity of
0.158 nm/°C, with a resolution of about 1.2 °C [9].

Fig. 3. Temperature sensor system and cross-section of the thermosensitive platform.

In Table 2, a comparative analysis has been reported in order to compare the proposed
temperature sensor with other optical fiber sensors.

Table 2. Comparative analysis between different types of temperature sensors.

Sensing approach Linear range [°C] Resolution [°C] Reference

Exploiting the mode profile variation in an
SPR optical fiber sensor

20–38 1.2 [9]

Exploiting a fiber optic displacement sensor
based on an intensity modulation technique

42–90 2.4 [10]

Exploiting a sourceless sapphire fiber
extrinsic Fabry-Perot interferometer

– 1 [11]

Exploiting SPR in optical fibers 30–70 0.8 [12]
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3.3 Force Sensor

The force sensor system proposed here consists of a POF patch fixed in a 3D printed
holder and connected to an SPR D-shaped POF platform in a cascade. The used POF
patch is a multimodal one with a total diameter of 1 mm (980 µm of core and 10 µm
of cladding). It is fixed in the holder via two designed clamps and represents the force-
sensing region, as shown in Fig. 4. The force values were changed by applying the
different weights to the piece of the POF patch between the clamps [13]. As for before,
the results have demonstrated that the SPRwavelength decreases when the applied force
increases. In particular, in the range 0–0.5 N, the sensor has denoted a linear behaviour
with a sensitivity of 4.4 nm/N and a resolution of about 22 mN [13].

Fig. 4. The force sensor system with the 3D-printed holder.

Table 3 reports a comparative analysis of different types of force sensors based on
different sensor configurations in terms of resolution.

Table 3. Comparative analysis between different types of force sensors.

Sensor configuration Resolution Reference

SPR-POF-based ~22 mN [13]

Reflective measurements with optical fibers ~10 mN [14]

Whispering gallery mode resonators based ~10 µN [15]

Intensity-based POF beam ~0.1 N [16]

4 Conclusion

This work presents a novel sensing approach exploiting the properties of multimodal
POFs combined with the SPR phenomena. The presented sensor systems based on this
approach exploit sensitive patches connected in series with an SPR D-shaped POF plat-
form covered by water. In this work, it has been analyzed how relating the variation of
the mode profile of the light to a physical quantity it is possible to detect variations of
the physical quantity under tests, such as magnetic field, force, and temperature.
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Abstract. The NewSpace paradigm is causing a significant growth of space
debris, making the risk of catastrophic collisions increasingly high. Satellites in
Low Earth Orbit (LEO) already perform two collision avoidance maneuvers on
average each year, disrupting the nominal operations and consuming propellant.
With a quickly growing space population, this will occur even more often in the
future. However,maneuver rates are largely driven by the presence of uncertainties
in debris measurements, which are currently performed mainly through ground-
based sensors. The data accuracy can be improved by allowing spacecrafts to
perform autonomous observations of debris through on-board sensors. Here, an
Ultra-Long-Range LiDAR is proposed as a secondary payload for medium-sized
or larger (>500 kg) satellites. A preliminary analysis led to the definition of the
high-level requirements, such as a range and lateral resolution of 10 m, a Field of
View (FoV ) ≥ 0.12° × 10° and the ability to scan, within 10 s, a frame of 90 m
radius at 500 km. Following those results, a system-level analysis is conducted, to
identify the best design choices regarding the method of target illumination, the
detection scheme, and the source wavelength (λ). A beam scanning, Frequency
Modulated Continuous Wave (FMCW)-based LiDAR architecture, operating in
the optical C-band, is identified as the best solution for the proposed application.
Then, the required performance for the LiDAR building blocks has been derived.

Keywords: LiDAR · FMCW · Space debris · Collision avoidance

1 Introduction

The number of man-made objects in Earth’s orbit has increased dramatically in recent
years. The risk of in-orbit collisions between active satellites and dangerous debris is
already high enough that space operators deal daily with collision avoidance-related
activities. Currently, the near-Earth environment is mainly surveilled through ground-
based sensors. The tracking data is used to predict the future trajectories of space objects
and identify potential hazards to operational spacecraft. As of today, satellites in con-
gested orbital regions already perform two maneuvers per year on average, each time
entailing the interruption of nominal activities as well as the consumption of some pro-
pellant. As space debris is constantly growing, the occurrence of risky conjunctions will
increasingly become more common. Nevertheless, current maneuver rates are mainly
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driven by the uncertainty in surveillance data more than by an actual risk of collision,
whereby maneuver decisions are made in a rather conservative way to avoid any risk.
Therefore, to avoid future scenarios in which satellites are constantly maneuvering to
dodge debris, more accurate surveillance information is needed. A great improvement
can be obtained by allowing satellites to autonomously acquire tracking data on poten-
tially colliding debris. As space objects pass close to each other several times before
a potential collision, an at-risk satellite has some unique opportunities to observe a
secondary object and refine its trajectory estimation prior to the predicted event. In this
article, we propose anUltra-Long-Range LiDAR as a secondary payload for medium-to-
large satellites, where it would only require a small percentage of the allocated resources
in terms of power demand, mass, and volume. The operational concept of the proposed
system is schematized in Fig. 1.

The orbital state of potentially dangerous objects is first estimated by ground infras-
tructure and is communicated to the at-risk satellite. The onboard data are used to predict
when the secondary object will be visible during the orbits before the probable colli-
sion and thus to identify potential observing windows. At each planned observation,
the estimated debris trajectory is used to narrow the search field of the sensor. The
obtained measurements are processed together with the satellite’s position and attitude
data to reduce the uncertainties in the ephemerides of the secondary object. Based on the
updated information, the satellite autonomously decides whether to perform a maneu-
ver and eventually implements it briefly before the closest approach, e.g., half an orbit
before. To define the desirable performance for the LiDAR sensor, the typical dynamics
of conjuncting objects before potential collisions and the high-level system requirements
have been reported in [1, 2]. A range of 500 km was identified as the best compromise
for having the chance to observe most secondary objects, with an area > 8 cm × 8 cm,
prior to the closest approach, while maintaining limited usage of on-board resources.
Other requirements are a range and lateral resolution ≤10 m, a FoV ≥ 0.12° x 10° and
an observation time window≤10 s to scan a frame with a radius≥ 90 m at the maximum
range.

Fig. 1. Concept of operations of the proposed system
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2 Spaceborne LiDAR System

2.1 System-Level Analysis

A spaceborne LiDAR sensor has to operate in a harsh environment, where interference
caused by external light sources (e.g., the Sun) can reach higher power levels than the
signal backscattered by the expected targets. In addition, the detection system proposed
must work at an ultra-long distance. In this condition, the power of the reflected signal
is very weak and the background represents an additional source of shot noise with a
detrimental effect on the Signal to Noise Ratio (SNR). For these reasons, it is necessary
to design a receiver architecture able to combine high immunity to interference with the
greatest possible sensitivity.

The design of the LIDAR sensor has been addressed by choosing the proper illumina-
tion method, the detection architecture, and the operating wavelength (λ). Regarding the
former, the most effective methods known are 1) illuminating the entire scene through a
laser flash or 2) using progressive scanning through a laser beam. The first option is not
viable, because of the large emitting power needed to illuminate a target at the required
range of 500 km. In contrast, the progressive scanning illumination method allows the
emitted power to be concentrated in a narrow beam. The detection scheme can be either
a direct time-of-flight (ToF) or a coherent receiver. Although the sensitivity of ToF sys-
tems can be increased through digital signal processing (DSP) techniques, the coherent
detection scheme has the inherent advantage of being able to distinguish between signals
emitted from the sensor source and every other source. In addition, a heterodyne receiver
allows to simultaneously measure target velocity as well as its position. The choice of λ

can affect both the performance of the system and its implementation costs, depending
on the availability of components capable of operating at the selected frequencies. The
most widely used wavelength in contemporary LiDAR is 905 nm, due to the availability
of low-cost components for the receiving subsystem. On the other hand, components
operating in the optical C-band have reached a high degree of maturity due to their use
in fiber-based communication systems and they are compatible with silicon photonics
fabrication processes.

The result of this analysis is that a beam scanning, FMCW-based LiDAR, with a
1550 nm laser source, exhibits advantages that meet the needs of our application.

2.2 Hardware Performance Analysis

The proposed implementation is based on an optical coherent receiver (Fig. 2). The laser
source emission frequency is chirped using a triangular wave. A part of the emitted light
is used as a Local Oscillator (LO) in an interferometer, where it is compared to the light
entering the device. Modulation makes it possible to measure the distance and velocity
of the targets, discriminating the radiation backscattered by the intended targets from
that emitted by external sources.

The modulation bandwidth (Bm) is defined by the max (f m,max) and min (f m,min)
frequencies of the modulated signal.

In the hypothesis of an ideal linear modulation, the chirp rate (γ ) is constant and
related to the modulation period (Tm):

(1)
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Fig. 2. FMCW LiDAR architecture

The analysis can be restricted to the up-chirp interval, without loss of generality. The
frequency of the emitted signal (f e) can be expressed as a function of time (t):

(2)

The phase of the emitted signal (ϕe) can be expressed as a function of f e, with the
contribution of the initial phase (ϕ0) and of the phase noise (ϕN ):

ϕe = t∫
0
2π fe(τ )dτ + ϕ0 + ϕN (t) (3)

The phase of the reflected signal is cohent with that of the emitted signal, apart from
a delay (tf ) that is related to the target distance (D), and the speed of light (c):

(4)

After the detection, the signal is converted to an electrical current whose phase (ϕr)
is equal to the difference between ϕe and ϕr :

ϕr
(
t, tf

) = t∫
t−tf

2π fe(τ )dτ + ϕN (t) − ϕN
(
t − tf

)
(5)

If the phase noise terms were negligible, the frequency of the baseband signal (f r)
could be derived directly from ϕr :

fr
(
t, tf

) = 1

2π

d

dt
ϕr

(
t, tf

) = fe(t) − fe
(
t − tf

)
(6)

Using Eq. (2), D can be estimated as:

D = c

2

fr
γ

= c

2
tf (7)

The hypothesis of negligible ϕN , made to derive Eq. (6), is clearly fundamental to
obtain a useful estimation of D. The coherence distance (Dc) is the limit beyond which
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the signal cannot extend, otherwise ϕN would reach an unacceptable level. Given the
source linewidth (Δν), it can be expressed as:

Dc= c

2π	ν
(8)

From this,Δν = 95 Hz for the laser source has been derived to meet the requirement
on the sensor range (R):

	ν ≤ c

2πR
(9)

From the theory on line spectral estimation, it can be proved that the sensor range
resolution (ΔR), which is the capacity to resolve multiple targets in the same direction,
is related to the time needed to perform a proper measurement (Tmeas), and to Bm [3],
as:

	R = c
0.89

Tmeas

Tm
Bm

(10)

However, it is possible and convenient to choose Tm equal to Tmeas in order to reduce
discontinuities in the time domain, that could affect the spectral estimation. Therefore,
the needed value for Bm can be estimated as:

Bm ≥ c
0.89

	R
(11)

A ΔR <10 m can be attained by using chirped waveform generators with a large
Time-Bandwidth Product (TBWP) ≥ 4.51 × 105 (BW = 27 MHz; time interval =
16.7 ms) [4].

The requirement on lateral resolution (Δl) was used to define the performance of the
emitted beam, in terms of Full Width Half Maximum Beamwidth (FWHMb) [5]:

FWHMb = 2asin

(
	l

2R

)
(12)

To achieve FWHMb = 0.0011°, an Optical Phased Array (OPA) is the ideal solution
for the transmitting stage. Its needed aperture (WOPA,t) can be estimated as:

WOPA,t = 2.78λ

πFWHMb
(13)

The spacing between two adjacent elements in the OPA (dOPA) can be set starting
from the requested FoV, and then by the beam steering angle requirement (θmax), as:

dOPA = λ

2sin θmax
2

(14)

The number of elements (NxN) necessary to form the OPA can be then estimated,
as:

N = WOPA,t/dOPA (15)
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Therefore, an NxN OPA with N > 7,712 and WOPA,t = 7 cm is required. However,
an OPA with the aforementioned performance has not yet been demonstrated.

The receiver sensitivity (Sr) is limited by the SNR, that should be > 20 dB (SNRmin)
to overcome the threshold effect in the frequency analysis [6]. Therefore, given the
elementary charge (q), and the detector responsivity (E), Sr has to be [7]:

Sr ≥ q

E

SNRmin

Tmeas
(16)

A minimum threshold of −131.3 dB for Sr has been obtained by assuming an
avalanche photodiode with E = 13 A/W. Tmeas = 16.7 ms has been selected to fulfill
observation time window and frame requirements [2].

The transmission optical power (Pt), required to illuminate a target of 8 cm × 8 cm
area (At) at a distance equal to R, has been estimated by the RADAR range equation [5],
selecting an OPA with a receiving aperture (WOPA,r) of 48 cm and taking the following
assumptions: 1) ideal transmission efficiency, 2) negligible internal losses, 3) a target
with a Lambertian reflectance (ρt) of 0.9:

Pt = π2SrFWHM 2
b R

4

ρtW 2
OPA,rAt

(17)

An optical power Pt ≥ 14 W can be obtained using a laser diode in an array con-
figuration as a source. The receiving OPA, in a tiled arrangement, can be folded to fit
within size constraints.

The result of this analysis demonstrates the potential feasibility of a compact and
lightweight FMCW-based silicon photonics LiDAR system. The adoption of a sen-
sor with the described hardware performance would make a significant contribution in
addressing the problem of the growing number of space debris.
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Abstract. We propose a photonic biochip which combines optical and microflu-
idic channels to exploit the potential of gold nanorods (GNRs) in developing
light-assisted antimicrobial therapies. The proposed chip is obtained by coupling
two separately processed PolyDiMethylSiloxane (PDMS) substrates in which
microfluidic channels, conveying biological fluid flow, and optical waveguides,
confining near-infrared light, interact. The light activates the localized plasmonic
resonance of GNRs dispersed in a film deposited on the functionalized PDMS
substrates. This paper uses experimental measurements and numerical simulations
based onFiniteElementMethod software tools to optimize thefinal design in terms
of suitable GNRs irradiation, dimensions, aspect ratio, density, and distribution.

Keywords: Nanophotonics · Microfluidics · Nanoplasmonics · Integrated
optics · Nanoparticles

1 Introduction

Nanotechnology offers, through the design and fabrication of functional nanomateri-
als, a powerful weapon against several diseases such as cancer [1] and pathogenic ill-
nesses [2, 3]. Gold nanoparticles (NPs), upon irradiation at a suitable wavelength and the
consequent triggering of localized plasmonic resonance (LPR), exhibit the remarkable
intrinsic capability to confine an intense electromagnetic field at the nanoscale, realizing
highly efficient nanosized sources of heat [4, 5]. Among NPs, colloidal gold nanorods
(GNRs) possess unique chemical-physical characteristics, such as intrinsic non-toxicity,
promptly processable surface, and a strong absorption band centered in thefirst biological
window (700–900 nm). Plasmonic photo-thermal therapy (PPTT) combined with GNRs
has also been proven very effective against bacterial strains resistant to standard antibi-
otic treatments [6]. Several plasmonic-based architectures have been made to inactivate
heat-resistant bacteria [7] photothermally. Among the investigated plasmonic platforms,
GNRs combined with microfluidic channels have not been investigated using confined
guided laser beams as a photo-thermal activation technique. This manuscript shows that
this compelling solution can open new routes in light-assisted thermal disinfection.
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2 Proposed Design

2.1 PDMS Bulk Substrate

To combine microfluidic channels (MC) and optical waveguides (OW), PolyDiMethyl-
Siloxane (PDMS) is used as a bulk substrate. PDMS has proved to be very effective and
reliable for cheap soft lithographic fabrication of several microfluidic and micro-optical
devices [8], being optically transparent, viscoelastic, chemically and thermally stable,
hydrophobic, flexible and easily molded with high resolution and aspect ratio [9–11].

2.2 Microchip Structure

The proposed chip is obtained by coupling two separately processed PDMS substrates.
The upper substrate contains a straight MC conveying biological fluid flow (a bacterial
liquid solution) using inlet and outlet micropumps. The lower substrate includes the
OW, confining near-infrared (NIR) light, supplied by a laser source and conveyed by
an optical fiber coupled to the waveguide, operating at 810 nm. The light activates the
plasmonic resonance in GNRs dispersed in a film deposited on the functionalized PDMS
substrate. Figure 1 shows a representation of the proposed OW and MC design and an
optical grating used to couple the incoming NIR light fed by an optical fiber.

Fig. 1. Representation of the proposed bio-chip design. An optical grating is used to couple the
incoming NIR light at a wavelength of 810 nm, fed by an optical fiber.

3 Experimental Results

A sample structure consisting of a single layer of randomly distributed GNRs, electro-
statically immobilized on glass, has been fabricated to allow the investigation of GNR
adsorption spectra and their consequent photo–thermal response. In Fig. 2, a photo of
the sample of GNR-functionalized glass slab (a), used for experimental measurement, is
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shown, along with a Scanning Electronic Microscope (SEM) micrograph of the sample
showingwell isolated and randomly orientedGNRs (b). The self-assemblymethodology,
reported in detail in [12], allows the deployment of monodispersed GNRs having a diam-
eter, length, and average density of approx. 10 nm, 35 nm, and 500 GNR/μm2, respec-
tively. The spectral response of the sample, measured using a Uv-Vis spectrophotometer,
evidences the presence of two absorption peaks centered at 520 nm (longitudinal) and
743 nm (transversal) (Fig. 3, black curve). By varying the refractive index surrounding
the GNRs using water (n = 1.33) and nematic liquid crystal (n = 1.6), a well-evident
red shift of the transversal plasmon band of about 143 nm is observed. This behavior
can be explained using the Ganz theory [13], which predicts a monotonic red shift of
the plasmon band for ellipsoidal nanoparticles as the refractive index increases. Note-
worthy, the transversal absorption peak in the presence of water is centered at 810 nm,
thus becoming very efficient for photo-thermal disinfection experiments.

4 Numerical Results

Finite Element Method (FEM) simulations of the proposed structure have been car-
ried out, by means of Comsol Multiphysics™ software, to investigate the properties
of a GNR-functionalized glass or PDMS OW, surmounted by air or water cladding.
Numerical results allow us to assess the role of OW thickness, refractive indexes, GNR
dimensions, GNRs density, and orientation.

In Fig. 4(a), a portion of the top-surface GNR-functionalized OW is represented
together with different configurations of GNRs: array or random distribution in insets
(b) and (c), respectively.

In Fig. 5, the absorption cross-section, relevant to an array of GNRwith parallel axes
placed on top of a glass slab guide, conveying the fundamental TE0 mode, is plotted
versus values of the angle α formed by the propagating direction and the axes of GNRs:
showing maximum absorption when the axes of GNR are parallel to the direction of the
guided TE0 field.

In Fig. 6, the GNRs absorption cross-section is plotted versus the wavelength of the
guided radiation for a 0.25 μm2 portion of glass slab OW, air-cladded and carrying an
array of 25 GNRs (35 nm length, 10 nm diameter) having axes parallel to the guided
electric field of the TE0 mode. The peak of the cross section in Fig. 6 is in agreement
with the experimental results reported in Fig. 3 for n = 1.

In Fig. 7, the absorption cross-section of a distribution of GNR with random axes
orientation is plotted versus the number of GNRs adsorbed on a 0.25 μm2 portion of
PDMS guide with air cladding, showing a linear regression between absorption cross-
section and density of GNRs adsorbed on the OW surface.
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(a) 

(b)

Fig. 2. GNR functionalized glass slide used for experimental measurements (a). Magnification of
GNRs adsorbed on the upper surface of the glass slide (b). GNR length and diameter are approx.
35 nm and 10 nm, respectively. Average GNR density is approx. 500 GNRs/μm2.
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Fig. 3. Experimental plot of GNR absorption rate [a.u.] vs wavelength [nm] of incident radiation,
for different media in which GNR are immersed (air refractive index n= 1, water n= 1.33, liquid
crystal n = 1.6). Results are relevant to sample in Fig. 2.

(a) 

(c) 

(b) 

Fig. 4. Portion of a slab OW simulated by means of Comsol Multiphysics™ FEM software
(a). The OW GNR-functionalized top-surface, having a 0.25 μm2 area, is shown for different
configurations of GNRs: array (b) or random distribution (c). The fundamental modes TE0 and
TM0 propagate in the 2 μm thick slab waveguide. GNR dimensions are the same as in Fig. 2.
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Fig. 5. Absorption cross-section σa [cm2] of an array of 36 GNRs with parallel axes is plotted
versus values of the angle α [deg] between the propagating direction and the axes of GNRs. GNR
dimensions are the same as in Fig. 2.

Fig. 6. Plot of GNR absorption cross-section σa [m2] versus wavelength λ [nm] of the guided
radiation. Simulations are relevant to a 0.25μm2 portion of air-cladded glass-slabOW, surmounted
by an array of 25 GNRs with axes parallel to the guided electric field of the TE0 mode. The peak
is in agreement with the experimental results reported in Fig. 3 for n = 1.

Fig. 7. Absorption cross-section σa (cm2) of a distribution of GNR with random axes orientation
plotted versus the number of GNRs adsorbed on a 0.25 μm2 portion of PDMS guide with air
cladding.
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5 Conclusions

In this paper, we propose a simple and effective design that combines optical and
microfluidic channels to allow the investigation of GNR in the development of light-
assisted antimicrobial therapies in a portable and biocompatible microsystem. Our study
represents a preliminary step for developing a compact, portable, biophotonic single-
chip microsystem for bacterial killing or nanosensing. Further innovative evolution of
the proposed approach could stem from its potential application to water purification
from diluted bacteria. A proper design of a new kind of NP showing an absorption peak
at visible wavelengths could allow the development of NP-assisted water purification by
using daylight sources.
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Abstract. A pixeled plasmonic metasurface (MS) has been developed as a
surface-enhanced infrared absorption (SEIRA) spectroscopy substrate to moni-
tor the denaturation process of a protein A (PA) monolayer. The different pixels
of the MS have been properly engineered to monitor different regions of the elec-
tromagnetic spectrum. Specifically, these pixels have their plasmonic resonances
placed in the range 1500–2000 cm−1, well matched with Amide I and Amide II
vibrational bands. In particular, the SEIRA reflectance spectra of the native PA and
the denatured PA have been compared, observing a redshift of about 10 cm−1 for
both Amide I and Amide II groups. Moreover, the evaluated enhancement factor
(up to 7 × 104) allows to reveal both the presence and the denaturation process
occurring to a very low amount of PA molecules (about 3 fmoles).

Keywords: SEIRA spectroscopy · Plasmonic metasurfaces · Pixeled sensing
platform · Nanoplasmonics · Biosensors

1 Introduction

Biological samples sensing can be performed with several optical techniques [1–4].
Among these, mid-infrared (mid-IR) spectroscopy allows to powerfully solve the struc-
tural determination of molecules, since it enables the identification of the unique vibra-
tional signatures of the chemical bonds occurring to the target analyte [5]. Among the
mid-IR possible spectroscopic techniques, Fourier-Transform IR (FTIR) is one of the
most routinely employed for the structural analysis of chemical and biologicalmolecules,
due to its capabilities to provide structural information on the target analyte, together
with its dynamics, in a non-invasive and univocal way [6]. However, owing to the very
low molecular absorption cross-section of IR radiations (σabs ≈ 10–20 cm2) [7], a large
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amount of material is required for accurate determinations. Surface-enhanced IR absorp-
tion (SEIRA) spectroscopy allows to overthrow this constraint thanks to the strong near-
field enhancement offered by 2-D arrays of metallic nanoantennas (NAs) sustaining
plasmonic resonances [8]. By varying the shape, size, and metal film thickness of each
NA, as well as the array periodicity, it is possible to engineer the optical response of this
metasurface (MS) through thewhole electromagnetic spectrum [9]. This, in turn, enables
spectroscopic analysis with a very huge sensitivity thanks to the high amplification of
the vibrational modes of the molecules localized near the NAs [10–12].

In this study, we have monitored the denaturation process occurring to a protein
A (PA) monolayer, by using a plasmonic MS (consisting of cross-shaped gold NAs
fabricated on a silicon chip) as the substrate for SEIRA spectroscopy. Thanks to a mul-
tiresonant pixeled design, it has been possible to analyze the entire Amide spectral
region (1500 ÷ 2000 cm−1). First, the identification of the PA layer binding has been
performed, through the identification of the typical Amide I and Amide II vibrational
bands. Then, the PA denaturation process has been induced and then monitored, observ-
ing a wavenumber red-shift of about 10 cm−1 for both Amide I and Amide II vibrational
bands. The SEIRA enhancement factor has been estimated around 7 × 104, thereby
enabling the detection of spectral variation in the vibrational bands even for a very small
number of molecules (3 fmol in our experiment).

2 Material and Methods

The proposed plasmonic MS has been developed by following the subsequent research
line, consisting of the device design, its fabrication, the functionalization and then the
optical characterization.

2.1 Device Design

The modeling of the proposed platform has been carried out through the commercial
software COMSOLMultiphysics v.5.1 [13]. Due to the polarization insensitivity offered
by cross-shaped NAs and the high near field enhancement [14, 15], this geometry has
been arranged in a 2-D periodic array positioned on a silicon substrate, as schematically
shown in Fig. 1a. By taking fixed the NAs thickness t to 50 nm while varying the NAs
geometrical parameters (cross arm length L, cross arm widthW and the array period P),
it has been possible to identify the parameters (summarized in Table 1) that locate the
plasmonic resonance in the desired wavenumber range, i.e. 1500–2000 cm−1, as shown
in Fig. 1b.
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Table 1. NAsgeometrical parameters, togetherwith their numerical and experimental resonances.

Geometrical parameters νnum(cm−1) νexp(cm−1)

L [μm] W [μm] P [μm]

Pixel 1 1.12 0.2 2.0 1500 1475

Pixel 2 1.25 0.27 1.5 1600 1601

Pixel 3 1.03 0.27 1.5 1737 1835

Pixel 4 0.84 0.25 1.5 2032 1945

Fig. 1. Device modeling. (a) shows the schematization of the single unit cell. (b) shows the
numerical optical responses of four pixels, whose parameters have been presented in Table 1.

2.2 Device Fabrication

The fabrication process of the proposedMS has been carried out through Electron Beam
Lithography (EBL) and lift-off process. Indeed, to achieve a precise tuning of the plas-
monic resonance to the desired range, the fabrication process should ensure an accurate
control on NAs geometry. EBL offers high flexibility of use, high reproducibility and
high reliability, therefore resulting as one of the most employed fabrication techniques
for ordered arrays of NAs [16, 17]. The pixels, having an area of 0.5 × 0.5 mm2, have
been fabricated on a 1 × 1 cm2 area float-zone silicon chip, as schematically shown in
Fig. 2.

2.3 Device Functionalization

The developed MS functionalization protocol consists of the following steps: (i) chip
surface cleaning and incubation with 2 mg/ml of dithiobis (succinimidiyl propionate)
(DSP) in dimethyl sulfoxide (DMSO) for 1 h at room temperature; (ii) chip washing and
incubationwith PA (concentration 56.5μMin phosphate buffered saline (PBS) solution)
at 4 °C over night.

After the optical detection subsequent to the PA binding, a denaturation process has
been performed, by inducing a pH jump by immersing the MS in a HCl solution (0.1 M)
for 1 h, at room temperature.
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Fig. 2. (a) Schematization of the fabricated MS. (b) SEM image of a representative pixel.

3 Experimental Results

The proposed MS has been optically characterized at each step of the proposed experi-
ment. The optical measurements have been performed with a Thermo-Nicholet NEXUS
ContinuumXLFTIR spectrometer, by collecting the reflection spectra of each pixel with
a 4 cm−1 resolution over the range 4000–600 cm−1 for 128 scans.

The first characterization has been performed in air, to validate the numerical model.
As reported in Table 1, a good agreement between the numerical and the experimental
wavenumber resonance has been achieved, with a maximum discrepancy of about 6%,
allowing an optical detection into the desired wavenumber range.

Once the validity of the numerical model has been confirmed, the MS has been
functionalized with PA according to the protocol described in Sect. 2.3. After the PA
binding, both a resonance peak wavenumber redshift of 8 cm−1 and the typical Amide I
and Amide II vibrational bands appear, as shown in Fig. 3. In particular, Amide I bands,
mainly attributable to the C = O stretching vibrations, are placed in the spectral range
1700–1620 cm−1 [18]. On the other hand, Amide II vibrational modes are mainly due
to the C-N stretching vibrations and to the in-plane N-H bend; these bands are placed in
the range 1560–1500 cm−1 [19].

In order to validate the possibility to monitor conformational changes of a target
analyte present on the proposed MS, the denaturation of the PA monolayer has been
induced through a pH jump, as described in Sect. 2.3. As shown in Fig. 4, it is possible
to observe a 9 cm−1 redshift for the Amide I band, and a redshift of 10 cm−1 for
the Amide II band. These redshifts are attributable to the protein α-helical structures
structural modifications and to the breaking of the hydrogen bonds that produce the
unfolding of the protein chains [20].

The enhancement factor (EF) [10] of the proposed MS has also been estimated; in
particular, EF values up to 7 × 104 have been evaluated, thus ensuring the capabilities
to monitor the vibrational modes present even for extremely low amounts of molecules
(3 fmoles in the proposed experiment).
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Fig. 3. Optical characterization of the MS after the PA binding. (a) shows an 8 cm−1 redshift
of the plasmonic resonance peak. Red curve refers to the spectrum acquired with no molecules
adsorbed on the MS, while black curve refers to the reflectance spectrum acquired after the PA
binding. (b) shows the typical Amide I and Amide II vibrational bands appearing after the PA
functionalization protocol. Orange curve refers to the reflectance spectrum acquired after the DSP
incubation, while black curve refers to the reflectance response after the PA layer binding.

Fig. 4. Comparison between the baseline corrected SEIRA spectrum of native PA (black curve)
and of the denatured PA (blue curve). A redshift of both Amide I bands (green area) and Amide
II bands (pink area) appears.

4 Conclusions

In this work, a plasmonic MS suitable for SEIRA spectroscopy sensing has been
employed to observe the denaturation process occurring to a PA monolayer. The pro-
posed MS shows a pixeled design, with four different pixels able to cover the spectral
region between 1500–2000 cm−1. The MS is able to identify the typical Amide I and
Amide II vibrational bands appearing after the PA layer binding, and also to monitor its
conformational changes when a pH jump has been induced. This pH change has induced
the denaturation of the PA monolayer, which can be observed in the SEIRA spectra as a
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redshift of about 10 cm−1 for both Amide I and Amide II bands. Moreover, an EF up to
7 × 104 has been estimated, thus ensuring the SEIRA capabilities to monitor chemical
changes in the target analyte even for small quantities of molecules.
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Abstract. Among possible strategies to improve the performance
of near infrared AlGaAs/GaAs vertical-cavity surface-emitting lasers
(VCSELs) for short-reach interconnects, current injection schemes based
on tunnel junctions (TJs) may be an enabling technology to meet the
high temperature requirements of data-center applications. To assess the
merits of TJs in this context, we perform a comparative simulation-based
study of a commercial pin VCSEL and a modified structure where holes
are injected into the active region through a TJ. Band-to-band tunneling
probabilities are computed within a multiband nonequilibrium Green’s
function (NEGF) approach. The resulting generation rates are included
in a quantum-corrected drift-diffusion model for carrier transport. The
optical modes of the cavity are found with an electromagnetic solver, and
self-heating effects are studied with a thermal model. The comparative
multiphysical 1D and 3D simulations of pin and TJ-VCSELs predict that
the voltage penalty introduced by the reverse-biased TJ is compensated
by the higher output optical power.

Keywords: VCSEL · Optoelectronics · Physics-based · NEGF · TJ

1 Introduction

The staggering growth of intra-datacenter data traffic demands the improve-
ment of state-of-the-art AlGaAs/GaAs 850 and 980 nm vertical-cavity surface-
emitting lasers (VCSELs) performance, crucial for efficient and fast short-reach
interconnects [6]. Low production costs, array-oriented manufacturability, and
small power consumption determine the market dominance of VCSELs as reli-
able optical sources for on-chip communication.

At present, the commercial near-IR lasers are based on AlGaAs pin devices,
with an intrinsic active region including some quantum wells (QW) embed-
ded between two oppositely doped semiconductor distributed Bragg’s reflectors
(DBRs). The p-doped top mirror (DBR) introduces higher free-carrier absorp-
tion (FCA) losses and larger electrical resistivity with respect to the n-doped
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counterparts. This causes an earlier thermal roll-over due to self-heating, and a
worse RC time constant, that limits the VCSEL bandwidth.

An alternative VCSEL design relies on the introduction of tunnel junctions
(TJs) to obtain current injection inside the active region and limit lossy p-doped
region to just few nanometers of the TJ. A TJ is a heavily doped pn junction
working in reverse bias conditions where purely quantum direct band-to-band
tunneling (BTBT) mechanism dominates transport.

The market pervasion of the pin VCSELs suggests that a technologically
computer aided design (TCAD) approach should be preferred to avoid slow and
expensive try-and-error prototyping campaigns. In this perspective, accurate and
efficient physics-based tools should be developed. Therefore, here we follow the
procedure presented in [5]: the same set of fitting parameters is used to calibrate
our reduced dimensionality solver D1ANA to reproduce the results on a test
TJ-VCSEL, characterized with our in-house multiphysics and multiscale solver
VENUS [2,7,9]. In this way, we have a very accurate but time-consuming solver,
and a faster one that provides reasonable predictions of TJ-VCSEL characteris-
tics, and therefore is suited for extended parametric campaigns.

Further details about the VENUS and D1ANA will be provided in the next
section. The structures are described in details in the third section. The results
from VENUS and D1ANA are presented in the fourth section.

2 Adopted Methodology

The complexity of VCSELs operation requires that the electrical, optical and
thermal problems should be addressed in a comprehensive self-consistent scheme.
In this view, our group developed VENUS, a physics-based in-house 3D software
able to describe accurately the operation of commercial pin VCSELs [2,7].

VENUS consists of three main building blocks. The electrical transport prob-
lem is treated by means of a quantum-correct drift-diffusion model (DD). Quan-
tum corrections describe quantization effects in the nanostructured active region,
needed to determine the optical gain/absorption features. The bound states are
computed by solving a multiband k·p Schrödinger equation; gain is computed
with the Fermi’s golden rule. A capture/escape GR rate is introduced alongside
other processes such as Auger and SRH recombinations to connect 2D and 3D
populations. The optical problem is solved through our in-house electromagnetic
solver VELM [1]. The optical modes are retrieved by imposing the resonance con-
dition after a full round-trip. The corresponding eigenvalue problem is solved,
returning the resonance wavelength and the modal losses. The computed eigen-
vectors represent the field expansion coefficients used to compute the optical
field. This is used to extract a stimulated rate emission rate, connecting the
optical and electrical problems. Eventually, the temperature variation due to
self-heating processes is computed by solving the static heat equation.

The TJ modeling cannot be demanded to a semiclassical drift-diffusion
model. BTBT is a purely quantum mechanical phenomenon that must be tackled
with a genuine quantum approach. Therefore, the tunneling across the TJ is ana-
lyzed with a nonequilibrium Green’s function (NEGF) model based on the same
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electronic structure model used to compute the QW gain. NEGF extracts the
interband spectral current by introducing fully nonlocal scattering self-energies
computed in the self-consistent Born approximation (SCBA) [4,8]. A current
density is obtained by integrating the spectral current. From this, a generation
rate is computed and inserted in the DD alongside the other GR mechanisms.

However, the computational burden entailed by a 3D simulation limits the
use of VENUS in extended parametric campaigns. Therefore, a reduced dimen-
sionality (1D) solver called D1ANA is derived from VENUS. All the building
blocks of the VENUS are converted into their 1D form and applied to a vertical
cut taken from the center of the axisymmetric 3D structure. The steps required
to calibrate D1ANA to reproduce the experimental results on the commercial
pin VCSEL are discussed in depth in [5].

3 Investigated Structure

The test TJ-VCSEL is generated starting from a commercial pin VCSEL. The
structure described in depth in [2,5,7]: here we report some details for the reader
convenience. The active region embeds three 8 nm GaAs QWs in a 1λ-cavity. The
bottom n-DBR is realized with 37 pairs with Al molar fraction concentration
varying from 17% to 90%; the top outcoupling p-DBR is composed of 21 pairs
with the same concentrations. The 30 nm thick oxide aperture with diameter
4.7µm is placed in the first node of the optical standing wave (SW) to ensure
modal stability [3]. This provides both optical and electrical lateral confinement.
The top metallic contact consists of a metal ring (inner radius 6μm), where an
ohmic contact is realized with a heavily p-doped GaAs layer, which is afterwards
etched by 60 nm after the contact ring is defined.

In the TJ-VCSEL, the TJ is placed in the same position of the oxide aperture
(see Fig. 1a), to reduce the impact of the strong doping levels on the FCA losses
of the structure. The TJ is extended across the whole VCSEL mesa; lateral
confinement is demanded to the oxide aperture. Given the TJ position, in our test
structure the oxide is placed between a node and an antinode of the SW. Different
configurations will be investigated in future works. The presence of the TJ allows
to switch the top mirror into a n-doped DBR. The consequent reduction of FCA
losses (see Fig. 1b) allows to reduce the number of the outcoupling mirror pairs
by two, to match the threshold gain of the pin VCSEL.

4 Results

In this section the results on the TJ-VCSEL are compared to the commercial pin
device. These are obtained with VENUS and the calibrated D1ANA, starting
with the same set of parameters used in [5]. In summary, they are: thermal con-
ductivity and its temperature dependence, refractive index profile as a function
of temperature dn/dT , carrier mobilities, and effective size of the oxide aperture.
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Fig. 1. (a) absorption coefficient levels. In the TJ-VCSEL there is a strong absorption
in the TJ, whereas in the top DBR (right mirror) it is greatly reduced. In (b), the
refractive index and the corresponding SW are reported for the two structures. The
QWs are aligned, but the introduction of the TJ shifts the position of the oxide aperture
in the TJ-VCSEL.

In Fig. 2, the light-current-voltage characteristics (LIV) of the two VCSELs
are reported. The curves in purple represent the result of the calibration process
realized in [5]. In Fig. 2a, D1ANA underestimates the current with respect to
experimental and VENUS data at high bias levels. This is related to the current
crowding effect in the oxide aperture proximity, and to the current flowing radi-
ally from the top annular contact, both neglected in a 1D framework. On the
other hand, in Fig. 2b, D1ANA is more reliable in predicting the output optical
power, and well reproduces the 3D results.

Moving to the TJ-VCSEL case (orange curves), the results remain consistent
if two of the aforementioned parameters are further adjusted with respect to the
pin case. In particular, the thermal dependence introduced on carrier mobilities
and dn/dT are reduced. In Fig. 2a, there is the same issue encountered in the pin
case at high applied bias, despite the mobility reduction. However, a remarkable
difference arises at low bias, where D1ANA predicts larger values of current than
VENUS. The discrepancy could be explained by the presence of the TJ, that is
not radially limited. While the current crowding induced by the oxide aperture
increases the current density, the TJ forces a large radial current that lowers the
current density and cannot be predicted by D1ANA. In Fig. 2b, the LI curves
are reported. As in the commercial VCSEL case, D1ANA reproduces the main
features of the experimental curve, such as the threshold current at ≈ 0.5 mA,
the maximum output power of 4.5 mW at a current of 10 mA.

In Fig. 3, the emission wavelength is displayed as a function of the driving
current λ(I). This is useful to evaluate the VCSEL red-shift, caused by self-
heating, and therefore the inner temperature variation. The results from VENUS
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Fig. 2. Static characteristics of pin and TJ-VCSELs (purple and orange curves, respec-
tively), computed with VENUS (dashed) and D1ANA (solid curves).

(dashed curves) are superimposed for the two structures, close to the experimen-
tal data. D1ANA provides good predictions on both the VCSELs. However, the
dn/dT factor is reduced in the TJ-VCSEL case.

Fig. 3. λ(I) curve for pin and TJ-VCSEL (purple and orange curves, respectively),
computed with VENUS (dashed) and D1ANA (solid curves).

The variation of the two fitting parameters entails that in TJ-VCSEL the
temperature rises more than in the pin structure. This appears to be in contrast
with the prediction of a reduced self-heating induced by the n-doped DBR.
However, TJ-VCSEL enables larger optical power, that in turn increase both
the radiative and FCA losses, that play a main role in the self-heating process.

5 Conclusions

We have demonstrated that our calibrated one-dimensional solver is able to
reproduce the main static characteristics of a TJ-VCSEL, within a NEGF-DD
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model. The electrical characteristics show that the presence of the TJ causes
an electrical penalty with respect to the pin device, related to the additional
junction. At the same time, the TJ-VCSEL improves the output optical power
at equal current values. The increased slope of the curve is induced by the out-
coupling losses reduction, leading to a larger maximum optical power. Thermal
roll-over makes the two VCSELs turn off at similar currents.
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Abstract. In this work, we demonstrate a novel mechanism to localize the stim-
ulated Brillouin interaction over a specific portion of an optical fiber, using a Bril-
louin Optical Frequency-Domain Analysis (BOFDA) interrogation system and an
array of tapers.We show, both numerically and experimentally, that the frequency-
domain fiber response, acquired over a narrow range by a vector network analyzer,
can be uniquely associated to the multi-taper array whose period matches the
swept spectral range. This opens the way to high-resolution (cm-scale) dynamic
strain measurements, in addition to fully distributed static strain (or temperature)
measurements over the same optical fiber and using the same apparatus.

Keywords: Stimulated Brillouin scattering · Distributed optical fiber sensors ·
Dynamic strain measurements

1 Introduction

Brillouin scattering offers a mechanism for distributed strain and temperature measure-
ments in optical fibers. In the last decades, these sensors have been employed in various
application fields, including geotechnical monitoring [1], pipeline monitoring [2], and
so on. While these sensors typically rely on the estimation of the Brillouin frequency
shift (BFS) of the fiber, different configurations exist which provide a spatial profile of
the BFS with a given spatial resolution. In one of these configurations, referred to as
Brillouin Optical Frequency-Domain Analysis [3, 4], the spatial distribution of the BFS
along the fiber is retrieved by launching, into the fiber, a stationary probe field and a
counterpropagating pumpfieldwith a small sinemodulation impressed on it. Themethod
relies on the acquisition, typically by means of a vector network analyzer (VNA), of the
amplitude and phase of the modulation acquired by the probe field intensity, for a range
of modulation frequencies. The frequency modulation range determines the maximum
fìber length and the spatial resolution. For a maximummodulation frequency of 10 GHz,
the spatial resolution is 1 cm. While offering a high spatial resolution, BOFDA sensors
are inherently slow, because of two reasons: first, the number of modulation frequencies
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to be swept increases with the ratio between the measurement range and the spatial
resolution; second, such a sweep must be repeated for several frequency offsets between
the pump and probe fields. These two factors lead to an acquisition time in the minutes
range, typically. While the necessity of scanning multiple pump-probe frequency offsets
can be overcome by adopting a slope-assisted configuration, i.e., biasing the pump-probe
frequency offset along one of the two slopes of the Brillouin gain spectrum (BGS) [5,
6], the modulation frequency of the VNA must still be swept over a wide range, pre-
venting the possibility to realize dynamic measurements. The objective of the technique
proposed in this paper, is to enhance the BOFDA capabilities so that the sensor can
retrieve the BFS changes in one or more positions of the fiber at a high sampling rate.
This is achieved by realizing, in specific portions of the fiber, a spatial modulation of the
Brillouin gain, which appears as a narrowband resonance in the frequency-domain fiber
response. The amplitude of this resonance can be tracked at a high speed, and, under
some circumstances, reproduces faithfully the BFS variations induced by strain. In the
following, we demonstrate this approach by using an array of tapers realized along a
short (a few cm) piece of fiber.

2 Principle of Operation

The operation principle is shown in Fig. 1 (from (a) to (d)). Let us suppose that the
BFS is periodically modulated along a piece of fiber, with a modulation depth �ν and
a modulation period �L. When the fiber is interrogated by a probe field tuned at the
original BFS of the fiber, the Brillouin gain experienced by the probe field varies spatially
with the same period (see Fig. 1(b)). In the frequency-domain, this gives rise to a narrow
resonance centered at a frequency ωres inversely proportional to �L (see Fig. 1(c)).

Fig. 1. (a) BFS profile. (c) Brillouin gain profile in the time-domain. (c) Brillouin gain profile in
the frequency-domain; (d) Strain response.

Any strain (or temperature change) acting along the modulated fiber will result in
a variation of the amplitude of this resonance, as shown in Fig. 1(d). From a practical
point of view, the BFS modulation can be realized through fiber tapering [7], as we will
describe in more detail in the experimental section.
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3 Numerical Modeling

In order to analyze numerically the effect of a periodical modulation of the BFS on the
stimulated Brillouin scattering (SBS) fiber response, we make use in this section of the
frequency-domainmodel developed in Ref. [8]. According to this model, themodulation
induced on the probe wave by SBS interaction with the pump, can be described through
a baseband transfer function (TF) equal to:

TF(ωm) = IS1(ωm)

IP1(ωm)
= ES0(L)

∫ L

0
ES0(z)gB,ac(z, ωm)e−2jωmn/cdz (1)

where IS1(ωm) and IP1(ωm) are the complex ac intensities of the probe and pump field,
respectively, ωm is the modulation frequency, ES0(z) is the stationary probe field, L is
the fiber length, n is the refractive index, c is the speed of light in the vacuum, z is the
position along the fiber, and gB,ac is the small-signal Brillouin gain given by:

gB,ac(z, ωm) = gB0
2

(
1

1 − j�′(z) + 1

1 + j�′(z) + 1

1 − j
(
�′(z) − ω′(z)) + 1

1 + j
(
�′(z) + ω′(z))

)
(2)

In Eq. (2), gB0 is the SBS peak gain, �′(z) is a detuning parameter depending on
the difference between the pump-probe frequency shift �f pp and the local BFS, i.e.,

�
′
(z) = 2π

(
�f pp − BFS(z)

)
/� (� is the acoustic damping rate), and ω

′ = ω/�.

Fig. 2. Normalized amplitude of the TF at the resonance frequency, as a function of the BFS
modulation amplitude.

The model described by Eqs. (1–2) has been employed to determine the amplitude
of the TF at the resonance frequency ωres, as a function of the modulation amplitude
�ν. The results are shown in Fig. 2, which represents the TF amplitude at the resonance
frequency ωres, normalized to the TF amplitude at zero frequency, for a number of
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periods equal to 4, 8 or 16. The figure reveals that the amplitude of the resonant peak
saturates when the modulation amplitude approaches the BGS bandwidth (35 MHz in
our simulations). Furthermore, it increases by 3 dB for each doubling in the number
of periods. However, increasing the number of periods also results in a longer sensor,
therefore a proper trade-off must be found between the amplitude of the signal and the
extension of the sensing region for dynamic measurements.

Other simulations were performed to verify if the proposed method can be applied to
more dynamic positions along the same fiber. To this aim, we suppose that a 16-periods
BFS modulation is realized in 5 different positions of the fiber, each one with a different
modulation period (17.2 mm, 12.9 mm, 10.3 mm, 8.6 mm, and 7.4 mm). These periods
correspond to a resonance frequency of 6, 8, 10, 12 and 14 GHz, respectively. Figure 3
shows the fiber response simulated in case of no strain, or with a strain-induced BFS
shift of 30MHz applied sequentially to one of the 5 sensing positions. The figure reveals
that the strain only modifies the TF amplitude at the resonance frequency corresponding
to the strained position. We also note that, the BFS modulation with a period of 17.2 mm
produces two resonances in the investigated spectral region (0–20 GHz), the first one
at the fundamental frequency (6 GHz), and the second one at the first odd harmonic
of the fundamental (18 GHz). Both resonances are affected by the strain acting on the
corresponding sensing position. These results suggest that, to avoid crosstalk, the BFS
modulation periods should not be integer multiples of each other.

Fig. 3. TF amplitude simulated for a 5-m long fiber, comprising 5 dynamic sensing positions.
The TF amplitude curves are vertically shifted by 20 dB each other for clarity purposes.

4 Experimental Results

For our experiments, the BFS spatial modulation was realized by tapering. In fact,
tapering a standard SMF-28 single-mode fiber induces a blue-shift of its BFS [7]. Based
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on the simulation results shown in Fig. 1, a 30MHzmodulation amplitude is sufficient to
fullymodulate theBrillouin gain. Such aBFS shift is realized adopting a taper diameter of
50μm[7]. The tapers have been realized using aVytranGPX3800glass processor,which
heats the glass up to its softening point, while simultaneously applying a tensile force.
The glass processor was used to realize an array of 8 consecutive tapers with a nominal
period of 8 mm. Each taper was realized with a downtaper and uptaper region of 3 mm,
and a central waist region of 2 mm. The chosen parameters ensure an adiabatic transition
across each taper. The BOFDA measurements were carried out using a conventional
scheme, whose details can be found in Ref. [8]. In brief, the BOFDA sensor was used to
acquire the baseband transfer function (TF) of the fiber in the frequency range 1.6MHz–
20 GHz, at the fixed pump-probe frequency shift of 10,866 MHz. The TF amplitude,
reported in Fig. 4(a), reveals a resonance at around 11.4 GHz, which corresponds to
a period of the array of ≈ 9.1 mm, thus slightly longer than the nominal value. This
should be attributed to the fabrication tolerance of our glass processor. The resonance
width is 2.6 GHz, approximately equal to twice the roundtrip time over the whole array.
Figure 4(b) shows a segment of the inverse-Fourier-transformed signal, corresponding
to a 15-cm fiber portion covering the multi-taper region. The modulation of the Brillouin
gain induced by the tapers is clearly visible.

The dynamic sensing capabilities were tested by gluing the 72-mm long multi-taper
onto the surface of a 70-cm cantilevered beam, close to its fixed end. The BOFDA
sensor was used to acquire the transfer function over a narrow (200 MHz) modulation
frequency range, chosen around the multi-taper resonance, while keeping the pump-
probe frequency shift at a fixed value of 10,858MHz, while putting the cantilever in free
vibration. The IF bandwidth was set to 10 kHz.

Fig. 4. (a) Transfer function amplitude measured at the pump-probe frequency shift of
10,866 MHz; (b) Portion of the inverse-Fourier-transformed data, for fiber positions close to
the multi-taper structure.

Figure 5(a) shows the temporal series of the TF amplitude averaged over the acquired
frequency range and acquired putting the cantilever in free oscillation. Finally, Fig. 5(b)
shows the fast Fourier transform of the strain waveform in the time interval from 2.12
to 21.26 s, clearly revealing the first natural frequency of the cantilever at 3.6 Hz.
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Fig. 5. (a) Dynamic strain measurement of the cantilever beam put in free vibration; (b)
Corresponding fast Fourier transform (FFT) of the acquired strain waveform.
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Abstract. This paper presents an initial analysis and comparison of two
different 2 MHz GaN-based isolated resonant converters – named Active-
Clamped Isolated SEPIC Converter (ACISC) and Active-Clamped Iso-
lated Flyback Converter (ACIFC) – which support full ZVS throughout
the 9 V–18 V automotive range and intended to provide isolation and
power interface between the 12 V battery and the low-power subnet.
Designed for resonant DCM operation and leveraging the high switch-
ing frequency enabled by GaN devices, the selected topologies lead to a
strong reduction in total magnetic size and footprint. The analysis was
verified through simulations as well as experimental measurements taken
on two 7.2 W GaN-based prototypes employing planar transformers. Per-
formance comparisons in terms of efficiency, conducted EMI and device
stresses are also included.

Keywords: Resonant dc-dc converters · GaN devices · Zero Voltage
Switching (ZVS) · Automotive power distribution

1 Introduction

Nowadays, in many low-power battery-connected automotive architectures there
are a variety of 12 V low-power electronic loads – such as sensors, microcontrollers
and communication transceivers – which are supplied by the 48 V main battery
through an intermediate 12 V bus [1]. In case of failure of the latter, the entire
system is sustained by a 12 V backup battery. The isolated converter interfacing
the backup battery with the low-power 12 V intermediate bus must operate
efficiently over the wide 9 V–18 V automotive input voltage range, while keeping
magnetic size and overall footprint at a minimum. Presently adopted solutions
at the industry level are based on the Flyback topology with Silicon devices, a
poorly efficient solution mostly justified by its low component count and reduced
footprint. In this paper, two GaN-based isolated resonant converters operating
at 2 MHz − called Active-Clamped Isolated SEPIC Converter (ACISC) [2] and
Active-Clamped Isolated Flyback Converter (ACIFC) [3,4] − are considered as
viable substitutes for the application and, for this reason, compared in terms of
i) efficiency, ii) conducted EMI, and iii) stresses across the switches.
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S.r.l.
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2 Resonant DCM Operation of the Converters

In this paper, the two converters are operated in resonant DCM mode to ensure
full ZVS operation for both switches throughout the operating range while simul-
taneously leading to small magnetics volume and footprint. Schematics of the
converters are shown in Fig. 1a and Fig. 1b, where the adopted model for the
high-frequency transformer T is also highlighted. As can be seen, the latter
is modeled by an equivalent primary-side leakage inductance Lpe, an equiva-
lent primary-side magnetizing inductance Lme, and an equivalent turns ratio
ne. The pictures of the two experimental prototypes are shown in Fig. 1c and
Fig. 1d, where both of them are built around the EPC9055 development board
which features the selected 100 V, 1.7 A EPC2106 half-bridge pair and the clamp
capacitor. Figure 2 shows the main waveforms of the GaN-based converters in
one of the possible resonant DCM modes, along with the information about
when Q1, Q2 and Dr are on or off during each of the three subintervals. The
resonant operation − caused by the interaction between the resonant capacitor

Fig. 1. (a) Schematic and (c) experimental prototype’s photo of the GaN-based Active-
Clamped Isolated SEPIC Converter (ACISC); (b) Schematic and (d) experimental
prototype’s picture of the GaN-based Active-Clamped Isolated Flyback Converter
(ACIFC).
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Fig. 2. Example of the main waveforms available in the two GaN-based isolated con-
verters operated in resonant DCM mode.

Cc and the leakage inductance Lpe − can be easily seen by observing the trend
of ir(t). Here DCM is defined by the output diode Dr being off during a frac-
tion of the subinterval (1−D)Ts (see interval D3Ts in Fig. 2). Lastly, Fig. 2 also
shows the ZVS transition for the switches which allows to turn Q1 and Q2 on
with zero-voltage at t = DTs and t = Ts, respectively, once a proper design of
the magnetics is done.

3 Voltage Gain Analysis

An approximated closed-loop solution can be found for the particular operating
point corresponding to the boundary between CCM and DCM operation, i.e.
assuming subinterval D3Ts = 0. The analytical expression for the voltage gain
M yields values close to the simulated ones even when the converter enters
the DCM. Thus, considering the boundary CCM/DCM operating point for the
converters and assuming a negligible voltage ripple across the ACISC’s resonant
capacitor Cc (even if it doesn’t reflect the reality for such application), the flux
balance on the magnetizing inductance Lme yields

M � Vo

Vg
=

D

(1 − D)
1

ne(1 + λ)
(1)

either for the ACISC and ACIFC, where D is the duty-cycle of the low-side
switch Q1 and λ � Lpe/Lme is the inductance ratio. The plot of M as a function
of D predicted by (1) is shown in Fig. 3a, where ne and λ are assumed to be equal
to 1 and 10%, respectively. The simulated data points − which are also plotted in
Fig. 3a − are obtained by varying the input voltage Vg from 9 V up to 18 V, with
Vo fixed to 12 V since it represents the intermediate bus required by the battery-
connected architecture. In this range of duty-cycle values, the two converters
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Fig. 3. (a) Voltage gain comparison between the theoretical model and simulated data
points, and (b) exploded view of the realized planar transformers based on two ER9.5
half-cores and three two-turns layers per winding (n1 = n2 = 6).

are always operating in resonant DCM mode. As can be seen, (1) is close to
the simulated data points either for the ACISC and ACIFC converter even if
strong assumptions were previously made to obtain the expression. Looking at
the simulated results obtained for the ACISC converter, a more precise analytical
expression can be obtained – which perfectly fits with the data points – when
the voltage ripple across Cc is taken into account (as shown in [2]). To obtain the
right value for the magnetizing inductance Lme to satisfy the ZVS conditions
in the ACIFC converter and, together with the input inductance value Lg for
the ACISC, two high-frequency planar transformers having n1 = n2 = 6 turns
on both primary and secondary windings are realized (to have an adequate
compromise between core and winding losses). As can be noted by looking at
the planar transformer structure shown in Fig. 3b, each 6-turn winding consists
of three series-connected layers of two turns each. Each two-turn layer is hosted
on a 440 µm-thick PCB module, with one turn on the top and the other one on
the bottom. The transformers are based on two ER9.5 half-cores to reduce the
overall footprint, with 380µm and 640 µm air gaps between the central legs for
the ACISC and ACIFC, respectively, to meet the desired magnetizing inductance
value (see Tab. 1). Considering the design requirements summarized a few lines
further down, and in particular the switching rate, the 3F4 high-frequency power
material is chosen for the two half-cores.

The main specifications dictated by the considered application are as follows:
Vg = [9 V ÷ 18 V], V nom

g = 12 V, Vo = 12 V, Io = 600 mA, fs = 2 MHz.
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Table 1. Converter parameters

Parameter Symbol ACISC ACIFC

Input inductance Lg 2.2 − µH

Equivalent primary leakage inductance Lpe 75.2 75.7 nH

Equivalent magnetizing inductance Lme 1.2 0.6 µH

Inductance ratio λ 6.3 12.6 %

Equivalent transformer turns ratio ne 0.97 0.95

Resonant capacitor Cc 47.8 20 nF

Clamp capacitor Cs 1 − µF

Output capacitor Co 10 10 µF

4 Experimental Results

The component values, measured at fs = 2MHz, are shown in Table 1. Figure 4a
and Fig. 4b report the experimental waveforms for the ACISC and ACIFC,
respectively, in nominal conditions (Vg = Vo = 12 V, Io = 600 mA). The ZVS
conditions are fully guaranteed for both converters: the switching-node voltage
vsw(t) is capable of completing the entire transition before the end of the two
dead times, resulting in the ZVS turn-on of both switches. Figure 4 also shows –
looking at vsw(t) – that the voltage stresses across the switches are considerably
higher in the ACIFC converter due to a lower value for Cc required to operate
the converter in resonant DCM mode. Figure 5a compares the efficiency of the
two GaN-based prototypes as a function of the input voltage Vg and reveals a
peak efficiency of the designed ACISC converter of 87.22 % at Vo = 12 V and
Io = 600 mA, approximately 8 % better than the ACIFC converter. This signifi-
cant difference is mainly due to the low value of Lme for the ACIFC required to

Fig. 4. Experimental screenshot of (a) the ACISC and (b) the ACIFC in nominal
conditions. vo(t) (1V/div, voffset = 14 V) is the output voltage, vPWM (t) (2 V/div) is the
input PWM used to drive the switches, and vsw(t) (10V/div) is the switching node
voltage. Time scale: 100 ns/div.
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(a) (b)

Fig. 5. (a) Efficiency comparison between the two GaN-based converters as a function
of the input voltage Vg and (b) results in terms of conducted emission (measured at
the input) in absence of any EMI filter.

guarantee the ZVS operation, which results in a significant increase in primary
transformer winding losses. To conclude, Fig. 5b compares the two converters in
terms of conducted emission (measured at the input using a noise separator and
a LISN). Also here, the ACISC converter is better than the ACIFC one mainly
due to the presence of the input inductor Lg which acts as a filter (looking e.g.
at the first spectral line, the ACISC provides a reduction of almost 10 dBµV).

5 Conclusions

This paper addresses an initial comparison between two GaN-based isolated res-
onant converters – named ACISC and ACIFC – operating in resonant DCM at
2 MHz with the aim of satisfying ZVS throughout the intended operating range
and reducing the magnetic size and overall footprint. Reported experimental
results confirm full ZVS operation of the converters and highlight better perfor-
mances for the ACISC converter either in terms of efficiency (reaching a peak of
87.22 % in nominal condition) and electromagnetic interference noise.
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Abstract. The increased use of ElectricVehicles (EVs) in industrial environments
(e.g., battery-powered forklifts) requires proper design of the grid architecture. The
shift towards the use of Renewable Energy Sources (RES) and the need for effi-
cient energy use are leading to promising solutionswith Photovoltaic (PV) sources,
Energy Storage Systems (ESSs), and small power electronic converters. However,
the sizing of the facility power system, including the source nominal power and
the capacity of the ESS, requires careful consideration of various parameters. In
this work, we present a novel approach to define themost suitable grid architecture
based on behavioral PLECS modeling and validated through tests carried out on
a reduced-scale system; the model considers the number of EVs, initial invest-
ment costs, Power Grid (PG) consumption costs, CO2 footprint, and EVs working
time specifications. Through simulations, the optimum capacity of the PV and
ESS installations can be determined by considering economic, technological, or
environmental aspects.

Keywords: Electric vehicle · Renewable energy source · Battery energy storage
system · Investment cost · Consumption costs · PLECS

1 Introduction

A proper grid architecture is needed in industrial environments where numerous EVs
must be charged. Environmental and economic considerations encourage the use of
RES [1]. From an environmental standpoint, increased self-sufficiency is mandatory
to maximize the use of the green energy produced. However, if the primary energy
source is a PV plant, maximizing self-sufficiency requires the installation of a suitably
sized ESS, and increasing the ESS capacity is critical for reducing the exchange with
the PG [2]. From an economic perspective, the optimum trade-off between the costs
of initial investment (i.e., PV and ESS size), running costs and PG consumption must
be determined [3]. Finally, the EV charging strategy, namely, timing, frequency, and
duration, must be defined considering the electric grid characteristics to reduce the cost
of PG power consumption, increase the battery lifetime, and maximize the operability
time of the EV [4].

To define the most suitable grid architecture, this work presents a behavioral PLECS
model, which we validated through experimental tests on a reduced-scale system. The
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model of the whole grid architecture is described in Sect. 2, where the EV’s behavioral
model, the control algorithm, the power supply system, and a cost estimation analysis
are highlighted. In Sect. 3 the reduced-scale prototype for the experimental validation
is shown. Finally, in Sect. 4 the simulation results are presented, and conclusions are
drawn in Sect. 5.

2 Description of the Model

Figure 1 shows the grid architecture of the simulation model considering a case study
featuring a fleet of 10 EVs, each equipped with a 10.5 kWh battery, and 2 charging
stations supplied by a PV plant supported by an ESS and by the PG. The EVs fleet
is governed by a Job Scheduler (JS). The default schedule consists of working phases
of about 2 h alternated with 5-minute charging phases. Work cycles and durations are
assigned in a pseudo-random way.

i

Fig. 1. Grid architecture of the simulation model.

We choose PLECS as simulation tool, in anticipation of carrying out Hardware in
the Loop (HIL) simulations using a Plexim RT-BOX for model validation. The model
consists of 5 main blocks (Fig. 2): a subsystem (10 AGVs) that runs the models of 10
EVs in parallel, a subsystemmodelling the JS, the model of the PV plant with its perturb
and observe Maximum Power Point Tracking (MPPT) controller [5], the Battery ESS
(BESS) and an energy meter to estimate the global energy consumption from the PG
and the operating costs.
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2.1 Vehicles, Charging Stations and Job Scheduler

Vehicles are modelled by means of a Finite State Machine (FSM) coupled with the
model of a battery. To simplify the model, each EV contains both the logic underlying
the duration of the jobs and the one underlying the charging station. The two algorithms
are mutually selected depending on the commands coming from the JS.

An EV can be in three different states. The initial one is the off state in which, the
vehicle is parked, waiting to receive a trigger from the JS. If a job trigger is received
the FSM sets the vehicle as busy and keeps it in this state for a random period of 2 ±
0.5 h. An exception is made if the vehicle reaches a SoC below 20% and it is unable
to complete its work. When the job is completed successfully, the vehicle is ready to
receive a new trigger. If a charging trigger is received, a flag is raised allowing the JS to
count the number of free charging stations. Then the battery is fast-charged at constant
current rate for 5 min. An extension on the charging time is allowed in case the SoC is
still below the minimum threshold of 80%.

The JS is designed to monitor the global state of the system, namely the state of
the vehicles and the number of available (or busy) charging stations. At each iteration
of the simulation, the algorithm checks whether there are any free EVs. If at least one
charging station is available, each free EV that has already carried out an assigned job
will be triggered for the charging. Then the algorithm extracts a random number, limited
to the total number of EVs, and if the corresponding EV is free, and its SoC is above a
minimum safe value, it is triggered for a new job.

Fig. 2. Global view of the model implemented in PLECS simulation environment.

2.2 Power Supply System and Costs Estimation

The power required to charge the EVs is supplied by a PV plant supported by a BESS
and by the connection with the PG. The PV array production is obtained by the 1-diode
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equivalent circuit. The BESS is modelled starting from empirical equations representing
the behaviour of a Li-ion battery unit, suitably scaled to obtain the entire storage unit.

The system is operated to try to minimize the amount of energy exchanged with
the PG. The power entering (positive) or supplied by (negative) the BESS is computed
by subtracting the value of power consumed by the loads from the PV power. If the
BESS is in full SoC and there is an excess in energy production which is sold to the PG.
Conversely, if the BESS is in low SoC and the PV production is not able to satisfy the
load demand, the required energy is bought from the PG.

The total operating cost after one year (Ctot,1y) is obtained as in Eq. (1).

Ctot,1y = Ubought
E ∫1y0 Pboughtdt − Usold

E ∫1y0 Psold dt + Ppk
PV · UPV

20
+ Qtot

BSS · UBESS

10
(1)

The power exchanged with the PG is split in positive (Pbought) and negative (Psold )
components and integrated over time to obtain, the amount of energy sold and bought
to/from the PG. Then, propere/kWh prices (Ubought

E andUsold
E ) are applied to each com-

ponent. Finally, we add the installation costs of the PV and of the BESS plants, computed
from per-unit of peak-power (UPV ) and energy-capacity (UBESS ) costs, considering the
actual size of each plant (Ppk

PV and Qtot
BSS ) and the typical plant lifetime (20 years for

PV, 10 years for BESS). In addition, from an environmental standpoint, it is possible to
estimate the amount of CO2 produced due to the energy bought from the PG by applying
a proper emission factor (kgCO2/kWh) obtained from [6].

3 Reduced-Scale Prototype

Before performing yearlong simulations to find the optimummix between PV and BESS
size minimizing the system costs, we designed and setup a reduced-scale DC prototype
to validate the behaviour of the model. To reduce the prototyping time, we deploy all
the control logic of the system to the PLECS RT Box 1 HIL simulator.

Fig. 3. Block diagram of the small-scale system prototype.

Figure 3 shows the block diagram of the prototype, while Fig. 4 shows the test bench
implemented. The PV plant is emulated bymeans of a power generator with built-in solar
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Fig. 4. Test bench setup of the small-scale system prototype.

array simulator which is interfaced with the BESS (emulated by Battery 1) by means of a
DC/DC converter (U1). Battery 1 also fixes the DC-bus voltage (VB1). The behaviour of
an EV is emulated by Battery 2 which represents the onboard storage. It can be charged
according to the JS via converter U2 or discharged in a controlled manner (emulating a
working cycle) by means of the converter U3 closed on a power resistor (RL). The HIL
simulator controls U1 by the MPPT, while U2 and U3 are mutually activated according
to the JS and operated by a Proportional-Integrative controller.

4 Simulation Results

Figure 5 shows the simulated power profiles for three values of the PV plant capacity,
with aworking scenario of about 8 h per day. Parametric simulations estimate the optimal
size for PV and BESS installations. For several PV-BESS combinations, we compute the
total economic cost after one year of operation, including the installation and the energy
balance costs. Table 1 shows the results obtained considering a scenario where the EVs
are operated 24 h a day. The model allows the identification of the PV-ESS combination
minimizing the system operational cost (green cells in Table 1).

Fig. 5. Power profiles: weekly simulation results for 8 h/day EVs operation scenario.
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Table 1. Simulation results after 1 year for 24 h/day EVs operation scenario.

PV size 
[kWp]

ESS size 
[kWh] [103 €] [103 €] [103 €] [103 €]

CO2
emissions [kg]

20 0 0.50 0.00 17.71 18.21 6.43
20 52 0.50 1.76 15.88 18.14 5.53
20 78 0.50 2.64 15.84 18.98 5.52
20 104 0.50 3.52 15.80 19.82 5.52
20 155 0.50 5.25 15.75 21.50 5.51
20 207 0.50 7.01 15.63 23.14 5.50
40 0 0.98 0.00 13.56 14.53 5.78
40 52 0.98 1.76 10.79 13.52 4.39
40 78 0.98 2.64 9.60 13.21 3.80
40 104 0.98 3.52 8.55 13.05 3.28
40 155 0.98 5.25 7.15 13.38 2.60
40 207 0.98 7.01 6.93 14.91 2.52
60 0 1.48 0.00 10.09 11.57 5.48
60 52 1.48 1.76 7.10 10.33 3.98
60 78 1.48 2.64 5.77 9.89 3.32
60 104 1.48 3.52 4.50 9.49 2.69
60 155 1.48 5.25 2.53 9.25 1.70
60 207 1.48 7.01 1.99 10.47 1.47

5 Conclusions

In thiswork,we have presented a novel approach to define themost suitable grid architec-
ture to charge EV fleets in industrial environments. The design is based on a behavioural
PLECS model, which we have validated through a reduced-scale system experimental
test bench. Considering a 24 h/day scenario with 10 EVs and two charging stations sup-
plied by a PV plant supported by an ESS and by the PG, the optimum grid architecture
can be determined. The combination of PV sizes and ESS capacity that allows to min-
imize the system operational cost can be identified with the solution of a 60 kWp PV
size and a 155 kWh ESS capacity. Instead, to minimize the environmental footprint, a
solution with 207 kWh ESS capacity can be implemented.

Concluding, the proposed simulation model allows to define different EVs opera-
tion scenarios and to obtain the optimum capacity of the PV and ESS installations by
considering economic, technological, or environmental aspects.
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Abstract. The parer illustrates a new FPGA hardware architecture for
the Space Vector Pulse Width Modulation, which decompose the dwell-
times expressions using the Taylor Series. The difference from the state of
the arts is the disuse of other resources, like external reference signals or
Digital Signal Processor, as well as specific architectures, like CORDIC
core or Look Up Table-based approaches. All the calculations are done
by a 32 bit fixed-point Arithmetic Logic Unit, which can perform a real
time variation of the output amplitude.

The architecture has been implemented on a Xilinx Artix VII FPGA
XC7A35T1CPG236C requiring 1967 LUTs and 492 Flip Flops, respec-
tively, the 9.46% and 1.18% of the overall resources, and a dynamic power
consumption of 1 mW.

Keywords: Space-vector pulsewidth modulation (SVPWM) · Field
programmable gate array (FPGA) · Digital hardware design ·
Three-phase DC/AC power converter

1 Introduction

The advent of new technologies like silicon carbide [1,2] and gallium nitride
[3,4] permits to increase the power density and the switching frequency of a
power converter and the digital controllers became pervasive thanks to their
performance and versatility [5–7]. Moreover, Field Programmable Gate Arrays,
FPGA, are interesting for the possibility to reconfigure the controller and to have
a real-time operation [5,8]. One of the more common techniques to control three-
phase inverters is the Space Vector Pulse Width Modulation, SVPWM, and is
exclusively managed through digital controllers, due to the high computational
cost involved in the calculation of the dwell-times [9]. The computation of the
trigonometric functions is a complex task for a HW processor and in literature
several approaches are found, like the use of EPROM reference table [10] with
the use of an external reference signal, of the CORDIC algorithm [11] or of the
Look-Up Table, LUT [12].
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In this paper we show a FPGA implementation of an open loop SVPWM
controller used to drive a three-phase inverter and that can change the amplitude
of the output voltage.

2 Theory of the Proposed SVPWM

The SVPWM is a modulation technique to generate the gate signals for the
power transistors of a three-phase inverter. By keeping the transistors in cer-
tain configurations for a predetermined amount of time, named dwell-time, the
modulation can define the desired frequency and amplitude of the three-phase
output voltages. The problem of a FPGA implementation of such technique
lies in the calculation of the dwell-times due to the computational costs of the
trigonometric functions. This last constrain is solved through a Taylor Series
[13] linearization of the dwell-time equations. Hence, after using the properties
of the dwell-times highlighted in [14], we obtained the following equations:

TA =
2VM fCLK

VDCf2
SW

[
0.75fSW − 2.72fCi − 14.8f2

C

fSW
i2 +

17.9f3
Ci3

f2
SW

]
(1a)

TB =
2VM fCLK

VDCf2
SW

[
5.44fCi − 35.8f3

Ci3

f2
SW

]
(1b)

T0 =
fCLK

fSW
− TA − TB (1c)

where i is from 0 to ( fSW6fC
− 1) = iMAX − 1, and fC, fSW, fCLK are the carrier,

the switching and the clock frequencies, respectively, VM the output amplitude
voltage and VDC the DC-link voltage. The modulation index is defined as ma =
2VM/VDC<2/

√
3.

3 HW Architecture

The architecture is built to work as an open loop control, but it can work as a
closed loop controller as long as an external feedback network is added to the
system. The block diagram of the proposed HW architecture is shown in Fig. 1,
as it can be seen that the architecture is divided into three macro blocks:

– The TIME CALCULATOR is divided in two sub-blocks: the ALU is a 32
bit fixed point Arithmetic Logic Unit, which implements Eq. 1, meanwhile
TIME DIVISOR divides the dwell-times calculated to obtain a sequence of
dwell-times as: T0

4 , TA
2 , TB

2 , T7,
TB
2 , TA

2 , T0
4 .

– The CONTROL block is also divided in two sub-blocks: i-CALCULATOR
keeps track of the actual sector and, also, manages i by changing its value
at each switching period. COUNTER enables i-CALCULATOR to increment
the value of i, chooses the MUX configuration and maintains it based on the
actual dwell-time.
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– INVERTER CONFIGURATION is composed by SECTOR SELECTOR, one
multiplexer and DEAD TIME. SECTOR SELECTOR is a look-up table con-
taining all the inverter configurations, which are selected by ACTUAL SEC-
TOR signal, and sends the four configurations to the multiplexer. DEAD
TIME generates the six gate control signals including the dead time.

Fig. 1. Block diagram of the HW architecture

4 Experimental Results

The experimental setup is shown in Fig. 2. The proposed architecture is imple-
mented on a FPGA Xilinx Artix VII XC7A35T1CPG236C [15] and the three
top transistor control signals have been monitored with the Tektronix DPO 7254
oscilloscope. By using a sample frequency of the oscilloscope equal or lower than
the control switching frequency, the output waveforms are filtered and only the
fundamental harmonics are shown. In the implementation phase the carrier and
the switching frequencies are equal to fC = 10 Hz and fSW = 100 kHz, mean-
while the FPGA clock frequency is set to fCLK = 12 MHz. The minimum angle
variation is Δθ = 2πfC/fSW = 2·10−4π. It should be noted that the architecture
is fully described in VHDL.
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Fig. 2. Experimental setup

The experimental results are shown from Fig. 3 to Fig. 5. In Fig. 3 the top
gate control signals are shown for multiple switching periods in the fifth sector,
instead Fig. 4 shows the phase voltage amplitude variation in a time interval of
100 ms, with 0 ≤ ma ≤ 1. In Fig. 5 the concatenate voltages, obtained thanks to
the mat function of the oscilloscope, are shown for a fC = 10Hz and a ma = 1:
it is clear the elimination of the third harmonic of the phase voltages in the
concatenate ones.

Our architecture needs 1967 LUTs and 492 FFs, which are, respectively,
the 9.46% and 1.18% of the total resources available on the device, and has a
dynamic power consumption of 1 mW, which is been extracted by a saif power
analysis performed on Vivado 2018.2. Table 1 shows the comparison between
the proposed work and other architectures implemented on the same FPGA
and with the same Δθ in terms of resources utilization. Although the CORDIC

Fig. 3. Top gate control signal. Vertical axis: 2V/div, time division: 5 µs/div.
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Fig. 4. Phase voltage with ma variation from 0 to 1. Vertical axis: 1 V/div, time divi-
sion: 10ms/div, sampling rate: 100 kS/s

Fig. 5. Concatenate voltage with ma = 1. PAB+ = PA+ − PB+, PBC+ = PB+ − PC+,
PCA+ = PC+ − PA+ Vertical axis: 1.5 V/div, time division: 10ms/div, sampling rate:
10 kS/s

Iterative architecture requires the same dynamic power, 10.07% fewer LUT and
12.20% fewer FF than ours making it a good alternative, the number of iterations
limits the possible maximum switching frequency, if the configuration of the
system clock is unchanged. Instead, the CORDIC Cascade needs 31.37% more
LUT, 22.36% fewer FF and a double dynamic power consumption than our
architecture. Finally, the LUT architecture requires 363.08% more LUT and
78.45% more FF and has a dynamic power consumption seven times higher
than ours, but can change the output switching and carrier frequencies, making
it more flexible in terms of real-time configuration of the inverter.
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Table 1. Comparison of resources utilization between CORDIC algorithm imple-
mented in [15] and proposed architecture

LUT [12] CORDIC Proposed HW

Iterative Cascade

LUT 9108 1769 2584 1967

FF 878 432 382 492

Dyn.Pow [mW] 7 1 2.1 1

Clock Iteration 1 11 1 10

5 Conclusions

In this paper a novel hardware architecture shows promising results as an hard-
ware accelerator to generate SVPWM control signals starting from the value of
the desired amplitude without the requirement of an external signal reference. Its
resource utilization is comparable with other architecture of the state of the art.
The absence of DSP and BRAM also makes this work a good candidate for an
ASIC implementation. By adding a feedback network to the system is also pos-
sible to utilize this HW to implement a closed loop control. Future development
will focus on the optimization of the resources utilization, the possibility of a
real time change of the output phase and of the switching and carrier frequency.
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10. Neacşu, D.O., Kim, J.C., Lehman, B.: A three-phase multioptimal pwm imple-
mented on 2-gbit flash memory integrated circuits. IEEE Trans. Power Electron.
32(7), 5813–5826 (2017)
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Abstract. In this paper the use of artificial neural networks (ANNs) for
the average modeling non-linearities in dc-dc converters is explored. The
aim is to analyze the effectiveness of non-linear autoregressive exoge-
nous NARX-ANN to realize an average black-box dynamic model of dc-
dc converters that includes, within the same framework, converter non-
linearities such as the operation in the discontinuous conduction mode
(DCM) and the continuous conduction mode (CCM). Simulation results
of buck dc-dc converter verify the validity of the proposed approach.

Keywords: Artificial neural network (ANN) · dc-dc converters ·
Average modeling · Black-box modeling

1 Introduction

Recently, broad interest is growing in the application of artificial intelligence (AI)
in numerous scientific and industrial fields. Power electronic conversion circuits,
and powerful digital controllers, present many compelling scenarios in which AI
methods may unleash unprecedented performances, new features, and potential
breakthrough applications [1]. Several approaches are available for power con-
verters average modeling [2], but both the white-box and the grey-box methods
require for their application some prior knowledge, which is not always available.
Black-box modeling is a model-free approach that can potentially overcomes
these limits.

Several approaches based on AI are described in the literature. In [3], a
nonlinear autoregressive exogenous (NARX) artificial neural network (ANN) is
used for modeling a boost converter in continuous conduction mode (CCM). A
buck converter is modeled in [4] considering only the CCM operating mode. An
approach for modeling the discontinuous conduction mode (DCM), in addition
to the CCM, of a converter using long short-term memory (LSTM) networks is
presented in [5]. However, compare to NARX-ANN, an LSTM network is more
complex with a higher number of parameters [6]. Several black-box approaches
to model non-linearities of power converters are found in the technical literature.
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For example, in [7], a method based on polytopic models with dynamic weighting
functions is presented to cope with the variation of the small-signal transfer
function due to the variation of the operating points.

This paper proposes the average model of a buck converter using NARX-
ANN able to precisely replicate the converter dynamic behaviour under different
operating points. The buck converter is used as an example for a general black-
box methodology that can be extended to any dc-dc converter average modeling.

2 CCM/DCM Buck Converter Non-linearity

The schematic of the buck converter is shown in Fig. 1. The goal is to address
only the average modeling of the converter (i.e., only the state variables aver-
aged over the switching period Ts). As any dc-dc converters, the buck converter
presents a very large set of possible non-linearities, starting from the variation
of the operating mode (i.e., CCM versus DCM), the variation of L versus the
inductor DC current, switch S and diode D non-ideal switching transition, etc. .
For the sake of understanding the potentials of adopting NARX-ANN for non-
linear modeling in dc-dc converters, this paper considers the ideal operation and
the only non-linearity due to the variation of the operating mode. Under these
assumptions, in CCM, the transfer function between duty-cycle and output volt-
age is a second-order function independent on the operating point, while in DCM
it is approximated by a first-order transfer function with a pole and a gain that
depend on the operating point [8].

Following Fig. 1, in CCM operation the small-signal transfer function between
the duty cycle δ(s) and the output voltage vo(s) is:

Gδ,vo
(s) =

vo(s)
δ(s)

= Vin
1 + sτc

1 + s
Qωo

+ s2

ω2
o

(1)

being τc = rcC, ωo = 1/
√

LC and Q = 1
rc+rL

√
L/C. Instead, in DCM the

small-signal transfer function, under first order approximation, is:

Gδ,vo
(s) =

vo(s)
δ(s)

= ko
ro

1 + sCro
(2)

being ko and ro two variables depending on the operating point [8].

3 Basics of NARX-ANN

To take into account the dynamic behavior of dc-dc converters, an ANN with
memory should be considered. In this work, this is achieved by using a NARX-
ANN. NARX-ANN models can be used to model a wide variety of non-linear
dynamic systems and they have been applied in various applications including
time-series modeling [9]. Unlike other types of recurrent networks, such as the
LSTM-ANN, in which the memory effect is implemented by the neurons, the
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Fig. 1. Schematic of a buck converter. Fig. 2. NARX-ANN model.

NARX-ANNs use delay-blocks at the network inputs to implement the memory
effect. In particular, a multilayer perceptron (MLP)-ANN is used to map the
correlations between inputs and outputs, while the outputs are fed back as inputs
to the ANN via multiple delay blocks.

NARX models have two different architectures: the open-loop and the
closed-loop architectures, also known as series-parallel and parallel architectures,
respectively. The closed-loop configuration is displayed in Fig. 2. The system
equation describing the behavior of the NARX-ANN in open-loop operation is:

ŷk = f (uk, uk−1, ..., uk−n, yk−1, ..., yk−m) (3)

where ŷk is the estimated value at the k-th instant, u is the vector of inputs, y is
the vector of outputs, and f is the non-linear function of the MLP-ANN with n
and m the delays of the inputs and the outputs, respectively. While the system
equation describing the behavior of the NARX-ANN in closed-loop operation is:

ŷk = f (uk, uk−1, ..., uk−n, ŷk−1, ..., ŷk−m) (4)

where ŷ is the vector of values predicted by the ANN.
The choice of the ANN architecture depends on the specific problem to be

solved. In this paper, the series-parallel architecture is used during the training
processes and the error obtained from the comparison between the true value
and the estimated one is used to update the ANN weights. Once the ANN is
trained, it is converted into the closed-loop architecture to allow multi-step ahead
prediction.

4 Case Study

In the proposed method there is no a-priori knowledge on the buck converter
parameters, the only available signals are, as input, the duty-cycle δ and the out-
put current io and, as output, the inductor current iL and the output voltage vo.

4.1 Simulation Model

The switching model of the buck converter reported in Fig. 1 is implemented in
Simulink environment in order to collect the waveforms to build up the dataset.
In Fig. 1, the converter parameters are fs = 30 kHz, Vin = 24 V, L = 34µH,
rL = 100 mΩ, C = 75µF, rC = 300 mΩ.

All the variables are acquired using a moving average filter with a window
size equal to Ts = 1/fs.
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4.2 Dataset Definition

The ANN is developed using the library Tensorflow 2.8 on Python. The inputs
are:

u(k) = [δ(k), io(k), δ(k − 1), io(k − 1), iL(k − 1), vo(k − 1), iL(k − 2), vo(k − 2)]
(5)

while the outputs are:
y(k) = [iL(k), vo(k)] . (6)

The designed ANN is used for modeling the buck converter in its operating
range, the δ varies between 10% and 50% while io between 0.8A and 4A. Within
this range, the converter presents both the CCM and DCM operating modes.

In this work, several simulations has been carried out to understand the
number of working points required for the dataset. A total amount of 75,000
operating conditions (in terms of δ and io) are used for the dataset, divided
into training (70 %), validation (15%), and testing (15%). To cover the whole
workspace during the training phase, the samples of the input signals are ran-
domly chosen over the whole operating range. The system is stimulated by giving
step signals between the different operating points being the duration of each
step equal to 1.5 ms. Figure 3 shows an example of the signals used as inputs.
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Fig. 3. Step signals used as input, in (a) the duty cycle δ, and in (b) the output
current io.

To design the hyperparameters, in this paper the bayesian optimization algo-
rithm [10] has been adopted and it is used to choose the learning rate, the number
of hidden layers and neurons. The resulting ANN has 5 layers with 40, 20, 20,
15, 5 neurons, respectively, with a total number of parameters that amounts to
2,007. The learning rate is set equal to 0.01, and the Sigmoid activation function
is used for the hidden layers while the ReLu for the output layer. In this paper,
the input signals u(k) are normalised between 0 and 1. The time required for
the training phase with 5,000 epochs is 2,500 s in a NVIDIA GeForce RTX 3070
Ti. The training algorithm is the ADAM, the loss function is the mean-square
error, and the metric is the root-mean-square error (RMSE).

To visualise the performance of the NARX-ANN, the test-set is evaluated
obtaining an RMSE of 83mA for the inductor current and an error of 89mV for
the output voltage.
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Fig. 4. Comparison between the vo obtained with time-domain simulation and vo esti-
mated by the NARX-ANN. In (a) the input signals in DCM that generate the response
in (c), and in (b) the input signals in CCM that generate the response in (d).

5 Simulation Results

In order to verify the validity of the NARX-ANN, a total amount of 18 working
points out of the 11,250 that compose the test-set are chosen, and the response of
the system is compared with ANN predictions. Figure 4 shows the time domain
responses in DCM and CCM. It is noteworthy that the values predicted by
ANN overlap with the true values even during transient phases both in DCM
and CCM.

6 Conclusion

A black-box approach based on the application of NARX-ANN for modeling non-
linearities in dc-dc converters is explored. The validity of the proposed model is
verified in time domain by using the switching simulated model of the buck con-
verter. The simulation results show good matching for both CCM and DCM oper-
ating modes of the converter. The proposed method is considered as an initial step
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in black-box modeling of converters non-linearities using AI techniques. Further
steps will address the modeling of other types of converters in the time and fre-
quency domains, including the validation with experimental measurements.
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Abstract. Over the past years, several complex redundant systems
capable of executing safety applications were developed, with the com-
mon purpose of protecting circuits against Single Event Upset (SEU) in
sequential logic and Single Event Transient (SET) in combinational logic.
Single Event Transients in digital logic set up an ever-growing challenge
in reliability design; understanding the SET sensitivity with scaling is
necessary to estimate the logic failure and error probability in modern
technology generations. The proposed approach uses an experimental
Fault Injection campaign with signal glitching to identify SET vulner-
ability onto different voting strategies, showing how modified versions
of N-Modular Redundancy (NMR) react to transient stimuli, using the
Klessydra RISC-V processor family as the basis for all the experiments.

Keywords: Fault resilience · Single event transient · Fault injection

1 Introduction

The creation of gradually smaller and more performing devices in computing
power is the goal of both the industry and research world, especially when tech-
nology scaling started to raise important design issues due to increased power
density [10]. Complex systems, powerful microprocessors and vector coproces-
sors tailored for Machine learning (ML) and Digital Signal Processing (DSP)
applications touched by CMOS scaling can be directly linked to safety [3]. Fault-
Tolerant (FT) architectures are based on the combinational of several techniques.
Functional redundancy is achieved using multi-core processors or Simultaneous
Multi-Thread (SMT) processors, and it is used to detect and correct errors, with
schemes like Triple Modular Redundancy (TMR) or Double Modular Redun-
dancy (DMR) involving triplication or duplication of the basic module. Classical
TMR protection against faults occurring in any bit of the core may be oversized
for many applications, especially for low-cost implementations, and state-of-the-
art is always looking for better-performing alternatives. TMR suffers from a
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200% area overhead problem, and selective hardening methods were developed
to solve that, such as Partial TMR, Selective TMR or Approximate TMR [1].
Protecting only the “selected” critical parts of a circuit makes it possible to
save area maintaining the fault-masking. However, a faulty voter also represents
a direct threat to the system’s reliability in these optimized approaches. The
majority-voting circuits are made from components of the same reliability as
those used to construct the circuit modules, especially on commercial-off-the-
shelf (COTS) devices where cost is a key feature in many embedded applica-
tion domains for commercial sustainability. It has been proven that Interleaved
Multi-Threading architecture (IMT) is effective for SEU fault tolerance with the
Buffered TMR technique [3,4,6,9]. However, many FT implementations assume
the voter is perfect and error-free [2,7], yet this may not be true in reality. This
work leverages simulation-based Fault Injection approaches to analyze the SET
faults vulnerabilities on different majority voter schemes. We also propose a spe-
cific voting circuit to reduce the failure rate when a transient pulse changes the
output of a voter logic during the active clock edge, with performance and area
overhead evaluations. The outline of the paper is as follows; Sect. 2 discusses the
background on SET faults, while in Sect. 3 the specific Fault Injection setup is
outlined, as long as the fault resilience comparisons between some voting mech-
anisms. Section 4 presents the simple idea of improving voting performances on
DMR architectures, and finally, in Section V, we summarize our results in the
conclusions.

2 Technology Background of Single Event Transients

Suppose a radioactive particle strikes the drain junction of a transistor. In that
case, it generates electron-hole pairs through ionization processes, resulting in a
transient current pulse, with amplitude and duration that determines whether
the error propagates in the digital circuit, causing logic failure [12]. The tran-
sient interaction depends on the particle, its energy, and the material properties
through which it travels. SETs in analogue ICs appear at very low threshold
levels because any additional currents in the circuit will disturb the ‘normal
linear condition’. SETs in digital ICs generally require a minimum quantity of
injected charge to be generated because they work in their saturated condition.
For ON elements, in digital technology, adding charge to an already saturated
condition has no effects, while in OFF elements, sufficient transient currents can
temporally upset the stable condition generating a SET fault. The conversion
of transients into erroneous data depends on the clock frequency and the dura-
tion of a SET which decreases in proportion to the square of the technology
feature size. The range of SET durations for a given Linear Energy Transfer
(LET), defined as energy deposition per mass thickness, on a 90nm technology
can go from 300 to 1000 ps of pulse width [8]. In conclusion, as digital frequencies
increase, SET faults may predominate over SEUs, creating growing challenges
in protection methodologies.
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3 Proposed Methodology

The different threads of an IMT round robin core [6][9] can be used to guarantee
the repetition of three identical instructions in temporal and spatial redundancy.
In that way, it is possible to obtain the Buffered TMR technique [4][3], which
allows using the corresponding hardware support of the IMT core for maintaining
each thread state and using them to execute the instructions with clock granular-
ity. However, obtaining triple redundancy is very expensive, and DMR solutions
can be easily applied in IMT structures. Exploiting two active threads that exe-
cute the same instruction in different clock cycles guarantees higher speed and
hardware savings. It allows for activating software or hardware restore proce-
dures in case of discrepancies between the results. This work aims to analyze the
SET-type faults tolerance in Full TMR, Buffered TMR and Buffered DMR vot-
ing systems. Both majority voters from Full TMR or Buffered TMR systems are
subjected to failure in case of errors in combinational logic (Fig. 1), while in the
Buffered DMR system, restoring procedures can be activated or not according
to where the fault falls.

Fig. 1. Voting structures and corresponding timing conceptual scheme for different FT
implementations.

3.1 Fault Injection Simulations

We applied all these methodologies to the same Write-Back register inside a 32-
bit processor Klessydra-T03 [6,9], targeting its voting systems with SET Fault
Injection simulations [5]. In order to simulate a strong SET pulse analysis, we
decided to oversize the SET pulse width up to 10ns, which is more than the
common one [8,11]. We applied an increasing failure rate from zero up to the
unreachable limit of multiple consecutive faults in the order of 1 each 15 clock
cycles, with a 5% error margin in a Monte Carlo scenario, setting up a UVM
Fault Injection simulation environment [5] as a test bench for the T03 processor.
By always running the same benchmark, it is possible to notice from Fig. 2
that the Buffered TMR architecture is better in terms of fault tolerance than
a Full TMR system, thanks to its double redundancy (spatial and temporal).
In comparison, the Buffered DMR architecture is always better than the others
thanks to its dual redundancy combined with its recovery mechanism.
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Fig. 2. 10ns SET random Fault Injection comparisons between different FT implemen-
tations, targeting the same benchmark under 5% error margin Montecarlo analysis.

3.2 Results Improvement and Comparisons

Evaluating the results in Fig. 2, the most promising architecture in terms of
fault resilience is the Buffered DMR system. DMR architecture can have heavy
software or hardware restore procedures that consume power and time in case
of discrepancies between the results. However, they are more flexible from the
fault tolerance point of view. We observe that by simply adding some logic gates
(Fig. 3) capable of performing parity checks, it is possible to improve the stan-
dard voter fault resilience in the Buffered DMR architecture. As presented in
Fig. 3, the recovery signal that returns the processor status to a correct previ-
ous checkpoint is always activated whatever SET occurs in the combinatorial
logic, in the hypothesis of single faults and no faults fall during the restore pro-
cedures, considering the real event rates in Space applications. Replicating the
same Fault Injection analysis and comparing the results with the previous test,
we can observe in Fig. 4 a clear improvement in fault resilience at a low fault
rate. By increasing the number of injected faults, the failure rate curve increases
exponentially, remaining much lower than the others.

Fig. 3. Logic Implementation of a DMR voter + parity checker.
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Fig. 4. 10ns SET random Fault Injection comparisons between different FT implemen-
tations, targeting the same benchmark under 5% error margin Montecarlo analysis; the
case of Buffered DMR + parity.

Comparing the hardware resource consumption for all the analyzed method-
ologies, the area overhead of the Buffered approaches turns out to be only 10%
of the total number of FF. In contrast, the combinational overhead of voting
logic remains around 20% rather than the standard Full TMR approach, which
presents 200% and 100% in terms of sequential and voting logic. Only for the
Buffered DMR voting system with parity additions, an increase in voter size can
be seen around 20% compared to the standard majority voter.

Table 1. Overhead comparisons between different FT implementations.

Full TMR Buffered TMR Buffered DMR Buffered DMR + parity

N◦FF 3x 0, 1x 0, 1x 0, 1x

N◦ Voter 1x 0, 2x 0, 2x 0, 2x+

Voter size 32 LUT 32 LUT 28 LUT 40 LUT

4 Conclusions

The results from our work prove that Buffered NMR architectures are better than
the classical Full TMR approach, not only from the resource utilization point of
view but also from the fault resilience point of view. In particular, in this work,
we proved SETs fault resilience to an oversized transient pulse exploiting all
the advantages of the DMR architecture compared to a Full or Buffered TMR
system. By adding some logic gates able to perform parity checks, we found that
it is possible to drastically improve Buffered DMR fault resilience, paying in a
small logic overhead. The proposed approach can be effectively used for SETs
FT improvement in DMR systems, which will also be evaluated on the whole
architecture in future works.
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Abstract. Explainability is a key requirement for users to effectively understand,
trust, and manage artificial intelligence applications, especially those concerning
safety. We present the design of a framework aimed at supporting a quantitative
explanation of the behavioural planning performed in automated driving (AD)
highway simulations by a high-level decision making agent trained through deep
reinforcement learning (DRL). The framework relies on the computation of SHAP
values and keeps into consideration a neural architecture featuring an attention
layer. The framework is particularly devoted to study the relationship between
attention and interpretability, and how to represent, analyze and compare attention
and SHAP values in a 2D spatial highway environment. The framework features
three main visualization areas, that are obtained by processing quantities such as
attention, SHAP values, vehicular observations: Episode view, plotting quantities
on an episode’s timeline; Frame view, reporting the measurement values step
by step; Aggregated view, showing, also on 2D maps, statistical values from the
aggregation of several simulation episodes. To the best of our knowledge, this is the
first in-depth explainability analysis of a DRL-based decision-making AD system,
also including a statistical analysis.Wehope that the upcoming open source release
of the designed framework will be useful to further advance research in the field.

Keywords: Explainable artificial intelligence · Interpretability ·Machine
learning · Deep reinforcement learning · Graphical user interface

1 Introduction

Behavioural planning of automated driving (AD) vehicles has becoming a significant
research area, given the continuous advancements in context perception and in advanced
driving assistance systems (ADAS) [1]. Among the techniques being employed for the
task, deep reinforcement learning (DRL) is emerging since it trains an agent which learns
a decision making policy from data and simulations, through trial and error [2].
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A key requirement for users to effectively understand, trust, and manage artificial
intelligence applications, especially those concerning safety, has become explainabil-
ity (e.g., [3]). There are two main types of explainable artificial intelligence (XAI)
approaches in machine learning (ML). The first one relies on intrinsically explainable
models, such as trees; the second one exploits techniques that process the inputs and
the outputs of the model to gain insights into it. Among them, SHAP [4] estimates the
importance of each feature for each output. Importance may be positive (i.e., the value
of the feature is a motivator for the output), or negative (i.e., the value of the feature is
a deterrent). In the context of a DRL system, the features are the observations provided
by the environment. In the behavioural planning DRL case, the output is a decision
taken by the agent (for instance, for a high-level decision system: accelerate, decelerate,
turn right, turn left). At every decision step, SHAP values are computed on the DRL’s
value network, which outputs the Q value of each possible action, that is the overall
expected reward assuming the agent is in the observed state and performs the action,
and then continues playing until the end of the episode following some policy π. Thus,
SHAP values are computed for each possible action, even those that are not selected. In
a Deep Q-Network (DQN) algorithm [5], the action selected at each step is the one that
maximizes the expected cumulative gain (Q value).

Liessner et al., [6], showed the effectiveness of a SHAP analysis on the 1D OpenAI
Gym LongiControl environment, illustrating, through a car trip example, how differ-
ent factors (i.e., features, such as velocity or speed limit) influenced the longitudinal
acceleration/deceleration profile of a vehicle.

State of the art deep neural networks (DNN) frequently exploit the attention mecha-
nism to achieve the best performance [7]. Leurent andMercat, [8], designed an attention-
based neural architecture to implement a DRL AD agent able to cross an intersection,
and interpreted the vehicle behavior, particularly its interaction with the other vehicles
around, by exploiting the values provided by the attention layer of the agent’s DNN.

Taking inspiration from these two XAI works on SHAP [6] and attention [8], this
paper presents the design of an operational interpretability framework aimed at support-
ing the work of designers and analysts of DRL-basedAD high-level decisionmaking. As
the reference RL environment, we take the highway-env OpenAI Gym 2D environment
[9], which is quite popular for research in AD decision making (e.g., [10]).

The underlying analysis methodology has been developed on the basis of literature
study and field experience (e.g., [11]), and is particularly devoted to study:

• The relationship between attention and interpretability, which is still highly debated
(e.g., [12, 13]). We use SHAP, given its solid foundation in game theory, and its wide
adoption also in the AD research literature.

• How to represent, analyze and compare attention and SHAP values in a 2D spatial
highway environment (limiting our analysis to single frames, thus ignoring temporal
correlations, for simplicity).

• How to integrate abstract information from the neural model (i.e., attention and SHAP
values) with domain-specific knowledge.

Building on the mentioned studies, our research aims at designing a tool able to
support a more general and quantitative analysis, also moving from a single episode
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(e.g., 60 s of an AD vehicle highway drive) to a statistical investigation of several
episodes.

The next section presents the core features of the proposed interpretability frame-
work, while Sect. 3 draws the conclusions on the work done and outlines next research
steps.

2 Proposed Framework

Analyzing and interpreting the decision of an agent requires considering several aspects,
at each decision step:

• Action taken among those selectable by the agent driving the ego vehicle (e.g.,
accelerate, decelerate, turn right, turn left, idle)

• Observations (e.g., the kinematic values of the ego and the close-by vehicles), that are
features that the agent relies on to take the action

• Context (e.g., the road space ahead and behind the vehicle)
• XAI quantities, such as SHAP values and attention values.

For the attention values, we take the output of the attention layer, which is a probabil-
ity distribution across vehicles, as we group the environment observations per vehicle,
as in [8]. Thus, the sum is always equal to 1, and high max attention values indicate that
the attention is focused on a single vehicle.

SHAP values, on the other hand, are per feature. So, in order to allow a comparison
with attention values (that are per vehicle), we define the SHAP value of a vehicle as the
SHAP value of its most important feature. This is a clear approximation, but could be
reasonable, because explanations are typically givenmentioning only themost important
feature (e.g., [6]). Such per-vehicle SHAP values are then converted into probabilities
through softmax.

In order to support the interpretability analysis, we propose a graphical user interface
(GUI) with three main views, that correspond to different types of data visualization.
Values reported in the GUI are computed at each step, which is the moment in time in
which the agent takes a decision (e.g., at 10 Hz). The views, detailed in the following
subsections, are:

• Episode View, a time-line representation of each episode’s evolution in terms of the
kinematic signals of the ego and close-by vehicles (i.e., the features), with SHAP
values represented through a color code. A sketch is provided in Fig. 1 a) and b);

• Frame View, for a step by step display of all the feature values together with the
attention values (per vehicle) and SHAP values (per feature) (Fig. 1 c));

• Aggregated View, for a statistical analysis of attention, SHAP and vehicular (i.e.,
feature) values over a set of episodes, also segmented by vehicle/traffic conditions
(Fig. 1 d));
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Fig. 1. Sketch of: Episode view a) and b); Frame view c); and Aggregated view d).

2.1 Episode View

The goal of this view is to provide an overview of the evolution in time of the quantities
of an episode.

The viewplots original and derivedmeasurement timeseries on an episode’s timeline.
Relevant quantities (that are plotted, in homogeneous groups, on different axes) include:
the chosen action, lane of the ego vehicle (e.g., Fig. 1 a)), speed of the ego and of close-
by vehicles, time headway, space headway, vehicle id with max attention and with max
SHAP value, distances from the ego of the max SHAP and max Attention, the max
SHAP feature.

A second part of this view plots all the single observations color-coded according to
their SHAP value (e.g., Fig. 1 b)), providing an overview of the time evolution of all the
features, together with their importance.

The expected benefit of this viewconcerns the analysis and interpretation of examples
of the time evolution of a whole episode, probably focusing on the most interesting parts
of it (e.g., to see in which situation an agent behaves well and in which not). The limit,
similarly to [6] and [8], is that this approach is anecdotal (i.e., single case only – even if
the tool allows to study several different cases, of course).

2.2 Frame View

The goal of this view is to support a step-by-step analysis of the attention and SHAP
values for each feature.

This view consists of a set of tables, one for each step (e.g., Fig. 1 c)). The rows rep-
resent the observed vehicles, the columns their observed features. The table cells report
the numerical values of the observations, and their background is coloured according to
a code based on the SHAP value of the feature. Similarly, the vehicle ID column is also
colored based on the attention value.

This view considers reports SHAP values for the selected action only. However, it
can be extended by adding, at each step, one table for all the possible actions. Extension
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is useful to understand what the alternative suggested action is by a feature, that may
have resulted as a deterrent for the selected action.

We argue that this view is useful to analyze in detail a timestep (or few consecutive
ones) and is useful to compare attention and SHAP values. Similarly to the Episode
View, the limit is that this approach focuses on single cases.

2.3 Aggregated View

The goal of this view is to provide an aggregated perspective across a number of episodes.
Differently from the previous views, this one loses the notion of time, but puts an hyphen
on space.

This view computes statistical values (average, standard deviation, histograms) for
such quantities as the distances (in time and space) of the max SHAP and max attention
vehicle(s) from the ego, attention and SHAP values, etc. Entropy of attention and SHAP
is computed as well, together with correlations. Heatmaps are computed, capturing the
position of the max attention and max SHAP vehicles in a bird-eye-view of the road
space around the vehicle (e.g., Fig. 1 d)). Another heatmap reports the distribution of
the max SHAP feature, as some features may be more relevant in some areas.

The statistical analysis is segmented according to different conditions based on traffic
(e.g., low traffic around) and attention/SHAP values (e.g., low distance from the max
attention vehicle).

This view has been designed as a complement to the previous ones, as the statistical
analysis allows giving a quantitative overall weight to the various cases and situations.
Important additional explanation hints are also provided (e.g., what are the statistical
indicators in difficult action decisions).

3 Conclusions and Future Work

Wehave presented the design of a graphical framework aimed at supporting a quantitative
explanation of the behavioural planning performed inADhighway simulations by a high-
level decision making agent trained through DRL. We spotted three main visualization
clusters, that are obtained by processing quantities such as attention, SHAP values,
vehicular observations: Episode view, Frame view and Aggregated view.

To the best of our knowledge, this is the first in-depth explainability analysis of a
DRL-based decision-making AD system, also including a statistical analysis. We hope
that the upcoming open source release of the designed frameworkwill be useful to further
advance research in the field.

Concrete implementation and testing will be useful also to understand the degree
to which abstract information from the neural model (i.e., attention and SHAP values)
should be complemented with domain-specific analysis for a proper explanation of the
how the system takes its decisions.
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Abstract. Ablack-boxmodel of a nonlinear system can be obtained by observing
the input-output pairs. We propose a reduced complexity modeling technique that,
in many cases, represents the system sufficiently well for control applications. A
real-time experimental setup based on an STM32 board is realized to model a
nonlinear system and results are presented.
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systems

1 Introduction

Because a sufficiently accurate analytical description of a given process cannot be
obtained in many cases, modeling and output prediction of complex dynamical sys-
tems play an important role in modern digital control techniques, particularly when
aiming for virtual replication of a physical system, a digital twin.

In the domains of IoT and Industry 4.0 applications, a virtual model of a real physical
system paves the way for cloud and distributed predictive maintenance, fault detection,
andmodel drift avoidance. Inmany industry cases, controllersmay incorporate black-box
nonparametric models built from experimental input and output data sets.

This approach is similar to the one adopted byMachine Learning (ML) [1]; however,
ML involves an often extremely expensive learning phase, the need for accurate datasets,
and adequate labeling. Furthermore, the models obtained are also subject to drift and
aging.
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Instead, a black-box model can be seen as a static mapping function f :�n → � from
the input and the state spaces to the output space [2–6]. Further, black-box modelling
can be applied to very complex systems in order to catch internal small changes [7–10].
Samples are usually provided by ADCs with M quantization levels, and the mapping
to be represented is an n-dimensional matrix, consisting of M n discrete points. The
direct representation of the n-dimensional point set is a challenging problem because, in
general, there is an exponential growth of the memory requirements.

Exponential memory growth can be avoided by using the technique presented in
[11], where it was supported only by simulation data. It allows approximating the n-
dimensional matrix, with a proper set of 1-dimensional arrays:

y(x1, x2, . . . , xn) =
n∑

j=1

gj
(
xj

) = g1(x1) + g2(x2) + . . . + gn(xn) (1)

The predicted outputs are calculated from the inputs xj and the arrays gj as:

yp = gi1(x1) + gi2(x2) + . . . + gin(xn). (2)

A learning algorithm computes the gj arrays’ values iteratively to minimize the
mapping representation error (y − yp).

In this work, the technique is experimentally implemented for the first time using a
microcontroller. An experimental black-box predictor is realized using a Nucleo board
from STMicroelectronics. The non-linear system to be digitally replicated here consists
of a non-linear second-order system.

The paper is organized as follows. Section 2 describes the system setup, whereas
Sect. 3 reports the obtained results. Finally, Sect. 4 presents the conclusions.

2 System Setup

A proof-of-concept has been realized using a Nucleo-144 STM32L496ZG board from
STMicroelectronics. The non-linear system to be digitally replicated here consists of a
diode voltage limiter followed by a 2nd order low-pass filter with cut frequency 228 Hz
and Q = 7. The circuit schematic is reported in Fig. 1. The non-linear system is excited
with different signals and exhibits strong non-linearity and damped oscillations. Input
and output are sampled at 1 kS/s by two on-chip 8-bit ADCs and four arrays are used,
which are indexed by two past inputs and by two past outputs of the system.

Figure 2 shows the experimental setup with the microcontroller board and the non-
linear circuit.
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Fig. 1. Schematic of the non-linear circuit used.

Fig. 2. Experimental setup: the Nucleo-144 STM32L496 board acting as the predictor and the
example non-linear electronic circuit system.

3 Results

The predicted output is compared with that of the real system during a learning phase
and is provided for display by the on-chip 8-bit DAC. After the learning is complete, the
predictor receives only the input from the real system, and the obtained “model” is able
to reconstruct the correct output.

Figure 3 represents the input, the output, the predicted output, and the prediction
error near the quantization approximation, for two different circuit inputs (ramp and
sine). Figure 4 shows the four numeric arrays learned by the predictor which compactly
represents the non-linear mapping.



248 D. Iero et al.

Fig. 3. Experimental results after learning is complete: non-linear circuit input (blu), circuit output
(violet), predicted output (green), and prediction error (red) for two different circuit inputs: a) ramp,
and b) sine.
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Fig. 4. Content of the four numeric arrays learned by the predictor that constitute the numerical
representation of the nonlinear system after the learning has been completed.

4 Conclusion

The reduced dimensionality predictor theory was applied to the black box modeling of a
nonlinear system. An experimental setup based on the STM32L496 Nucleo-144 board
demonstrated online learning of 1 kS/s and operation with a low error, comparable to
quantization error.
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Abstract. The recent spread of smart homes is sparking corporates and research
interest in residents’ needs with a particular focus on reduced energy consump-
tion and less stressful daily life. As seen in the literature, to the food waste, one
of the most pressing problems of today, has not been given special attention. In
this scenario, in order to curb poor consumer behavior and improper food storage,
the proposed work leverages the close cooperation of a Wireless Sensor Network
(WSN) and an actuation system enriching smart homes of pervasive capabilities.
The sensor network is constituted by a fleet of sensor nodes each of which mon-
itors the microclimate of a particular food item. The microclimate data is used
to compute a dynamic expiration date and to evaluate the need for intervention
by the actuation system. This last consists in a robotic platform with an assistive
purpose. When prompted to act, the robot starts a series of routines to bring the
good and move it to a place with better preservation conditions.

Keywords: Food waste · Robotic platform · Smart homes · Object
manipulation · Smart sensors

1 Introduction

In recent years, with the help of smart home assistants and IoT devices, more and
more emphasis has been placed on customer comfort and economic well-being. The
latter, such as electronic shutters, smart thermostats, and RGB lights, can be controlled
remotely or trigger automatic tasks to save energy and, consequently, the environment
[1]. Nevertheless, few solutions to food waste have been proposed [2, 3]. These solutions
still require active intervention by residents based on notifications or alarms generated
by smart refrigerator management or habit analysis. The emergence of robotic platforms
in the smart home concept [4–6] paves the way for new designs in which robots play the
main role and can replace humans in the completion of certain tasks. To combat food
waste, this work proposes a more proactive way based on the collaboration between
a robotic platform and a wireless sensor network, offering a new and cost-effective
solution.

This paper is structured as follows. Section 2 describes the proposed architec-
ture. Section 3 presents experimental results collected by testing the architecture
in a laboratory environment. Section 4 summarizes the results and leaves future
developments.
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2 The Proposed Architecture

Figure 1 shows the complete architecture that implements the mitigation chain for food
waste reduction. When attached to a food item, the sensor node calculates its dynamic
expiration date and calls the Actuation system for intervention if needed. In order to
maximize the Shelf-Life of the item, the robotic platform finds the object and moves it
to a place with better storage condition.

Fig. 1. Whole food waste reduction architecture

2.1 The Sensor Node

Each smart multisensor node has been fully customized. It is a low-power and battery-
operated custom PCB. Many requirements were considered during development, such
as firmware customization viaOver The Air (OTA) updates, small footprint, ease of use,
and component availability. Figure 2 shows a complete overview of the implemented
board.

Fig. 2. Sensor node architecture and PCB implementation

The computational core is the ATmega328PB, a mainstream microcontroller by
Microchip that interfaces through I2C a set of four sensors: temperature and relative
humidity sensor, ambient light sensor, and an IMU. Every time the controller collects
the data from the sensors, it performs the Shelf-Life computation. Moreover, based on
IMU data, it computes the displacement estimation of the node so that the actuation
system can find the item of interest. Assuming two data readings from the sensors and
two wireless transmissions per minute, the sensor node can operate for at least 50 days
on a single 2000 mAh LiPo battery.
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2.2 The Robotic Platform

In this feasibility study, the robotic platform is the Pepper Y20 model manufactured by
SoftBank Robotics. It is an assistive purpose robot equipped with an Intel ATOM Z530
processor running at 1.6 GHz. For the proposed use case, 1 GB of RAM and 2 GB of
flashwere reserved for navigation and object manipulation routines. To properly perform
each task, the robot uses a set of cameras and 3 sets of 15 pulsed lasers whose main
features are listed in Table 1. While the output of the RGB cameras has been set to
640*480px (kVGA) at a frame rate of 10 fps, the output of 3D sensor provides images
of 320*240px (kQVGA) at 5 fps.

Table 1. Cameras and laser technical specifications

Type Model Manufacturer Resolution HFOV VFOV DFOV

RGB OV5640 Omnivision 5 Mp 55.2° 44.3° 68.2°

3D Xtion ASUS 0.3 Mp 58° 45° 70°

Laser – – – 60° 40° –

2.3 The Shelf-Life Estimation Model

The sensor node collects data periodically. at 30-s intervals, to predict the effective expi-
ration date of a given food item. The Shelf-Life algorithm implemented on the embedded
microcontroller is based on the 1st order Arrhenius kinetic model, an empirical model
that describes temperature dependence in simple chemical reactions [11]. Equation 1
shows the full expression of the Shelf life as described in one of our previous papers [7].

SL(t) = 1

k
ln

(
c(k, t)

Ceq

)
· αRH · αAL (1)

In the above formula, k is the decay rate of the good item, c(k, t) is the food quality
related to a specific metric, Ceq is the reference food quality while αRH and αAL are
two correction factors related to relative humidity and ambient light, respectively. The
empirical model can be enriched by adding the development time of bacterial organisms.

2.4 The Displacement Computation Model

When fixed over an object, the sensor node can detect motion and estimate its relative
displacement using the inertial navigation algorithmwhose block representation is shown
in Figure. Based on the combination of accelerometer and gyroscope data, the algorithm
is triggered by a sudden change in angular velocity. The data from IMU are processed
by a Kalman filter, which has been chosen to offer the best performance in reducing
accelerometer noise. Since the data processing is given by a recursive algorithm, it
requires a small memory footprint for the microcontroller [8, 12–14]. Then, the Kalman



254 G. Mezzina et al.

filter outcome is processed via the trapezoidal rule, saving power and even keeping the
real-time signal processing requirement. If no change in angular velocity occurs for at
least 5 s during the estimation, the object is considered motionless, and the sensor node
stores the new relative coordinates locally (Fig. 3).

Fig. 3. The displacement computation method

2.5 Calling for Actuation System

Once the good is moved from its optimal preservation condition location, if a severe
reduction inShelf Life is detected, the node enables a timerwith a timeout. If no residents’
intervention occurs [15] within the timeout, the object is marked as “about to expire”
and the robotic platform is called for action.

Actuation System Intervention. Once the actuation system is asked for intervention,
the robot retrieves the good’s relative coordinates from the sensor node and computes its
absolute position. At this point, the object manipulation routine begins. It can be divided
into three sub-routines: the navigation routine, the object detection routine, and the grab
routine. Each of these it’s crucial in order to establish the whole architecture success
rate.

Object Detection and Grabbing Routines. During this routine, Pepper exploits its
own set of cameras to find the object and move toward it. The RGB camera frames
are sent to a pre-trained object detector based on the YOLO method. YOLO extracts a
series of blobs giving each of these the probability of being the good of interest. Once
an object is tagged as ‘target’, the robot moves toward it and exploits the YOLO Tag to
extract the object distance from the 3D sensor’s depth map and assign a specific color
to the item.

The robot moves its hand close to the target object and partially covers it. During this
process, the number of pixels in the 3D map identifying the object gradually decreases.
Once it is between 40 and 45% of the original value, the robot stops adjusting its hand,
locks the grasp and grabs the object to move it to a place with better preservation
conditions.
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3 Experimental Results

The whole architecture has been tested 50 times in a laboratory environment. For the
proof of concept of this pilot study, a sensor node has been sticked to a common and
easily manageable good while another has been placed near the window in order to
trigger a sudden change in Shel Life and force the call for actuation system intervention.

Displacement Estimation and Scanning. Relating to the object scanning and finding,
the system achieved a 74% success rate, completing 37 of 50 operations. An average
error of about 20% was found between the estimated and actual coordinates along the
x-axis and an error of about 15% along the y-axis was found between the estimated and
actual coordinates. In 26% of cases, the experiment did not continue to the next step.

Navigation Routine. Concerning robot self-positioning, the robot’s standard naviga-
tion system [9] has been enriched with a custom correction algorithm. During the cal-
ibration test, the robot performs three times three rotations on itself. First, it exploits
only the built-in function, then it uses the built-in function and tolerance of 0.02 rad and
0.01 rad. The latter resulted in the best performance, also in terms of cumulative error
during 30 min of navigation routine. In this step, the system achieves a 95% success rate
taking 35 out of 37 operations to the next step.

Grasping Routine. The here implemented Grasping Routine resulted in 30/35 well-
executed operations concluding the whole food waste reduction architecture with 60%
of success rate. At this step, the robot has performed 11/30 operations with the left
hand and the remaining with the right hand. Specifically, 4 errors concern the operations
carried out with the left hand and only one relates to the right hand. More details about
this routine are available in our previous work [10]. Figure 4 shows a complete overview
of the success rate for the entire mitigation chain and for each routine.

Fig. 4. Whole mitigation chain success rate and success rate for each routine

4 Conclusions

The proposed feasibility study exploits the cooperation of a sensor network and an
actuation system to overcome one of the most urgent problems of modern times.

In this paper, we used a system of multisensory nodes to monitor various products
to be stored correctly at home and a humanoid robot for moving food items if not stored
at the right temperature or humidity.
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This study has proven that adapting the pervasive capabilities of the robot-integrated
smart home could lead to a significant food waste reduction. The entire architecture
successfully completed 30 out of 50 scenarios with a final 60% success rate and paves
the way for researchers focused on smart homes concept development.
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Abstract. Recently, robots’ employment in the ambient assisted living frame-
work is rapidly growing. Most of the employed robots fall within the category of
social robots, i.e., automata able to interact verbally with the user to be assisted,
supporting caregivers in patient’s need comprehension. However, most of these,
although equipped with arms for social interaction, lack manipulative abilities. In
this context, the paper proposes an embeddable object manipulation framework,
which consists of a set of low-complexity routines to expand functionalities on
social robots, and specifically on Pepper by SoftBank Robotics, permitting its
employment in assistive scenarios. Implemented routines exploit Pepper’s built-
in RGB cameras to (i) identify the object to be grabbed, (ii) estimate its coordinate
in the three-dimensional frame; (iii) plan the arm movement sequence, and (iv)
grab the object for final recognition. The routine is designed to be fully automatic
(no internet connection), preserving sensitive data stored in the robot’s memory.
Experimental results demonstrated a grabbing accuracy of ~ 87% for different
shelf heights, demonstrating the employability of improved social robotics for
daily-life assistance and ambulatorial contexts.

Keywords: Object manipulation · Robotics · Personal care robots

1 Introduction

The automation of object and materials handling activities showed a high impact on effi-
ciency and productivity increment in several sectors such as the healthcare and assistive
ones, where most of these operations are still performed manually. Prolonged observa-
tion of US and European hospitals [1] during the pandemic emergency, highlighted that
more than 40% of nurses’ time is wasted in repetitive activities, such as drug selection
and delivery. In this context, the employment of supporting robotics has been strongly
reconsidered, aiming to lighten the medical staff effort and reduce complications related
to erroneous drug delivery [2].

Due to the tradeoff between costs and provided services, the most used autonomous
robot in healthcare facilities [3] and domestic assistance [4] is Pepper by SoftBank
Robotics [5]. It is a social robot designed for verbal interactions. Thus, its main use
in hospitals concerns reception tasks [6]. Also, Pepper has been successfully used to
interface with people affected by dementia, as well as in a domestic assistance context
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[7]. Although largely used, Pepper did not find application in most practical assistive
situations, due to the missing manipulation capabilities.

In light of the great diffusion of Pepper in healthcare/assistive facilities, this paper
proposes a robot capabilities expansion, by adding a low complexity object manipu-
lation routine based on data from a built-in RGB camera. The paper is organized as
follows. Sect. 2 reports the proposed framework. Sect. 3 provides and discusses some
experimental results. Finally, Sect. 4 concludes the paper.

2 The Object Manipulation Framework

Figure 1 reports a schematic overview of the here-proposed framework. The workflow
starts with the acquisition of frame sequences from the embedded top and bottom RGB
cameras, proceeding with a shelf height extraction based on an edge detection approach.
It allows the robot to plan proper arm segments movement to approach the object to
be grabbed. A You-Only-Look-Once (YOLO) approach is then employed to adaptively
drive the manipulation process.

2.1 The Hardware Platform

The framework is realized to improve the capabilities of Pepper Y20 by SoftBank
Robotics. The implemented framework uses two RGB cameras (OV5640 by Omnivi-
sion). The first one, OV5640top in Fig. 1 is placed on the forehead at an angle of 90°
with respect to the head frame axis. The OV5640bot camera is placed on the robot’s
mouth with an orientation of−40°. The maximum camera resolution is 5 Mp with 55.2°
of the horizontal field of view (FOV) and 44.3° of vertical FOV. Frames are captured
with a ratio kVGA (640*480 px) @ 10 fps. The system is supported by an ASUS Xtion
3D sensor with 0.3Mp of resolution, 58°and 45° of horizontal and vertical FOV. Camera
output has been set to be kQVGA (320*240 px) @ 5 fps [8, 9].

2.2 Working Principle: Preparation Steps

Shelf Height Estimation. The first preparation step consists of estimating the height
of the shelf on which the object to be grabbed is placed. For this purpose, the system
leverages top RGB camera and 3D sensor data.

Figure 2.a shows the shelf height estimation setup. In detail, the robot extracts the
distance between the 3D camera and the NAO mark. Once extracted, the head frame
pitch is increased to a known angle as per Fig. 2.a. The RGB top camera takes a picture
that is analyzed via Laplacian edge detection algorithm with a 3 × 3 px convolution
mask [10]. The robot body frame is adaptively moved to center the identified edges in
the middle of the vertical FOV as per Figs. 2.b and c. Since the distance between the
NAO mark and the shelf edge is set, the height of the shelf can geometrically estimate.

Object Scanning. Once the height is estimated, the RGB frames undergo an embed-
ded version of YOLOv3 method: MiniYOLOv3 (MY3) [11]. It is offline pretrained to
recognize specific objects of interest and the model weights are uploaded to the robot.
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Fig. 1. Proposed framework workflow overview.

MY3 extracts a set of bounding boxes, returning the object label according to the highest
probability of specific class belonging. The data collection phase for MY3 offline train-
ing consisted of 2496 images gathered for a total of 9984 annotations (4 per image) by
using the bottom RGB camera from several different approach directions. The labeling
has been manually realized via LabelImg software drawing bounding boxes that include
the entirety of the object. Roboflow preprocessing has been also included through image
auto orienting, and data augmentation to protect the model against overfitting [12].

Fig. 2. Shelf Height Estimation. (a) Experimental setup; (b) RGB camera frame; (c) Laplacian
edges detection.

2.3 Working Principle: Manipulation Routine

Arms Movement Planning. Once the shelf height is estimated and the object height
is derived by the attributes linked to the MY3 record, the robot must position the arms
segments (S1 and S2 – Fig. 2) to move toward the object without collisions. The posi-
tioning keeps into account the projection on the vertical axis of S1 and S2. The shoulder
joint angle is the first to be moved, while the elbow one is used to adapt the height of
the grab ensuring a perpendicular approach with the object.

Grabbing Approach. Pepper set S1 and S2 angles in a so-called safe area (with no
collision), before starting moving toward the object, keeping the posture as per Fig. 3.
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Themovement considers the distance between the robot and theNAOmark and the preset
distance between the object and the shelf edge.When the shelf is properly approached (a
feedback check is realized via an embedded odometry algorithm), the proposed system
runs an object position check step. It consists of taking a frame of the bottom RGB
camera to be sent to MY3 for stable labeling. It ensures a correct robot-object alignment
(object MY3 tag should be placed in the middle of the vertical FOV).

Hand Selection. When the object position check is completed (Fig. 3 – left), the frame-
work evaluates the number of pixels involved in the overlap amonghands bounding boxes
(blue and red ones) and the recognized object one. The hand with the highest number
of pixels overlapped with the object bounding box is selected for the grabbing proce-
dure, while the other hand is raised to avoid interference in adjusting movements (Fig. 3
– middle). If the overlap involves less than 25% of the hand box, the robot is laterally
moved to cover at least this limit.

Grab and Check. Once the alignment is completed, Pepper drives the hand closing
completing the process. A successful grab check is carried out after the described pro-
cedure, by rotating the wrist and the elbow toward the camera as per the right panel in
Fig. 3. It allows discriminating between an empty hand (grabbing procedure failed) or
not (grabbing procedure completed).

Fig. 3. Grabbing approach, Hand selection and Successfully grab check phases of the proposed
framework

3 Experimental Results

All the proposed procedures have been implemented through Python 2.7 scripts and run
in background on Pepper by means of NAOqi OS.
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A total of 568 operations of object approaching and manipulation have been carried
out to characterize the routine, covering all the phases explained in Sect. 2.2 and 2.3.
In each analyzed operation, Pepper has been placed in front of the object to be grabbed
at ~1.5 m. A lateral displacement between −25 cm and 25 cm from the center of the
object and a horizontal angle orientation error ranging between −30° and 30° are also
considered.

3.1 Object Manipulation Routine Success Rate

To characterize the improved capabilities of the Pepper robot, the present section ana-
lyzes the number of fails in the grabbing procedure over 568 operations constituting the
observation set, dividing them per failing phase.

Figure 4.a summarizes the grabbing success rate of the carried-out operations.Results
showed that 494 operations out of 568 (~87%) have been successfully completedwithout
any errors. While 74/568 fails are recorded. Figure 4.b shows the occurrence rate of the
failure causes. Results show that in 21.6%of cases the error can be related to an erroneous
shelf height estimation. The operations have been stopped to avoid collisions. The arm
movement planning is the phase that shows the highest failure rate. With 18/74 failures,
the phase constitutes 24.32% of the erroneous operations.

The grabbing approach phase is responsible for 17.57% of errors. In most cases, it is
due to unstable MY3 bounding boxes. Hand selection and Grab and Check steps show
10/74 unsuccessful operations (13.51%). Concerning the first routine (Hand Selection),
the main cause of the error is the lateral adjustment to cover the 25% of overlap. Indeed,
during adjustments, the robot moves lightweight envelopes, causing their fall. In the
second case (Grab and Check), the main cause lies in the unstable recognition of the
MY3 tag for the check and envelopes that shifted from the grab during wrist rotation.
Object scanning is the best phase with 7/74 errors. This step is largely consolidated in
terms of approach distance. More details are available in our previous work [13].

3.2 Bounding Boxes Overlap

To characterize the best bounding boxes overlap percentage, a package has been placed
on the shelf. The shelf chosen for testing purposes was 76 cm tall, although shelves with
a height between 68 and 82 cm still ensure the characterized grabbing accuracy. Then,
different bounding boxes’ overlap percentages have been evaluated in terms of grabbing
accuracy. For the specific case, 11 different values of percentage have been assessed,
starting from the 5%, up to 55% with a step of 5%. The arm segments were always set
at specific and unaltered angles to ensure repeatability among different measurements.
For every bounding box overlap percentage, ten identical runs have been carried out.
Test results showed that the best overlap range moves from 20% (accuracy = 80%) and
the 40% (accuracy = 80%), with a peak in 25% (accuracy = 100%).
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Fig. 4. Grabbing accuracy of the proposed framework. (a) Success rate, (b) Error occurrence
versus involved phase.

4 Conclusions

In this paper, a novel, low-complexity framework to expand social robot Pepper capa-
bilities and allow its employment in practical assistive contexts, has been proposed. The
proposed system leverages data from Pepper RGB cameras to plan and actuate object
handling procedures. Specifically, the proposed routine mainly exploits the bottom RGB
camera of the robot and the MY3 tags to extract arms’ segments trajectories. The grab-
bing procedure is entrusted to an overlap-based algorithm that analyzes the number of
pixels mutually included by MY3 bounding boxes. The proposed routine, experimen-
tally tested in a laboratory environment, demonstrated to be able in achieving a grabbing
accuracy of 87%. The achieved promising results open to the possibility of updating
the already employed Pepper by adding new and useful capabilities, aiming to lighten
hospital staff or caregiver effort.
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Abstract. In recent years, agricultural productivity depends on several factors:
the demographic increase of the population, the climate changes, and the need for
environmental sustainability. Increasing agricultural production capacity while
respecting the environment is therefore necessary. Generally, substances that are
potentially harmful both for the environment and for humans are used to satisfy
the request. Monitoring of the production chain is a necessity of smart agricul-
ture and technologies can ensure process optimization. This paper describes the
automation of an agricultural machine for soil sterilization before sowing. This
system is inserted in an IoT infrastructure, and it allows to monitor the quantity
of sterilizing product dispensed on the ground and other soil parameters, such as
temperature, pH and humidity. Quantification of the plant protection product dis-
pensed is possible with the obtained system and it guarantees compliance with the
current environmental laws in Europe. It also constitutes a safety system for oper-
ators, making the regulation of the plant protection product completely automatic
and remotely controllable.

Keywords: Smart agriculture · Internet of things ·Machine learning · Plant
protection product · Remote monitoring

1 Introduction

Industrialization and intensification of agricultural services are increasingly necessary
to ensure food in terms of quality and quantity that satisfy human needs [1]. Numerous
pesticides and plant protection products are used to ensure the harvest in all seasons but
often these have a negative impact on the ecosystem and, consequently, on human and
animal health [2]. The monitoring of some processes, thanks to the use of the Internet of
Things (IoT) and data analysis, allow the improvement of the productivity of the harvest
[3] but also of the operational efficiency, for example with the supply of the right quantity
of sterilizing or phytosanitary products (PP).
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Technologies in agriculture include the automation of machines and the use of net-
work infrastructures for data monitoring [4]. In fact, an essential element of modern
agriculture is the adoption of Information and Communication Technology (ICT) [5],
that connects sensorized systems, such as soil sensors, drones with cameras, automated
guided vehicles to each other constituting complex IoT frameworks. Connected devices
with integrated sensors produce a large amount of highly diversifieddata such as chemical
physical parameters of air, soil and plants, that standard data processing techniques can
struggle to process. Because of this, Artificial Intelligence (AI) and Machine Learning
(ML) techniques are gaining ground in this field by leveraging their computing power.
To give an example of the potential offered by artificial intelligence we can refer to works
that use autonomous or semi-autonomous vehicle, robots and drones for analysing crop
and detecting diseases in plants using computer vision techniques [6].

Nowadays, machine learning models are mainly used for soil analysis, crop recog-
nition and yield prediction, but they are also used for water management [5]. Moreover,
advanced artificial intelligence models allow to make immediate intelligent decisions
such as determining the amount of water needed for irrigation [7]. The use of these mod-
ern technologies can control costs and guaranteemore sustainable agriculture [8]. In fact,
Internet of Things and Artificial Intelligence remove the randomness of some processes
and assist farmer to better control and optimize each step of the agricultural process [9].
Therefore, the use of technologies to develop autonomous agricultural machinery has
increased in recent years, which aim to improve the productivity of all agricultural pro-
cesses in which conventional agricultural machines were inefficient [10]. Lastly, the use
of technology and artificial intelligence is aimed at reducing humanworkload, enhancing
safety, and generating real benefits for small and large companies alike.

This work will describe the automation of an agricultural machinery (Fig. 1) used for
the sterilization of the land and the integration of the latter within an IoT infrastructure
for remote monitoring and control. Themachine to be automated allows soil sterilization

Fig. 1. The phytosanitary product (A-B), passing through a system of pipelines (C) are dispensed
by a manual agricultural machine for the sterilization of the land (D).
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thanks to a system capable of measuring the flow of water in the pipeline and injecting
the right amount of phytosanitary product necessary for irrigation in the greenhouse.
Currently, the operations described above are carried out manually by the operator. The
main limitations of the machine are safety, as the operator who manages the machine is
in the vicinity of high-pressure cylinders of plant protection product, and the absence of
remote monitoring.

2 Materials and Methods

The system has been integrated with an Arduino Mega 2560 Rev3 board powered by a
12 V battery with a capacity of 74Ah. This microcontroller is suitable to be used with
different actuators and sensors as it integrates several analogue and digital ports inside
the board and to be powered with a wide range of voltages as required by the developed
system. The board is capable of controlling an Arag Flowmeter (with an accuracy of
± 1% and a measuring range of 50 ÷ 2500 l/min), for measuring the flow of water
in the duct, a Raven proportional valve (with ball type of valve in stainless steel), for
controlling the quantity of phytosanitary product to be injected, a SMC valve On/Off
(normally closed (N.C.) type in stainless steel), for a safety check of the entire system,
and a Biotech Flowmeter (with an accuracy of ±2,5% and a measuring range of 0,1
÷ 10 l/min) for monitoring the amount of PP injected. All components included in the
system were chosen because they met the requirements of measurement accuracy and
chemical compatibility with respect to the requirements imposed by the application in
the agricultural field.

The system is also integrated with a Bluetooth HC-05 module to allow remote con-
trol thanks to the use of an Android application developed in MIT App Inventor. With

Fig. 2. The developed automatic prototype of the agricultural machine integrates a power supply
(A), an Arduino Mega (B), an Arag flowmeter (C), an SMC valve (D), a Raven proportional valve
(E) and a Biotech flowmeter (F).
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this application it is possible to quantitatively monitor the flow of water in the pipeline
and automatically define the right quantity of PP to be introduced controlling the Raven
valve, according to the proportions that are established at the regulatory level. These
operations can be carried out with the operator placed at a safe distance from the pres-
surized cylinders of plant protection product, which is particularly harmful to humans.
Furthermore, the mobile application sends the data exchanged directly to a database
(in compliance with EU legislation), the Google Firebase, to allow monitoring by other
operators not involved in the sterilization operations in the field (Fig. 2).

3 Results and Discussion

The system, while still remaining in the prototype state, has been tested in the laboratory
and provides satisfactory results in terms of measurement accuracy of the monitored
physical quantities and control latency (less than 500 ms). Using the mobile application
developed, it is possible to set the threshold values of the phytosanitary products used and
measure the actual quantity of product and water mixed. The application communicates
continuously in real timewith themicrocontroller board used in the system, thus allowing
continuous remote monitoring of the solenoid valves.

Thus, in conclusion, the precise remote control of the valves that regulate the flow
of plant protection product, harmful to humans, is an important result in the automa-
tion process of the agricultural machine and guarantees a greater level of safety for the
worker. There are many possible future developments, starting with the miniaturiza-
tion of the prototype for a more comfortable integration on agricultural machinery in
motion. Furthermore, the use of wide-ranging communication protocols and finally the
industrialization of the machine is planned for use on crops on large surfaces.

Finally, other developments concern the use of other sensors that can be integrated
on the ground and on the agricultural machine for the creation of a complete monitoring
system, not only of the supply of phytosanitary product but more generally of the state
of the soil and plants, up to the harvest. As a latest development there is the possibility,

Fig. 3. Scheme of the developed automated drip machine (B) with the remote-control application
(A) for the dispensing of phytosanitary products in greenhouse and in agricultural land (C).
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through artificial intelligence that uses both data from integrated sensors and perhaps
satellite images, to regulate the distribution of water and plant protection products on
the ground automatically, with a level of safety for humans and very high environment
(Fig. 3).
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Abstract. Reliability is an essential quality requirement for Embedded
Systems, especially for those that are life critical, which need to contain
mechanisms to react properly to malfunctions of system parts. An app-
roach that is usually applied to increase reliability consists in integrating
additional redundant components that take over in case of failure of the
primary ones. In this work, we face specifically the problem of optimally
allocate redundancy to system components.

Keywords: Redundancy · Reliability · Optimization

1 Introduction

Given a (non-redundant) system defining the architecture and the behavior of
a component-based system, and a finite set of available redundant patterns, we
propose a fully automated approach for the assessment of reliability and other
non-functional parameters of redundant alternatives for the given architecture,
and therefore support the Design Space Exploration (DSE) for a Multi-Objective
Optimization Problem (MOOP). We leverage the power of Satisfiability Modulo
Theory (SMT) [1] techniques to express architectural constraints between com-
ponents and their behaviors, and to find a satisfying assignment that optimizes
the objective functions.

We build on our previous work [2–7] and introduce a novel assessment of
reliability that combines symbolic search based on Binary Decision Diagrams
(BDDs) with Depth First Search (DFS). The algorithm extracts a symbolic
reliability function that expresses the reliability of a given system in terms of
the reliability of individual components.

2 Proposed Method

We propose a multi-objectives DSE process that automatically selects the appro-
priate set of FT techniques (at the logical level) to be applied to the original,
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non-redundant, system to obtain one that is redundant, optimizing simultane-
ously a collection of objective functions. This approach heavily relies on formal
methods, and is based on the following phases.

2.1 Modeling the System Architecture

We model the system with a Directed Acyclic Graph (DAG) where nodes rep-
resent the computing elements (denoted by Ci) and edges describe the flow of
data. We model the occurrence of faults with Boolean fault variables (denoted by
Fi) that enable the component to have failures. Failure probabilities are given.
Hence, each component has two behaviors, nominal and faulty, described using
uninterpreted functions, which allow us to abstract from specific implementation.

A set of design patterns (denoted by Pj) is assigned to each component. We
collect proven solutions in the field of ESs and use their abstract representation
to evaluate their impact. Some patterns are illustrated in Fig. 1. The objectives
are used as optimization goal of the overall system, and are not domain-specific
(to be as general as possible). We assume that for each component of the given
system a single Fault-Tolerant (FT) pattern can be allocated for redundancy. In
addition, we assume that basic events are independent, and each component is
critical, i.e., its failure triggers the system failure. For simplicity, we assume that
all redundancy is active, i.e., redundant components operate simultaneously as
soon as the mission starts.

We use the same approach to model the redundant components: the behavior
of their computing modules can be abstracted by an uninterpreted function,
while the behavior of the voters and comparators by logical formulae, as they
have well defined implementations. The mapping between a component Ci of
the basic system and a redundant pattern Pj of the library is defined by a
configuration variable cfg i = (Ci, Pj). Leveraging this approach, we can model
an entire redundant architecture using First-Order Logic (FOL), specifying the
connections among the redundant components. As a result, the set of redundant
alternatives for the given architecture can be modeled in a single SMT formula.

2.2 Reliability Assessment

Modeling nominal and faulty behaviors gives us the possibility to describe both
reference and faulty systems. This system composition is known as Miter [8]. By
providing the same inputs to the two architectures and comparing the outputs
we detect a system level failure, also referred to as Top Level Event (TLE). A
combination of component level failures (a.k.a. basic event) occurrences that
leads to the TLE is referred to as Cut-Set (CS). Every CS can be represented
as a conjunction of component faults, and the whole set of configurations as a
disjunction of CSs. Hence, the Miter composition is an SMT formula over inputs,
outputs, fault variables, and TLE, which represents the set of assignments to the
fault variables Fi such that there exists an assignment to the inputs that leads
the two architectures to provide different outputs. The problem of extracting
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Fig. 1. Some redundant design patterns: (a) Comparator (CMP), (b) Triple Modular
Redundancy (TMR), (c) TMR with one voter TMR100 , (d) TMR with two voters
TMR012 , (e) TMR with three voters TMR123 , (f) MooN.

the CSs can be therefore encoded as an AllSMT [9] problem for the theory of
Equality and Uninterpreted Functions (EUF).

Since the number of satisfiable assignments grows with the number of vari-
ables, we use predicate abstraction to abstract the behavior of a pattern and
obtain a pure Boolean formula consisting of fault variables, and Boolean input
and output ports. This translates into partitioning a global AllSMT(EUF) com-
putation into a number of smaller and less complex AllSMT(EUF). To obtain a
formula containing fault variables and configuration variables only, an additional
quantifier elimination of Boolean inputs and outputs has to be performed on the
global formula, by using BDD-based projection techniques. Finally, to extract
a symbolic function that maps each configuration to its failure probability, a
probability of failure is associated to each fault variable, and the formula of the
CSs is converted into a BDD that is traversed to generate the reliability function
by recursively applying the following formula to each node n:

⎧
⎪⎪⎨

⎪⎪⎩

1 if n = �
0 if n = ⊥

Fi · BddProb(n�) +
(1 − Fi) · BddProb(n⊥) if n = ITE(Fi, n�, n⊥)

(1)

Note that the formula (and the BDD) representing the CSs of the set of architec-
tures contains two types of nodes: configuration nodes and fault nodes. In case
of a configuration node, evaluation of 1 translates into a ITE (Fig. 2(a)) that
basically selects the path to the TLE.

2.3 Optimization

We can generalize the approach used for reliability assessment to other non-
functional parameters, like cost, weight, and power consumption, facing therefore
a MOOP. As a result, we have three alternative approaches for optimization.

The simplest one is the enumerative approach: parameters are made explicit
before the search. We iterate over each candidate design point and compute
the costs of every architecture. The second is a symbolic approach, in which
we parametrize the system and obtain a single symbolic representation of the
problem. This approach produces a compact function, but since the number of
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Fig. 2. (a) BDDs representing the CSs of an architecture are composed of configuration
nodes and fault nodes. (b) Example system. (c) A library made of two redundant patters
(TMR111 and TMR123 ) is associated to each component.

configurations rapidly grows with the size of the architecture, the resulting func-
tion defining the space of the design alternatives is very complex. The third is a
hybrid approach. First, we extract the symbolic function of each parameter, and
then use this function to obtain the precise parameter values for each configu-
ration, in order to build a function that explicitly defines all the design points
of the space. To sum up, we can range from a fully explicit to a fully symbolic
approach. In order to find the allocations that optimize the objective functions
of the redundant system, we can rely on an existing SMT solver.

3 Experimental Evaluation

To help illustrate the method, consider an example system made of six compo-
nents, each with two suitable redundant patterns, as illustrated in Fig. 2. The
optimization problem involves a Reliability function to be maximized (which is
equivalent to minimizing the fault probability) and a Cost function to be mini-
mized. We assign arbitrary values of fault probability and cost to modules and
voters. Our method produced eight solutions illustrated in Fig. 3.

More in general, the overall performance of the method has two main contri-
butions: assessment of non-functional parameters and optimization. The more
burdensome parameter is reliability, as for simplicity we choose the other parame-
ters as cumulative, and their assessment translates therefore in a simple addition.
The overall performance of reliability assessment takes into account three main
tasks: abstraction (AllSMT computation), BDD-based quantifier elimination,
and BDD traversing. Thanks to predicate abstraction, the first task is negligi-
ble. The results indicate that the time for the BDD-based quantifier elimination
grows with the number of components, the size of the pattern library, and on
how components are connected, as illustrated in Fig. 4(a), in which the labels
on the bars represent the different fan-out of the TMR patterns employed in the
library. Hence, the performance is proportional to the BDD complexity.
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Fig. 3. (a) Set of redundant architectures. (b) Exact solutions. (c) One of the optimal
redundant architectures (the one highlighted in Fig. 4(a) and in red color in Fig. 4(b)).

(a) (b) (c)

Fig. 4. (a) Time performance for extraction of non-functional parameters using a
library of different redundant patterns for serial architecture of 100 components and
rectangular (repeating pairs) architecture of 100 components, organized in 50 levels (b)
Comparison between solution methods for a complex architecture. (c) Example of a
complex system composed of fourteen components with a library of twenty-eight pat-
terns: approximate solutions move away from exact solutions as the pruning threshold
is tightened up (th1 < th2 < th3).

For reliability extraction via BDD traversing, time performance on linear
and rectangular architectures is linear with respect to the size of the BDD.
For complex architectures (i.e., systems that cannot be broken down to groups
of series and parallel components), both BDD-based quantifier elimination and
reliability are more burdensome, since the topology has no periodicity. As far
as the optimization is concerned, the results indicate that the hybrid approach
outperforms the others, as reported in Table 1.

The main challenge of the symbolic encoding arises with very complex sys-
tems because of the sheer size of the design space. The computation time
increases quickly with the size of the instance, as well as memory consump-
tion. For the above reason, we investigated an approximated method based on
the partitioning of the systems into smaller sub-systems. Partitions are dealt
with individually, and subsequently recombined. Each sub-problem is exponen-
tially more efficient, but fine grained partitions require recombining too many
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Table 1. Optimization: symbolic vs hybrid approach

Topology Linear Rectangular

Approach Enumerative Symbolic Hybrid Enumerative Symbolic Hybrid

Length 1 >5000 s 0.05 s 0.04 s >5000 s 5.85 s 0.07 s

Length 2 >5000 s 4.09 s 0.15 s >5000 s 645 s 0.43 s

Length 3 >5000 s 153 s 0.32 s >5000 s >5000 s 2.67 s

solutions. We therefore prune the design space by retaining only those solutions
whose parameters come within a chosen threshold. By adjusting the threshold,
we can strike the desired balance between optimality and run-time (Fig. 4(c)).

4 Conclusion

The symbolic approach proposed enables the analysis of the effect of component
failures on various system configurations, it is capable of exploring the design
space in an efficient way, and scales very well, easing the way to architecture
synthesis. In future work, we will investigate the case where faults are associated
with dynamics, going beyond combinatorial problems.
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Abstract. Batteryless devices are becoming fundamental to fostering
self-sustainable and environmentally friendly Internet of Things (IoT)
growth. In precision agriculture and, more broadly, for environmental
monitoring, battery-less IoT systems are particularly effective due to
their low environmental impact and maintenance cost. In this paper, we
present the study of a battery-less Plant-Microbial Fuel Cells based IoT
architecture for plant growth and health monitoring by exploiting elec-
trochemical impedance spectroscopy. Plant-Microbial Fuel Cells – and,
in turn, the plant itself – health and status can be assessed starting from
specific features extracted from Electrochemical Impedance Spectroscopy
(EIS) data. The proposed system exploits an ultra-low-power integrated
electrochemical sensor analog front-end providing both DC polarization
and EIS measurements. The system can self-sustain its operations by
exploiting the same energy harvested from the monitored PMFC. Finally,
a LoRa transceiver is in charge of transmitting status updates remotely.
Results show that for a sweep of 19 points from 21.3 mHz to 21.8 kHz
the overall required energy consumption is equal to 4.38 J.

Keywords: Energy harvesting · PMFC · EIS · Fuel cell ·
Battery-less-electronics

1 Introduction

IoT device shrinkage, maintenance, and environmental impact pose severe chal-
lenges in maximizing IoT applications’ lifetime and even more when dealing with
remote and wide areas monitoring. IoT device networks are constantly grow-
ing, making battery supply prohibitive, both in terms of costs, effort, and cor-
rect disposal. Using only batteries is costly, environmentally harmful, and needs
periodic maintenance. In past years, researchers have thus proposed exploit-
ing different Energy Harvesting (EH) [6] solutions as a power source. EH is
proven to be a feasible solution to avoid polluting batteries in many applica-
tions [1,7,8] and a fundamental advantage in decreasing related maintenance
costs. This paradigm shift is made possible also thanks to the development of
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state-of-the-art hardware/software solutions, encompassing low-power acceler-
ators, non-volatile memories, long-range low-power communication techniques,
and innovative energy storage solutions [10].

With the introduction of these technologies, the IoT revolution is becom-
ing affordable even in those harsh applications that require exchanging infor-
mation over large distances with sensors installed in hard-to-reach areas. The
so-called Plant-Microbial Fuel Cells (PMFC) represent a promising energy har-
vesting solution. A PMFC is a subclass of MFCs that uses a symbiotic plant-
bacteria relationship to obtain rhizodeposition generation as a result of plant
photosynthesis. PMFCs can provide a power density up to 18 times greater than
MFCs as they can benefit from continuous substrate enrichment thanks to the
presence of the plant, allowing long-term operation without specific maintenance
for a long time. Generally, the healthier the plant and its photosynthesis activity,
the higher will be the power generated by the PMFC.

The potential of PMFC as the energy source for powering low-power IoT
devices has been deeply explored in recent years [4]. In [2,3], Brunelli et al.
developed a system where the MFC is used both for powering a sensor node and
as a biosensor for flora health monitoring. Other examples discuss how PMFCs
can be exploited to implement long-range sensor nodes like the LoRa barometric
and temperature sensor developed by Osorio-de-la-Rosa [9]. The proposed appli-
cation exploits the PMFC to harvest electricity to power the sensing board and
as a biosensor. Generally, the uses of MFC as biosensors involve monitoring its
voltage which can be linked to a change in its working conditions (e.g., toxicity,
CO2 levels, and water quality).

As discussed in [5], plants and fuel cells health can be correlated to specific
features in the resulting Electrochemical Impedance Spectroscopy curves (EIS).
It is a powerful non-destructive technique used to measure impedance as a func-
tion of frequency in electrochemical bioreactors. Understanding internal MFC
impedance is key, as it is one of the main limiting factors in cell power output
and can be exploited to comprehend the electro-bio-chemical phenomena ruling
the functioning of MFCs. EIS measurements are realized through a potentio-
stat: a small (5–10 mV) AC signal is superimposed on the DC working voltage
of the cell or of the electrode. The small AC signal does not disturb the cell’s
working point, and by measuring the current, we can estimate the impedance of
the system under test. Fitting EIS data to an equivalent physical-based circuit
allows us to model the electrical behavior of the bioreactor, find power pro-
duction bottlenecks, and track cell maximum power points. EIS data can also
be used to understand plant health, root growth, frost hardening, sensitivity to
salinity, crop production, and plant stress. As the same PMFC under monitoring
can also be exploited to provide the energy, creating a complete self-sustainable
device is possible.

This paper presents an IoT battery-less PMFC-based architecture for plant
growth and health monitoring exploiting EIS measurements. The proposed sys-
tem’s architecture is presented in Fig. 1 and was evaluated and tested against
a reference potentiostat. Results highlight how the same EIS measurements can
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be achieved by exploiting MAX30134 ultra-low power analog front end requiring
only 4.38 J harvested from the same PMFC under monitoring. The rest of this
paper is organized as follows: System’s implementation is presented in Sect. 2
while results are discussed in 3. Section 4 close this work with final remarks and
future works.

Load

Fig. 1. On the left, the working principle of a P-MFC [4]. On the right, the PMFC
battery-less sensor block diagram including the application sensor node.

2 System Implementation

This system uses the PMFCs both for harvesting electricity and as a biosensor.
We gather in-depth information on the PMFC state through measurements such
as EIS. EIS is primarily used as a steady state method to estimate impedance
to investigate bio-film formation, anode and cathode electrochemical reactions,
electrode coating, and material performance through appropriate physical-based
circuit models.

2.1 System Design

The design of the sensor node used in this study is shown in Fig. 1. It aims to
intermittently harvest energy from a PMFC reactor and store it in an appropri-
ately sized supercapacitor, using a BQ25505 energy conditioning IC. Whenever
energy is sufficient, the MSP430FR5969 triggers the MAX30134 analog front-
end to execute an EIS measurement sweep. Results are communicated through
a low-power long-range radio, using a backscatter channel for energy level com-
munication and the Semtech SX1276 LoRa radio for data exchange. The reactor
evaluated presents a volume of 1044 cm3, composed of carbon brush electrodes
and soil from our campus gardens. We chose Mentha Piperita as plant. It is a
fast-growing and robust plant that can tolerate a damp environment. The cath-
ode was slightly oversized with respect to the anode to compensate for slower
cathodic reaction kinetics. Cell startup was done by flooding the PMFC reactor
with water and leaving it undisturbed for up to two weeks. Subsequently, the
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Fig. 2. Bode plots of an active PMFC obtained with the MAX30134 on the third day of
tests, compared with the results obtained with the potentiostat Autolab PGSTAT302N.

reactor was provided common plant fertilizer and 137 cl of water each week. After
the initial two weeks of startup, the Open Cell Voltage (OCV) started growing by
about 100 mV daily, reaching 840 mV. Different capacitors and supercapacitors
were used to test the feasibility of harvesting energy from the PMFC, as larger
storage elements require higher startup power limiting the application scenarios.
At its peak activity, our cell can cold-start a 470µF capacitor.

2.2 EIS Measurement

EIS measurements aim to enable online estimation of cell state from electrochem-
ical properties so that appropriate actions can be taken to reach or maintain the
cell’s desired power output for as long as possible. This is achieved by fitting
EIS data to physical-based circuit models. This allows to represent electrochem-
ical phenomena with equivalent circuit elements making up the cell’s overall
impedance spectrum (i.e., solution resistance, Warburg impedance, and CPE),
so that limiting factors can be identified and appropriate design choices can be
taken. The EIS measurement is carried out with MAX30134 ultra-low-power
integrated electrochemical sensor.

3 Results and Discussion

The experimental results are focused on the capabilities of our harvester to
execute reliable low-power EIS measurements with MAX30134 IC.
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3.1 PMFC Analysis

To validate the MAX30134s ability to measure the impedance spectra of our
PMFC in all conditions, we executed EIS measurements at open-circuit volt-
age with the Autolab PGSTAT302N as a reference instrument. We chose two-
terminal EIS measurements in the optics of a cost-effective application, which
does not involve reference electrodes, which are bulky and expensive. Results
obtained with MAX30134 were validated with a set of repeated measurements
done with the potentiostat PGSTAT302N during various days of the experi-
ment. Then, we selected a set of 19 logarithmically spaced frequency points for
our MAX30134 EIS measurement sweep, ranging from 213 mHz up to 21.8 kHz,
covering most of the MAX30134 range.

The Bode plot in Fig. 2 shows that the mean of the MAX30134 measurements
closely matches those of the reference potentiostat, confirming the reliability of
the EIS measurement through MAX30134.

3.2 EIS Sweep Energy Consumption

The energy needed to execute one EIS measurement depends on multiple factors,
such as the chosen number of settle sine cycles and measurement sine cycles.

Fig. 3. Power profile during EIS measurement.

Figure 3 shows the power consumption profile during EIS measurement.
For the complete sweep cycle of 19 points from 213mHz to 21.8 kHz, consid-
ering active MCU during the measurement time, the overall required energy
consumption is 4.38 J.

4 Conclusion

Plant-Microbial Fuel Cells is a promising technology for providing energy to low-
power sensing devices. This paper presented an ultra-low-power sensing architec-
ture based on EIS measurements for plant/MFC health assessment. The system
can self-sustain its operation by harvesting energy from the same PMFC under
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monitoring. We measured the energy needed for a complete EIS sweep of 19 log-
arithmically spaced frequency points, obtaining a total of 4.38 J, and we assessed
the importance of a proper start-up phase for the PMFC power output stability.
Future works will encompass the study of intermittent harvesting on PMFCs by
experimenting with persistent timekeepers for controlling the cell harvester.
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