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Preface

I initially became acquainted with the field of Cyberbiosecurity through a chance
encounter with Oleg Brodt at Ben Gurion University in early 2020, before the full
extent of COVID-19 appreciated.

Oleg was graciously introduced to me by Dr. Aviv Gaon at Reichman University.
Oleg together with Rami Puzis, Dor Farbiash, Yuval Elovici and I eventually wrote
an interesting paper on the subject of Cyberbiosecurity which we published during
the 2020 lockdowns in Nature Biotechnology. I still recall having to quickly gather
up all my research for the paper, and of course my oversized computer monitor, after
the university announced that it was shutting down its physical campus due to the
pandemic, and I was forced to decamp to my home.

Once completing and publishing the paper, the issues raised by our article further
piqued my interest in the field of Cyberbiosecurity, especially given the general
paucity of research on the subject.

My concerns related to the field were further exacerbated by the emerging long-
term social, political, and economic effects of the COVID-19 virus: Although,
as of this writing, the debate over the nature and source of the severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) that initially emerged in Wuhan
China remains contentious, just the possibility that such a virus could have been
created in a lab, intentionally, deliberately, mistakenly, maliciously, surreptitiously,
or otherwise because of, or in part, due to failures of Cyberbiosecurity heightens the
need for this book.

The field of Cyberbiosecurity has grown substantially over the past years. The
research presented in this book should become a foundational component of the
continued emerging research in Cyberbiosecurity and related areas.

This book is the result of substantial efforts by all of the chapter contributors who
have graciously provided their time and experience to produce varied and excellent
analyses of the developing field of Cyberbiosecurity.

In addition to the authors, I would like to thank the editorial staff at Springer
Nature for all of their work in creating this book. I would also like to acknowledge
my many academic mentors, the administration of Reichman University, the
program manager at the Zvi Meitar Institute, the deans of the Harry Radzyner
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Law School at Reichman University, and especially the funders of the of the Zvi
Meitar Institute for Legal Implications of Emerging Technology, for their ongoing
academic and financial backing. I want to further thank my parents for their constant
love and support, and of course, my incredible wife and my loving family for always
being there.

New Haven, CT, USA Dov Greenbaum
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The Convergence of Biotechnology 
and Cybersecurity: A Primer 
on the Emerging Field 
of Cyberbiosecurity 

Dov Greenbaum 

Abstract This book represents the latest research and analysis in the nascent field 
of Cyberbiosecurity. It aims to provide early insights into the field and to aid in better 
describing and defining it. The papers herein discuss a range of topics related to this 
field, encompassing both the technical and the ethical, legal, and social implications 
of the many applications of the associated technologies. 

Keywords Bioconvergence · Cyberneurosecurity · Bioeconomy · Digital 
Twins · MDIoT · Cyberbiosecurity 

It is valuable to remember that Cyberbiosecurity is a new field, and much of it is 
still in formation and in flux. To wit, there even remain disagreements as to how to 
refer to the field itself, inconsistencies with regard to the exact metes and bounds 
of the area of study comprised by Cyberbiosecurity, and uncertainties as to how the 
field distinguishes itself from similar but different academic and practical pursuits 
such as cybersecurity and biosecurity. 

Regardless as to how we eventually demarcate the ultimate characteristics of the 
field, this book represents a general consensus across a wide swath of the principle 
researchers and stakeholders in the field as to the growing necessity for the study 
and analysis of Cyberbiosecurity. The book also relates to the ongoing need to 
develop tools and methodologies to combat increasingly dangerous threats to the 
broader bioeconomy, – i.e., the part of the economy that includes economic activities 
relating to the fields of biology, biopharmaceuticals, health sciences, biotechnology, 
and agriculture, among others. 

D. Greenbaum (�) 
Molecular Biophysics and Biochemistry, Yale University, New Haven, CT, USA 

Zvi Meitar Institute for Legal Implications of Emerging Technologies, Reichman University, 
Herzliya, Israel 
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2 D. Greenbaum

To some degree, the field of Cyberbiosecurity is an example of the emerg-
ing concept of bioconvergence. Concisely, bioconvergence refers to the further 
expansion of the bioeconomy. More specifically, it refers to the idea that there 
are many opportunities for profitable synergy between the biosciences and other 
areas of technology, hi-tech in particular, that were formerly wholly independent 
of the biosciences. These areas include artificial intelligence (AI), big data, and 
cybersecurity. 

Importantly, this synergy presents opportunities for newfound growth, discovery, 
and innovation in the biosciences, especially in the biomedical sciences. This growth 
includes but is not limited to the areas of diagnostics, drug delivery, and drug 
discovery. Relatedly, the incorporation of engineering methodologies within biology 
over the last couple of decades has led to progress within the field of synthetic 
biology [1, 2], albeit raising its own sets of ethical, legal, and social concerns [2, 3]. 

Another emerging area of bioconvergence relates to the concept of digital 
twins. Initially developed for mechanical and electrical engineering purposes by 
organizations such as NASA (National Aeronautics Space Administration) for use 
in the development of high-powered rocket engines and for rapidly and iteratively 
testing them in silico, the concept of creating approximating digital versions of 
biological systems has been suggested by many academics as a tool for rapidly 
advancing biomedical research without harming the human patient [4]. 

The creation and development of a digital twin of a biological process and biolog-
ical system, or potentially of an entire human, requires substantial amounts of very 
personal medical and genomic data mediated by advanced artificial intelligence. 
The protection of the data and the control of its AI manipulation are subject to 
cybersecurity risks, and as such, Cyberbiosecurity will have an invaluable role in the 
near future when advanced digital twin technology comes online in the biosciences, 
and is employed by both academic labs and multinational biopharmaceutical 
firms for in silico development, and potentially even clinically trialing of new 
pharmaceutical agents. 

In addition to the ideology of bioconvergence leading to greater interdisciplinary 
research in the biosciences, arguably some of the methodologies and tools promoted 
by the field of Cyberbiosecurity are themselves an outgrowth of this bioconvergence. 
However, in addition to these positive externalities, interdisciplinary approaches to 
the biosciences have also led to increasing cyber-related threats for biology, another 
area in the expanding purview of Cyberbiosecurity. 

Notably, while bioconvergence is a relatively recent term and phenomenon, 
there have been long-standing efforts within the biosciences to incorporate research 
methodologies culled from other more computationally intensive fields, especially 
as the biosciences became, and continues to become, more data focused. 

Relatively early examples of this shift to a more data-rich bioscience field include 
the completion of the human genome project and its early annotations, as well as the 
many follow-on omic’s research endeavors that have subsequently evolved [5]. This 
shift has necessitated biologists to seek out more computational power and more 
digital storage to create large databases to support the deluge of diverse types of 
experimental data. Computational heft is also necessary for the tools to mine that
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data, as well as for the development and implementation of advanced biological 
system simulation and modeling tools. Many of the methodologies and ideologies 
emanating from this shift to a more data-intensive biology coalesced into the now-
established fields of Bioinformatics [6] and Computational Biology. 

Among many of its innovations, the successes of the field of Bioinformatics and 
a shift toward exploratory-driven biology and away from classical hypothesis-driven 
research lead to an even greater increase in the digitization of the biosciences in the 
search of more discoveries. 

While Bioinformatics and the digitization of biological knowledge have resulted 
in incredible research advancements, the increasing reliance on complex computing 
power means that many areas within the biosciences are even more at risk from 
numerous cybersecurity concerns. These threats include various attempts to hack 
different components of the bioeconomy infrastructure, ranging from academic labs 
to commercial infrastructure, as well as the potential for new and novel pandemics 
resulting from security concerns in microbial gain-of-function research laboratories 
around the world [7]. 

These potential attacks within various components of the bioeconomy networks 
can be the result of both professional and amateur hackers. But regardless as 
to which malicious actors threaten the bioeconomy, every threat is a cause for 
concern given the ever-growing importance of biotechnology within our economies, 
and concomitant growth of in silico biological research that can be subject to 
complex and debilitating attacks. The potential damage that these threats can cause 
is compounded by the continued general lack of secure systems, particularly within 
academic bioscience laboratories. Attacks on academic labs can have real-world 
consequences: consider the possibility that unsecured databases relied upon for 
follow-on practical medical research can be corrupted through hacking and the like. 

But it is not only academic infrastructure that is at risk. Authors within this edited 
volume will discuss the likelihood that external bioengineering and biomanufactur-
ing infrastructure relied upon by both academic and clinical science labs can be 
sabotaged digitally, resulting in unreliable and even dangerously wrong academic 
and clinical results, or worse [6]. In addition to this sabotage, biotechnology 
infrastructure, both internal and external, can be at risk for corporate espionage 
attempts that aim to collect intellectual property and know-how, or data breaches 
resulting in the disclosure of proprietary and private information, as well as various 
other attacks on the infrastructure within the bioeconomy for fun or for profit. 

Additional concerns of Cyberbiosecurity relate to the increasing number of 
implants and tools that fall within the scope of the medical device Internet of Things 
(MDIoT) [8]. These are devices such as sensors and diagnostic tools that often rely 
on unencrypted access to the Internet. Some of these devices employ complex edge 
computing, while others simply transmit data back to the cloud. Nevertheless, given 
their relatively simplicity and uncomplicated nature, they are often used as entry 
points for hackers seeking to attack valuable and vulnerable networks, such as those 
in hospitals and old-age homes [9]. 

As advances in healthcare create more MDIoT hardware and software solutions, 
each device within the MDIoT can be subject to Cyberbiosecurity threats ranging



4 D. Greenbaum

from the benign to the dire. For example, in the field of neurotechnologies, there 
are numerous devices, implanted or external, that, due in part to lax encryption and 
security standards, can be compromised at the expense of the patients’ health and 
their rights or even at the expense of the security of an entire medical institution 
[10]. Arguably, this has already resulted in a subfield within Cyberbiosecurity: 
Cyberneurosecurity [11]. 

Many of the concerns raised in this book may seem to be limited to biology labs 
and other narrowly focused institutions within the biosciences and the biopharma-
ceutical fields. However, the field of Cyberbiosecurity is relevant for all citizens 
regardless of their role, or lack thereof, within scientific industries. For example, 
in a healthcare setting, patient data could be manipulated or misappropriated. 
Additionally, Cyberbiosecurity also relates to cyber concerns in the increasingly 
important area of food security where the roles of cybersecurity, biosecurity, and 
cyber-physical security coalesce to protect the underlying data, the intellectual 
property, and the agrotech infrastructure. 

Worldwide supply chain disruptions were recently brought on in part by the 
COVID pandemic directing world leaders to reconsider their national food security 
policies. As our agriculture technologies evolve to include more complex systems, 
automations, and artificial intelligence, in both natural environments in the field 
and lab-based settings, there will be increasing security concerns. Security breaches 
can affect much of the associated technological infrastructure, ranging from global 
positioning systems to data management. The potential large-scale hacking of these 
systems, for example, by corrupting the data or data collection devices, such as the 
myriad of Internet of Things (IoT sensors) associated with any of the nodes along 
the food distribution pathway, could create significant food insecurity concerns. 

Cyberbiosecurity plays an important role, both in hardening the various pathways 
associated with food security and stress testing, discovering areas of concern, and 
working toward quick solutions to emerging problems within the food supply chain. 

This book comprises 14 chapters from various leaders in the field that assess 
and analyze numerous aspects of the Cyberbiosecurity field. They are summarized 
below: 

The history of this emerging field and its initial mission is presented by Randall 
Murch who provides an intimate and personal account of the early development 
of the field. Alexander Titus and his coauthors present the national security 
implications that are relevant to the field. Titus et al. note how Cyberbiosecurity is 
distinct from both the fields of cybersecurity and biosecurity. Their paper further 
aims to cement the name of the field as Cyberbiosecurity, rather the similarly 
sounding biocybersecurity. 

In contrast, Lucas Potter and Xavier-Lewis Palmer draw actionable distinctions 
between the two terms, biocybersecurity and Cyberbiosecurity, noting philosophical 
and practical research distinctions between these two often conflated terms. 

In her chapter, Diane DiEuliis provides an introduction to the use of Cyberbiose-
curity technologies for ensuring the security of an expanding range of digital tools 
in the biosciences and the bioeconomy, so that they are not misused for harmful 
purposes.
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Eric Ni, Gamze Gursoy, and Mark Gerstein review the life cycle of human 
data within the biosciences sector, from the physical acquisition of a sample 
through the deposit of data into a database and the ultimate analysis of the data. 
Cyberbiosecurity threats lurk at each of the discrete steps along the way. The authors 
discuss how to best protect this data. 

Peter Ney et al. similarly look at the data workflow process to highlight concerns 
in security including poor software security practices, insecure hardware, and the 
general lack of data integrity checks in genetic databases. 

Rami Puzis and Isana Veksler-Lublinsky work toward developing a scoring 
system for systematically quantifying these and other risks emanating from weak-
nesses and vulnerabilities within biological systems ranging from biosensors to 
synthetic genes. In employing the Common Vulnerability Scoring System to assess 
Cyberbiosecurity attacks, they suggest that the system, with some adjustment, can 
be used to quantify Cyberbiosecurity risks. 

In the paper authored by Mariam Elgabry, the author seeks to identify other types 
of concerns associated with Cyberbiosecurity, particularly criminal activities that 
are facilitated by synthetic biology or biotechnology. Employing a Delphi study, 
this chapter aims to demonstrate a framework for use in developing technologies 
that are secure by design from Cyberbiosecurity threats. 

The pandemic has been a learning experience for many aspects of the bioe-
conomy but also specifically for the emerging field of Cyberbiosecurity. Siguna 
Mueller’s chapter looks specifically to the COVID-19 pandemic as a lens to assess 
specific Cyberbiosecurity threats, including the use of cyber-tools to weaponize 
pathogens. The chapter suggests that researchers can use this as a tool to analyze 
gaps that could be exploited by malicious actors throughout the expanding bioecon-
omy. 

Eleonore Pauwels notes how emerging cyberthreats against biological datasets 
can threaten the integrity of research. This is particularly disconcerting regarding 
medical databases and the algorithms derived therefrom. As such, Pauwels argues 
that there is a need to assess the current levels of regulatory oversight and national 
and international governance mechanisms in place to protect this valuable data. 

These governance mechanisms can be employed to not only create standards 
for securing bioscience databases, but as Roba Abbas et al. discuss in their 
chapter, governance is also valuable in regulating the social justice aspects of 
Cyberbiosecurity, particularly areas at the interface of the biosciences and the digital 
world that can affect the equality and freedom of citizenry. 

Daniel Sobien and coauthors look to a use case of applying Cyberbiosecurity 
solutions, particularly in the application of artificial intelligence and specifically 
with regard to high-stake areas such as water systems and agricultural technology. 

Sterling Sawaya, Erin Kenneally, Demetrius Nelson, and Garrett Schumacher 
look specifically to the concerns related to access and abuse of genetic data, par-
ticularly the vulnerabilities associated with the exposure of identifying information 
and health and disease susceptibility data. The authors further explain how, with the 
growth of advanced artificial intelligence, this data could potentially be weaponized.
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Finally, Naor Dalal and others similarly look to the use of Cyberbiosecurity in 
the protection of wet labs, particularly as they are increasingly relying on artificial 
intelligence and robotic automation. 

In summary, this early foray into Cyberbiosecurity should provide the reader 
with a broad appreciation for the role of Cyberbiosecurity in many aspects of the 
bioeconomy and potentially even beyond. There are still many uncharted areas 
of research in the field of Cyberbiosecurity, particularly as new developments 
in biotechnology, such as human enhancement, biowarfare, and the increased 
acceptance of genetically modified organisms (GMOs), pose new challenges that 
need to be addressed. These and other areas of research remain fertile ground for 
further exploring new Cyberbiosecurity strategies and solutions. 
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Introduction: Origin and Intent for 
the New Field of Cyberbiosecurity 

Randall Murch 

Abstract While important, today’s biosecurity is too narrowly focused on current 
and emerging threats. Most biological functions, operations, and outcomes rely on 
information technologies (IT). While extraordinarily beneficial, relying on cyber 
technologies also presents risks. Threats in cyberspace abound and could be focused 
on biological-based targets for an array of purposes and reasons all resulting 
in negative outcomes. Cyberbiosecurity was created to help the spectrum of the 
life sciences to begin to understand potential cyberthreats and develop defenses, 
recovery protocols, and resilience strategies. 

Keywords Biosecurity · Cybersecurity · Information technologies · 
Cyberthreats · Emerging threats · Cyberbiosecurity 

1 Cyberbiosecurity: How It Was Conceived and the Basis 

Originally, cyberbiosecurity was the concept developed by three faculty members 
from Virginia Tech (two of the three have since moved to other universities). From 
their respective experiences and expertise, the three realized that cybersecurity by 
itself was insufficient to protect any biological activity or operation that relies on 
information technology applications, tools, or technologies. Thus, the concept was 
further developed and refined for further communications and marketing seeking 
visibility and funding. Following concept development, the originators undertook 
active engagement of the concept with commercial and academic colleagues as 
well as the US Federal agencies they were most familiar with. We had a number 
of agencies that provided audiences and eventually one which funded a large, three-
university team to conduct a detailed system analysis of a bioprocess development 
facility which led to beginning to formalizing the new field. More on these are 
discussed below. 
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2 Why It Is Important 

Cyberbiosecurity provides an alternative philosophy and approach to investigating 
postulated or encountered security gaps with biological and biosecurity-IT situa-
tions and scenarios. Many IT security, biopharma, agricultural, medical, biomedical, 
genomics, bio data analytics, and bioeconomy protection experts who were engaged 
in our process confirmed that cybersecurity alone was insufficient to detect, 
characterize, resolve, or attribute these threats. Most commented that cybersecurity 
experts would not be able to recognize or understand the significance of threats such 
as these. They all advised that a new approach was needed and cyberbiosecurity 
had great promise. One such IT security expert who had moved from a very large 
biopharma company to a smaller-scale, high-priority US military rapid response 
vaccine development program said it well, “I have a long IT security checklist I have 
developed for use here, inspired by my previous employment. But, at the end of the 
day, I have no idea what exactly I am supposed to protect here and how to recognize, 
detect or rehabilitate our program from deeper bio-cyber threats. Cybersecurity by 
itself is likely insufficient.” 

3 What Gap(s) Exist and Existed Prior 

Our original team, and our rapidly increasing informal group catalyzed by the first 
workshop in 2017, all realized that no one was paying close attention to this problem 
set. Any official US Government program that should have had responsibility 
any of us reached out to all came back with “they think they have it covered.” 
Experience had taught the team that, often, that attitude was a prescription for 
disaster. Following the original inquiries and further and deeper investigations below 
top-level agencies to achieve greater fidelity and precision, all agreed that something 
different had to be created, developed, and established. High-level cybersecurity 
prescriptions were not enough nor tailored for the enormous complexity and 
diversity of the dynamic cyber-bio interface. Now it was time to change attitudes 
and minds. 

Beginning in 2014, a very powerful cascade of reports and articles were pub-
lished on the risks associated with big data [1], initiating discussion of safeguarding 
the bioeconomy [2–5], and vulnerabilities with biolabs of the future [6–8] and 
more from a key champion from the US Federal Bureau of Investigation [5, 9]. 
All of these taken together provided a strong base for a new and big push to secure 
biological facilities and operations. While these were all crucial contributions, all 
of these stated the “problem” and made recommendations but none led to the 
next “next step,” that is, an actionable path to an environment of deeper and 
tailored understanding of threats and risks and leading to developing, testing, and 
validating solution sets. These articles and reports strengthened the commitment to
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establishing a new way forward. Now it was time to find an opportunity to initiate a 
path to conceivable, or even implementable, solutions. 

4 The First Project 

Armed with a quad chart we could all agree upon, the original team set out to seek 
funding for a project that could lead us to demonstrating our philosophy and ideals 
for a new field. Selling this to a funding agency was quite an ordeal for over a 
year and then success. The funder (customer) made it quite clear that they wanted 
a product that was actionable and matched well to a problem set that they were 
facing. They also did not want us to tell them what to think or how to respond but 
rather provide an analysis that would allow them to adapt what was produced to 
their problem at hand, which we would not be privy to in detail. A random research 
project would not do. This had to be completed in a fiscal year or less. Our team 
came up with a prototype project, worked with the customer to develop the internal 
strategy for funding, and then formed the multi-university team and formulated 
the agreements and plan. The core theme for the project was a “system analysis” 
which was tightly coupled with customer needs, not a research project that had no 
understanding of what would be actionable. 

“Systems analysis” can be defined as “the act, process, or profession of studying 
an activity (such as a procedure, a business, or a physiological function) typically 
by mathematical means in order to define its goals or purposes and to discover oper-
ations and procedures for accomplishing them most efficiently” (Merriam Webster 
Dictionary). The customer was not interested in a collection of mathematical models 
to support the analysis. Therefore, the analysis was performed in a descriptive 
manner seeking to understand the target system as a complex system of systems. 
The study was to include the human dimension, as well. 

Thus, it was agreed that the Virginia Tech – University of Nebraska at Lincoln 
(UNL) – Colorado State University (CSU) team of experts would conduct a 
thorough systems analysis of the Biological Process Development Facility (BPDF). 
This 1-year effort was conducted in a system analysis project format with an 
outcome-focused approach which was actionable. The four themes of the project 
were the following: 

Task 1: Characterize the information and physical ecosystems of biomanufacturing. 
Task 2: Perform focused analysis of prioritized vulnerabilities (also known as “deep 

dives”), including the supply chain. 
Task 3: Generate hypothetical yet plausible scenarios and concept of operation 

(CONOP, representation of an ideal state) incorporating both offensive (attack) 
and defensive (defend, protect) options. 

Task 4: Final report (detailed US Government Only report). 

One unique dimension was that we needed to ensure that all viable operational 
considerations and viability were integrated. The principal investigator (PI) from
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Fig. 1 A summary of results from this project is incorporated below (also see Ref. [11]). This 
constitutes a simplified pictorial summary of possible threats and defenses. While some results 
may seem mundane, both the team and customer realized that they must be incorporated for 
completeness and actionability. Success could not rely on singular or linear solutions but rather 
adaptive and combination solutions for various lines of attack and defense 

Virginia Tech and the BPDF director ensured that the project was adaptive, dynamic, 
and focused on the project objectives and customer requirements. Continuing 
engagement with the customer throughout the project was absolutely necessary to 
ensure success, as were on-site (BPDF) interim program reviews (IPRs) with or 
without customer presence (Fig. 1). 

5 Outcome and Encouragement by the Client to Extend 
and Expand Soonest 

In September 2017 nearing the end of our project, the PI attended a final briefing 
with the customer which included many constituencies beyond the original office 
the team was working with. At the end of the briefing, the PI was advised that 
all were highly pleased with the outcome and benefit to internal groups which 
could actualize the team’s work for their own purposes. Further, the leadership of 
the review team enthusiastically advised that following the end of our period of 
performance, “you should run as far and fast as you can with this . . . this is truly 
fantastic and groundbreaking work.”
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5.1 Making Our Refined Ideas Public: “Cyberbiosecurity” 

Cyberbiosecurity seeks to bring attention to inherent and increasing insecurity of 
any biologically based activity or function that is supported by or interfaced with 
information systems. The need for cyberbiosecurity inquiries and developments 
has been effectively demonstrated over the past 4.5 years, since the publishing of 
the first two peer-reviewed papers and the Frontiers e-book and many national and 
global presentations. Though comparative studies have not been performed, as yet, 
the explorations of a variety of dimensions and applications have increased many 
times over. Thus, the worldwide community of investigators and commentators must 
believe that cyberbiosecurity provides a new avenue to examine and communicate 
vulnerabilities in cyberbiosecurity in their own scientific venues. 

5.2 The Rapid Expansion of Cyberbiosecurity 

5.2.1 The First Workshop 

The very first workshop on cyberbiosecurity was held in October 2017, soon after 
the completion of the US Government-funded project. The purposes were threefold: 
rollout the concept of cyberbiosecurity, explore potential boundaries for this new 
field, and develop a core constituency including exactly the right representatives 
of ten academic institutions, including the participating universities in the first 
study, eight US Government agencies, two small companies which do biosafety and 
biosecurity training, and two key nonprofits. Creating this core paid off in ensuing 
years for several reasons. These included recruiting authors for the cyberbiosecurity 
e-book, see below; having a group of experts to call on to represent cyberbiosecurity 
in various fora; including pertinent US National Academies studies and presenters 
at high-level commissions; and continuing visibility for cyberbiosecurity wherever 
or whomever has been interested in learning more or showcasing this topic. 

5.3 The First Two Peer-Reviewed Articles 

Within 2 weeks after the workshop, our core project team moved to the next 
phase: the first-ever publications on cyberbiosecurity. In December 2017, the first 
article was published in Trends in Biotechnology [10]. It is primarily focused on 
the security of the genomics-bioinformatics laboratory and has significant impact 
(42 citations, 1 policy citation, 32 tweets, 11 news mentions, 70 reads, and 6 
blog mentions). In April 2018, the second article was published in Frontiers in 
Bioengineering and Biotechnology (Section on Biosafety and Biosecurity) [11]. 
This paper took a more strategic approach, described the original systems analysis 
executed for the US Government, and laid out a path forward toward a new
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discipline. That article has received 14,380 views, 43 citations, and worldwide 
viewership (as of August 17, 2022). The above work also led to the first definition 
of cyberbiosecurity: 

Understanding the vulnerabilities to unwanted surveillance, intrusions, and malicious and 
harmful activities which can occur within or at the interfaces of comingled life and medical 
sciences, cyber, cyber-physical, supply chain and infrastructure systems, and developing 
and instituting measures to prevent, protect against, mitigate, investigate and attribute such 
threats as it pertains to security, competitiveness and resilience. [11] 

While this definition seems unwieldy, it is sufficiently inclusive. Other definitions 
have emerged which have been tailored to specific communities, that is, the US 
Department of Defense. 

5.4 The e-Book 

The e-book was invited based on the principal investigator’s role as an associate 
editor for the section in which the second article was published and its substantial 
success. The co-editor was a highly regarded expert in health sciences, biodefense, 
and biosecurity. Thus, an e-book [12] was formalized. The process of recruiting 
authors, editing contributions, and working with Frontiers through the entire process 
took approximately 1 year. This publication had 16 articles, 71 authors. Most of the 
authors participated in the first workshop and purposely covered a wide spectrum 
of topics and applications as the title suggested. It maximized the diversity of topics 
as the first of many hoped-for explorations. As of August 17, 2022, this e-book has 
achieved 115,162 views, 93,348 article views, 16,611 article downloads, and 5203 
topic views. The number of views usually increases by ca. 1000 per week. Interest in 
this effort has spanned six continents, as evidenced by the demographics associated 
with this work. This is a very successful endeavor and one that should be on the 
reading list of all those interested in exploring and pursuing cyberbiosecurity or 
closely related topics. 

5.5 Outreach and Expansion: Many Presentations, Including 
at High-Level Fora 

The natural progression from this work has been presentations to a variety of 
audiences, more publications in both article and book form, and training and 
outreach. Alerts via ResearchGate have indicated that explorations of cyberbiose-
curity continue to result in publications from across the globe. Personally, as just 
one example, I have 10 publications including the e-book and specific chapters 
and 20 public presentations both to audiences in the USA and internationally, 
several lectures at my university, and ca. 9 presentations within the US Govern-
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ment. These presentations include the Blue Ribbon Commission on Biodefense 
(www.biodefensecommission.org) and two panels at the US National Academies 
of Sciences, Engineering, and Medicine (NASEM). Other colleagues on the core 
team have made a host of presentations and issued related publications. As exciting, 
three undergraduate students from other universities within the USA have reached 
out to learn more and prepare to study this topic as graduate students. One of those 
three has worked with faculty at his campus as well as faculty from that university’s 
main campus within the system to create a new, interdisciplinary program focusing 
on cyberbiosecurity. Reportedly, there are two other books in progress, in addition 
to this one, all with different foci. A recent report by a US National Academies 
study committee provides excellent context for investigations and developments in 
cyberbiosecurity [13]. 

5.6 Functional and Structural Expansion at a University 

In response to the work of the author, and colleagues from the College of Agriculture 
and Life Sciences (CALS) at Virginia Tech (Virginia Polytechnic Institute and 
State University, Blacksburg, Virginia, USA), a new center has been created 
which has three main foci. Cyberbiosecurity is one of these. The other two are 
related: data analytics and the Smart Farm (agricultural operations heavily invested 
in information technology-supported systems). The center is called the Center 
for Advanced Innovation in Agriculture (CAIA) (see www.caia.cals.vt.edu). It is 
headed by a senior official of the Virginia Agricultural Experimentation Station 
system, who also holds a professorship in an agricultural discipline. Affiliate 
faculty come from departments and centers across the college as well as the 
Colleges of Engineering and Business. CAIA has a very strong relationship with 
the Commonwealth Cyber Initiative (CCI; https://cyberinitiative.org) which is a 
state-funded, multi-university program focused on highly advanced cyber research 
and education. Researchers from the Virginia Tech’s Hume Center for National 
Security and Technology (https://hume.vt.edu) have been collaborating with CALS 
and CAIA faculty for some time. Colorado State University is another US university 
with strong interests in this arena. The author looks forward to learning about similar 
centers and collaborations from the USA and elsewhere in cyberbiosecurity. 

5.7 The Future: Expansion to and Deepening 
of Cyberbiosecurity to Applicable Disciplines 

Given the evolution and trajectory of cyberbiosecurity over the past 4.5 years, it 
is safe to say that this will continue, as well as deepen and broaden. Further, it 
is one thing to conduct research and experimental studies but quite another to
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implement cyberbiosecurity practices, programs, and policies. Transitioning from 
idea or concept to action could be a focus of near to midterm. Understanding 
how cyberbiosecurity investigators undertake, test, and validate a capability or 
application would be significantly beneficial to the discipline. Though knowing 
details may not be appropriate, understanding the process would be. 

Though public health restrictions due to COVID-19 may be challenging, perhaps 
the time has come for direct communications between cyberbiosecurity investiga-
tors and observers. Options such as regional, national, or international webinars or 
conferences might provide significant value. Published summaries of presentations 
or abstracts would also be most valuable and likely increase the cyberbiosecurity 
constituency. 

During the envisioned gatherings, one topic that might be explored could be 
“guidelines for practice and application” for cyberbiosecurity. Guidelines, and even 
standards, are known in many fields. The process of agreeing on guidelines which all 
investigators or trainers would follow would be incorporated when cyberbiosecurity 
methods are adopted or implemented. If such guidelines (eventually standards) 
could be developed, vetted, and adopted, confidence levels for quality, reliability, 
repeatability, and safety would be established or increased. If the cyberbiosecurity 
environment were to pursue and adopt such an approach, researchers would consider 
integrating such principles into anything they produce, whether knowledge or 
prototype technologies. 

Policy development and implementation should be taken up for cyberbiosecurity, 
as it should be part of considerations of those who are concerned with biosecurity, 
biodefense, and safeguarding the bioeconomy (by sector, by country, by national 
networks, etc.). The big push in widening the view of biosecurity through publica-
tions on “big data” security, lab security of the future, and cyberbiosecurity should 
be fully incorporated into nonproliferation, counterproliferation, biosecurity, and 
biodefense discussions and actions. 

The future of cyberbiosecurity is very bright. This book will widen the view and 
enhance its attraction and impact. 
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Cyber and Information Security in the 
Bioeconomy 
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Abstract The expansion of digitally interconnected devices, laboratory equipment, 
and cloud computing is accelerating discovery and development across the bioecon-
omy. However, this interdependence simultaneously introduces a growing number 
of new cyber and information security concerns. As a result, new fields are emerging 
so that practitioners can better research, understand, and respond to these new 
threats. Biocybersecurity, cyberbiosecurity, and digital biosecurity are only a few 
of these new emerging fields that require definition and refinement as they grow. 
In this chapter, we discuss the growing need for cyber and information security in 
the bioeconomy and what each of these new fields mean and briefly highlight case 
studies where vulnerabilities are introduced, pre-existing infrastructure capable of 
response, and critical junctures where new technologies are required to mitigate 
these threats. 
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1 Introduction 

Technology is accelerating at a pace faster than ever before, and as technology grows 
into new fields, industries, and markets, it is critical to stay ahead, or at least at 
pace, of the security threats. In 2011, Marc Andreessen of the renowned Andreessen 
Horowitz venture capital (a16z) firm famously made the claim that software is 
eating the world [1], recognizing that the digital revolution was changing everything 
from industrial manufacturing to healthcare via networks and Internet connectivity, 
increasing the cyberattack surface exponentially. In 2019, the firm released another 
technology manifesto, this time acknowledging an actively evolving paradigm shift 
as biology is now eating the world [2]. The life sciences and biotechnology are 
shaping our next industrial revolution, coevolving with technology and software; 
we must pay careful attention to the growth, development, and integration of these 
technologies into our biology and everyday lives. It is in the intersection of these 
two revolutionary domains that new threats and vulnerabilities are being discovered 
everyday and why the study of cyber and information security in the context of the 
bioeconomy is crucial to the long-lasting success of these industries. 

The global bioeconomy is enormous, comprising large portions of national 
economies (>2% of the US GDP), as of 2017 [3] https://www.schmidtfutures. 
com/our-work/task-force-on-synthetic-biology-and-the-bioeconomy/. In 2020, the 
National Academies of Sciences, Engineering, and Medicine proposed the fol-
lowing definition for what comprises the United States’ bioeconomy: “Economic 
activity that is driven by research and innovation in the life sciences and biotech-
nology, and that is enabled by technological advances in engineering and in 
computing and information services.” This includes industries such as pharmaceuti-
cals, biotechnology research and development, and medical diagnostics. It excludes 
industries such as beverages and tobacco, nature tourism, hunting, fishing, and 
paper products, among others. Some estimates see the bioeconomy being directly 
responsible for the infusion of $4 trillion per year over the next 10 years into the 
global economy [4]. And while an in-depth analysis of the bioeconomy is beyond 
the scope of this chapter, a brief review is warranted to level set why it is critical to 
safeguard the bioeconomy [5], particularly in the context of the cyber domain. 

In the midst of the COVID-19 pandemic, the biotechnology industry experienced 
its largest year of financing in history [6]. In 2020, the global bioeconomy saw over 
73 firms raising more than $22B dollars in initial public offerings as they moved to 
become publicly traded companies, and private funding grew 37% over the previous 
year. Additionally, global healthcare spending reached nearly $8T dollars in 2017 
[7], and with a predicted growth trajectory for years to come. 

In addition to financial gains, data in the bioeconomy is growing exponentially. In 
the field of genomics, the US National Human Genome Research Institute predicts 
that genomic projects will generate 40 exabytes of data in the next decade alone [8] 
and that genomic data is set to exceed the growth potential of Twitter, YouTube, and 
the entire field of astronomy [9].
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The growth of the bioeconomy, both from financial and data perspectives, has 
been recognized across the world, and many countries are investing in efforts to 
strengthen their respective positions in the global bioeconomy. Within the USA, a 
number of proposed pieces of legislation have supported the investment of billions 
of dollars into the domestic bioeconomy [10–12]. These investments come with 
a growing concern about the impact of the wide array of potential cyber threats 
to the industry. In light of major cyber breaches impacting large portions of the 
global economy in the midst of the COVID-19 pandemic, there is an urgent need to 
improve the cyber posture of the entire bioeconomy in anticipation of the increasing 
cyber threat potential [13]. 

The COVID-19 pandemic has also placed a heightened emphasis on the bioe-
conomy as an essential component of domestic national security [14]. In an 
interconnected world of biomanufacturing, reagents, and biotechnologies, every 
country in the world is dependent on partner nations to provide critical components 
of their bioeconomy supply chains [15]. When supply chains are disrupted, as 
in the face of a global pandemic, costly and even deadly pressure is exerted on 
domestic healthcare and national security ecosystems [16]. An increased awareness 
of the global nature of the bioeconomy has led to interest in increasing onshore 
and nearshore options, as well as alternative suppliers, to improve resilience in the 
sector. 

When considering the national security implications that lie at the intersection of 
the bioeconomy and cybersecurity in light of the COVID-19 pandemic, a summary 
of potential impacts was highlighted in a recent report by the US Cyberspace 
Solarium Commission, titled Cybersecurity Lessons from the Pandemic: [17] 

1. Both a pandemic and a significant cyberattack can be, and likely will be, global 
in nature. 

2. Both a pandemic and a significant cyberattack require a whole-of-nation 
response. 

3. When no mitigations are readily available, innovations emerge slowly and thus 
require systems that are resilient, agile, and collaborative in nature, built between 
government and industry. 

4. Investment in prevention and preparation will be far cheaper and more effective 
than relying solely on detection and response. 

As bioeconomy organizations move to modernize their cyber posture, it is 
important to understand the relevant aspects of cyber and information security. 
In addition, an assessment of experience-tested knowledge and applications that 
the bioeconomy can pull from the well-established fields of cyber and information 
security will accelerate adoption and readiness. In areas where the bioeconomy has 
unique cybersecurity requirements, refining the understanding, communication, and 
translation of requirements across sectors is imperative to progress. This chapter 
intends to [1] describe what cybersecurity, information security, and biosecurity 
mean in the context of securing the bioeconomy, [2] provide a framing of how 
we can consider naming the field at the intersection of cybersecurity and the
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bioeconomy, [3] explore critical domains within the bioeconomy, and [4] highlight 
examples within these critical domains. 

2 Setting the Stage with Definitions/Descriptions 

To effectively discuss cyber and information security in the bioeconomy, a field 
increasingly referred to as cyberbiosecurity, we first propose working definitions of 
the independent fields of both cybersecurity and biosecurity. Both fields are well 
established and have a robust ecosystem of practitioners and academics, and as 
mentioned above, both have been thrust onto the global stage in the midst of the 
COVID-19 pandemic and global-scale cyberattacks. 

2.1 What Is Cybersecurity? 

Cybersecurity is the protection of the physical hardware, software, systems, and 
information that flow through networks. It is a broad and creative field, with a wide 
range of ever-growing techniques and technology-based solutions. Cybersecurity 
encompasses the protection of Internet-connected systems across domains and 
sectors, regardless of the application of these systems, networks, and information 
[18]. It is defensive in nature, as cybersecurity professionals are always trying to 
stay at least one step ahead of hackers and threat actors. As the world becomes 
more networked and interconnected, cyber vulnerabilities are introduced into nearly 
every aspect of our lives from our homes, cars, and appliances to large equipment 
and computer systems [19]. 

The wide and ever-evolving range of cybersecurity practices involves protecting 
networks, devices, and data from unauthorized access, criminal use, and tampering. 
One of the main tenets of cybersecurity is the CIA triad, the practice of ensuring 
confidentiality, integrity, and availability of information [20]. While there are 
some common strategies to achieve this, the methods depend on the system 
architecture as well as the range of individuals accessing the network. The National 
Institute of Standards and Technology (NIST) provides guidance and best practices 
for cybersecurity and risk management, including the Cybersecurity Framework 
[21]. As technology and system configurations, including hardware, virtualized 
environments, and software, continue to change, so must cybersecurity practices. 
The financial services industry was one of the leading sectors to develop robust 
cybersecurity practices. Many of these principles can be extrapolated to other 
industries, domains, and sectors, but it is important to realize that there are also 
sector- and industry-specific characteristics of networks, systems, and information 
that may warrant differences in cybersecurity approaches. 

An example of how these practices have changed over time can be 
seen by reviewing different approaches for user authentication and network 
access/permissions. Technologies such as virtual private networks (VPNs) are
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very widely used and focus on authenticating a user or device upon entry to 
the network and restricting network access to only authenticated users, but the 
users generally have access to the full network within the VPN and are only 
authenticated upon entry [22]. In recent years, however, with the increasing pace 
of cyber breaches, security practices have evolved such that VPNs are not enough 
to provide adequate security to computer and network systems [23]. Two of these 
additional security practices include multifactor authentication (MFA) and the use of 
role-based profiles. Role-based profiles limit a user’s access to the network to only 
the domains, programs, and information that are needed to perform the specific 
role. MFA requires users to have more than one source of authentication. These 
different sources can include (1) things you know, like a password or passphrase; 
(2) things you have, like a token or key; and (3) things you are, biometrics like 
facial recognition scanning, fingerprints, iris scans, and more. 

A currently popular strategy to improve the verification of a user or devices 
beyond the VPN, is zero trust security. In the zero trust paradigm, users are 
only given access to the applications and information that they absolutely need, 
multifactor authentication is used, and reauthentication is required every time there 
is a request to access a new critical system, domain, or information [24]. The 
practice of constant reauthentication, in combination with MFA, is considered 
among the most secure paradigms for cyber and information security, as it subverts 
many types of cyberattacks, like brute force attacks. In recognition of the importance 
of zero trust security, a recent US executive order (EO) was issued mandating that 
federal agencies begin moving to a zero trust posture [25]. While this EO is focused 
on cyber modernization within the federal government, the practice of zero trust is 
growing among industries as well and will likely become the global standard for 
cyber and information security. 

Other cybersecurity best practices include performing timely software updates 
and patching, regular system backups, requiring cybersecurity training for system 
users, developing data inventories, system maps, and incident response plans and 
network scanning and threat hunting to monitor for breeches or attempted breeches. 
Many of the ransomware attacks and other breeches could be avoided by timely 
and regular software updates and patching [26]. During the COVID-19 pandemic, 
a delay in regular updates was observed and may have contributed to the increase 
in ransomware activity seen especially in the healthcare industry [27]. Backups are 
also a critical component. An intact backup of the system and data, stored offsite 
or in the cloud, can eliminate the need to respond to ransomware attacks. But 
it is important to remember that the cybersecurity practices employed depend on 
the system architecture and technology used in your network and, as technology 
evolves, so will the threats, and the best security professionals will engineer 
cybersecurity in an effort to stay ahead of threat actors.
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2.2 What Is Information Security? 

Information security (InfoSec) is a critical subfield of cybersecurity focused specif-
ically on data security and integrity [28]. 

Data is the foundation of much of the modern global economy [29]. Critical data 
ranges from financial, operational, and competitive information for a government 
or corporation to the personally identifiable information about individuals’ lives, 
from their habits and preferences to their medical history. Keeping such information 
secure is paramount in the growing bioeconomy because more and more of the 
global economy relies on access to this information and these products, particu-
larly as the global bioeconomy accelerates the use of precision and personalized 
medicine. In these cases, public health, national security, and an individual’s ability 
to care for themselves and their families depend on this information. Large data 
breaches in recent years have unknowingly compromised the personal information 
of millions of global citizens [30], highlighting the urgent need for enhanced 
information security in the bioeconomy. 

Within the bioeconomy, there is also a significant amount of “open data” 
research. Data sharing is paramount to discovery and innovation, and many orga-
nizations, including the National Institutes of Health (NIH), have endorsed “open 
data” initiatives in an effort to solve some of the greatest challenges in biomedical 
research [31]. This is obviously in tension with efforts to keep data secure and 
private. When considering this question of when it is okay to make data “open” vs 
secure and private, it is important to consider the data type, source, stakeholders, and 
national security impact. It may be easier to know the former three, whereas national 
security impact cannot always be understood at the time of decision-making, as data 
agglomeration and global circumstances can impact this evaluation and change over 
time. 

There are several key regulations and policies that can help guide security 
decision-making for bioeconomy information. The Health Insurance Portability 
and Accountability Act (HIPAA) was enacted into law in 1996, modernized the 
flow of healthcare information, stipulated how personally identifiable informa-
tion maintained by the healthcare and healthcare insurance industries should be 
protected from fraud and theft, and addressed some limitations on healthcare 
insurance coverage [32]. It generally prohibits healthcare providers and healthcare 
businesses from disclosing private information to anyone other than a patient 
and the patient’s authorized representatives, while individuals are able to share 
their personal healthcare information voluntarily. The Genetic Nondiscrimination 
Information Act (GINA) is another piece of legislation, signed into law in 2008, 
to prohibit some types of genetic discrimination, another type of personal health 
information [33]. There are also laws that include but are not specific to bioeconomy 
data, like the General Data Protection Regulation (GDPR) in Europe [34] and 
California Consumer Privacy Act (CCPA) in California [35]. 

While there are some regulations that provide guidance about data security best 
practices, these are mostly focused on healthcare data and consumer information.



Cyber and Information Security in the Bioeconomy 23

Not all bioeconomy data fall into these categories. There is also a tension with “open 
data” initiatives. All of this means that a thorough evaluation of the bioeconomy 
and national security implications of specific types and applications of data is 
needed to guide best practices. A conservative stance would be to treat all data as 
sensitive. There has also been significant development in algorithms to ensure secure 
storage and computation of sensitive data types, like genomic data [36]. This kind 
of innovation is increasingly needed in order to strike a balance between security 
and “open data” for discovery. 

2.3 What Is Biosecurity? 

Biosecurity is a broad field that includes practices and policies that aim to keep 
diseases away from animals, property, and people [37]. Best practices in biosecurity 
include laboratory practices, personnel security, escape containment, and informa-
tion access protocols that limit who has access to critical information and physical 
samples that may cause damage or harm to the individual or at a national security 
level. 

Policies and procedures are put in place to develop best practices for biosecurity 
and at a governmental and international level also include norms and agreements 
on what is appropriate and not acceptable to carry out [38]. Dual-use research of 
concern (DURC) is an example of a policy challenge that has plagued regulators and 
policy makers for decades. DURC refers to the research and analysis of potentially 
concerning features and functions of biological agents for the purpose of better 
understanding how to respond to such a threat. But given the precarious nature 
of verifying the intent of a specific research topic, it has often been a topic of 
contention. 

Another program that has been implemented to help improve global biosecurity 
is the Biological Threat Reduction Program (BTRP) [39], funded by the Department 
of Defense and implemented by the Defense Threat Reduction Agency (DTRA). 
The goal of this program is to improve the global biosecurity posture by funding 
specific research projects in partner countries that help build safe infrastructure for 
biomedical research. This is an example of science and tech diplomacy, where allied 
countries work together to build infrastructure to ensure capabilities across the entire 
global allied network. 

In principle, cybersecurity and biosecurity both aim to reduce the risk of harm 
and prevent threats in these distinct domains, both of which could be exploited 
to cause harm at the individual all the way to the national and global levels. 
Some of the ways biosecurity principles and practices are similar to cybersecurity 
practices are the practice of restricting DURC, research into vulnerabilities in an 
effort to understand how to mitigate them, and the rapidly changing nature of the 
technologies [40]. This overlap provides an opportunity to learn from cybersecurity 
to develop biosecurity best practices, and vice versa, all in support of securing the 
bioeconomy.
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3 Defining Emerging Terminology 

3.1 Cyberbiosecurity 

If we examine the term “cyberbiosecurity” through the lens of interdisciplinary 
collaboration, the field would represent the act of applying biosecurity best practices 
to the cyber domain [41]. Computer network threats are commonly referred to as 
“viruses”; thus the overlap appears apparent and even reasonable, especially given 
the need to rapidly increase cyber literacy around the globe. 

Many biosecurity best practices transcend the discipline silo and apply well to the 
practice of cybersecurity, where policies and best practices are intended to keep bad 
actors away from potentially harmful material and to mitigate the impact of harmful 
biological agents intentionally or unintentionally being released from a contained 
area. This includes personnel security, physical security, laboratory safety protocols, 
and escape containment protocols, among others [42]. Yet, while these practices 
may apply in certain situations to the cyber and information security needs of the 
bioeconomy, it does not encompass all that should be considered when building 
a robust focus on these topics. An example of where this field would apply well 
is when protecting critical software that, if released into the open Internet, would 
cause harm to cyber systems broadly. Much in the way that recent cyber viruses, 
such as WannaCry and Petya, have caused global challenges [43]. Thus, the field 
of cyberbiosecurity would be the focus of protecting offensive and defensive cyber 
capabilities. 

3.2 Digital Biosecurity 

The term “digital biosecurity” is also growing in popularity as a way of describing a 
broader set of concepts beyond cyber systems, to include biological and biomedical 
data and related algorithms [44]. In the case of digital biosecurity, the terminology 
implies the application of biosecurity best practices to the digital domain and 
would treat the breach, loss, and/or escape of critical information as a key focus. 
For example, the loss of personally identifiable information could compromise a 
patient’s medical records, or the loss of a valuable algorithm designed for drug 
discovery would compromise the business success of a pharmaceutical company. 
Thus, the field of digital biosecurity would be the focus of protecting critical cyber 
capabilities, information, and algorithms in a life science context.
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3.3 Biocybersecurity 

The term “biocybersecurity” is also emerging into practice, albeit at a slower rate 
than both cybersecurity and digital biosecurity. The concept of biocybersecurity is 
focused on applying cybersecurity and information security best practices to the 
healthcare and life science domains [45]. In the cyber domain, these practices may 
include zero trust security protocols [46], software-defined network perimeters [47], 
properly segregated networks [48] for critical and noncritical systems, and more. 
In network segmentation, for example, DNA sequencing machines should not be 
connected to the same networks as sensitive personnel databases, creating threat 
vectors into business critical systems from less secure laboratory equipment. But in 
the case that there is only a single network, then zero trust security protocols would 
prevent unauthorized access from a DNA sequencer into such sensitive data systems. 
Thus, the field of biocybersecurity would be the field of applying cybersecurity 
methods to the bioeconomy. 

4 What Do We Want These Emerging Fields to Mean? 

There are a growing number of domains with different names, including cyber-
biosecurity, digital biosecurity, biocybersecurity, and more, which are integrating 
the concepts and ideas from various disciplines into a unified effort. These fields 
are in fact subdisciplines within a broader context of cyber and information security 
within the bioeconomy and are the attempted articulation of an urgent need to bring 
a stronger security focus to industries across healthcare, agriculture, biotechnology, 
and the bioeconomy. 

4.1 Why It’s Important to Define Cyber and Information 
Security in the Bioeconomy 

It’s critical to define what we mean by cyber and information security in the 
bioeconomy because as new subdisciplines emerge, faster progress will be made 
by leveraging the great work already in practice and under development across 
both domains of cybersecurity and biosecurity, including their similarities and 
differences [40]. 

Within the field of cybersecurity, there are those practices previously listed, 
including zero trust security, software-defined networks, network segmentation 
as well as intrusion detection, monitoring, tracking, and mitigation. There is 
also a long-standing field of biosecurity work where best practices have been 
defined through decades of research and implementation, including laboratory, site, 
personnel, research, and information safety protocols.
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Rarely before, however, have these two groups of practitioners interacted in a 
meaningful way; thus we need to level the way we communicate to reduce friction 
and redundancy in order to be effective. It is also important to define what we are 
not talking about or at least to subcategorize application domains, as one size does 
not fit all when it comes to the bioeconomy. 

These subdomains, including scientific research and facilities, commercial opera-
tions and facilities, clinical care settings, and public health and government services, 
each have their own set of industry and government norms, standards, and protocols, 
and many differ among these subdomains. For example, research and manufacturing 
require precise and accurate results to ensure correct information is discovered, 
shared, and secured. Whereas in clinical care settings and government services, 
access to the personal information of patients and constituents is paramount to 
successful operations. Of course, there are many overlapping priorities, such as the 
accuracy of medical diagnoses in clinical care and the security of critical competitive 
intellectual property (IP) information in industry. Nevertheless, developing industry-
specific and pan-industry foci within cyber and information security acknowledges 
and leverages the unique and varying nature of each subdomain. 

5 Critical Domains for Enhanced Cyber and Information 
Security 

There is no question that modern cybersecurity technologies should be the standard 
in the bioeconomy. But as with the distinction between definitions outlined above, 
there are distinctions that must be made between the fields in which we discuss 
cybersecurity. Just as the best cybersecurity practices from the financial services 
industry could be adopted to other industries but also need to be adapted to the 
industry-specific needs from a system, network, configuration, information, and 
user perspective, so do security practices in the cyber realm need to be applied 
in the context of biology. In many cases, the security paradigms must also be 
expanded or new paradigms developed to account for the industry- and domain-
specific considerations. 

The two primary domains, as outlined by cyber and information security, 
are just cybersecurity of systems and infrastructure and the information security 
of personally identifiable and non-identifiable data, both of which are critically 
important to various industries across healthcare, agriculture, biotechnology, and 
the bioeconomy.
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5.1 Scientific Research and Facilities 

5.1.1 Computer Networks 

In the field of scientific research, there are a wide range of domains that are vectors 
for cyber vulnerabilities. The first, and most obvious from a cyber perspective, is the 
research computing network. Across the network infrastructure within universities, 
companies, and government research labs, the ability for a bad actor to tamper 
with scientific research is directly related to the ability to access these networks. In 
addition, in many organizations, research networks are not distinct from enterprise 
networks, and thus vulnerabilities to the network through research computing can 
put enterprise systems at risk and vice versa. In addition, since the bioeconomy, 
especially in academic research institutions, has a large number of trainees who 
connect to the network with their own devices that cannot be engineered for security 
at the organizational level, it is important to consider the security framework that 
provides access to these trainees while securing critical infrastructure and data. 

5.1.2 Laboratory Equipment 

Another vector for vulnerabilities in research facilities is via laboratory equipment. 
Most modern lab equipment is connected to the Internet, often to a networked envi-
ronment, and vulnerabilities in the hardware and software that run the equipment 
can be exploited by threat actors and expose research networks to a wide range of 
threats. This leads to issues as described above. Additionally, within the equipment 
itself, a bad actor can disrupt experimental conditions and sensitive calibrations and 
damage data collection or analysis. Ideally, a thorough evaluation of the security 
settings and capabilities of lab equipment will be performed before purchase and 
integration with the network; understanding that this is not usually possible, a 
coordinated evaluation of the security posture and configuration of common lab 
equipment across the sector is needed to aid bioeconomy organizations in making 
secure decisions. 

5.1.3 Personal Equipment 

Personal equipment in a laboratory setting poses additional vulnerabilities if not 
properly protected. In academic research, personal computers are often used for 
research purposes and are directly connected to research networks (see computer 
networks section above). In industrial research settings, this may happen less, but 
the use of personal computers or the use of corporate computers for personal 
tasks is common. Similarly, the use of personal devices such as cell phones, 
thumb drives, and music players can create attack vectors in research settings. 
Cell phones are often plugged directly into laboratory or personal computers that 
are connected to the research network. Thumb drives are a common method of
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intrusion, and these are often handed out at conferences and in academic programs, 
creating opportunities—that the unsuspecting recipients of these devices do not 
even consider as a possible vulnerability— to seed infected drives into a pool of 
resources. 

5.1.4 Open Source Software 

Similar to “open data,” there is also a large corpus of “open source software” 
relevant to the bioeconomy. Since a large part of the bioeconomy involves research, 
and research hinges on data and analysis sharing for discovery, it makes sense that 
this is prominent. It is also important to consider the security aspects of using open 
source software in your research, development, and production workflows. Open 
source software modules are not often maintained with the same security scrutiny as 
licensed software. It’s important to consider the source of the open source software 
you are using and ideally create safe regions to use these tools within your network 
so that an intrusion wouldn’t be able to penetrate the entire network. Also, when 
contributing open source software, consider evaluating the security posture regularly 
and posting updates to mitigate risks at scale. 

5.1.5 Research Data 

Research data is an additional domain of concern for cyber vulnerabilities. The 
risk posed via data loss ranges from nonpersonally identifiable information (PII) 
for research purposes and experimental conditions to critical health information and 
intellectual property. 

There are substantial cyber and information security risks in the research setting, 
but these threat vectors can be mitigated with modern cybersecurity best practices. 
These include the same methods to protect networks as used in any industry, and 
leveraging existing technology and expertise is the most efficient way to build cyber 
resiliency in the bioeconomy. 

5.2 Commercial Operations and Facilities 

Commercial operations in the bioeconomy underpin biomanufacturing, storage, and 
distribution of life science technologies as well as the accompanying data. These 
operations range from small to large scale and also range with respect to overall 
security posture. Some of the smaller operations have fewer dedicated resources for 
security but may still be critical for the bioeconomy. It’s important to note that tools 
are not always able to prevent cyberattacks and promote an overall security posture. 
Commercial operations and facilities would be well served to invest in security
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professionals to guide the overall architecture of the system, data infrastructure, 
and tool monitoring. 

5.2.1 Computer Networks 

Computer networks are a common threat vector across subdomains, but where 
research networks focus on connected infrastructure in laboratories, operational 
networks in commercial settings pose an additional scope of risk due to the 
expanded access across business and mission-critical systems. In a commercial 
setting, customer information, product orders, personnel records, and financial 
statements are only a small subset of the information involved in commercial 
operations. In addition to the information risk, these networks connect and control 
critical industrial equipment and facilities. 

5.2.2 Manufacturing 

In a manufacturing setting, most modern processes are networked and automated. In 
the bioeconomy, these could be manufacturing facilities producing medical devices, 
pharmaceutical ingredients, finished pharmaceutical products, or biotechnologies, 
all of which require precise operational steps for success. Disrupting these man-
ufacturing processes would, at best, force product recalls and, at worst, lead to 
loss of life from the failure of medical devices or drugs. One way to protect 
this process and flow is to containerize the system and not connect it to the 
Internet. This has implications for modifying the process and making changes in 
real time but is actually a sound option for some types of manufacturing scenarios. 
Post-manufacturing, these products must be stored and distributed, often in climate-
controlled settings, and disruption to these steps in the industrial process, such as a 
dethaw of vaccine doses or a mis-shipment of medication, could result in direct loss 
of life. During the COVID-19 pandemic, there were batches of vaccine doses that 
had to be discarded due to a lack of continuity of conditions. It is important not only 
to maintain the conditions but also to make sure that there is an accurate accounting 
of these conditions for regulators. Technology is almost always used for this and is 
also subject to cyber manipulation as other systems. 

5.3 Clinical Care Settings 

5.3.1 Computer Networks and Connected Medical Devices 

Clinical care settings are among the most sensitive to disruption within the 
bioeconomy due to the direct nature of injury and disease management. As with 
other subdomains, network security is critical to successful cyber and information
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security in healthcare but poses additional direct consequences on patient well-
being. Modern healthcare is highly networked, both through medical equipment 
at the bedside and Internet of Things (IoT)-connected personal medical devices. 
So while network intrusions in research or industrial settings may have adverse 
secondary and tertiary effects on customers and patients, network intrusions into 
critical medical equipment and devices may have direct adverse effects on patients. 

5.3.2 Diagnostics 

As diagnostics move from the hospital to the clinic and the home, many of these 
home-based platforms rely on technology and networking to operate. A fully 
distributed diagnostic network means that there are not only data integrity consider-
ations but also possibly distributed infiltration issues. Building these systems so that 
a breach will be local and not global is critical. If each distributed site requires 
access to a local network, a globally network system, if breached, would mean 
infiltration into each distributed network system. Thankfully, there are many ways to 
achieve the security to prevent this possibility, but it’s important for developers and 
innovators to consider the security implications and best practices to avoid major 
breaches, IP loss, and questions around data integrity. 

5.3.3 Virtual Care 

In addition to the direct effects on medical care from network intrusions, there is 
a growing movement toward virtual care and telehealth services. Through these 
services, patients are sharing personal health information with providers over 
phone- or Internet-based appointments from personal devices, thus introducing an 
expanding domain of responsibility for secure medical care. End-to-end security is 
challenging when a medical system has no control over a patient’s personal devices; 
therefore special attention needs to be paid to developing cyber and information 
security best practices in this domain, which may include cloud-based services with 
zero trust protocols in place to mitigate the impact of personal device or endpoint 
security risks. 

5.4 Public Health and Government Services 

Public health and those services provided by local, state/territory, and national 
governments to care for their citizens have many of the same vulnerabilities as 
those outlined in industrial and clinical settings. However, due to the scale at which 
these services are deployed, they require particular consideration. For example, 
while a breach to a healthcare provider network can have devastating consequences,
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the breach of a nationalized healthcare system can have widespread consequences 
beyond that of any single institutional breach [49]. 

6 A Representative Set of Examples Are Examined Below 

6.1 COVID-19 Pandemic 

The COVID-19 pandemic was the largest-scale public health crisis in over a century. 
Amidst the crisis, a series of widespread cyberattacks demonstrated the challenges 
that large-scale public health crises can create for the world [50], including both 
primary, secondary, and tertiary impacts and beyond. 

During the COVID-19 pandemic, all of the previously mentioned subdomains 
posed threat vectors. In a race to develop effective vaccines to combat SARS-CoV-
2, vaccine and therapeutic research data became critical on a global scale. Once 
the vaccines were developed, the pace at which manufacturing was required meant 
that disruptions to the supply chain would cause widespread effects as well. Post-
manufacturing, the vaccines required distribution to public health sites and storage 
across a respective country, and then logistics management for people to sign up for 
vaccination appointments was required. Each of these steps in the process posed 
significant challenges and risks if disrupted through a cyberattack and a loss of 
information security. 

In the midst of returning economies to work, a healthy workforce is critical 
to success. If any of the primary effects of cyberattacks and information loss 
occurred, then citizens may be required to quarantine, risking becoming ill, or 
possibly die from COVID-19. The secondary effects, and beyond, of such attacks 
may include job and economic loss, the closure of businesses, and recessions that 
require prolonged periods of recovery. The public health impacts of such secondary 
effects will only be fully realized in time but are undoubtedly present [51]. 

6.2 Precision and Personalized Medicine 

Both precision and personalized medicine aim to use the specific information about 
an individual (e.g., race, gender, age, genetics) in order to guide a more individ-
ualized approach to clinical care. An individual’s identifiable genetic information 
is commonly used to create individual-specific care regimes. This is a particularly 
poignant concern given that once digital genetic information is inappropriately 
disclosed or stolen in a cyberattack, it cannot be amended or retrieved as with other 
types of information like social security number, bank accounts, passports, etc. [52] 
The gravity of potential breaches to the systems of consumer-facing organizations— 
like those providing genetic counseling, food sensitivity and allergy testing, and
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ancestral information—as once genetic information has been co-opted is impossible 
to rescue, the highest form of identity theft. 

Biorepositories, along with the collection, storage, and supply chain distri-
bution, hallmarks of the precision and personalized medicine development, and 
implementation process all face distinctive vulnerabilities from bad actors [53]. 
This information can be used in nefarious ways without an individual’s consent, 
including profiling, public distribution of medical conditions, and even person-
specific bio-warfare. 

6.3 Organ Donor Registration 

Organ donor registration is another representative example of public health services 
that have direct impacts on lives if disrupted. While the impact is more localized to 
individuals, the magnitude of damage done if a disruption were to occur is likely 
greater at the individual level. In these public services, supply chain resiliency is 
key, as well as information security for those registered to receive a transplant and 
those registered as donors. 

6.4 Additional Impacts 

The two examples above illustrate a small subset of public health domains and 
services that are critical to protect. The cyber and information security requirement 
of public health services includes every person, in every community and in every 
country. Leveraging best practices across well-established cybersecurity domains is 
the fastest route to provide critical services to global citizens. 

7 Emerging Technologies at the Intersection of Biology 
and Cyber Domains 

There is a subset of novel threats developing out of the intersection of biology and 
computer science, driven by advances in DNA data storage technologies and DNA 
information systems [54]. It has been shown that malware can be synthesized into 
artificial DNA, and upon sequencing (reading) the DNA, the sequencing machine 
may be compromised with the embedded malware [55]. Current applications of 
such technologies are in a nascent stage of development, with demonstrations of 
the effects derived in carefully crafted experimental systems. But nonetheless, these 
are growing vectors of concern that we should meet in an anticipatory posture, rather 
than a reactive posture.
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As such, the storage of malware into biological systems may be a novel vector, 
requiring new domains of security to be developed. However, in the face of such 
techniques, it is even more imperative that good cyber and information security 
practices be in place. For example, if a DNA sequencer is segregated from business 
and mission critical systems, then the effectiveness of such hacks can be localized 
and contained. Thus, focus should be placed on studying this growing capability 
(and mitigations), but we must refrain from overstating the unique threats caused by 
such capabilities. 

Another novel vector is the emerging potential of DNA and other molecules to 
serve as a high-density storage vessel. The production of data by humans today 
is occurring at an unprecedented rate. DNA offers a solution to this accumulation 
of data. Unlike current models of data storage which exhibit limitations in the 
longevity of storage, DNA—when kept in optimal conditions—can go thousands 
of years without degradation. Storing information in DNA was first exhibited in 
1988, and in 2012, George M. Church, Yuan Gao, and Sriram Kosuri successfully 
demonstrated the ability to convert an html-coded book including more than 50,000 
words, 11 JPG images, and 1 JavaScript program into a 5.27 megabit bitstream 
[56]. The major bottlenecks in this methodology—cost and reliance on polymerase 
chain reaction (PCR)— are being resolved by advancements in photolithographic 
synthesis addressing cost and the development of systems like the Dynamic 
Operations and Reusable Information Storage (DORIS), which do not rely on PCR 
[57, 58]. 

As DNA-based information storage increases in financial and practical viability, 
the potential uses for biomolecular cryptology practices proportionally increase. 
Cryptography is a scientific technique that secures information via transforma-
tion from a readable message into something indecipherable so that only those 
possessing the mathematical or logic cipher can access its original meaning [59]. 
DNA-based cryptography is not grounded in mathematical coding so it makes it 
substantially more difficult to hack. 

Given the rapid pace of innovation in both the storage of data in DNA and its 
potential for next-generation encryption of existing data, there should be increased 
focus on the development of tools and techniques at the intersection of biology and 
computer science. A holistically defensive and preventative posture is achievable 
by prioritizing granular advancements in the form of domain-specific tools and 
techniques over increasing siloed approaches to poignant vulnerabilities. 

Undoubtedly, the pace of novel vulnerabilities will accelerate as biotechnology 
advances and cyber operations become more accessible to less sophisticated 
actors—all the more reason to build up a strong practice of cyber and information 
security in the bioeconomy, along with a creative mindset, in advance.
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8 Closing the Cyber and Information Security Gap in the 
Bioeconomy 

It is without debate that there is an urgent need to improve both cybersecurity 
broadly and information security more specifically, in the bioeconomy. There are 
a growing number of ways to describe these practices (e.g., cyberbiosecurity, digital 
biosecurity, biocybersecurity), but no matter which subdomain is emphasized, there 
are vulnerabilities that must be addressed in both the health- and non-health-related 
bioeconomy domains, and it will take a holistic collaboration between practitioners 
in cybersecurity, biotechnology, biomanufacturing, biosecurity, healthcare, and 
more to drive substantive impact. 

The strongest posture we can create within the bioeconomy is built on the 
techniques and practices that exist today in robust fields of traditional cybersecurity 
as well as biosecurity and healthcare. In these areas, new subdomains are not 
likely to be necessary, and healthy collaboration and information exchange across 
industries is the strongest position. In the emerging cases where biotechnology and 
cyber vulnerabilities truly intersect, such as the examples of malware written into 
DNA [46], new subdisciplines will be necessary. 

However, we must recognize that there are true differences between industries 
within the bioeconomy, and a one-size-fits-all approach to cybersecurity will be 
inadequate. A matrix approach to viewing the impact of technology across industries 
would help identify differences and similarities. Example technology domains 
that may require a specific emphasis include DNA synthesis technologies [60], 
biological databases [61, 62], and biomanufacturing [63], among many others [64]. 
These technologies, and how they impact across industries such as pharmaceuticals, 
healthcare, agriculture, biotechnology, and energy, will drive the growth of the 
bioeconomy over the next decade and beyond [65]. As such, each will introduce 
new threat vectors for bad actors to target, and a critical approach to protecting 
these areas is essential. 
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Mission-Aware Differences 
in Cyberbiosecurity and Biocybersecurity 
Policies: Prevention, Detection, 
and Elimination 

Lucas Potter and Xavier-Lewis Palmer 

Abstract The fields biocybersecurity (BCS) and cyberbiosecurity (CBS) are terms 
that are sometimes used by members of the public interchangeably. In some 
respects, this is logical – the fields are both from the nexus of biosecurity and 
cybersecurity. However, BCS and CBS are different in several key ways. To 
facilitate this delineation, a comparative literature and source review was completed. 
Foremost, the philosophical difference (or focus) of CBS is mainly to secure 
biological resources with cyber-enabled methods. The primary focus of BCS is to 
use cyber-enabled technologies to create biological threats. Secondarily, there are 
differences in core research interest and in the ability of CBS and BCS to leverage 
various kinds of threats. Finally, the policies used to predict, prevent, mitigate, or 
respond to CBS and BCS threats vary significantly. These topics will be discussed 
in the context of several scenarios. 

Keywords Biocybersecurity · Cyberbiosecurity · Policy · Mission · Prevention 

1 Introduction 

Since the mid-2010s, the terms cyberbiosecurity (CBS) and biocybersecurity (BCS) 
have emerged, focusing on the intersection of the domains of cybersecurity, 
biosecurity, and cyber-physical security [80, 83]. These terms have found their 

Authors “Lucas Potter” and “Xavier-Lewis Palmer” have equally contributed to this chapter. 

L. Potter (�) 
School of Cybersecurity, Old Dominion University Norfolk, Norfolk, VA, USA 

Biomedical Engineering Institute, Department of Engineering and Technology, Old Dominion 
University, Norfolk, VA, USA 
e-mail: lpott005@odu.edu 

X.-L. Palmer 
Biomedical Engineering Institute, Department of Engineering and Technology, Old Dominion 
University, Norfolk, VA, USA 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
D. Greenbaum (ed.), Cyberbiosecurity, https://doi.org/10.1007/978-3-031-26034-6_4

37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-26034-6protect T1	extunderscore 4&domain=pdf
https://orcid.org/0000-0002-1992-2166
https://orcid.org/0000-0002-1289-5302

 885 54077 a 885 54077 a
 
mailto:lpott005@odu.edu
mailto:lpott005@odu.edu


38 L. Potter and X.-L. Palmer

popularity considering heightened technological innovations within each sub-
domain, in addition to limited but significant demonstrations of exploits to be found 
where these subdomains meet, and the use of these terms has only grown since. CBS 
and BCS have been often packaged in two-word terms, such as “cyberbiosecurity” 
and “biocybersecurity,” perhaps out of caution, but as time proceeded, BCS and 
CBS increasingly have been noticed to be packaged as single words. Further, 
these words have been used in media interchangeably, especially by some authors 
as the two terms involved the same domains and differences appeared initially 
trivial. However, further reflection has motivated a change in this treatment of the 
terms while the intersection in which they reside is still new in both literature and 
mainstream conversation. We believe that building nuance between CBS and BCS 
now will help the organization and coordination of responses toward exploitations 
in the intersections spoken of. 

This paper’s mission is to open discussion to properly branch the two terms and 
does so in multiple sections. First, we start with offering working definitions of both 
CBS and BCS, sampling rich, initial offerings from the literature provided. We then 
map the growth of papers carrying the terms, in reasonable capacity, from 2017 
to 2020, showing the reader key trends in publication type, number, and country 
institutions involved. Following, we discuss funding of CBS and BCS threat analysis 
and reduction, wherein funding concerns are made clearer. Given how funding 
differences may exist based on the route of technology use, this section provides a 
financial foundation for specificity between CBS and BCS. Next, we discuss policy 
differences for CBS and BCS and how these translate to operational effects when 
such policy may be enforced. This discussion is then followed by discussion of 
legislation of policy in this new age dubbed the “Cyber-Bio” Age, wherein increased 
focus on new vulnerabilities and exploits at the intersections of CBS and BCS are 
expected to find an increase in directed policy. We then conclude with reflection on 
all that has been covered. This said, we will now move into discussion of working 
definitions. 

1.1 Working Definitions of CBS and BCS 

Cyberbiosecurity (CBS) and biocybersecurity (BCS) are fields born of similar Nexi, 
and both face toward a contemporary explosion in research [66]. For the purposes 
of this developing work and discussion, we propose differing definitions that may 
prove helpful. The first, CBS, is the more frequently discussed of the two. CBS 
focuses primarily on how cyber assets (for instance, computer networks) can affect 
biosecurity, which is “ . . . generally associated with travel, supply chains, terrorist 
activities, and defense,” though it is also of marked importance in academic settings 
with high amounts of trust [80]. CBS applies the methodologies of cybersecurity to 
conventional life science settings. Policies that seek to alleviate CBS threats tend 
to stay within domains that are conventionally known to biosecurity – such as the 
agricultural industry [14, 32] and pharmaceutical production [62]. This utilizes the
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well-defined fields of cybersecurity and biosecurity and allows for threats that have 
become conventional to counter with well-proved methods. The latest development 
of CBS is the enabling of a “specialized techno-surveillance network” [50]. This is 
not meant to limit the purview of CBS as a field but to allow for the use of doctrine 
and gathered knowledge in both the fields of cybersecurity and biosecurity to reach 
their full use within the context of that study. This has made CBS well enough 
established to begin grappling with the finer aspects, for instance, training [93] or in  
laboratory safety [91]. 

BCS can instead be the study of how biological assets (either nominally offensive 
or not) can be leveraged with cyber assets (for instance, machine learning, artificial 
intelligence (AI), advanced logistical networks, or biometric systems) to perform 
acts that are not condoned by legal or ethical means. One previously (and regrettably 
overly expansive) working definition was “Any cybersecurity system where a 
biological component, target, or interlock is involved in the terminal or intermediate 
stages” [72]. A narrower and more serviceable work simply noted that “Thus, in a 
biocybersecurity context, biological phenomena can act as interlocks, and even as 
facilitatory steps in a [bio]cybersecurity system” [83]. Another example would be 
the utilization of DNA as a means of information transmission of malware [48]. 

In short, CBS is better reserved for when one can look at a threat and understand 
where the line demarcating cyber and bio and the linkage between cyber and 
bio are clear. BCS is better reserved for when the melding of the two threats is 
unclear, or the target is a resource that is not well characterized by either biosecurity 
or cybersecurity. A simple method of delineation is that where CBS seeks to be 
ever vigilant to defend conventional assets from cyber and biological threats, BCS 
constantly morphs with the available biomedical information technology of the time 
to produce novel threats that may not be well characterized within the strictures of 
the CBS field or act in conjunction with other threat modalities. So, for instance, 
whereas a CBS threat may be the utilization of trusted collaborator networks to 
insert dangerous or non-functional organisms into a research setting [80], a BCS 
threat may be using AI methods to create false articles, reducing the clearance 
throughput of an academic journal [97] or malfeasance in precision medicine [29]. 

The differences are not at all meant to separate the goals of defense but to 
maximize the effectiveness of both fields at doing what they do best – another call 
for cooperation [94], this time between specialists in the same field maximizing 
their talents. The difference between the two is likely to merge with advances in data 
science and in biomedical accessibility. Once advances in programmatic intelligence 
can be immediately applied to biomedical resources, the fields will likely become 
indistinguishable and could be added to the burgeoning monolith of cybersecurity. 
This mentality is foreshadowed by proponents of the US Department of Defense’s 
notion of “Defending Forward” [71, 108]. For the moment, it is important to have a 
field led not by the conventional awareness and policies that surround cybersecurity 
but by the infinite possibilities promised by biological sciences and disruptive 
computational resources. 

As a final word on the topic of a formal separation between the two fields, a 
list of contemporary threat citations has been included below to facilitate discussion



40 L. Potter and X.-L. Palmer

between readers. Ransomware attacks on healthcare systems and medical devices 
have been recorded [3, 10, 17, 46, 95] along with in-person cyber-enabled healthcare 
denial of service [4] and a rise in tracking and “DNA barcoding [which] refers to 
the use of DNA sequences to the use of DNA sequences from a signature region of 
the genome to make species-level identifications” [47, 52, 113]. Data storage using 
nucleic acids is now available [58, 64, 106], with all of the security implications this 
holds [68]. 

Now that the functional differences between CBS and BCS have been estab-
lished, it is important to map differences between the two in publication intensity, 
to establish interest and potential future needs for both. 

2 Mapping the Dynamic State of CBS and BCS from 2017 
to 2020 and Methods 

Prior work in submission [97] notes both the under exploration of the Earth’s 
resources especially in the global south, along with the threat of malfeasance by 
actors wishing to exploit those resources. These resources include not just standard 
agricultural stores but also those carrying either components for new drugs or those 
carrying the next pandemic. Though current readers in literature will likely not 
need a reminder, future readers need only to research the impacts of the COVID-19 
pandemic to learn the need to discover the microbiological denizens of the globe. 
Vital to this is quality record creation and keeping. All considered, with biosecurity 
and cybersecurity engaged through the concern of record integrity, this matter falls 
under the broad domains of CBS and BCS as it meets matters of biosecurity and 
digitalization in the form of bio-data [16, 30, 84, 98]. Here, we find importance in 
mapping vital work within the intersection that BCS and CBS address. 

The method by which this research was conducted was as follows. Papers from 
December 8, 2017, to December 8, 2020, were searched under two batches, via 
Google Scholar, one for “biocybersecurity” and one for “cyberbiosecurity.” In addi-
tion to relevant ecological papers for discussion in the broader scope (see Appendix: 
Analyzed CBS/BCS Papers). Only the papers within the selected data range were 
analyzed. The BCS publication was searched under the terms “biocybersecurity,” 
“biocybersecurity,” and “biocybersecurity.” The BCS batch of publications was 
searched under the terms “cyberbiosecurity” and “cyberbiosecurity.” Articles were 
added to a spreadsheet and followed until the last pages. For the purposes of 
visualizations and simple statistics, counts were made according to publications 
per year, the number of institutions, types of institutions, countries represented by 
affiliation, and impact factor, where accessible. Affiliations were counted one to a 
researcher and counted to represent unique countries participating. Regions were 
mapped using Microsoft Excel to produce a basic world map that shows areas 
of institutional participation or penetrance. The main issue is that only publicly 
available works could be utilized – classified reports or documents could be the 
predominant output of a nation, but these would not be counted.
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2.1 Research Methods Limitations 

Not all factors documented were useful, and of them, impact factors were not taken 
deeply into account given the novelty of the field. An emergent issue with the 
use of Google Scholar is that duplications were found under titles appearing in 
Chinese and English. Graphics reflect the count for someone who compiled under 
the original terms, minus removal of duplicates. Duplicates found were minimal. 
Further, articles found under the search terms, but not engaging CBS or BCS, were 
removed from final graphic tallies. A few articles were picked up by Google since 
they cited at least one CBS or BCS paper. It is possible that papers from 2021 
and beyond picked up by indexing tools will continue to pick these up, without 
adaptive searches employed. These were nonetheless listed and counted for note. 
Additionally, the research conducted did not pick up the increased interest in the 
field caused by the COVID-19 pandemic and explosion of medical misinformation. 

2.2 CBS and BCS Research Differences Visualized 

Whether research conducted was termed under the title of BCS or CBS, the 
intersection of biosecurity, cybersecurity, and cyber-physical security has received 
tremendous input from institutions across the world. Between both, CBS is the 
dominant term. Matching with the majority focus and emphasis on exploits from the 
cyber and cyber-physical realms, this makes sense. Threaded within and between 
articles, select authors have opted for the term, BCS, to emphasize the realm 
of biocybersecurity. Neither choice is incorrect, and thus many of the graphics 
generated will discuss the field from the context of both BCS and BCS batch lists 
combined. More than 100 articles have been put forth representing more than 200 
and 10 institutions across at least 25 countries. These institutions are commercial, 
academia, and military in basis, which communicates that a considerable degree of 
interest has been gathered across multiple spheres of research. Papers within this 
section have investigated questions such as the following: 

1. The generation and implications of biocentric data’s accessibility 
2. Issues in manipulation, masking, exploitation, and revocability 
3. Volume and variety of such data, along with affected parties 
4. Moral questions and those relating to evolutions of technologies at the intersec-

tion of BCS/CBS, evolutions of their interplay, and hegemonies of power 

Plotting the results above, we get the following graph, showing the nearly 
exponential rise in both CBS and BCS publications – with the CBS type being 
consistently an order of magnitude more popular (Fig. 1). 

This pattern seems to be continuing along the same path since the original 
research was completed. A cursory analysis of Google Scholar results will show 
that 2021 saw 80 CBS and 11 BCS publications. Journals are the primary source of 
documentation, which points to an over-localization of knowledge held.
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Fig. 1 Differential growth of CBS and BCS (2018–2020) 

Conference 
Proceeding Poster Presentation Manual Dissertation Report Magazine Preprint Conference 

Paper 
Book 

Chapter Journal 

Type 1 1 3 3 3 4 5 5 6 6  64  

0 
10 
20 
30 
40 
50 
60 
70 

)# (snoitacilbuPforeb
mu

N
 

Type of CBS/BCS Publication 

Fig. 2 Mapping of communications means of BCS and CBS by medium (2017–2020) 

A more fascinating demonstration of the CBS/BCS field is the type of docu-
mentation being produced. Most works were classified as journal articles. This is an 
indication that CBS and BCS threats are for now mostly academic in nature (Fig. 2). 

As may be expected, the Global North is the leader in producing both CBS 
and BCS documentations – particularly the USA was the undisputed global leader 
(Fig. 3). 

By the numbers and mapping shown, multiple trends can be observed. One is 
that developed countries are highly represented, and the USA leads by far, which 
should be of little surprise. Its educational, economical, technological, and military 
superiority grants it advantages in achieving this reach. Additionally, it takes no 
small amount of responsibility for military stability in many of the nations of the
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Fig. 3 Mapping of CBS and BCS publications by nation (2017–2020) 

Fig. 4 Mapping CBS and BCS publications (2017–2020) – without US contributions 

world. The USA has openly admitted to around 600 facilities in non-US states or 
territories [11, 112] (Fig. 4). 

For a simpler analysis, the table below lists the top seven countries by publi-
cations via institutional authors counted. To note, these do not include researchers
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Table 1 Institutional country 
of authors in CBS and BCS 
publishing between 2017 and 
2020 

USA 215 
UK 33 
Italy 20 
Israel 10 
China 9 
Nigeria 6 
Australia 6 

listed in acknowledgments. That said, the West, by far, has performed the majority 
of CBS research between 2017 and 2020 (Table 1). 

The USA by far holds those most institutional members who have published on 
cyberbiosecurity. The top five non-US countries are the UK, Italy, Israel, China, 
and Australia and Nigeria (tied for fifth). The Global South is largely shut out 
of these research endeavors and vulnerable through its lack of representation and 
participation. For example, Africa and South America possess almost no countries 
with institutional representation. Nations within the Global South would do well to 
prioritize partnerships with nations ahead and to increase budgets toward education 
and technological adaptation. Such can be seen in the economic partnerships of 
global south nations with the USA or (in the case of Africa, particularly) China 
[39], but such leaning can have complications. This circumstance gives reasons 
for countries to continue developing their biological resources and their ability to 
manage them. 

2.3 Future Trajectory of CBS and BCS Research 

Our best treatments and worst weapons lie ahead at the intersection of biology and 
computing. Thus, the means of cataloging biologically diverse species, the means 
for doing so, the creation of secure repositories, and protecting the integrity of 
those means, is incredibly important. It is not just the Global South that needs to 
be considering biocybersecurity, but the Global South remains the most vulnerable 
by lacking infrastructure and manpower to combat its vulnerabilities. Each country 
and region possesses unique flora and fauna at different scales and will require 
varying resources to take advantage of for protection and investigation, but a 
common bottleneck exists in repositories [97]. Protection from false information 
and flooding of records is paramount for their growth as biotechnology increasingly 
takes prominence. 

Future work can be imagined as projects to realize more broadly what biocyber-
security means for each country and region and how that may change the nature 
of politics for citizens within. Each country could benefit from using such future 
work as a springboard for consideration of their biocybersecurity and biosecurity
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deterrence platforms and what that means for their growth specifically. Their unique 
biological resources, owed to novel habitats that each country has, which can be 
taken advantage of from the individual to the state level, will vary but need to be 
adequately mapped for thoughtful consideration to be given. Untold prosperity and 
security await down the line for each country that can endeavor to pursue matters in 
this sphere. 

What can be observed is that the twin fields of CBS and BCS are quickly 
growing, and an increasing number of nations are taking notice through indus-
try and university participation. No major surprises were held on hegemony in 
representation and expertise, but what does show cause for intrigue is the wide 
inequalities witnessed. These can expect to play ongoing roles in power imbalances 
and exploits of the Global South for decades to come if policy and funding are 
not focused to address BCS. Overall, it was found that articles introduced under 
the earlier mentioned search terms increased rapidly over 2019 and 2021. It is the 
firm expectation that publications would be on the increase in 2021 and beyond as 
more countries seek insight into the intersections occurring within BCS and CBS. 
Nonetheless, it is hoped that this brief mapping is helpful as a guide to the trajectory 
of CBS and BCS and how international security within it can be safeguarded. 

3 Funding of CBS and BCS Threat Analysis and Reduction 

The popular idea of the primary opponent of appropriate defensive stature in either 
CBS or BCS threats (for those outside of the field) is a shadowy, government-
sponsored figure in a well-appointed and secure location. This makes for interesting 
stories. But the primary threat to secure CBS and BCS operations on the scale of a 
national government is not a nation-scale enemy at parity, internal political factions, 
or internecine strife. It is money. 

The total cost in 2008 of nuclear weapon-related appropriations for the federal 
government of the USA was in total 52.4 billion dollars [101], with nuclear threat 
reduction and nuclear incident management being 5.865 billion (approximately 
11%). The Congressional Budget Office (CBO) predicts the cost of all appropri-
ations from 2019 to 2028 to rise to 432 billion over the decade (slightly less than 
the actual cost in FY 2008, 43.2 billion per annum) [13]. This evens with the noted 
degradation of the deterrent effect of nuclear weapons [18]. 

The entirety of DHS-CISA (Department of Homeland Defense-Cybersecurity 
and Infrastructure Security Agency, of which CBS and BCS threat prevention 
will hopefully be a part) has a planned (FY 2023) annual operating budget of 
approximately 2.5 billion to prevent cyber threats of all types [21, 26]. Making 
the generous assumption that all CISA funds go to preventing disruption of CBS 
and BCS threat, this would give the national leader in world’s biodefense spending 
less than 10% of the money used to reduce nuclear threats. To be fair, being a 
newer field, a more apt comparison may be to look at the amount of financial 
support given toward nuclear security spending at its founding. Additionally, the
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US government has given additional support for disinformation campaigns (some 
linked to BCS methods) via other means (see Sect. 4.1 “Cyber-Enabled Biological 
Misinformation: A Case Study” concerning the utilization of misinformation to 
augment public health emergencies). 

This disparity in financial prioritization is not at all illogical – nuclear weapons 
are a singularly terrible threat. The low probability belies an unfathomably high 
impact [56]. However, as the rest of this text will outline, the nation-scale threats of 
CBS and BCS are far more insidious and may have a higher likelihood of occurring 
than nuclear threats. There will be two repeating mantras underpinning the findings 
of this work. One of them will be the relative cost in CBS and BCS. For comparison, 
relative cost of casualties in terms of land area is “$2,000 per square kilometer with 
conventional weapons, $800 with nuclear weapons, $600 with nerve-gas weapons, 
and $1 with biological weapons” [31]. These bioweapons are also much cheaper and 
easier to produce than ever [67] with a much wider variety of options [103]. For a 
cyber threat, this cost may be harder to quantify, but it could very well be much less. 
This is not, however, to say that biological defense programs would be without cost 
at all [42]. Cyber threats that have impacted biological operations include attacks on 
critical infrastructure such as freshwater ecosystems [100], potable water treatment 
systems [40], and healthcare systems [19]. The second mantra is the ability for a 
CBS or BCS offensive to be obfuscated to the level of absolute deniability. 

The methods of assessing this infrastructure surrounding CBS resources have 
been analyzed [99], including the ever-present human factors of any system, 
irrespective of CBS or BCS differences [36, 81, 83]. 

4 Policy Differences for CBS and BCS: Operational Effects 

The execution of policy is subject to many operational effects. There will be issues 
of compliance to policy (if one is unfamiliar with this concept, feel free to ask 
your local information technology staff how many people are using appropriate and 
sanitary password procedures) and issues of interpretation of policy – as in any set 
of rules that make the migration from ideation to concrete, actual practice. 

The foremost question remaining to the responsible CBS and BCS defender is 
then how strategic, operational, and tactical decisions can be aligned with policy to 
prevent attacks from both modalities. Here the strategic goals of both are similar – 
to preserve and protect what is nominally the status quo in day-to-day operations 
and in terms of trust in conventional resources (i.e., government authority, academic 
integrity, medical service, etc.) or to inhibit the ability of a rival organization from 
accessing their CBS or BCS assets. The operational differences are widely varied, 
and the tactical decisions will most likely be highly dependent on the setting and 
available resources. Here the focus will be on the operational differences. 

In this work, strategy is defined as the overarching goal of an organization. 
Operations are defined as the regulations, procedures, leadership, and institutional 
knowledge used to enact this strategy. Tactics would be the day-to-day operations
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undertaken to carry out that strategy as enabled by the operations. These definitions 
are largely borrowed from previous work [43, 82]. 

To better delineate the differences between CBS and BCS, let us start with an 
analysis of what types of offending attacks would fall under each category. Both 
tend to use emerging or disruptive technologies [45]. For instance, in the more 
conventional CBS field, an attack may be a cyber-based advanced persistent threat 
(APT) against a medical conglomerate researching a needed vaccine [77]. There the 
lines are clear – a cyber threat (the APT) is being used to penetrate or otherwise 
inhibit a biological resource (the medical conglomerate). 

A BCS threat, by contrast, could be the use of biological data collection to char-
acterize the staff of a medical conglomerate and then the generation of an artificial 
intelligence/machine learning (AI/ML) model to create the ideal combination of 
biological agents to infect most of those staff members, in essence, a data-driven 
approach to biological warfare. Another example could be base-level infections of 
laboratory equipment [68] or the general supply of nucleic acids [88]. 

An ideal policy for offensive CBS research is the maintenance or creation of 
“red team” approaches for one’s own networks or resources. This could be the 
following: 

1. Maintaining libraries of CBS and BCS attacks that have been demonstrated and 
are theoretically possible. 

2. Setting numerous goals of BCS and BCS defense, after updating known vulner-
abilities and exploits. It is important that Global North countries understand that 
vulnerabilities allowed to fester and be perfectly exploited in the Global South 
can eventually pose problems for the Global North. 

3. Consistent reconnaissance through which new networks, employee types, and 
applications relevant to BCS and CBS emerge. 

4. Engaging in the analogue of pen testing and phishing exercises for simple testing 
of regional supply chains, followed by exercises that test institutional internal 
resilience and responses to activity escalation in participating countries. 

5. Having a global committee review responses and update guidance on proper BCS 
and CBS defense. 

An ideal policy for offensive BCS research relies on one of its more unique 
aspects as an offensive tool. Where the presence of a gun or a mushroom cloud 
undoubtedly carries the connotation of being in a state of war, BCS threats are more 
diaphanous and unobservable. A war fought with only BCS attacks, which could, 
if waged competently enough, be nothing but a series of increasingly unfortunate 
coincidences. Thus, the ideal offensive posture would be to have a constellation 
of Man in the Middle threats located in an area of operations (AO), with attacks 
planned (for instance, the abovementioned listing of which biological agents would 
be most effective compared to genomic analysis of those subjects and via which 
medicines were not regularly stocked or able to be embargoed to that AO) and 
revised based on new intelligence.



48 L. Potter and X.-L. Palmer

Defensive posture is the field in which CBS excels – the constant innovations of 
cybersecurity and the applications to biological resources have been in a race against 
potential threats for the entirety of its existence. 

However, capability can be blunted through oppositional control of biological 
data. Thus, it is important to discuss cyber-enabled biological misinformation. The 
next section will discuss this more in depth. 

4.1 Cyber-Enabled Biological Misinformation: A Case Study 

At this point, a small digression into the field of dis- and misinformation is required. 
The utilization of disinformation to augment biowarfare has already been noted [5, 
73, 74]. One issue that has become more readily apparent in the last half-century, 
and especially since the onset of what has become known as the Global War on 
Terror (GWAT), is the use of asymmetric warfare. Though some have noted that 
“Arguably, it [asymmetric warfare] meant so many different things that it became a 
useless, ambiguous term,” it is more rigorously defined as follows: 

Asymmetric warfare is population-centric nontraditional warfare waged between a militar-
ily superior power and one or more inferior powers which encompasses all the following 
aspects: evaluating and defeating asymmetric threat, conducting asymmetric operations, 
understanding cultural asymmetry and evaluating asymmetric cost. [12] 

Previous works have codified some of its methods fairly well [115]. This is 
logical as what is commonly referred to as “The West,” more specifically referring 
to NATO (North Atlantic Treaty Organization) nations, with the primary agent being 
the US defense apparatus being a rarely disputed champion of conventional warfare. 

This has reached new heights in recent years, especially with the fairly evident 
onset of concentrated dis/misinformation campaigns. The most well-acknowledged 
campaigns being the ongoing Russian Federation campaigns for which a US 
congressional hearing was held 5 years ago in the acknowledgment of the emergence 
of hybridized warfare [20]. This is likely rooted in propaganda efforts on the part 
of the Russian Federation as far back as 2008 in the invasion of Georgia [79], with 
roots in the Soviet era medical disinformation campaign being claims of the US 
government’s entirely fictitious role in creating the virus that causes AIDS [8]. 

Bertoli in 2015 characterized the style of Russian misinformation with a trinary 
goal: it “entertains, confuses, and overwhelms the audience” [6]. It is also noted to 
be “rapid, continuous, and repetitive, and it lacks commitment to consistency” [79]. 
This has also been linked to a phenomenon named “Truth Decay” which is related 
to the acceptance of new disinformation or rejection of provable information [90]. 
Thus, disinformation campaigns are not necessarily a strictly operational offensive 
tool but can be seen as an investment in future misinformation advances. 

The use of misinformation in war is hardly a new development, though its 
dissemination directly to citizens through the laissez-faire apparatus of the Internet 
was a novel concept. It was not under the purview of BCS, however, until
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the augmentation of this misinformation with a medical goal – the denial and 
propagandizing of COVID-19 via foreign state interference [1, 2]. The targeting 
of a population to inhibit willingness to participate in infection-prevention methods 
would be an exceptional goal. However, the methods demonstrated so far, especially 
the use of “burner” accounts (accounts made on a site and abandoned quickly after 
their original use), show that verifiable individuals do not often either see or share 
such information [2]. More effective means of spreading misinformation tend to 
come from sources that are already well established to give medical advice (whether 
that advice is accurate or helpful being an open question). The “Disinformation 
Dozen” is the name given to a group of people responsible for either generating 
or sharing the majority of COVID-19 vaccine misinformation, many of them 
being associated with “alternative” medicine [9, 75]. The networks that do end up 
exposing citizens to misinformation are commonly in networks that are entirely 
unrelated to health, medicine, or established government sources: “relatively small-
size but very well-distributed organized communities of distrust that have embedded 
themselves with just everyday other communities, such as pet lovers or parents’ 
associations” [54]. Interestingly, the “Deepfake” methodology of using AI to fake 
a known individual’s face and voice to generate false statements seems to have not 
been ruled an effective measure [37]. 

Earlier analysis has shown that the cost for such a campaign is now microscopic 
in comparison to the cost of resources for conventional conflict, such as mobile 
armor [76]. And efforts to create methods to combat misinformation for civilian 
intake are currently ongoing [27, 28, 102] though not without detractors [7, 51]. 

4.2 Advantages of Cyber-Enabled Asymmetric Biological 
Information Warfare 

One issue of note in the arena of CBS and BCS conflict is the asymmetry of 
information available. To put it one way, not many people, no matter their level 
of education or experience, will look at the mushroom cloud and refuse the reality 
of an extant nuclear attack. Yet propaganda could very well be used in the case of a 
BCS or CBS attack to obfuscate even the most basic existence of said attack [2, 76]. 

In the terms of a nation–nation interaction, formal declarations of conflict have 
not been the norm for several decades. The USA, for instance, has not formally 
declared war since 1942 [109]. Other euphemisms are generally preferred – for 
instance, the Russia-Ukraine conflict is, according to Russian sources, termed a 
“Special Military Operation” [70]. While several nations have agreed to report 
requirements for certain weapons systems [107] with BCS or CBS threats, there 
is practically a guarantee that there will be no formal declarations of beginning a 
campaign to access secured resources, misinform a public, or eliminate adversarial 
cyber or biological capabilities.
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However, the nature of a BCS attack could be to reduce trust in academic 
institutions (as explored above). This is especially notable in conflicts that could 
utilize NGO (nongovernment organization) structures to obfuscate their purpose. 
The ability of a corporate authority to legitimize the flow of information has 
long been noted [34]. This power has lately been circumscribed by a handful of 
either malicious actors using the open architecture of the Internet to supplant the 
conventional sources of information [1, 90]. This is especially pertinent in the case 
of the USA and its non-cleared citizens [49], though not necessarily the official 
channels used for military or national defense information. 

Implementation of policies to protect against biodiversity loss and potential 
biological agents can benefit common citizens when being undertaken by as many 
countries as possible, and this can be strengthened by international agreements. 
Implementation would require stronger biosecurity practices, but also cybersecurity 
practices across the continent, given that biological databases remain key to 
tracking resources [97]. Investments to improve connectivity across less serviced 
regions but also stronger biosecurity investments paired with appropriate mirror 
investments in infrastructure and practices for housing biological resources and 
exchanging data upon them are crucial. Arguably, the creation of more universities 
with suitable biology labs can address this. An attractive benefit is that deepened 
BCS investments can strengthen the growing efforts in combating epidemics from 
country to country and more efficiently help contain epidemics. However, massive 
investments, political unity, and strong anti-corruption measures would be required 
as not all countries of the Global South are stable. Individual and incremental steps, 
perhaps through additional foreign aid or through regional partnerships, might be 
the path forward as each country finds its path. Assuming that this could be, each 
country will need to consider its unique biospheres and biological resources to 
protect that which can be exploited. That requires a means of increased scouting, 
public learning, and accounting beyond mere conservatorships of wildlife preserves 
and zoos. However, this is a matter yet unanswered as the Global South develops in 
all of its technological and economic capacities. 

One issue in combating the rising threat of CBS/BCS activities is how easily 
available the equipment is to acquire. This is evidenced by the monotonic rise of 
identity fraud and other cyber-enabled crimes [22, 65]. At some point, nation-state 
sponsored cybercrimes could even be seen as a methodology by which to interfere 
with a country’s interest at a national level [71], especially since the investment 
in destroying a national trust in authority (such as medical practitioners) could be 
seen as a valuable investment as an auxiliary method to conducting conventional 
operations [84]. No analysis of cost will be offered, as the decrease in cost of 
Internet-enabled devices will likely decrease in the time it takes to publish this work, 
and the cost will no doubt be incredibly diminished in comparison to the relatively 
steady cost of investing in conventional forces or CBRN (Chemical, Biological, 
Radiological, Nuclear) weapons systems. 

A threat which is unique to BCS would be the utilization of algorithms that 
usually are reserved for use in medical procedures or research for bioweapons 
research (so-called dual-use tools). For instance, work in conceptually simple
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codebases such as physiological simulators [86], when appended to AI interfaces, 
could be used to create unique combinations of biological agents to maximize 
fatalities of a given population [85]. This has already been reported to create 
combinations of molecules that are similar to VX nerve gas [110]. Such use of 
AI/ML methods to create novel threats is why the differentiation between CBS and 
BCS research ought to exist. 

5 Legislation of Policy in the Cyber-Bio Age 

In terms of disinformation campaigns, which could affect nation-level resources, 
legislation to protect from that subset of BCS threats is critical. The Sars-Cov-
2 pandemic, in addition to the usual waves of flu and other colds, has been 
accompanied by numerous misinformation campaigns that have affected healthcare 
and put a strain on economies worldwide. Therein, the benefit of facilitating positive 
and truthful communication is key. This is not without difficulty as the fallibility 
of leading health organizations, coupled with overleveraging of power, has eroded 
public trust. We propose a considerable rethinking of laws designed to punish 
malicious messaging (disinformation) and misuse of public data, combined with 
incentives for beneficial science communication. This will not be easy but pressing 
for such remains important as our societies delve deeper into the Cyber Bio-Age. 

A more pressing concern is the rise of technologies that blend the biologically 
active and cyber components, such as brain-computer interface technology. Herein, 
researchers have noted concerns about corporate malfeasance that could occur with 
access to curated customer data from the BCIs used [59]. An indirect possibility 
that exists comes from the potential of malicious users exploiting openings exposed 
or created by corporate failings to protect customer biological assets, for example, 
confidential patient data [17] or even biological implants [104]. At this intersection, 
the lack of a consistent set of legislated cybersecurity approaches for biologically 
active technology is a large target for potential cyber threats. As previously noted, 
extant legislation “imperfect deterrents in the biological arena. Deterrents and 
laws preventing malevolent Cyber-Bio activity have not been legislated in many 
countries” [41]. This hinges on the development of biofabrication models that 
would enable the long-term functional implantation of electrically active pieces of 
computing hardware in a biological environment [44]. 

5.1 Bio-Cyber Bill of Rights 

Yet even as the fighting of nations dictates the media diet of typical citizenry, the 
possibility of over-encroachment of nations to methods of conflict with NGO within 
their own territories, somemethods may be in conflict with legal precedent or violate 
strongly held personal beliefs.
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One acclaimed that US institution is the clear delineation of personal, unin-
fringeable rights placed into the founding constitutional document [111]. Workplace 
safety laws were founded in the USA by the labor movement at the turn of the 
twentieth century (though the official founding of OSHA was not until 1970 [69]). 
In the 1940s, there were rumblings of an economic bill of rights that would delineate 
the labor right of citizens [96]. This is especially pertinent with using government 
interventions in ways of preventing disease spread (for instance, sick days and 
government-sponsored healthcare), and calls for renewed interest in an economic 
bill of rights are returning [105]. Even the methods by which those regulations 
could be put in place are of current interest [38]. This use of organized labor to 
prevent health impacts has been shown to carry over to the present day [78], with the 
further implication that the proper organization of labor could aid in the prevention 
of disease and a more tightly integrated series of national defense. 

The cyber-enabled economy has found many ways to invade the reasonable 
expectation of privacy. And the digital storage of medical information implies that 
even what previously was guaranteed privacy (under Health Insurance Portability 
and Accountability Act (HIPAA)) may require updating, considering this. Already, 
such data is now a target for CBS/BCS attacks [16]. The European Union (EU) has 
passed the GDPR [35] which has advanced the cause of data protection of citizenry 
on the easily accessible surface Internet. In the USA, data regulations have not had 
an equivalent amount of consideration, to the point that US sold voice-controlled 
speaker systems have been linked to advertisement databases [53]. In a similar vein, 
the USA has grappled with the four Internet freedoms proposal [87] which, when 
combined with timely, accurate, and timely vetting of informational sources, could 
create a more informed populace via Internet connections. 

A previous call for national CBS measures included calls to “Set forth clear 
consequences for individuals or countries that undertake such [CBS threats] actions 
without imperiling the legitimate sharing of scientific data and information” and 
“Allow for the establishment of voluntary standards in partnership with the private 
sector” [41]. The first point is urgently needed. The voluntary nature of private sector 
standards will be explored in Sect. 4, and the failures of a voluntary framework in 
terms of information veracity will be discussed. The exact nature of the US right 
to privacy is now more of an open question than ever, with the actions of the CDC 
in tracing compliance to COVID-19 precautions via purchased user geo-location 
data – though this report has not been fully verified [23]. 

With a delineation of rights comes the question of how much transparency is 
required between citizens, industry, and government. The answers provided so far 
are blurry at best [55]. Another point of contention between citizens and industry, 
especially as the lines between biological and cyber tools become blurred, is the 
responsibility of a company to support their biologically linked products in terms 
of cybersecurity [104]. This lack of support is logical from a strictly business 
perspective – after all, why would a commercial enterprise spend money it did not 
have to on a product they deem economically untenable? But for those that depend 
on these technologies to function, this is likely not a comfort.
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While the Internet may aspire to the ideals of free and open information access 
for all connected to it [60], it is rapidly showing that the ideal of liberty on the Web 
has rapidly declined to a state of informational anarchy [33, 63]. The link from mis-
information in general to medical misinformation has previously been established 
[90]. Not only are many social media sites repositories of misinformation, in some 
cases, the spread of misinformation was encouraged by an abject lack of corporate 
responsibility and efforts to obscure their part in the spread of misinformation [116]. 
This lack of action to stem misinformation was admitted by a volunteer dealing with 
misinformation on one of the world’s largest social media sites [89]. Hopefully in 
the coming years, this misinformation will be effectively combated while keeping 
the open framework users have come to expect from the Internet. 

To that end, a Bio-Cyber Bill of rights ought to include such things as a 
reasonable expectation of persistent privacy from commercial interests, the right to 
erasure of bio-data (both direct and indirect) [114], the right to reasonable support 
for purchased biomedical devices (including open access for discontinued devices), 
freedom from ownership of one’s person by commercial interests, freedom from 
an internationally recognized corporate equipment (not technique) from assessing 
one’s biology, freedom to practice biotechnological work in so far as it does not 
infringe on another’s biology or property, freedom toward the inclusion of DNA 
evidence and other biotechnological assays in the defense of defendants in criminal 
trials, freedom of bodily autonomy in augmentation, and freedom of bio-digital 
representation. 

5.2 Supergovernmental Framework for Academic Research 

As established in earlier work, academic settings are rife with the possibility of 
BCS and CBS threats [80]. This is aided by the divergent evolutions in academic 
disciplines – for evidence of that look no further than the myriad styles of citations 
in each discipline, which sometimes even change across journals in the same field 
[24]. This is not to mention the lack of any coherent data sharing policy expectation 
in journals, which makes it easier to fabricate results. 

Nominally, the solution could be to empower the national or regional government 
to inspect journal offices and university labs to verify their quality and their 
statements to confirm their veracity. Yet that runs into a scaling issue – some national 
governments may not have a person on staff that could adequately assay statements 
from a lab and know what to ask in case some statements are fabricated. If they 
do, there is no telling those individuals would not be in some way connected to 
that lab, especially in smaller regional governments. The ideal solution would be 
to empower a supergovernmental agency for two primary tasks: first, to establish 
data sharing guidelines to which an academic journal would need to adhere to for 
accreditation as a reputable journal, and second, to audit academic research centers 
in the case of suspicious findings.
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The first task is already noted as a necessary change – not just in the case of a 
malicious actor actively planting false or fake information as has been previously 
reported [54]. In one case, social science journals have notably lacked a coherent 
data policy and a singular ideology of research misconduct [25, 92]. However, as 
far as security and the most likely publication avenues of data relevant to BCS/CBS, 
physical and life science journals are more likely to be used. In this case, when 709 
journals were inspected, less than 40% of journals analyzed had a “strong” data 
sharing policy [57]. 

The immediate drawback of this approach is that the highest output journals are 
located in the Global North or more specifically the “Western World” (nebulously 
defined as Europe and North America). Therefore, the burden of sending auditors 
to the Global South to inspect relatively newer publications may be untenable and 
create a scientific caste system where outputs from the Global North are seen as 
more accurate or pertinent. This is already noted in the case of English being the 
accepted language of international scientific publishing which limits the rate of 
output of non-native speakers [61]. To combat this, the ideal solution would be for an 
office to be an extension of a pre-existing organization (such as the United Nations) 
which could fund all activities without regard to geographic location. Another 
(though not mutually exclusive solution) is to have the costs of inspections and 
audits be a fee structure that allows for more well-funded universities to subsidize 
the costs of audits of less-funded universities and journals [97]. The resources of the 
Global North in the context of CBS have already been undertaken [15, 16]. 

Thus, the administration of such a hypothetical organization could be similar to 
the UN Security council. A handful of representatives from the most trusted journals 
or scientific accreditation organizations and a rotation board of all members – and 
perhaps the most pressing decisions – could be put to a plebiscite of members, who 
presumably would either be or have been active contributors and understand how to 
verify claims. This model could then be utilized to offer scientific clarification on 
mass-market publications such as newspapers or television programs, from which 
most of the population is informed. 

6 Conclusion 

Potential and demonstrated exploits at the intersection of domains of biocyber-
security, cyber-physical security, and cybersecurity have meaningful differences. 
Particularly, differences in direction and application of technologies within the 
intersection of these domains justify the decision to split biocybersecurity and 
cyberbiosecurity from this point on. It is the hope of the authors that conversations 
at this intersection increase in nuance, for the purposes of planning and coordinating 
the conducting of sensible security policy.
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Revisiting the Digital Biosecurity 
Landscape 

Diane DiEuliis 

Abstract The world is currently experiencing a revolution in the biological sci-
ences, fostered not only by advances in the fundamental understanding of biology 
but in the tools of the technologies that enable such understanding. Advances 
in biotechnology have been iterative for several decades, but in the past decade, 
a convergence of biotechnology and computational and information technologies 
has created a unique convergence. Information, in the form of biological data (or 
“biodata”), now has the potential to drive real, physical biological outcomes – in 
the form of novel organisms, tools for biological manufacturing, and the creation 
of novel products made by biology or possessing unique biological characteristics. 
This rich landscape of innovation presents a special challenge for traditional 
biosecurity – how best to secure and ensure that biodata and the tools for digital 
manipulation of biology are not used for harm? This chapter revisits a discussion 
of “digital biosecurity” as a novel form of biosecurity and is a prelude to a set of 
examinations throughout this volume of how best to secure the digital future of 
biotechnology. 

Keywords Digital biosecurity · Bioeconomy · Synthetic biology · Digitization · 
Biodata 

1 Introduction 

The world is currently experiencing a true revolution in the biological sciences; 
in fact some have described innovations in emerging biotechnologies as part of 
the fourth industrial revolution [15]. The ability to make groundbreaking research 
discoveries and use biology to create sustainable products for the economy and 
environment is made possible by the digitization of biology [1]; as genetic code 
is embedded into digital ones and zeros, it enables the application of the classic 
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“design, build, and test” cycle of engineering to be applied directly to the function 
of biological organisms. Through in silico design, scientists can alter genetic code 
and gene expression for health and medicine, food, and agriculture or construct 
genetic circuits that can create high-value compounds for varied industrial sectors, 
including novel materials, chemicals with exceptional properties, sustainable food 
products, and biological fuels, to name a few [2]. 

The emergence of such a capability has clear dual-use implications, and as a 
novel component of biosecurity – commonly described as digital biosecurity or 
cyberbiosecurity [18] – it is currently not well covered by existing biosecurity 
policies or controls. Over the past several years, attempts to define [17] this aspect 
of biosecurity have been initiated [5], generating much-needed awareness [24] to  
this blind spot in the biosecurity realm. As the bioeconomy grows, so does the 
awareness of the magnitude of risks and vulnerabilities associated with biodata [9] 
and its usage. But the sheer scope and complexity of digital biosecurity have made 
structured policy and governance action difficult, for several reasons: the data is 
essential for benefits to be realized, and the types of data vary, as do the institutions 
which gather such data across academia, industry, nonprofits, and government. 
Another complication is the tremendous variability in the biodata user base: 
biologists, physicians, engineers, physicists, software designers, manufacturers, 
etc. – who may or may not have an awareness of digital biosecurity risks (or, in 
fact, traditional biosecurity risks). As the following chapters in this volume attest, 
there are many hands touching the elephant, and each offers original and valuable 
perspectives across digital biosecurity interpretations and needs. This introductory 
chapter is devoted to the identification of important overarching themes that help 
to better see the whole elephant and is intended to more finely tune existing 
interpretations of digital biosecurity. More importantly, given the need to protect 
the tremendous benefits offered by the digital bioeconomy, it provides a balanced 
consideration of “what are we protecting against” to educate best practices and 
feasible, sensible governance in the digital biosecurity realm. 

2 The Landscape of Digital Biosecurity: From Data 
to Systems 

Different definitions [23] have emerged to describe the digital aspects of biosecurity, 
depending on the definer and their specific purpose. To get beyond these disparities, 
envisioning the broadest scope of concern ensures all interpretations, and needs can 
be included. In attesting to the speed of advances in biotechnology, an attempt 
to define this broad landscape [5] over a year ago already requires additional 
refinement here. 

The basic currency of biotechnology is genomic data and its associated metadata 
across all aspects of the life sciences; this genomic data varies across categories and 
uses, and as such, the relative digital risk associated with each differs. A simple,
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three-tiered breakdown is still relevant, however, and includes organism biodata, 
human biodata, and operational data, devices, and systems. Organism data serves 
as a primary driver of the bioeconomy, as it provides “chasses” for bioengineering, 
for example, the creation of biological circuits, parts, and resultant high-value 
chemicals, designer organisms, or bioproducts. A large component of organism 
data resides in shared public resources [16], long supported by government efforts 
genebank [21]. It should be readily acknowledged that datasets have uneven quality, 
integrity, and annotation – and thus not all biodata is of equal value or in need 
of strong protections. In terms of the progress and collaborative advancement of 
biotechnology, it is still not clear which data should be broadly shared to maximize 
bioeconomic benefits vs that which should be more stringently protected. Open 
science initiatives have sought to ensure broader public availability, and efforts are 
expanding to amass evermore increasing data on the totality of Earth’s genomic bio-
diversity [10], including virus pathogens [12]. To ensure better quality, many private 
entities are creating their own internal proprietary genomic databases that form the 
basis for their biodesigns (to create either designer organisms or cellular−/cell-free 
systems for industrial bioproduction platforms or novel bioproducts [13]). These 
databases and associated biodesigns represent risk targets for espionage as countries 
compete [3] for economic dominance in the global bioeconomy. Countries are still 
determining how biodata should be governed and shared [19] given their potential 
economic value, but already it is clear that disparities exist [25] in openness and 
sharing, creating asymmetric access to biodata internationally. This pertains to all 
genomic data but biomedical data in particular. This lack of reciprocity puts the 
US bioeconomy at a competitive disadvantage if foreign datasets are denied to 
the USA, while those same foreign entities can freely access US datasets. Similar 
disadvantage exists if US bioeconomy firms are forced to give datasets to foreign 
firms in return for doing business abroad or following investments or acquisition 
by foreign entities. While these issues fall within the development of science and 
technology business norms and diplomacy, certainly the tools of digital biosecurity 
have a role to play in their outcomes and in future protections for biodata and 
biodesign writ large. 

A special carve out of organism genomic data is that of infectious pathogens, 
whose sequence data is vital for global biosurveillance, tracking outbreaks, and 
designing diagnostics and medical countermeasures. The dual-use implication for 
this subset of genomic data and related information hazards [25] is that it could 
be used to design pathogens for purposeful harm [8], bioweapons or even create 
extinct or novel pathogens from scratch [6]. These traditional risks of biosecurity 
are indirect risks associated with possession of biodata – that is, there are many 
more downstream steps to developing a bioweapon, and genomic data represents 
only the first step. 

We have long recognized that human genomic data and associated metadata 
also represent a special category, and potential benefits of its use only continue to 
grow in public health and medicine. Most broadly, human biodata provides insights 
into underlying causes of disease syndromes and reveals targets for precision 
medicines, as well as revealing familial inheritance and risk factors for disease
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occurrence. Increasingly, the understanding of how pathogens cause disease is 
becoming inseparable from the human genomic response during infection, and this 
type of human biodata reveals individual strengths and susceptibilities to infections, 
as was demonstrated [22] during the COVID-19 pandemic. In the past, this risk 
would be relegated to human privacy concerns – but the tools of biotechnology have 
advanced such that the same biodata can be used to design “precision maladies,” to 
target individuals or groups, or cause physical human harms. Further, human biodata 
underpins human performance augmentation through biotechnology and human-
machine interfaces; as healthy individuals pursue enhanced physical and cognitive 
capabilities, the bioeconomy is also now serving up designer probiotics and other 
products intended to go beyond rehabilitative remedies. These also have dual-use 
implications for militaries [7] and democracies, particularly those which can alter 
human neurobiology, [4] behavior, or decision-making. The latter is increasingly 
referred to as a specialized “neuroeconomy” [11] and deserves critical analysis for 
how neurodata should be best protected [14]. Interestingly, some countries have 
already enacted governance that specifically pertains to neurodata. 

The third category of data may be considered “operational.” The convergence of 
biotechnology and cyber technology extends to cyber-physical systems of several 
different types in the life sciences. Devices which can monitor, assess, or control 
biological health (of humans, animals, or crops) can rely on biodata collected from 
the body, livestock animals, or even a field of wheat so that appropriate medical or 
environmental treatment can be applied or adjusted as needed. Such devices not only 
constantly collect and compile biodata that could be hacked or exploited, but they 
utilize software and hardware that could be vulnerable to attack. Cyber-physical 
systems also extend to research laboratories, where experimentation is becoming 
increasingly automated. The same is true for biological manufacturing platforms in 
the bioeconomy – all these systems feature cyber vulnerabilities. 

3 What Is Cybersecurity and What Is Biosecurity? 

At the outset of discussions on “digital biosecurity” or “cyberbiosecurity,” informa-
tion technology professionals assured that these concerns were essentially everyday 
cybersecurity issues no different from that experienced in other sectors. In terms 
of cyber-physical systems, this is largely true, particularly in terms of the remedies 
that should be applied, such as regular improvements in good cybersecurity hygiene. 
However, the downstream outcomes of cyber breaches in the life sciences may be 
adverse or harmful biological events – outcomes that traditional biosecurity policies 
were intended to mitigate through physical security (“gates, guns, and guards”). 
These physical biosecurities are becoming less relevant in the digital age where 
controlled access to physical pathogens no longer prevents their potential dual-use 
exploitation. In this context, traditional cybersecurity applies not only to traditional 
protection of biodata databases but to the protection of the entire bioeconomic 
enterprise. In addition to biotech datasets, there are softwares, algorithms, and cloud
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networks which allow the use of datasets, as well as automation that occurs in 
research laboratories, industry settings, manufacturing platforms, and supply chains. 
In short, anywhere the bioeconomy intersects with information technology could be 
a point of cyber risk. 

The distinctions between cybersecurity and biosecurity have been examined in 
a recent study by the National Academies of Sciences, entitled Safeguarding the 
Bioeconomy [20]. It describes risks stemming from harmful use of biodata and 
recommends the use of best practices to secure information systems from digital 
intrusion, exfiltration, or manipulation. 

It also recommended the creation of, and participation in, a bioeconomy Informa-
tion Sharing and Analysis Center (ISAC) for members of the bioeconomy. Since the 
publication of the report, a new ISAC has been initiated, making a significant stride 
forward in addressing digital biosecurity risk. More discussion of these distinctions 
is detailed in this volume. 

4 What Is the Adversary’s Intent: Dual Use vs. Direct 
or Kinetic Use? 

Given that the life sciences are, for the most part, open and foster an environment of 
sharing and collaboration, the development of feasible and enforceable biosecurity 
policies must always first address, “what are we protecting against”? The benefits 
of public health and medicine, abundant agriculture, and a robust bioeconomy 
are seen to far outweigh risks of unwanted outcomes by many who work in the 
life sciences; in keeping with that, many are unaware of potential risks hidden in 
beneficial life science endeavors. Thus, an open and transparent view of feasible 
or demonstrated risks is necessary and promotes norms of responsibility in the 
life sciences and the development of trusted risk/benefit analyses and enables risk 
mitigation solutions and protections that can be shared. A good to approach risk 
discussions is to base them on a realistic estimation of an adversary’s intent. Many 
risk discussions are dominated by “science fiction,” media hype, or worst-case 
scenarios, which can contribute to a lack of serious consideration by life science 
practitioners. However, when presented with realistic potential risks, discussions 
can become more normalized and generate shared solutions. This approach also 
affords the provision of “hardening” critical infrastructure – which could be seen as 
a deterrent to would-be cybercriminals. Risks could vary across a wide range of dual 
uses or kinetic vs non-kinetic outcomes – from the attempt to develop bioweapons or 
human “precision maladies” to the targeting of manufacturing facilities for sabotage, 
espionage, economic gain, or public health infrastructure damage. Figure 1 below 
represents just a snapshot of various potential adversary goals and how they might 
be canvassed for just such discussions. Forums for identifying cybersecurity risks 
should thus include consideration of harmful biological outcomes in addition to 
traditional cybersecurity concerns.
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Fig. 1 Depicts the different types of “data as critical infrastructure” in column 1. Each row across 
then depicts the features associated with that type of data infrastructure to include: benefits, dual 
use, potential kinetic cyber harms, and harms with potentially harmful biological outcomes 

5 Conclusions 

This special volume devoted to cyberbiosecurity offers timely discussions of the 
themes highlighted in this introduction. Its authors cover topics related to all three 
areas of the digital biosecurity landscape: vulnerabilities across the life cycle of 
molecular biodata and human biodata and across the most prominent types of robots 
used in the operation of a biological laboratory. 

Other authors tease out descriptions of bio- vs cyber- vs information security 
and how experience-tested knowledge and applications pulled from these well-
established fields could accelerate adoption of digital biosecurity in the bioeconomy. 
Included is an examination of the role of artificial intelligence – not only the ways 
in which data science is improving genetics and how that could lead to potential 
weaponization but also how AI-led cyberthreats could disrupt biodata and systems 
crucial to bio-medicine and biotechnology, disrupting operations.
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Several important tools are featured as well: the introduction of a vulnerability 
scoring system that quantifies the risk and impact of vulnerabilities in digital 
systems and a case study demonstration of the need for better quality assurance for 
biological software. Authors also look at digital biosecurity through the adversarial 
lens – from criminal actions using synthetic biology to actions which could 
negatively impact freedom and equity for humans. 

It is noted that while many federal departments and agencies play a role 
in cyberbiosecurity, none have primary responsibility for its coordination, and 
challenges to integration at the organizational level are discussed in the interest of 
clarifying ways forward. 

Overall, the contributions offered here provide a host of insights and recommen-
dations that can begin to move digital biosecurity from theory and description to 
reality and solutions. 
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Security Vulnerabilities 
and Countermeasures for the Biomedical 
Data Life Cycle 

Eric Ni , Gamze Gürsoy , and Mark Gerstein 

Abstract The biomedical data life cycle starts from data collected from human 
subjects and encompasses its annotation, storage, dissemination, analysis, and 
transformation into insights for human health. The rapid digitalization of health 
data and a movement toward personalized medicine have caused this data to 
grow tremendously in the last decade. Consequently, the security and privacy of 
biomedical data have become a growing concern throughout its entire life cycle, as 
health data inherently contains sensitive information from patients. 

In this chapter, we provide a broad overview of the types of security vulnerabili-
ties that exist in each stage of the biomedical data life cycle. We cover defenses, both 
against attacks from bad actors and from accidental leakage of private information. 
Finally, we conclude with future perspectives and best practices going forward for 
this quickly evolving field of cyberbiosecurity. 

Keywords Bioinformatics · Databases · Privacy · Security 

1 Introduction 

The last decade has shown explosive growth in the number of biomedical databases, 
including personal genomes, electronic health records, and wearable device signals. 
Accordingly, we see numerous clinicians, biologists, and informaticians interpret 
these data, publish their findings, and build them into tools. These have resulted in 
many web applications for accessing, uploading, and computing data and improved 
production pipelines such as DNA or protein synthesis. Many advancements regard-
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ing this movement of data are focused on storage, transformation, and distribution, 
but security issues are less well understood. 

In this chapter, we give an overview of the life cycle for human biomedical data, 
from the acquisition of physical samples into a database to data dissemination, to 
data analysis and product development, and ultimately to how these products are 
used by consumers. We describe how cyberbiosecurity vulnerabilities exist in each 
step of this life cycle and how techniques used in bioinformatics and computational 
biology can help to protect the data from adversaries. Securing the privacy of patient 
data is especially important, in order to maintain public trust in biomedical research. 

Regarding the storage of biomedical data, data integrity is needed, since errors 
early on can create cascading effects downstream as that data is copied, analyzed, 
and incorporated into other’s research. For example, a mislabeled sequence in a 
database could lead to incorrect analysis in a pathogen classification algorithm, 
leading to the synthesis of harmful DNA and proteins [1]. 

Machine learning methods are vital to the field of bioinformatics for parsing the 
velocity of data produced, but researchers should consider their potential malicious 
usage. A well-crafted adversarial attack can directly target machine learning models, 
leading to wrong interpretations or disguising malicious content. Furthermore, 
simple or non-robust models may leak training data, which, if containing sensitive 
information, poses a risk to privacy (Fig. 1). 

Fig. 1 Scope of this chapter in terms of the biomedical data life cycle and its vulnerabilities
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The landscape of cyberbiosecurity challenges is constantly changing as a result 
of ongoing biomedical research. Genomics, for example, seeks to elucidate rela-
tionships between genotype and phenotypes, but these same associations can be 
reversed to infer potentially private information. The creation of privacy and security 
vulnerabilities is thus a natural consequence of scientific exploration. While most of 
these vulnerabilities are only conceptual as of today, these risks will escalate over 
time as more and more biomedical data becomes available. 

Much like cybersecurity, cyberbiosecurity is becoming an arms race between 
the attackers and the security systems we put up in biomedicine. Even as we have 
improved guidelines and defenses, data breaches on hospitals are higher than ever, 
both in numbers and sophistication [2, 3]. There is a need for creating systems with 
security by design, rather than participating in a purely reactive arms race. We can 
achieve better security by preventing attacks before they are ever developed or seen 
through recognizing vulnerabilities, simulating attacks, and developing solutions 
before publishing our data and models. In most research studies currently, security 
of the data and models produced tends to be an afterthought, so in this chapter, we 
hope to highlight vulnerabilities and defensive measures to protect against them. 

2 Creation, Curation, and Storage of Datasets 

Biomedical data comes in many forms, such as textual data for electronic health 
records (EHRs), tables to contain various omics data, signals recorded from 
wearable devices, or Magnetic Resonance Imaging (MRI) and histopathology 
results. Primarily, these data all originate from a patient and are therefore considered 
sensitive information when linked to the identity of the patient. In the wrong hands, 
this information can be used to embarrass, blackmail, or discriminate against a 
patient. Breaches of healthcare data also lead to losing the trust of patients, which 
harms the healthcare industry as a whole. Security measures are therefore needed 
for protecting the privacy of biomedical data. 

A basic principle of cybersecurity for protection of data is known as the CIA 
triad, a model comprising confidentiality, integrity, and availability [4]. Confiden-
tiality protects information such that it is only seen by people who either own 
the data or have been given permission to access it. Integrity protects information 
from accidental or unauthorized alteration. Availability ensures that information is 
available to authorized users by preventing downtime or denial of service attacks. 
Availability and confidentiality often come at a trade-off. The maximum amount of 
confidentiality is achieved when nobody has access to data, but this would put a halt 
to any biomedical research. Therefore, these notions must be balanced. 

This section focuses on “data at rest,” that is, data that is currently being stored 
and being shared or processed. While these vulnerabilities are not exclusive to 
biomedical data, healthcare service providers make up the majority of data breaches 
among all industries [2, 3]. This is largely due to the high financial value of 
healthcare data.
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3 Data Integrity 

Accurate data that can be reliably accessed is necessary for biomedical research. 
Any errors in stored data get propagated further downstream in the data cycle, 
leading to erroneous analyses and results. Even small changes in a dataset can have 
a large effect on models trained on that data [5–7]. Though the problem of data 
integrity is not exclusive to cyberbiosecurity as to cybersecurity, the consequences 
can be much greater, since these models could be used as clinical decision support 
systems for treating and diagnosing patients. 

Ensuring consistency with the large data sets common in biomedicine (genomic 
reads, imaging, biometrics, and many other omics) is difficult. Data can be modified 
unintentionally, due to disk errors such as random bit flipping, or intentionally 
and maliciously through spyware, hacking, or other means. Additionally, more 
and more biomedical datasets are being hosted on cloud platforms to save costs, 
which create additional confidentiality risks if hosting sensitive data on third-party 
servers. New requirements from the National Institutes of Health (NIH) state that 
all cloud computing services should reach compliance with the Federal Risk and 
Authorization Management Program (FedRAMP) [8], which is notoriously a slow 
and costly process for data distributors [9]. 

4 Privacy Concerns: Focusing on Ownership 

Another aspect of data storage security are the questions of who gets the right to 
decide access to data and whose responsibility it is to store and protect that data. 
Policies like the General Data Protection Regulation (GDPR) [10] and the California 
Consumer Privacy Act (CCPA) [11] have advocated for people to have control 
over their own personal data, which puts into discussion the idea of ownership. 
Though there is some debate in its relation to property law, there currently is no 
legal definition to data ownership [12]. In most current healthcare systems, the 
healthcare providers are responsible for storing, securing, and managing data, which 
includes sharing the data on behalf of the patient [13]. If we are to transition to 
a fully patient-owned model, security against unauthorized access needs to be a 
guarantee, no matter who is responsible for that security. Thus it is not advisable, 
or practical, for patients to store their own healthcare data on personal computers. 
Moreover, managing consent in such a model could become cumbersome, especially 
with granting researchers access to de-identified data. Patients are not incentivized 
to share their data for secondary uses nor are they likely able to accurately assess 
the privacy risks involved with every possible use.
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5 Data Dissemination 

The ability to share biomedical datasets has contributed greatly to health science 
for understanding disease, improving quality of care, and advancing personalized 
treatments. However, it is a challenge to protect the privacy of participants without 
impeding scientists’ access to the data. The most common way of providing security 
is by controlled access models. Typically, this requires an agreement that identifies 
the accessors and their intent [14], but lengthier bureaucratic processes are needed 
for certain datasets, which could take months before data is accessible [15]. As 
a result, the majority of published research uses open data portals rather than 
controlled access databases [14]. 

Open sharing is possible when the privacy risk is low, but it is not clear what 
kind of data can be shared safely without imposing privacy risks. The Health 
Insurance Portability and Accountability Act (HIPAA) only protects identifiable 
data, containing name, address, social security number, etc. [16]. De-identified data 
is not protected under HIPAA and can be openly shared. Yet, it is well known that 
anonymized DNA sequencing data can still be linked back to individuals through 
their genomic information [17–20]. Nowadays, most human genome projects use 
controlled access for sharing raw genomic data. 

Over the years, research has exposed more types of health data that are vulnerable 
to re-identification, including summary-level data like gene expression values [21, 
22], functional genomics data [23, 24], and clinical records [25]. These privacy 
attacks on anonymized datasets can be performed using a linking attack, which com-
bines that data with another independent, public dataset containing identities and 
some quasi-identifiers [26]. These quasi-identifiers could be simple demographic 
data or a set of values that correlate to a unique identifier [27]. By matching these 
identifiers in both datasets, one can link identities to the anonymized data. 

6 Data Analysis and Product Development 

With the advent of electronic health records as well as lower costs to collect 
genomic, imaging, biosensor, and other healthcare data, the volume of biomedical 
data is scaling faster than Moore’s law. Along with a drive toward developing 
personalized healthcare, there is higher demand for data analysis than ever. Machine 
learning has therefore seen huge growth. 

Amazon, Google, Microsoft, and IBM provide machine learning as a service 
(MLaaS), a collection of services that offer machine learning tools on cloud-based 
platforms. These are made to be highly accessible and can be used for training 
and tuning models for doing predictive analyses, clustering, classification, natural 
language processing, etc. Such frameworks have led to a rise in the adoption and 
usage of machine learning. However, many studies have shown that naively trained 
models can be exploited by malicious users even if the data used to train the model
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is protected [7, 28–30]. There are two main categories of vulnerabilities: adversarial 
attacks that destroy integrity or poison models, that is, to make wrong predictions, 
and attacks on privacy, which try to infer sensitive information on either the model 
or its training data. 

7 Adversarial Attacks 

Adversarial attacks are most well known for studies where minimally perturbed 
images are used to fool deep neural network image classifiers into producing 
incorrect predictions with high confidence [5, 6]. Examples of these attacks have 
been shown in the biomedical domain as well. Histology image classifiers for 
predicting cancerous tissue are on par with pathologists [31], but the addition 
of small adversarial noise can flip the prediction [7]. An infectious pathogenic 
sequence classifier can be exploited by bioterrorists to either stage or hide an 
outbreak [32]. Other data types such as audio [30], text [7], or wearable device 
signals [33] can all be affected with minimal changes that would be imperceivable 
to a person but would change the prediction of machine learning algorithms. Also, 
adversarial attacks do not just have to be at inference time. If these adversarial 
examples were somehow inserted into the training set, the model becomes poisoned 
and may produce weaker or incorrect predictions. 

Such attacks are defined as white box attacks, where an adversary has total 
knowledge of the model architecture, its parameters, and its training data, as is 
the case with most academically published models. Black box attacks are more 
difficult to execute, with only access to the model, but no knowledge about it, an 
attacker would have to explore the model by crafting inputs and inferring the model 
through outputs. However, black box constraints are not enough to entirely prevent 
adversarial attacks [34], so there needs to be some robustness built in at training 
time for machine learning models. 

8 Privacy Attacks 

We categorize privacy attacks into two types for machine learning models: model 
inversion attacks that target the sensitivity of the training data and model extraction 
attacks that target the privacy of the model itself. All of these attacks assume that an 
attacker cannot access the training data. 

The simplest form of a model inversion attack is a membership inference attack, 
where the goal of an adversary is to determine whether a particular data point 
was included in the training dataset for a model. This can directly violate the 
privacy of an individual if their participation in a study or dataset is sensitive 
information. For example, inferring that a patient’s histopathology records were
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used in a cancer classification model may expose their disease state. Shokri et 
al. [35] showed that membership inference can be accomplished in a black box 
setting by training shadow models to mimic the real model. Input/output pairs are 
evaluated for many shadow models until they match outputs for the real model. Once 
optimized, membership inference can be performed by measuring the difference 
between evaluation on datasets with and without the data record. This works most 
effectively with naively trained models that are overfit to its training data [36], 
whereas better-generalized models require more advanced techniques to perform 
the attack [37]. 

Reconstruction attacks, also known simply as model inversion attacks, aim 
to either fully or partially reconstruct the training data. This concept was first 
introduced in a study showing that a dosing model leaks genomic information 
based on a patient’s dosage level of warfarin and basic demographic data [38]. 
Reconstruction attacks can be done in a probabilistic manner, by calculating an input 
that maximizes the likelihood of observing a set of outputs [39], or in an iterative 
manner, by querying how a model’s output changes depending on different sets of 
training data [40]. Recovery of training data is more accurate for simpler models, 
such as logistic regression, but recognizable faces have been extracted for facial 
recognition models, given only the model and a name [39]. 

Model extraction attacks instead aim to expose the private information on the 
model itself, by attempting to duplicate its parameters or architecture in black 
box settings. This is notably a security issue when the model itself represents 
intellectual property. Although model extraction attacks do not directly invade the 
privacy of the training dataset, this can easily be accomplished as a byproduct by 
using the extracted model. Methods for performing the attack are similar to those 
mentioned for model inversion: optimizing a model equation from an output, given 
a crafted set of inputs. Model parameters can be stolen for a known architecture by 
querying the model with enough inputs [41], and more recent work has shown that 
both architectures [42] and hyperparameters [43] can also be inferred if those are 
unknown. 

9 Security Solutions for the Biomedical Data Life Cycle 

While most of the dangers discussed so far are only hypothetical, the purpose 
of highlighting such attacks is to understand the potential for harm before they 
happen. While certain biomedical systems may seem safe now, it’s uncertain what 
the future will bring as technology continues to advance. Proactive approaches 
are necessary that build security by design, by simulating conceivable attacks and 
devising countermeasures while implementing databases, sharing strategies and 
machine learning models. 

In the next section, we review various defenses against the vulnerabilities 
discussed in this document. Since this text is focused on cyberbiosecurity, we will 
not go in depth on every existing cybersecurity technique, and we refer the reader to
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previous reviews covering such material in depth [44–47]. We will instead cover 
cybersecurity measures relevant for the biomedical sector, particularly ones that 
focus on securing the privacy of sensitive data as it journeys through the biomedical 
data life cycle. 

10 Blockchain Solutions for Data Integrity 
and Dissemination 

Blockchain technology is most well known in its first implementation in the 
financial sector as Bitcoin [48] but has recently gained attention in many diverse 
fields, including healthcare and biomedicine [49, 50]. Blockchain provides security 
and immutability by using a distributed, decentralized ledger on a peer-to-peer 
network. Data, which is often in the form of transactions but can be any type 
of data, is added to the ledger in the form of blocks, which get validated by the 
entire network. Every block is linked to its previous block by a cryptographic hash 
that is unique to the block’s data and the previous block’s hash. Each node in 
the blockchain network maintains a copy of this ledger, and all nodes are updated 
simultaneously when a valid block is added. Once data is added to the blockchain, it 
cannot be altered, creating a strong method of immutability useful for data integrity 
and efficient auditing. 

While blockchain’s immutability is an advantage for data integrity, it is not ideal 
for storing sensitive data that one may want to remove at some point. Additionally, 
storage does not scale well on the blockchain, making it unsuitable for large files. 
Accordingly, most applications of blockchain in healthcare do not store sensitive 
files, such as electronic health records (EHR), directly on the blockchain itself. 
Instead, these data are put into another secure location, which can be on the cloud 
or an InterPlanetary File System (IPFS) in some encrypted format, and instead store 
a hash of the data and its address on the blockchain, which can be used to check if 
that data has been altered. 

One notable use of blockchain in EHR is in Estonia, with technology provided 
on the HSX platform developed by Guardtime [51]. Citizens are issued with a 
digital ID linked to many e-services such as digital signatures, online voting, and 
checking medical records. While EHR is not stored directly on chain, updates 
to the EHR are hashed and recorded to the blockchain. Access control is also 
maintained by the platform, with an audit trail that shows who and when any access 
is made. Researchers have access to any data that patients (the data owners) have 
consented to be set to “visible,” which patients can revoke at any time [51]. This 
also demonstrates blockchain solving the problem of proof of ownership. On the 
blockchain, ownership is immutable unless the owner verifies a change using their 
digital signature. Smart contracts enable patients to manage access to their health 
records, so that there is no need to trust any central organization.
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11 Solutions Against Privacy Attacks 

Differential privacy provides a mathematical guarantee for the degree of privacy to 
individuals contributing to a dataset [52]. This guarantee states that an adversary that 
can see the output of a differentially private computation is unable to distinguish 
whether or not an arbitrary individual’s data was included. The strength of the 
privacy guarantee is controllable, to adjust how statistically indistinguishable the 
results are [53]. Tighter control over the privacy results in some loss of accuracy 
or utility, thereby explicitly defining a privacy-utility trade-off. Differential privacy 
is implemented by adding noise either to the dataset or, for example, in a neural 
network model doing tumor classification; this noise could be implemented by 
randomly flipping labels, adding a stochastic term to the loss function, or noising 
the gradients during training [54]. 

As privacy attacks rely on some degree of overfitting of a model to extract 
sensitive information about the data, regularization is another useful way to prevent 
them while also creating a more generalizable model [36]. Techniques such as L1 
and L2 regularization have proven effective against membership inference attacks 
for logistic regression models [35], as well as dropout for neural networks [54]. 

12 Solutions Against Adversarial Attacks 

A number of defenses exist against adversarial attacks. Adversarial training is 
performed by training a model against the adversarial samples themselves and is one 
of the most effective ways to defend against adversarial attacks [55]. Randomization 
borrows ideas from differential privacy by adding random noise within the model 
that smooths out any adversarial noise from the input [56, 57]. Denoising algorithms 
also are useful if they can detect adversarial noise in inputs before they are put into 
the model [58]. 

13 Data Sanitization 

One solution to preventing model inversion attacks is data sanitization to selectively 
obfuscate or remove parts of the data. Sanitization methods seek to remove sensitive 
attributes of data that contribute to re-identification, without significantly altering 
the results of any analyses done on the sanitized dataset [59]. As in differential 
privacy, the degree of sanitization results in a privacy and utility trade-off, which is 
important to quantify. Various methods have been demonstrated in sanitizing textual 
medical records [60–62], but all require high computation cost for an effective 
privacy threshold. Sanitization has also been achieved with raw reads for functional
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genomic data to create privacy-preserving Binary Alignment Map (BAM) files, 
which preserve utility by prioritizing the masking of identifying variants that are 
unnecessary for most analysis methods [23]. 

14 Cryptography Solutions for Data Analysis 
and Dissemination 

Encryption is one method of controlling access to data, by storing encrypted data 
publicly and giving decryption keys to authenticated users. While its main use 
is to provide confidentiality against unauthorized access, cryptography can also 
enable confidential computing for machine learning on private data. Several privacy-
enhancing techniques take advantage of cryptographic principles, which will be 
reviewed in the following section. Note that many of these technologies are still 
in an exploratory stage and not yet at the point of being practical or efficient enough 
for widespread adoption in biomedical data science. 

Recent trends have pushed researchers to perform analyses directly on datasets 
shared via cloud platforms to bypass expensive data transfer costs, but if these 
datasets contain private information, they must be trusted with the third-party 
cloud server. Rather than relying on this trust, we can store encrypted data on the 
cloud and use homomorphic encryption to compute directly on encrypted data, 
producing an encrypted output. The output can be decrypted by private key to 
yield the same result as if computed on plaintext. Examples of homomorphic 
encryption-based solutions for tasks in biomedical data include performing genome-
wide association study (GWAS) [63], genotype imputation [64–66], and tumor 
classification [67]. Currently, homomorphic encryption is still impractical for use in 
real-world applications due to a number of issues. Computations involved can only 
be composed of Boolean or arithmetic operations, limiting the types of tasks that 
can be done [68]. Fully homomorphic encryption can handle an unlimited number 
of operations but suffers from low efficiency [69]. Other types of homomorphic 
encryption, such as partially or somewhat homomorphic encryption, improve on 
efficiency at the cost of how many operations they can handle, as well as their 
accuracy [70]. 

A problem also exists in collaborative data analysis when two or more parties, 
such as hospitals, want to jointly compute on their combined set of data but 
cannot directly share that data with each other due to privacy concerns. Federated 
learning and secure multiparty computation are two solutions that take advantage of 
cryptography to solve this problem. 

In federated learning, different parties train models locally on their own data and 
share model parameters with a central server that merges them for the full model. 
Security is required to make sure that the parameters shared do not leak information 
about each local model’s training data [71]. This is most often done by differential
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privacy techniques, though homomorphic encryption can also be used to protect the 
underlying data [72]. 

Secure multiparty computation protocols carry out a joint computation on data 
distributed among many parties, without any party learning the input of anyone else. 
This is done by using techniques like garbled circuits [73] or secret sharing [74], 
which split, scramble, and distribute data among all parties for joint computation. 
However, these protocols are currently not practical for use in many applications 
due to a high network overhead, requiring magnitudes greater amounts of data 
transferred than the original dataset sizes [75]. Also, similar to homomorphic 
encryption, many types of analyses are not possible using secure multiparty 
computation, as the joint computation only allows for simple arithmetic operations 
[76]. 

So far, all cryptographic techniques mentioned focus on protecting the input and 
output data but may not protect the model. Trusted execution environments (TEEs) 
are a hardware-based solution that provide a secure environment for executing 
private applications [77]. Users can establish a secure channel with a protected 
unit inside a processor, where confidential data and code cannot be observed by 
outside applications. Security is guaranteed by “remote attestation,” a cryptographic 
protocol that demonstrates proof to a user that all of their code, data, and the 
communication channel are secure and tamper-proof inside the isolated environment 
[78]. Intel Software Guard Extensions (SGX) [79] is one example of a TEE that 
has found use for privacy-preserving analysis on genomic data [80–82]. Since 
computation is done on plaintext, there is no significant computational overhead to 
TEEs like in homomorphic encryption or secure multiparty computation. However, 
TEEs have severely limited memory size, requiring specialized applications for 
optimal memory usage. Recently, NVIDIA has introduced the first TEE for a 
graphical processing unit (GPU), which could lead to even greater performance 
gains for certain types of computation [83]. 

15 Conclusion 

Although cyberbiosecurity is a relatively new field, its landscape of vulnerabilities 
is quickly evolving due to the rapid pace of advances in cybersecurity, machine 
learning, and biomedical research. Each of these respective fields offers much to 
learn in terms of security solutions as new privacy risks and attacks arise. We predict 
that issues with privacy and security will grow as biomedicine continues to move 
toward a personalized healthcare model and patient data becomes more necessarily 
sensitive. 

Researchers and data distributors should remain aware of laws and policy 
regarding biomedical data security, but also be aware that such policies are slow 
to adapt. Rather, coordinated efforts and communication among global healthcare 
communities can help tremendously by establishing a common framework. Initia-
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tives like the GA4GH that set best practice standards for data sharing are important 
to complement policy surrounding privacy and data protection [84]. 

This chapter outlines vulnerabilities throughout the biomedical data life cycle 
in order to promote understanding of the limitations of cyberbiosecurity attacks. 
We need to keep up with emerging technologies and assess how they may be used 
to threaten or improve security measures. In particular, it is important to discern 
how to balance confidentiality, integrity, and availability for solving each specific 
problem rather than broadly applying one-size-fits-all solutions. 
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Abstract Technological advances in biotechnology, especially next-generation 
DNA sequencing and direct-to-consumer genotyping, have created exponentially 
more biological data. To reach this scale, biotechnology pipelines have increasingly 
relied on automation and computation in the molecular data processing workflow: 
Biological samples are processed at scale using robotic equipment; molecular 
sensors, like DNA sequencers, have become specialized computers with peripheral 
sensors designed to read molecules; and extensive data processing and digital 
storage are required to manage and make use of this data. All of this computation 
raises security issues that are more typically associated with computer systems. 
Here, we explore how the entire DNA data processing workflow, from physical 
sample processing through reading DNA into digital information and eventual data 
analysis, is plagued by a number of security vulnerabilities, including a lack of 
data integrity, poor software security practices, and hardware that is insecure by 
design. In standard DNA sequencing pipelines, DNA samples are presumed to be 
derived from natural sources without manipulation. In this work, we show how 
simple synthetic DNA constructs can be used as vectors for computer malware or as 
commands to backdoored software or firmware, enabling communication across air 
gaps. DNA sequencing hardware, including flow cells, is also vulnerable by design 
to data recovery and corruption attacks. Finally, we show how a lack of data integrity 
checks in genetic databases can lead to catastrophic data breaches and other security 
concerns. We conclude with some broader themes and lessons from this work that 
apply to the larger cyber-biosecurity domain. 
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1 Introduction 

The biotechnology sector along with companion fields like synthetic biology and 
bioengineering has raised dual-use security concerns due to the possibility that 
technologies, such as DNA synthesis or gain-of-function research, could be used 
maliciously to produce dangerous compounds or organisms. Traditionally biose-
curity has relied on security through obfuscation, restricting access or expertise, 
and high costs as barriers to limit risk. In recent years, the biotechnology domain 
has increasingly relied on automation and computers more generally to accelerate 
the pace of discovery, to improve scalability, and to lower costs. This has greatly 
expanded the possible attack surface to now include cybersecurity issues such as 
remote compromise of robotic equipment and laboratory management systems, 
data and IP theft, and the bypass of other security controls. The old biosecurity 
paradigm of relying on obfuscation and expertise is no longer sufficient to handle 
emerging cybersecurity problems, which are much easier to target and require 
a more active security mindset. This is especially true as unhardened laboratory 
equipment becomes connected into computer networks. 

Together the biosecurity and cybersecurity risks, which we broadly refer to as 
cyber-biosecurity (CBS), are more than the sum of their parts. In particular, we have 
concerns that cyber-vulnerabilities may enhance existing biosecurity concerns— 
for example, compromised machines being used to bypass security controls to 
permit the production of dangerous compounds—or that biological material can 
even work backward to cause cybersecurity problems. Grappling with the scale of 
these challenges is difficult because existing biotechnology pipelines are integrated 
workflows containing many phases ranging from molecular synthesis, sample 
processing, assay automation and orchestration, molecular sensing, data collection 
and storage, and finally analysis. In some cases, the molecular digital dichotomy is 
explicitly blurred like in the case of molecular information storage systems that 
use molecules to store digital information. To have a better sense of how CBS 
problems can manifest in real biotechnology pipelines, we focus on the protocols 
and procedures used with end-to-end DNA processing. 

DNA has been read using methods like Sanger sequencing for close to 50 years, 
but the modern era of reading DNA began with the development of high-density 
genotyping arrays and high-throughput “next-generation” DNA sequencers, which 
exponentially increased the scale of DNA analysis. Reading DNA at scale involves 
computers in all phases of the workflow: Biological specimens are prepared for 
reading using automated assays with liquid handlers, sequencers and microarray 
instruments are computers with specialized flow cell attachments and cameras, 
raw data needs to be preprocessed into a usable form (e.g., DNA alignment or 
assembly), and finally the digital DNA data needs to be analyzed specific to the
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desired application and stored. Since scalable DNA reading is already used in a wide 
variety of applications like medicine, genomics, forensics, and consumer testing, a 
thorough CBS analysis can give insight into risks that may develop in other less 
polished emerging technologies and provide lessons for the broader industry. 

To see how security manifests in existing DNA reading and processing pipelines, 
we discuss in the following sections how novel and unexpected CBS problems 
can appear at almost every phase of DNA processing. First, we demonstrate how 
DNA’s role as a reliable information carrier can be leveraged to encode malicious 
information directly into synthetic DNA. Maliciously designed DNA can be used to 
target vulnerable computers downstream of sequencing and even be used as a covert 
communication channel that bypasses air gaps to send information to backdoors 
or trojaned software. Next, we consider how hardware components in sequencing 
instruments, such as sequencing flow cells, have important implications for secure 
data deletion or in multiuser environments. Lastly, we discuss the role that data 
integrity (or lack thereof) plays in securing genotyping data, especially when that 
data is used in consumer facing applications like genetic genealogy. 

2 DNA as a Malicious Information Carrier 

When viewed abstractly, DNA sequencing is the conversion of data encoded 
physically (in DNA molecules) into a digital form suitable for computer storage and 
analysis. In the vast majority of cases, the information is derived from biological 
sources like genomes or readouts of biological processes. However, it is possible to 
artificially synthesize DNA de novo using chemical processes (e.g., oligonucleotide 
synthesis). This means that DNA used in sequencing cannot be presumed to have 
natural origin. It is the potential for wholly artificial data that creates novel CBS 
threats to the DNA sequencing pipeline. 

Since the early days of cybersecurity, software that insecurely processes input 
has been a major source of cybersecurity problems [1]. Memory vulnerabilities, 
like buffer overflows, can allow an adversary to execute malicious code on 
remote machines giving them full control. In traditional computing, many of these 
vulnerabilities were latent and only became a significant problem once computers 
became widely networked and Internet accessible. The lesson here is that it is the 
existence of software vulnerabilities in combination with the ability of adversaries 
to target and send data to vulnerable systems that lead to problems. 

In many ways, DNA sequencing shows similarities to the early days of cyberse-
curity. As we will show later, widely used bioinformatics utilities show many signs 
of insecure software design, including the use of memory unsafe languages like 
C/C++, improperly checked memory buffers, and the use of deprecated function 
calls [2]. In particular, the parts of the software that process the DNA data itself 
have not been hardened, and the data they process is presumed trustworthy. Once 
DNA has been sequenced and the sequencing data is being processed by software, 
it is represented in some data encoding and analyzed like any other form of data.
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This raises the possibility that synthetic DNA could be intentionally designed to 
encode malicious information including exploitable computer code that could target 
any vulnerability or be used as a method to send information covertly to software 
backdoors running on sequencers. 

To more concretely understand the risks of synthetic DNA being used as a 
malicious information carrier, we developed two prototype demonstrations. The first 
example is a simple bioinformatics utility that reads raw sequencing information, 
early in the sequencing data processing pipeline, and contains an intentionally 
inserted buffer overflow vulnerability, similar to what is routinely found in unhard-
ened software. The objective was to design a synthetic DNA construct that after 
sequencing with a modern Illumina sequencer (NextSeq 500) would be able to 
compromise the vulnerable software and give an adversary full remote control [2]. 
The second example is a backdoor program we developed that, if covertly run on 
a sequencer, would be able to decode and respond to commands received from 
specially crafted DNA molecules. The backdoor was designed so that synthetic 
DNA messages could be spiked into typical DNA samples to make them covert. 
An adversary could use this functionality to communicate across air gaps and even 
exfiltrate data via the resulting sequencing data. 

2.1 Encoding Malware into DNA 

The modern DNA sequencing process (often called next-generation DNA sequenc-
ing) happens in three phases: First, a DNA sample is prepared for sequencing using 
standard wet lab assays, then the sample is run through a sequencer which reads 
the linear sequence of bases in each DNA molecule and stores the raw sequences 
digitally, and finally, the sequenced data is processed into a usable form with 
bioinformatics software. Next-generation DNA sequencers cannot read long DNA 
strands and are limited to reading short strands no more than a few hundred bases in 
length (each of these small sequences is called a read). Typical genomic DNA can 
be hundreds of thousands of bases in length, so to accommodate the size limitation, 
during the sample preparation phase, DNA is fragmented into smaller pieces via 
mechanical shearing. Thus, to sequence longer strands, sequencers actually break 
the strands into small pieces that are read by the sequencer in random order. 
If necessary for analysis, these random reads produced by the sequencer can be 
reconstructed into the original, longer sequence. For example, to determine whether 
a person has a given genetic trait (so-called variant calling), the raw DNA reads 
will need to be cleaned up for quality control, aligned to a reference human genome 
sequence (effectively ordering the strands), and individual bases determined at each 
genomic position. This method of pipelining different small utilities together— 
each with a distinct purpose—to process the sequencing reads in stages is typical 
in sequencing analysis, and this design makes securing a bioinformatics workflow 
difficult because each program may be written by different authors and not well 
supported.
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Our objective was to understand what challenges an adversary would face 
when trying to synthesize and sequence DNA-encoded malware, so we could 
better understand the feasibility of DNA as a malicious attack vector. Our goal 
was not to identify and target actual vulnerabilities in bioinformatics software. 
(Although, as described later, the DNA processing pipeline does have especially 
antiquated software security practices.) Therefore, we begin our study assuming we 
have already identified a buffer overflow vulnerability in a piece of bioinformatics 
software. In this case, we took an open-source tool written in C designed to 
compress raw sequencing data files and modified a memory buffer to create a classic 
buffer overflow vulnerability. Buffer overflow vulnerabilities are a common class 
of software insecurity that allow adversaries to run their own software on victim 
computers by sending malformed data. Our goal was to design DNA malware that 
could be made physically using a low-cost DNA synthesis service and survive 
the sample preparation and sequencing process as intact malware. Any Internet-
connected machine that reads the malicious sequencing data using the compression 
utility would be compromised and give an adversary remote access and control. 

Our first attempts at designing DNA malware ran into a number of roadblocks 
due to DNA synthesis limitations, randomness inherent in next-generation sequenc-
ing, and challenges with the DNA encoding scheme used by the vulnerable software. 
Buffer overflow malware will imbed machine code (called shellcode) and other 
computer instructions like memory addresses inside the corrupted data. Since the 
data being sent into the vulnerable utility is raw sequencing data, the malware must 
be written into the standard DNA bases (A, C, G, and T). The way the bases are 
encoded when inside the software determines how the shellcode must be written to 
become functional computer code; in this software, each base was encoded using 
two-bit DNA (A, 00; C, 01; G, 10; T, 11). This creates two immediate issues: (1) 
standard malware when translated into a two-bit DNA encoding scheme results in 
DNA strands that are difficult to synthesize, and (2) even if the shellcode can be 
synthesized into DNA, it is unlikely to be read by the sequencer in a way that will 
result in functional malware. 

There were three main synthesis limitations we encountered when we attempted 
to encode standard shellcode into two-bit DNA. The first was an excessive number 
or repeated bases which are difficult to synthesize; typical synthesis services limit 
repeated bases to 10 bases or less. DNA repeats result from shellcode because it 
is normally repetitive and contains memory pointers with long stretches of 0 s or 
1 s. The second issue was skewed GC-content, the ratio of G/C to A/T that has to 
be relatively balanced for stable, and easy-to-synthesize DNA molecules. Finally, 
the repetitive property of shellcode would result in secondary structures in the 
synthesized DNA—single-stranded DNA folding on itself—again due to common 
repeating patterns. 

Even if shellcode could be synthesized, it would not function as intended after 
sequencing. The shellcode needs to be very small to fit within the length of a single 
synthesizable DNA (approximately 100–300 bases) or else be stitched back together 
later down in the data processing pipeline. Another problem was randomness and 
error tolerance: many reads contain miscalls (incorrectly read bases) that would alter
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Fig. 1 End-to-end exploit of a computer using DNA. The shellcode was designed, converted into 
DNA, synthesized, sequenced, and processed by the vulnerable software. After execution, the 
machine was compromised via a reverse shell 

computer instructions, and you cannot predict in advance which direction a strand 
will be read, which means the shellcode could be reversed. 

After repeated design and testing, we were able to construct shellcode that 
could successfully navigate the synthesis and sequencing limitations; however, this 
shellcode was much smaller and less robust than shellcode and malware seen in 
more realistic scenarios. The shellcode strand was ordered using a commercial 
synthesis service, sequenced using an Illumina NextSeq 500 and run through the 
vulnerable utility program. The DNA malware compromised the machine which 
ran the software and gave us full remote code execution via a reverse shell. (See 
Fig. 1 for a graphical overview of the process). 

While we were able to construct an end-to-end exploit in DNA, the difficulty 
we had in making functional malware for such a rudimentary example means that 
DNA-encoded malware is not an active concern in most sequencing applications. 
Yet, as we discuss next, the state of bioinformatics software security is quite poor, 
and emerging technological trends and use cases in biotechnology make this an 
important vector to study in the future. Many of the constraints we faced, like 
short read length, are changing with newer sequencing technologies (e.g., long-read 
Nanopore sequencers) and may make this type of attack more practical in the future. 
This demonstration highlights how all information vectors into computer systems, 
including those from physical molecules themselves, should be considered when 
analyzing the overall security of a system. 

2.2 Insecurity of Bioinformatics Software 

Here, we shift our attention from future-looking threats, like DNA-encoded mal-
ware, to the more immediate issue of software security in bioinformatics software. 
DNA sequencing is still an emerging technology domain and so much of the 
popular software, including software used in commercial applications, is written 
or maintained by small research groups as open-source projects. Much of this 
software is written in less secure programming languages like C/C++, which are 
known sources of major security vulnerabilities. Since bioinformatics is not usually
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considered a cybersecurity risk, compared to web servers or databases, we expect 
that bioinformatics software developers have less incentive to write high-security 
software. 

To quantify this intuition, we evaluated the software security practices in 
13 common sequencing applications used throughout the sequencing workflow, 
including several present on sequencers. (See [2] for the specific bioinformatics 
programs and versions we evaluated as of 2017.) All 13 of the programs were 
open source and written in C/C++. To create a baseline control, we also evaluated 
other popular open-source software written in C/C++ that we expected to be under 
adversarial pressure, like Internet-accessible server software. We ran both groups 
of software through static analysis tools to see if there was a difference in secure 
software practices and to identify any vulnerabilities. Compared to the controls, 
the sequencing software had an 11-fold increase in insecure function calls; these 
function calls are software libraries that have been deprecated because they have 
known security problems. 

More significantly, the static analysis tools were able to identify a number of 
potential buffer overflow vulnerabilities. After manual inspection, we were able 
to confirm that three of these vulnerabilities could be used to crash the software, 
a strong sign that they may be exploitable by malware (see Fig. 2). In some of 
the code comments, it was clear that the authors recognized that buffer overflows 
were possible but did not consider them to be an immediate concern. However, 
we stress that it is important to patch seemingly nonthreatening vulnerabilities like 
these because they can cause problems in the future as the technology changes. 
Our security analysis was far from exhaustive, and the ease with which we were 
able to identify significant vulnerabilities suggests that latent security problems are 
probably common in bioinformatics and sequencing software. 

Fig. 2 Buffer overflow vulnerabilities in sequencing software. Code fragments with buffer 
overflow vulnerabilities in three different next-generation programs: fastx-toolkit-v0.0.14 (top), 
samtools-v1.5 (bottom left), and SOAPdenovo2-v2.04 (bottom right). Text in red highlights buggy 
code, and text in green denotes comments we included for clarification
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2.3 Using Synthetic DNA to Communicate with a Backdoor 
and Bypass Air Gaps 

Using synthetic DNA as a vector for executable computer code is surprising, but 
this is just another example of the growing trend of using synthetic DNA for 
non-biological purposes. For example, DNA data storage systems are capable of 
archiving large digital databases into DNA and even computing with molecules [3]. 
This highlights how scalable DNA reading and writing—through improvements in 
sequencing and synthesis—make DNA an effective universal information carrier 
and raise the possibility that other forms of information encoded in DNA could be 
used maliciously. In particular, we are interested in how DNA molecules or DNA 
sequencing data can be used as a covert means to communicate to a malicious 
backdoor on sequencers or computers downstream of sequencing. 

Backdoors are covert programs, alterations to software, or even physical hard-
ware modifications that are used to bypass typical security controls and give an 
adversary unauthorized access and control to computer systems. Backdoors have a 
long history in cybersecurity and are used by a wide variety of actors for different 
purposes [4]. They are useful in statecraft to gain intelligence on high-value targets, 
as a tool for corporate espionage to steal intellectual property and as a means to 
destroy or incapacitate computers and equipment. Hardware backdoors are often 
placed into systems during manufacturing or upstream in the supply chain, while 
software backdoors may be inserted directly into compromised computers or even 
via small modifications to open-source software or data. Given the challenge of 
preventing and detecting covert backdoors, one approach to ensure security in high-
risk environments is to air gap any critical systems; air gapping is a method of 
isolating machines on a secure network without direct connectivity to wider area 
networks like the Internet or avoiding networks all together. Air gapping reduces 
the cyberattack surface by physically blocking malicious messages from reaching 
potentially vulnerable machines. 

In the context of DNA sequencing, there are a number of reasons to believe that 
DNA sequencers would be useful targets for backdoors. DNA sequencers process 
lots of sensitive medical or genetic information and are often used in research 
facilities to sequence valuable intellectual property, like engineered organisms or 
therapeutics. Sequencers may also be located in secure networks within wet labs 
which may give adversaries a foothold to compromise other important systems. 
Given the cost of high-end sequencers, they may be valuable targets for ransomware 
or denial-of-service attacks. 

Sequencers are essentially regular computers with specialized hardware and 
software for sequencing—current-day Illumina sequencers run Windows 10 and 
have network capability, mouse and keyboard peripherals, and monitors like conven-
tional desktop computers. Therefore, when sequencing in sensitive circumstances, 
it is recommended that sequencers are only connected to secure networks or 
disconnected altogether (i.e., air gapped). However, for a sequencer to meet its basic 
functions, it must be able to take in DNA samples and produce sequencing data as
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output, even if it is otherwise completely isolated. It is this sequencing interface— 
DNA samples as input and files as output—that creates a possible communication 
channel between adversaries and backdoors running on (supposedly) air gapped 
sequencers. 

Consider the case where an adversary successfully inserts a backdoor into a DNA 
sequencer that communicated only through the sequencing interface (i.e., sequencer 
is air gapped). For this limited backdoor to be useful, the adversary would need to 
be able to direct DNA to a compromised sequencer, and if return communication is 
necessary (e.g., to exfiltrate data), the adversary would need the resulting sequencing 
data. Even with these constraints, there are a number of situations today where 
adversaries can direct DNA to sequencers. Outsourced sequencing facilities allow 
third parties to submit samples to be sequenced, and direct-to-consumer genetics 
enables anyone the ability to submit DNA samples through the mail to be sequenced 
or genotyped. (See the later section on data integrity in DNA processing for other 
cybersecurity issues in the consumer genetics industry.) Other possibilities include 
insiders with direct access to sequencers, situations where an adversary could 
anticipate that DNA will be sequenced (like with forensics), and even emerging 
technologies like DNA data storage systems where users may be able to directly 
specify “DNA files” to be read by sequencers. As sequencing, and DNA processing 
more generally, becomes more ubiquitous, we expect these possibilities to grow. 

2.4 Developing a Backdoor 

We developed a prototype backdoor to run inside the Illumina iSeq 100 to better 
understand the feasibility and challenges of constructing a backdoor that only 
communicates to an adversary via the sequencing interface. The backdoor was 
designed to receive commands from covert instructions encoded in DNA strands 
and write output into the DNA sequencing data. Backdoor messages written into 
DNA could be stealthily mixed into normal DNA samples (e.g., genomic DNA) 
and still be parsed and executed; sequencing regular DNA would be unaffected 
by the backdoor. Once decoded, the messages sent to the backdoor are treated 
as arbitrary commands that can be executed. Possible commands could include 
network mapping if the sequencer is on a private network, copying or exfiltrating 
data present on the sequencer, or even wiping the sequencer to render it unusable. 
Any output would be covertly encoded back into DNA bases and written into the 
sequencing output file along with the legitimate sequencing data. 

When a DNA sample is processed, all of the separate DNA strands are sequenced 
together on a piece of hardware called a flow cell. (The flow cell has interesting 
security properties that will be discussed later.) The sequence of bases (i.e., A, C, 
G, and T) in each strand is read one at a time with a camera that detects fluorescent 
light emitted during the sequencing process. This data is eventually written into 
intermediate binary files called BCL (binary base call) files. These BCL files are 
later converted to plain text files that are more suitable for bioinformatics analysis;
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Fig. 3 Communication life cycle for a backdoor on a DNA sequencer. Backdoor messages and 
commands are sent and received from the backdoor as JSON messages. Encoding: (1)  JSON  
commands are compressed; (2) data is XORed with a fixed string for “randomization”; (3) data 
are converted into DNA bases and broken into small chunks; (4) strands are appended with a tag 
and hash; and (5) reads are synthesized into physical DNA. Decoding: (1) BCL files are parsed 
and message reads removed; (2) reads are checked for proper hash and errors corrected; and (3) 
duplicates are removed, the “randomization” is reversed, and the data is uncompressed into the 
JSON commands. 

however, since these files are the direct output of sequencing and are in an obtuse 
binary format, they make a good location for the backdoor to inject itself into the 
sequencing pipeline. 

The backdoor functions as follows: After being inserted onto the sequencer, it 
reads the batches of BCL files generated during sequencing. (These are typically 
placed in a fixed location in the sequencer’s file systems so they are easy to locate.) 
From these BCL files, the backdoor extracts any DNA reads meant for the backdoor, 
decodes those DNA reads back into the original message, executes any commands 
that are required, and appends any return messages or data back into the same BCL 
files. Viewed abstractly, this is just a specific way of encoding/decoding arbitrary 
digital data into and out of DNA, which is what existing DNA data storage pipelines 
already accomplish. So to make a backdoor, we repurposed existing DNA data 
storage software to function in a new context. (See Fig. 3 for an overview of this 
process.) While a detailed treatment of the backdoor architecture is beyond the scope 
of this chapter, we describe the high-level principles used by backdoor encoder, 
decoder, and exfiltration module below. 

2.5 Encoding Module 

The encoding module takes data messages as input—text-based JSON messages— 
and outputs a set of DNA sequences representing the input message. To be an 
effective encoder for this backdoor, it needs to meet three requirements: (1) the 
output DNA sequences must be possible to synthesize (see the previous section
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for challenges that can occur with DNA synthesis), (2) each output strand must be 
small enough to fit within a single read (approximately 100–200 bases), and (3) 
there needs to be some tag included so that the backdoor can distinguish message 
reads from other DNA strands, such as genomic DNA, that might be mixed in. Since 
sequencers read DNA strands in no particular order, this means that output strands 
must be designed in a way so that larger messages can be broken into pieces and 
later reconstructed. 

To encode a message, it is sent through the following pipeline: First, desired 
commands are written into a text-based JSON object and compressed using gzip to 
reduce the message size. Next, the compressed message is XORed with a fixed 
string to fully “randomize” the message. This is necessary because random-like 
DNA bases with this encoding are more easily synthesized because it makes repeats 
and GC-content issues less likely. The randomized data is then broken into fixed 
length, 18-byte chunks, so it can fit within a single short strand, with each chunk 
assigned with a 3-byte index used to signify the strand ordering. The binary-to-
DNA encoding scheme we used comes from an existing DNA data storage encoding 
scheme [5]. After encoding, each chunk+index (denoted as the payload) fits in 96 
DNA bases. Finally, we include two last pieces of information in each strand: a fixed 
tag to signify the strand as designated for the backdoor and a hash of the payload 
that can be used to filter out reads with errors. At this point, the adversary has a set 
of strands, each 152 bases in length, that encode the intended message and are ready 
for synthesis. 

2.6 Decoder Module 

Decoding is roughly the reverse of the encoding process with some important 
differences. The decoder takes BCL files produced by a sequencer and returns the 
decoded message or instructions to be run by the backdoor. The decoder is filtering 
for messages with the correct tag prefix in the BCL files, filtering reads with errors 
(determined via the hash), converting the DNA bases into binary data, and placing 
them in the correct order to produce the final JSON message. Each specific strand 
will be present in multiple copies, which is helpful for redundancy; these duplicates 
also need to be filtered out. 

2.7 Exfiltration Module 

Some communications to the backdoor do not require a response. For example, if the 
goal is denial-of-service (DoS), the destruction of data, or a means to send malware, 
the command may not require a response. However, we were also interested in cases 
when the adversary wants to receive messages back from the backdoored sequencer. 
In some cases, the sequencer may be networked and so it can provide a response
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Fig. 4 Backdoor commands encoded into DNA. A seven-strand sequence encoding a JSON 
message instructing the backdoor software to scan the network, open a reverse shell to the 
adversary, run OS scans, and exfiltrate data on the sequencer into sequencing data files 

back over the Internet, but to return a message via the sequencing interface, the 
response would have to be returned to the adversary in the sequencing data files 
(e.g., at an outsourced sequencing facility). To accomplish this, we encoded the 
response into DNA using the encoder module and appended the data to the end of 
the BCL files produced by the sequencing run. After receiving the BCL files, the 
adversary would just use the decoder as usual to parse the response. 

2.8 Prototype 

We developed a prototype backdoor designed for the Illumina iSeq in 800 lines of 
python code implementing the encoder, decoder, and exfiltration module described 
above. To keep this simple, we built it as a Windows 10 application to be run on the 
sequencer that would be pointed to the BCL files; however, in realistic conditions, 
the backdoor could be designed more covertly, for example, by including it in the 
OS or embedded in the sequencing software. 

To demonstrate end-to-end functionality of the backdoor, we encoded five 
commands into a single JSON message that included network scanning, reverse 
shell, two OS scanning commands, and an instruction to exfiltrate data off the 
sequencer. When encoded, these commands could fit within DNA strands (see 
Fig. 4) that were ordered using a commercial synthesis service. After sequencing, 
the strands were properly decoded and executed, and the exfiltrated data was 
appended to the BCL files. 

3 Cyber-Physical Security and the Molecular-to-Digital 
Hardware Interface 

In this section, we consider the cybersecurity aspects of a different component of 
the sequencing workflow: the flow cell hardware used to convert physical DNA into 
digital data [6]. Flow cells are small, disposable fluidic devices contained within 
sequencers to hold the samples and reagents during sequencing. The enzymatic
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process of sequencing—called sequencing by synthesis in Illumina sequencers— 
happens on the surface of the flow cell. DNA strands stick to the surface of the flow 
cell and enzymes, like DNA polymerase, are used to read the DNA in the strands 
one base at a time; each time a base is added, it emits a fluorescent signal that can 
be read by high-resolution cameras. The flow cell, therefore, is the primary piece of 
hardware responsible for the molecular-to-digital conversion. 

An important theme in cybersecurity is that interfaces and boundaries between 
different systems are common sources of security issues. The reason is that 
engineers may have unspoken assumptions or different mental models about what 
is possible on either side of the boundary. Regarding flow cells, we suspected that 
the molecular nature of DNA could lead to unanticipated information security risks 
because of properties inherent to physical DNA molecules. For example, DNA 
molecules are stable for long periods at room temperature and can be enzymatically 
amplified (i.e., copied). This may have implications for unauthorized data recovery 
because usable information may be recoverable from improperly disposed flow 
cells. Another security concern has to do with how different DNA samples are 
mixed together to improve sequencing efficiency. So-called multiplex sequencing 
is a technique whereby DNA samples are combined into one solution, sequenced 
together, and data from the individual samples are separated out later in software. 
However, we show how small errors in this process, due to sequencing chemistry 
and flow cell design, can be leveraged by adversaries to maliciously alter the genetic 
interpretation of other samples. 

3.1 Data Remanence 

Flow cells used by the most popular Illumina sequencers are meant to be single 
use and discarded after sequencing. However, there is little guidance on how to 
properly dispose of flow cells, and so oftentimes flow cells are just thrown into the 
trash. We hypothesized that discarded flow cells contain enough residual DNA to 
recover sensitive information from a previous sequencing run. This is related to data 
remanence attacks against traditional magnetic hard drives; residual representations 
of data still remain on disks even after file deletion, and improperly wiped and 
discarded hard drives create an information security risk. 

We developed a simple protocol to collect the residual DNA stuck to the flow 
cell by flushing laboratory-grade water multiple times through the flow cell’s fluidic 
channel and collecting the wastewater. This waste contains a portion of the residual 
DNA on the flow cell in solution where it can be amplified (i.e., exponentially 
copied) using polymerase chain reaction (PCR). The amplified product is rese-
quenced to read out the “improperly deleted” data. We tested this protocol out using 
iSeq flow cells on two different DNA inputs: a high redundancy DNA data storage 
file used to evaluate error rates and file recovery and a human genome sample 
sequenced at low coverage (low redundancy) to let us explore the limits of data 
recovery.
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DNA data storage files are highly redundant and tolerant to errors, so the file 
can still be fully recovered when there are missing strands. In this case, 96.5% 
of the unique strands representing the file were present in the residual sample, 
which was sufficient to fully reconstruct the file without error. In the human genome 
sample, which had much lower redundancy, we were able to recover approximately 
1.8 million unique DNA reads compared to 4.4 million unique reads in the original 
sequencing run. This makes for a 40.1% residual recovery rate for low redundancy 
samples. For most genomic sequencing applications, including medical diagnosis, 
the 40% yield we recovered from the used flow cell would be sufficient to predict 
the bases in a person’s genome. 

These experiments show that, similar to hard drive data remanence problems [7], 
residual data recovery is possible on discarded flow cells. The security risk of this 
disclosure will depend on the specific sequencing application, but it is substantial 
for typical genomics and DNA data storage pipelines. Laboratories should consider 
flow cell remanence in their sequencing pipelines, and simple solutions like the 
physical destruction of flow cells may prevent unintended information leakage. 

3.2 Data Leakage Between Samples 

High-throughput DNA sequencers improve throughput and reduce per-sample 
sequencing cost by sequencing multiple samples concurrently. This is accomplished 
using short DNA barcodes (6–8 base strands) that are appended to all DNA strands 
and made unique for each sample. After sequencing, the barcodes can be used 
to separate each DNA read into the corresponding file for each sample (called 
demultiplexing). Barcoding and demultiplexing cause DNA reads to be assigned 
to the correct sample over 99.9% of the time. In sequencing runs producing over 
100 million reads, less than 1000 reads will be assigned to the incorrect sample. 
This low level of improper assignment is due to particular flow cell architectures 
(non-patterned) and unintended enzymatic side effects during sample preparation. 
While this level of error is negligible in most routine sequencing applications, it 
can be utilized by adversaries as a way to alter other samples in a reproducible and 
specific manner. 

To show this, we conducted the following experiment. We began with two DNA 
samples: one an actual human genome sample and the other a synthetic sample 
designed to look like the genetic variant responsible for sickle cell disease (a 
single base substitution of A to T). The synthetic sample was a short fragment 
of DNA identical to the wild-type human β-globin gene, except that it included 
the T base reflecting sickle cell trait. This fragment was inexpensively synthesized 
using a commercial DNA synthesis service. These two samples were sequenced 
in a multiplex fashion according to the usual protocols. As anticipated, enough 
DNA encoding the sickle cell trait leaked from the synthetic sample into the human 
genome index to cause the human sample to appear like a sickle cell carrier. This 
is possible because at any given genomic position, there is only a small amount
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of coverage (<200 read depth on average). Therefore, even a small amount of 
incorrect assignment during demultiplexing (<0.01%) can be sufficient to alter 
genetic interpretation. 

What this simple demonstration shows is that seemingly independent samples, 
when sequenced together, can lead to undesirable side effects. When this side 
effect is not intentionally misused, its effects are negligible in routine sequencing 
applications; however, when directed with intelligence, side effects like this can be 
used adversarially. While not detailed here (see [6] for details), the synthetic DNA 
used in the sickle cell sample can even be spiked into tissue samples like saliva 
and have a similar effect after sequencing. This type of theoretical attack highlights 
how sequencing operators should be wary when untrusted samples are sequenced 
concurrently, especially if those samples can be submitted by consumers. 

4 Data Integrity in DNA Processing 

Previously, we have explored CBS aspects of the earlier stages of the DNA 
processing pipeline. Here, we focus on the security of the last component of DNA 
processing: data generation, analysis, and storage. 

The most mature and widely accessible DNA analysis services come from the 
direct-to-consumer (DTC) genetic testing industry. DTC companies like 23andMe 
and AncestryDNA have processed genetic samples from 10s of millions of cus-
tomers collected through the mail [8]. The vast majority of DTC testing is done 
using high-density genotyping arrays that measure individual genetic markers 
(known as SNPs) at approximately 500,000 locations in the genome. These tests 
are low cost (<$100) and give customers insights into their health, ethnicity, and 
other traits. The ability of DTC tests to identify close genetic relatives has been one 
of the most exciting applications of genetic testing and spawned the field of genetic 
genealogy, which combines genetic data with existing datasets, like family trees, to 
identify unknown relatives. Genetic genealogy has proved so successful that it has 
been co-opted for other uses including as an aid to forensics to identify the source of 
DNA samples from crime scenes, known as investigative genetic genealogy (IGG). 

Data security in genetic genealogy is made especially hard because there are lots 
of data sharing. Some of the most popular genetic genealogy tools are third-party 
applications that accept genetic uploads from users directly; users are tested with a 
DTC service, download their raw genetic data, and then upload it to a third-party 
service for analysis. This approach to data sharing raises many security concerns, 
but we focus on the security risks derived from one problem: the lack of data 
authentication. We show how this fundamental problem can lead to catastrophic 
security risks to genetic genealogy services. The lack of authentication gives 
adversaries the opportunity to steal private user genotypes from genetic databases 
and upload corrupted results to appear like fake relatives. 

In 2019, we studied GEDmatch, the most popular third-party genetic genealogy 
service [9]. GEDmatch runs as a web service that lets users upload files to a central
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Fig. 5 DNA comparison of chromosome 3 between two users on GEDmatch. Colors indicate the 
degree of DNA sharing 

database to run genetic genealogy analysis. GEDmatch is a favorite of genetic 
genealogists and law enforcement because it is an open platform that gives users 
fine-grained control over queries and returns extensive results and visualizations. 
Most significant for us is that there is no control over what kind of information 
can be uploaded to the service. (In fact, when law enforcement use GEDmatch for 
IGG, they upload artificially generated files constructed from crime scene samples.) 
We hypothesized that this design could lead to serious vulnerabilities for a few 
reasons. First, the fact that users can upload any data so long as it is formatted 
like a typical DTC file means that an adversary has significant flexibility over what 
can be uploaded to GEDmatch, including pathologically designed data. This can 
be combined with significant user control over what queries can be run to give an 
adversary a lot of leeway to target any identified vulnerabilities. The results returned 
by queries also include high-resolution chromosome images of DNA comparisons, 
a basic technique in genetic genealogy that can reveal a lot of potential sensitive 
information (see Fig. 5 for an example of a chromosome comparison). 

To explore how the GEDmatch service architecture could lead to cybersecurity 
problems, we created two users on the service, one representing an adversary and the 
other a victim. Under the victim user, we uploaded five genetic profiles constructed 
from open-source data (GEDmatch allows users to upload more than one genetic 
data file), and to the adversary user, we uploaded artificial data designed to attack 
the victim profiles. We configured the privacy settings of the uploaded files to not 
interfere with or view any real user data. All vulnerabilities we discovered were 
disclosed to GEDmatch and patched prior to the publication of our work. 

We were first interested how DNA comparisons used to predict ancestry can be 
used to exfiltrate sensitive genetic data from other users in the database. To predict 
a relationship, the genetic profiles of two users are compared to find long stretches 
of chromosomal DNA that are nearly identical (so-called matching segments). The 
closer the relationship, the more matching segments there will be between the two 
files, and the degree of the relationship can be predicted by the distribution of 
matching segments. To find unknown relatives, GEDmatch lets users run matching 
queries between files they owned and any other files in the database. However, the 
chromosome visualizations returned in these comparisons (Fig. 5) leak too much 
information about how the two files differ from one another. 

GEDmatch takes significant steps to obfuscate the underlying genetic data, so 
to actually take advantage of this vulnerability is an involved process (see [9] for  
details). However, the high-level attack is straightforward. The adversary uploads 
specially designed artificial data files that return deterministic results depending
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Fig. 6 Example attacks using forged relatives to imply false ancestry. (a) An adversary wants to 
avoid identification when their second cousin is already in a third-party database. The adversary 
uploads a falsified second cousin under the identity of a second individual that is related to the 
second cousin but not the adversary. This falsely implies that the adversary is on a different branch 
of the family tree. (b) The adversary uploads two falsified relatives on different branches to falsely 
imply that a couple was the adversary’s parents 

on which specific genetic markers are present in the other file—the color of the 
visualization can be analyzed at the pixel level to get SNP-level resolution. These 
“malicious” artificial files can then be compared to any file in the database to 
reconstruct its private genetic markers, and any missing gaps can be filled in using 
publicly available genetic information (via imputation). In total, we were able to 
predict 92.6% of the markers in each of the experimental profiles we uploaded with 
98.4% accuracy using this technique. This attack could then be automated to extract 
data from every file in the database. 

The second question was whether the relationships predicted by GEDmatch 
could be manipulated or forged by an adversary. This could be useful to someone 
trying to impersonate a lost relative or even as a tool to evade detection in an IGG 
investigation. Since genetic relationships are found by looking for users with shared 
DNA segments, any artificial data that matches segments with another user will 
appear like a new relative. Using an approach similar to the data extraction attack 
and by taking advantage of a form of compression used by GEDmatch, we were able 
to generate wholly artificial genetic files that could appear like arbitrary relatives 
for any user on GEDmatch. In Fig. 6, we show two simplified examples where 
forged relatives can be submitted to a genetic genealogy database to imply incorrect 
genealogical inferences. 

The fundamental vulnerability in both of these examples comes from the lack 
of data authentication. There is no confirmation that uploaded genetic data actually 
originated from a legitimate DTC service. As long as the data is properly formatted 
like DTC data, any kind of file can be uploaded. When artificial uploads are 
allowed on a feature-rich service with complex, user-driven analysis, major security 
risks are almost inevitable. GEDmatch relied on techniques like obfuscation and 
compression, which they believed were sufficient to deter attackers. This type of 
faulty reasoning is a common theme in cybersecurity; obscurity is not a substitute
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for rigorous security design principles. For example, digital signatures or direct file 
transfers from the DTC companies to third-party services would have been sufficient 
to avoid these problems. Moving forward, we believe the lessons for the DTC 
industry, and any field with significant genetic data sharing is that it is essential 
that there are some assurances about the authenticity or provenance of any data that 
is shared and analyzed. 

5 Conclusion 

In this chapter, we performed an extensive security analysis on many stages of 
the DNA processing pipeline from raw DNA samples to sequencing and eventual 
storage and analysis. While this is not an exhaustive list of potential issues, these 
results show how challenging CBS can be when applied to mature technologies. 
Security in the biotech domain is much more complex than simply layering 
cybersecurity into a wet lab context because there are unique security dimensions 
and risks that do not exist in other domains. Like traditional cybersecurity, each 
technology and system will have its own unique security problems. However, there 
will be common security paradigms and lessons that apply across domains. We 
conclude this chapter with a few broad CBS takeaways that we hope are useful 
for biotech engineers to consider as they design and implement new technologies. 

Biotechnology has a complex threat surface: Many biotechnology pipelines, 
like DNA sequencing, are long and complex. They involve different hardware 
components and take data and commands from many sources. This type of design 
makes security particularly hard because design choices made in one stage of the 
process can have effects on seemingly independent stages later on. We saw this 
many times in the DNA processing pipeline. For example, flow cell design affected 
data integrity, digital information could be encoded in physical molecules and affect 
downstream analysis, and the lack of authentication by DTC providers affected user-
driven data sharing. Any security analysis of a biotech pipeline will need to view 
the entire process holistically and consider how the process and data may be used 
unexpectedly. 

Pay attention to interfaces and data boundaries: One issue we saw repeatedly 
was problems at the boundary between different phases and stages of a biotechno-
logical process, for example, places where physical data was converted into a digital 
form. Issues at interfaces are common in cybersecurity; they occur because there 
are mismatched assumptions between the designers on either side of a boundary. 
As with other cyber-physical systems, such as automobiles [10], biotech engineers 
should pay special attention to any interface or conversion point and make sure the 
expected behavior of the interface is understood in advance. 

Confirming authenticity and integrity are critical for security: It is much harder 
to build security into a process when engineers do not consider the trustworthiness 
or validity of any input data or commands. Any part of a biotech process that is 
downstream of data input, whether physical or digital, should consider: (1) Is the
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source of this data trustworthy, and (2) is the data formed as expected? This can 
be accomplished by regulating access only to trusted parties when possible via 
authentication and authorization, but when that cannot be assured, data should be 
sanitized before being processed by software. 

Current biotech and bioinformatics software do not follow cybersecurity best 
practices: Our analysis showed that bioinformatics software does not meet security 
standards. However, we suspect this problem is much broader across the industry 
because there are few incentives for secure software design. For example, labo-
ratory management systems, control software, and robotics equipment, like liquid 
handlers, all have potential security problems. If true, latent software vulnerabilities 
could exist throughout many current and future biotechnology processes. This is 
reminiscent of the early stages of computers where latent vulnerabilities were not 
exploited until computers were later connected. The industry should get ahead of 
this problem and begin hardening and patching software before problems manifest. 

Current trends in biotechnology make security important in the future: Biotech 
is becoming more automated, integrated with computers, connected, and accessible. 
This means that CBS problems will only become more feasible over time. While it 
might be tempting to address security risks through restricting information about 
and access to biotech systems, such an approach is insufficient. In the biological 
sector, there is extensive data sharing, the need for connectivity and remote access, 
and demand by end customers for services. Further, as we demonstrated, even the 
core input into many bio-systems (like DNA) is arbitrarily writable and creates 
additional attack surfaces not present in other security domains. Engineers need 
to take a more active security approach to get ahead of security problems, especially 
in domains with dual-use biosecurity risks. 
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Applying CVSS to Vulnerability Scoring 
in Cyber-Biological Systems 

Rami Puzis and Isana Veksler-Lublinsky 

Abstract With the advent of synthetic biology, security concerns are rapidly 
emerging spanning both the biological and the digital realms. These concerns 
materialize into concrete weaknesses and vulnerabilities in biological and biomed-
ical systems and in their supply chains. Cybersecurity risks and their biological 
impact on biosafety and health must be considered when developing new protocols, 
biological systems, and supporting machinery. It is very important to assess the 
risk and impact of exploiting cyberbiosecurity vulnerabilities in a systematic and 
methodological way. The common vulnerability scoring system (CVSS) quantifies 
the risk and impact of vulnerabilities in digital (software and hardware) systems. 
Although vulnerabilities in the machinery supporting synthetic biology can be 
reported in a standard way, their severity scoring does not encompass the biosafety 
and health impacts. Furthermore, no current scoring systems exist for vulnerability 
assessment in the biological systems themselves (i.e., synthetic genes, biosensors, 
DNA chips, etc.). In this chapter, we challenge the ability of CVSS to address 
biosecurity and cyberbiosecurity concerns in synthetic biology by showcasing 
three different cyberbiosecurity attacks. We conclude that CVSS v3.1 scale is 
general enough to accommodate biological systems after minor adjustments of its 
specification. Specifically, we generalize the environmental metrics of CVSS to 
consider the security requirements of biological processes the same way they are 
considered for digital software or hardware. We further discuss a potential issue 
with the scope change metric of CVSS and the definition of security authority when 
it comes to living organisms. 
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1 Introduction 

Assessment of vulnerabilities and their risk factors is a critical task in security 
management. Vulnerabilities are weaknesses in the design or the implementation 
of a system that can be exploited by an attacker. Vulnerabilities may be found 
in software [1], cyber physical systems [2], medical systems [3], and even civil 
construction [4]. Biologists constantly search for vulnerabilities of cancer cells to 
design medications, for example [5]. 

The advancement of synthetic biology tightens the interconnection between 
digital and biological processes. It includes a variety of tools used by engineers 
throughout the development cycle of synthetic biological systems, for example, inte-
grated development environments for compiling genes [6], libraries of engineered 
genes [7], desktop DNA synthesizers and sequencers [8], bio chips [9], and more. A 
vulnerability in an electronic component of a system may adversely affect processes 
in a biological component [10] and vice versa [11]. 

While exploitable vulnerabilities exist in various domains, these concepts are 
the most mature in the domain of cybersecurity. Common Vulnerability Scoring 
System (CVSS) [12, 13] is a scale for prioritizing vulnerabilities according to the 
severity of potential attacks. Multiple criticisms exist arguing against the ambiguity 
of CVSS and its unjustified formulae [14, 15]. Nevertheless, it is standardized and 
the most widely used vulnerability scoring system available today. CVSS defines 
the exploitability and impact metrics, modifiers that account for the exploit code 
maturity, protections, report confidence, and security requirements (see Sect. 2 for 
details). 

CVSS focuses on the CIA triad (confidentiality, integrity, and availability) as 
the basic security impacts but provides an extension mechanism allowing the 
incorporation of additional impacts. Carreon et al. [16] have recently proposed 
extending CVSS with health impact and data sensitivity impact to produce a 
Medical Vulnerability Scoring System (MVSS). In contrast, the rubric for applying 
CVSS to medical devices provided by the MITRE corporation refers to adverse 
therapeutic/medical effects as well as to potential exposure of personal health 
information as a part of the CIA impacts. There are also multiple additional attempts 
to provide vulnerability frameworks for medical devices which are not based on 
CVSS [17–19]. We provide additional details on these efforts in Sect. 3. 

CVSS is not yet adapted to biological systems mainly because the notions of 
confidentiality, integrity, and availability are not defined for biological processes. 
Schabacker et al. [20] sketch the roadmap of cyberbiosecurity assessment in the 
increasingly digitized environment of synthetic biology. They also provide example 
interpretations of CIA in cyber-biological systems. In this chapter, we provide 
a biological perspective on CIA (see Sect. 4). This perspective facilitates the 
assessment of CVSS for biological vulnerabilities as well as vulnerabilities in digital 
systems that affect biological process. In Sect. 5, we demonstrate three case studies 
of cyber-biological vulnerabilities while motivating the choices of the CVSS metric 
values:
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1. A weakness in synthetic DNA screening guidance allowing unauthorized pro-
duction of select agents and toxins. 

2. A weakness in the synthetic biology supply chain allowing replacement of DNA 
sequences within synthetic DNA orders. 

3. A vulnerability in a cardiac monitor allowing privileged access to a cardiac 
implant. 

In Sect. 6, we summarize the main highlights and propose the next steps in the 
development of a holistic vulnerability scoring system. 

2 CVSS Background 

The CVSS is an open framework for communicating the characteristics of a 
vulnerability and producing a numerical score reflecting its severity. It is used 
in many applications, mostly related to software and computer systems. Scores 
are calculated based on a formula that takes into account several metrics that 
approximate the ease and the impact of an exploit. Scores range from 0 to 10, 
where 10 represents the most severe vulnerability. The numerical score can then be 
translated into a qualitative representation (such as low, medium, high, and critical) 
to help organizations prioritize responses and vulnerability management resources 
according to the threat. 

The CVSS is composed of three metric groups; each group is related to an area 
of concern: base, temporal, and environmental. The  base metrics group includes 
exploitability metrics and impact metrics. It represents the intrinsic characteristics of 
a vulnerability that are constant over time and across user environments and always 
assume the worst-case impact on the system. The temporal metrics group reflects 
the characteristics of a vulnerability that may change over time but not across user 
environments. The environmental metrics group represents the characteristics of a 
vulnerability that depend on a particular implementation or environment. Next, we 
briefly describe the metrics. Possible values for each metric are enclosed in square 
brackets [.]. 

The exploitability metrics represent the properties of the vulnerability that lead 
to a successful attack (relatively to the vulnerable component) and include the 
following: 

Attack vector (AV) reflects the context by which the attacker is able to carry out the 
attack [network (N), adjacent network (A), local (L), or physical (P)]. 

Attack complexity (AC) depicts the conditions beyond the attacker’s control that are 
required to exploit the vulnerability [low (L) or high (H)]. 

Privileges required (PR) describes the level of privileges the attacker needs to carry 
out the attack successfully [none (N), low (L), or high (H)]. 

User interaction (UI) determines whether the vulnerability can be exploited by the 
attacker alone or whether a separate user must participate [none (N) or required 
(R)].
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Scope (S) defines whether the vulnerable component is the same as the impacted 
component or if the impact goes beyond the vulnerable component [unchanged 
(U) or changed (C)]. 

The impact metrics reflect the direct consequence of a successful attack to 
the component that suffers the worst outcome, formally referred to as impacted 
component: 

Confidentiality impact (C) measures the impact on the confidentiality (i.e., 
disclosure of sensitive information to authorized and unauthorized users) of data 
stored by the system [none (N), low (L), or high (H)]. 

Integrity impact (I) measures the impact on the integrity (i.e., assurance and 
consistency) of the stored data, reflecting whether the protected information has 
been tampered with or modified in some way [none (N), low (L), or high (H)]. 

Availability impact (A) measures the impact on the availability (i.e., the ability to 
access the data when necessary) of the stored data [none (N), low (L), or high (H)]. 

The temporal metrics represent metrics that change over the lifetime of a 
vulnerability and measure the current state of exploit techniques or code availability, 
the existence of any patches or workarounds, and the confidence in the description 
of a vulnerability. In the following list, we include the descriptions of some metric 
values. 

Exploit code maturity (E) indicates the likelihood of the vulnerability being attacked 
and depends on the existing state of exploit techniques and code availability 
[not defined (X) and high (H), a reliable, easy-to-use, functional exploit code is 
available; functional (F), code is available and works in most situations where 
the vulnerability exists; proof-of-concept (P), code exists but might require 
modifications to use such code by a professional attacker; and unproven (U), 
no code is available]. 

Remediation level (RL) refers to the availability and maturity of a fix or patch for 
the vulnerability [not defined (X) and unavailable (U), there is no mitigation or 
patch available for the vulnerability; work-around (W), an unofficial solution is 
available or users of the affected technology can create a patch of their own; 
temporary fix (T), there is an official but temporary fix available; official fix (O), 
a complete vendor solution is available]. 

Report confidence (RC) measures the confidence level in the existence of the 
vulnerability as well as the credibility of the known technical details [not defined 
(X) and confirmed (C), either the vendor has confirmed that the vulnerability 
exists, reproduction of the vulnerability has been proven, or source code is 
available to confirm the issue; reasonable (R), important details are published but 
the vulnerability has not been independently verified; and unknown (U)]. There 
are reports that indicate the existence of the vulnerability, but the validity of those 
reports is questionable or the vulnerability is not consistently reproducible. We 
skip the report confidence metric (assuming RC:X) in all case studies because 
this metric will be removed in future versions of CVSS.
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Not defined (X) in all three metrics above indicates there is insufficient informa-
tion to choose one of the other values and has no impact on the overall temporal 
score. 

The environmental metrics are designed to account for the aspects of an 
organization that might affect the severity of a vulnerability. Environmental metrics 
consist of modified base metrics and security requirements. 

Modified base metrics override individual base metrics based on specific 
characteristics of a user’s environment and include modified attack vector (MAV), 
modified attack complexity (MAC), modified privileges required (MPR), modified 
user interaction (MUI), modified scope (MS), modified confidentiality (MC), 
modified integrity (MI), and modified availability (MA). These metrics receive the 
same values as the corresponding base metric described above, as well as the not 
defined (X) value. 

The impact subscore modifiers – security requirements (CR, IR, AR) help 
in customization of CVSS score based on the affected IT asset to a user’s organiza-
tion: confidentiality requirement (CR), integrity requirement (IR), and availability 
requirement (AR). Security requirements are assigned one of four values: [not 
defined (X) – no impact on the overall environmental score; or high (H)/medium 
(M)/low (L) corresponding to catastrophic/serious/limited adverse impact on the 
enterprise due to loss of confidentiality, integrity, or availability]. 

3 Related Work 

CVSS is widely used in all branches of cybersecurity. It is continuously adapted 
to new cybersecurity ecosystems and new flavors of attacks [16, 21–23]. The 
introduction of networking capabilities into the medical domain, in particular into 
medical devices, greatly increased security- and privacy-related attacks. Based on 
Food and Drug Administration (FDA) guidance, policy, and regulation, medical 
device manufacturers need to assess the severity of vulnerabilities as part of their 
risk assessment process, both during product development and as part of post-market 
surveillance after the product has been cleared or approved [24]. 

MITRE corporation provided guidance for utilizing CVSS for assessing the risk 
of attacks on medical devices [22], highlighting its values in providing a consistent 
and standardized way to communicate the severity of a vulnerability between 
multiple parties, including the medical device manufacturer, hospitals, clinicians, 
patients, National Cybersecurity and Communications Integration Center (NCCIC), 
and vulnerability researchers. 

A variety of security risk assessment frameworks for medical devices were 
proposed both by academia and industry, which either adapt and extend the 
traditional CVSS framework or suggest an alternative. 

The Risk Scoring System for Medical Devices (RSS-MD) was developed [17] 
to account for the potential impact of a software vulnerability in a medical device 
on patient safety. This medical device variant of CVSS incorporates two categories,
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functional impact and vulnerability characterization, to discern risk scoring. The 
functional impact category considers the impact on patient therapy and the scope 
of impact. The vulnerability characterization category considers the attributes of 
the identified vulnerability, similar to the CVSS base metrics, and includes new 
factors such as the duration of the attack or the chain of exploitation. The rubric 
also explicitly refers to personal health information, diagnosis, clinical workflows, 
etc. when considering the CIA impacts. 

Stine et al. presented a cyber risk scoring system for medical devices (CRSSMD) 
[18] which relies on a security questionnaire (based on the spoofing, tampering, 
repudiation, information disclosure, denial of service, and elevation of privilege 
(STRIDE) model). Their scoring system has two components: (i) a worst-case 
assessment of the outcome if the medical device were to be compromised and (ii) 
an assessment on the security features of the target device. The scoring system is 
intended to aid healthcare organizations in identifying medical devices with the 
potential to endanger patient health or disrupt patient care. 

Mahler et al. [19] present the threat identification, ontology-based likelihood, 
severity decomposition, and risk integration (TLDR) methodology for risk assess-
ment of attacks on medical devices. To estimate the likelihood of the attacks, they 
integrate multiple data sources including the Common Attack Pattern Enumeration 
and Classification (CAPEC). The impact of the attack is left out of the TLDR scope. 
Later, Medical Vulnerability Scoring System (MVSS) [16] was proposed to extend 
the CVSS with health- and privacy-related impacts of attacks on medical devices. 
MVSS includes two new parameters, health impact and sensitivity impact, as part 
of the CVSS base metrics. In their framework, sensitivity indicates the importance 
of the type of data that can be stolen from the device which can range from simple 
device data to patients’ personal information. Health impact measures the potential 
impact on the safety of the patient if the vulnerability is exploited (e.g., potential 
harm, life-threatening). 

However, there are no vulnerability scoring systems that take into account the 
specifics of synthetic biology and bio-manufacturing ecosystem. 

4 Biological Perspective on CVSS 

4.1 Impact (Confidentiality, Integrity, and Availability) 

In the security of digital systems, confidentiality refers to the ability of the system 
to prevent unauthorized access to information. Integrity refers to the ability of the 
system to prevent unauthorized and unintended alteration of data and computational 
processes. Availability refers to the ability of the system to provide functionality to 
authorized users continuously and without interruptions. 

We would like to examine the concepts of confidentiality, integrity, and availabil-
ity (CIA) from the perspective of biological systems and hybrid systems involving
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Q1: Does the attack 
increases the exposure 

of the biological 
component to foes? 

Yes Yes 
Yes 

No 
No 

No 

None (N) 

Q2: Is the exposure 
certain or will happen 
with high probability? 

Q3: Is the exposure 
critical? 

Low (L) High (H) 

Fig. 1 Proposed confidentiality rubric for cyber-biological attacks 

digital and biological components. It is hard to define the concept of data within the 
scope of a biological system. Genes encoded in the DNA are commonly referred to 
as data. These genes are transcribed to RNA. Some RNA molecules are translated 
to proteins and others are involved in the control mechanisms inside the cells. In 
either case, the information inside the DNA comprises the biological processes in 
the broadest sense, including intra- and extracellular processes. 

In the context of synthetic biological systems, confidentiality can be compro-
mised by reverse-engineering the system. For example, a company producing 
genetically engineered corn would like to reduce the risk of leaking their intellectual 
property through DNA sequencing of their product [25]. Camouflage and mimicry 
are examples of techniques used by organisms to conceal their presence. Hindering 
such abilities at the molecular level or the level of the whole organism can be 
considered as an impact on biological confidentiality. Figure 1 presents a rubric 
for assessing the confidentiality impact on a biological component. 

The biological concept most closely related to integrity of digital systems is 
homeostasis – an ability of a biological system to maintain structural and functional 
stability. We, therefore, refer to integrity not only as genome integrity [26] but as the 
integrity of the entire biological processes. In contrast to confidentiality, integrity is 
enforced in living organisms through a variety of controls, for example, preserving 
genome integrity in human cells via DNA double-strand break repair [27]. DNA 
mutations that lead to cancer are the most prominent example of integrity breach. 
Cancer cells continue to function but their functioning violates homeostasis. Figure 
2 presents a rubric for assessing the integrity impact on a biological component. 

Finally, similar to its digital counterpart, availability of a biological system 
refers to its continuous uninterrupted functioning. The most intuitive example of 
an availability breach is the toxins. For example, cyanide intervenes with the ATP 
(adenosine triphosphate) production process within mitochondria. It prevents cells 
from producing energy, causing rapid death [28]. In nature, this toxin is used by 
plants as a defense against herbivores [29]. Figure 3 presents a rubric for assessing 
the integrity impact on a biological component. 

The rubrics we suggest here for assessing the CVSS impact metrics for biological 
components are defined along the lines of CVSS 3.1 specification and the corre-
sponding rubrics in CVSS user guide [30]. In general, whenever a compromised
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Yes 
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No 

No 

High (H) 
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Fig. 2 Proposed integrity rubric for cyber-biological attacks 

Q1: May the attacker 
inhibit one or more 

biological processes? 
Yes 

Yes 

No 

No 

Q2: can the 
attacker choose 

which process to inhibit; or 
is the inhibited process 

critical for the functioning 
of the system/ 
organism? 

High (H) 

Low (L) 

None (N) 

Fig. 3 Proposed availability rubric for cyber-biological attacks 

integrity of biological processes or their inhibition may cause disease, injury, or 
death of the impacted organism, the impact should be considered high. 

According to the CVSS specification, the impact subscore modifiers represent 
the importance of the affected IT asset to a user’s organization, measured in terms 
of confidentiality, integrity, and availability. The guideline should be extended to 
include any digital, physical, or biological asset. The integrity and availability 
requirements of biological processes in humans should be considered as high. The 
CIA requirements in other biological systems should be judged according to the 
system critically similar to the information technology (IT) systems and industrial 
control systems (ICS). It is very important to use the modified CVSS impact 
subscores for all attacks affecting biological components. 

4.2 Scope Change in Digital-Biological Environments 

According to the specification of CVSS v3.1 [13], scope change occurs when “an 
exploited vulnerability can affect resources beyond the security scope managed 
by the security authority of the vulnerable component.” This definition remains 
unchanged in the rubric for applying CVSS for medical devices [22]. Related 
work that we identified so far, including the original CVSS specification and the
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rubric for medical devices, refers only to the digital components as vulnerable 
or impacted. A holistic perspective on cyberbiosecurity requires that we consider 
biological components as vulnerable or impacted components alongside their digital 
counterparts. 

Similar to the biological perspective on the attack impacts, we argue that 
scope change specification needs to be interpreted from a biological perspective 
as well. What is a security authority in the case of a biological process? Can 
some metabolic regulation mechanisms be regarded as security controls? While 
today these questions are mostly philosophical, future research and development 
of engineered biological systems will have to tackle them. At this stage, we can 
safely make only the following claim: unless a vulnerable digital component directly 
participates in a biological process, for example, thrombolysis blood nanobots [31], 
a biological process is outside the scope of the vulnerable digital component. We 
propose the following rubric, depicted in Fig. 4, to determine the scope change in 
case of a cyber-biological vulnerability assessment. 

According to CVSS specification, when both the vulnerable component and 
impacted component are affected, the analyst should assess the CIA impact that is 
most severe [13]. CVSS v3.1 specification does not refer to the effect a scope change 
may have on CIA requirements. Consider the following example: Exploitability 
metrics are set to their highest values. The scope is changed. The impact of an 
attack on the availability of a vulnerable component X is low, but its availability 
requirement is high (CVSS=6.7). The impact of an attack on the availability 
of the impacted component Y is high, but its availability requirement is low 
(CVSS=6.3). CVSS does not specify whether the requirement score needs to be 
changed alongside the impact and how to choose it. Setting only the availability 
impact to the highest value among the vulnerable and impacted components will 
result in an unreasonable value of CVSS = 10 rather than the highest among the 
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vulnerability exploit 
impact a biological 

process? 

No 

No 
Yes 

Yes 

Proceed with the base or modified 
Scope rubric according to CVSS 

specification. 

Q2: Does the 
vulnerable digital 

component directly 
controls the biological 

process? 

Changed (C) 

Unchanged (U) 

Fig. 4 Proposed scope change rubric for cyber-biological attacks
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overall scores. This issue is stressed in cyber-biological and medical domains where 
the security requirements of the biological components are expected to be high. 

In this chapter, we choose the highest overall score for either the vulnerable 
(digital) or the impacted (biological) component. We do so separately for each 
impact-requirement metrics pair. 

5 Case Studies of Cyberbiosecurity Threats 

In this section, we present three case studies assessing the severity of vulnerabilities 
in synthetic DNA order screening, synthetic DNA order integrity, and privileged 
access to a cardiac monitor (see Table 1). Each one of the cases is discussed in 
depth providing motivated severity score metrics. Special attention is paid to the 
change of security scope from the digital realm to the biological realm, either in a 
wet lab environment or directly affecting a human organism. 

5.1 Case 1: DNA Screening: Best-Match Weakness in the HHS 
Guidance 

DNA synthesis companies, which produce and ship the DNA sequences, are an 
important element of the growing synthetic biology market. Synthetic DNA is 
available in multiple ready-to-use forms, such as a plasmid or a retrovirus. A 
synthesized plasmid can be inserted into an organism by following a simple 
biological protocol, after which it can start producing proteins [32]. 

Some DNA sequences may encode extremely dangerous products, such as toxic 
peptides, viruses, pathogens, etc., collectively called sequences of concern. Multiple 
synthetic DNA providers have joined forces to limit the availability of sequences of 
concern for permitted use only. While there are still companies that provide any 
synthetic DNA, without screening, to all their customers, the legislation has already 
started to recognize the need for rigorous inspection of the synthetic DNA orders 
[33]. 

Some companies that do screen synthetic DNA orders have adopted the Screen-
ing Framework Guidance for Providers of Synthetic Double-Stranded DNA (HHS 
guidelines), published by the US Department of Health and Human Services. HHS 
guidelines suggest methods to minimize the risk of unauthorized distribution of 
select agents [34]. The HHS guidelines recommend screening to detect sequences 
of concern in the most specific manner to avoid false-positive alerts. 

It is generally advised to use a sequence alignment tool, such as BLAST (the 
Basic Local Alignment Search Tool) [35], to compare synthetic gene orders with 
known sequences in the GenBank database [36]. HHS guidelines recommend 
the best-match approach to determine the legitimacy of an order based on the
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classification of the most similar sequence in the database. Specifically, every 
fragment of 200 bp in the ordered sequence is searched within the database using 
the sequence alignment tool. If the best match of any fragment is a sequence of 
concern, the order is deemed a hit, and it is forwarded for further investigation. 

Relevant vulnerabilities: A generic weakness in DNA screening guidelines 
advised by HHS permits an adversary to avoid detection by obfuscating the 
malicious DNA [37]. The best-match approach coupled with a screening window 
size of 200 bp introduces a weakness in the design of the HHS guidelines that 
allows hiding small fragments of the sequences of concern within larger sequences 
of benign genes. The scores of the alignments with the benign gene and the sequence 
of concern (SOC) are affected by the size of the sequence of concern within the 
200 bp window. Reducing the size of a SOC fragment reduces the likelihood of 
detecting the sequence of concern. 

Threat model: Here we assume a common bio-security scenario where an 
attacker, for example, a bioterrorist, attempts to produce dangerous substances at 
his own facility. The goal of the attack phase we focus on here is obtaining a DNA 
sample sufficient to produce toxins for a small-scale bioweapon. The attacker’s 
sophistication is medium as of an experienced do-it-yourself (DIY) biologist, but 
his resources are very low. He has no desktop DNA synthesizer and no facilities to 
produce synthetic DNA from oligos. 

Possible attacks: Under the assumption that the attacker must order synthetic 
DNA from a company adhering to the HHS guidelines, he may exploit the weakness 
in the guidelines to obtain a toxin-encoding DNA [37]. 

Exploitability metrics: Attack vector is physical (MAV:P) since the attacker 
has physical access to the dangerous substance. The attack complexity may be 
considered as high (MAC:H) as the obfuscation method described by Puzis et al. 
[37] requires experience with biological methods (such as CRISPR gene editing and 
cell transformation) and requires some effort in preparing the attack DNA. No prior 
privileges are required to exploit the weaknesses in the DNA screening procedures 
(MPR:N) since any new customer may order synthetic DNA. An exploit includes 
only the interaction between the attacker and the online DNA ordering system in 
most cases (MUI:N). 

Scope change: The scope of the attack may change since the impacted com-
ponents are the victims against whom the synthesized DNA molecules may be 
used (MS:C) as opposed to the vulnerable component which is the DNA screening 
machinery. Due to the scope change, at later stages, the victim of the terrorist’s 
attack may be impacted as well. 

Impact metrics:There is no impact on confidentiality (MC:N). Without a change 
of the attack scope, the vulnerable component (the DNA screening system) does 
not suffer from availability breach but does suffer from a low integrity breach. The 
latter is due to the attacker’s ability to order toxin-producing DNA. With the change 
of the attack scope, the impacted components are victims of the potential terrorist 
attack executed using the ordered toxin DNA. This change of scope requires the 
attacker to perform multiple additional steps before the actual impact (see attack 
complexity). But depending on the specific type of the ordered toxin, the victims of
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Fig. 5 CVSS score for the DNA screening best-match weakness in the HHS guidance 

the attack may suffer from high loss of integrity or availability of their biological 
processes leading to serious health impacts. Following the CVSS specification, the 
most severe outcome should be reflected (MI:H,MA:H). 

Impact subscore modifiers – (CIA) requirements: The confidentiality of the 
synthetic DNA orders and the customers should be preserved. Leakage of this 
information through the DNA screening software to the Internet or competitors may 
have a limited adverse effect on the customers. Therefore, we set the confidentiality 
requirement to low (CR:L). Due to the changed scope of the attack, we consider the 
potential victim of a terrorist’s attack as the subject of the integrity and availability 
requirements. Toxins may have catastrophic adverse effects on the victim; thus, we 
set both requirements to high (IR:H,AR:H). 

Temporal metrics: The maturity of the discussed exploits is twofold. First, the 
digital part of the DNA obfuscation is at the level of a proof of concept (E:P)1 . The  
DNA was proven to avoid detection using multiple open-source screening tools such 
as SeqScreen, InterProScan, etc. [37]. The biological feasibility of decoding the 
obfuscated DNA is not yet published. Thus, we can temporarily set the biological 
exploit code maturity to “unproven that exploit exists” (E:U). Since both parts of the 
exploit are required for the attack to make impact, we can safely assign the minimal 
exploit code maturity level to the overall attack (E:U). 

Attacks exploiting the weakness in the HHS screening guidelines can be imple-
mented using a screening algorithm that does not follow the best-match principle of 
the HHS guidelines. Possible robust solutions may include machine learning algo-
rithms, deep learning, or even adversarial artificial intelligence targeted specifically 
to withstand obfuscation. Since this is an active area of research, some companies 
already employ screening tools that may be invulnerable to attacks exploiting the 
best-match principle of the HHS guidelines. Thus, for specific synthetic DNA 
providers, the remediation level score may be an official fix (RL:O). Yet, their 
solutions remain mostly unpublished. There are also published workarounds such 
as the gene edit distance algorithm [37], leading to at least a work-around level of 
remediation for most synthetic DNA providers (RL:W). 

Figure 5 summarizes the CVSS score for Case 1. Despite the high impact, the 
base score is at the medium level (4.0–6.9) according to the CVSS scale due to 
the physical attack vector and high attack complexity. The overall score is further

1 Metric values with regular face are used for the discussion. Final metric values are stated with 
bold face. 
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lowered due to temporal metrics indicating that no working biological protocol of 
the exploit was published for the attack yet. 

5.2 Case 2: Synthetic DNA Order Integrity 

Most communication with gene synthesis companies, including gene orders, takes 
place through a company’s website or email. All synthetic gene orders are validated 
prior to purchase and during production. Unfortunately, most validation reports are 
delivered through the same channel which, in the case of an attack, is presumably 
controlled by the attacker. Standard end-to-end encryption provided by HTTPS does 
not help when the data is corrupted, for example, by a malicious browser plug-
in. Some projects, such as InterProScan [38], provide MD5 checksum for large 
downloads. 

Relevant vulnerabilities: Most synthetic DNA providers do not request elec-
tronic signatures for data upload potentially allowing a man-in-the-browser attack 
[39] that replaces a DNA order with an altered sequence. 

Threat model: Here we assume that a victim might be a do-it-yourself (DIY) 
biology enthusiast or a small bioengineering company that develops its own DNA 
sequences or combines existing genes to produce fuel, medical components, or 
resilient plants. We assume that the victim does not use their own facilities to 
produce the DNA but prefers ordering synthetic DNA strands from synthetic gene 
providers. 

An attacker need only possess the resources of an average individual and an 
intermediate level of sophistication [40]. For example, they must be able to write a 
Trojan plug-in for a browser and successfully execute the man-in-the-browser attack 
technique. The biological sophistication of the attacker is very low, at the level of 
a script kiddie with high school knowledge in genetics. The goal of the attack is to 
sabotage the experiments or the production process of the victim. 

Possible attacks: Assume an attacker that targets the victims via synthetic 
biology forums where the attacker promotes a Trojan browser plug-in. In addition 
to malicious functionality, the Trojan plug-in implements some useful functionality 
to convince the victims to install it. The useful functionality can be, for example, an 
automatic annotation of the DNA with common features and visual presentation of 
the DNA sequence on the web page instead of the incomprehensible text string. The 
malicious functionality of the Trojan plug-in can be a sabotage of the ordered DNA 
sequence. Possible sabotages in the DNA order can range from minor changes to the 
DNA sequence that may disrupt its functionality, for example, removing all ATG 
subsequences, required for the translation of a DNA sequence into proteins, up to 
replacing the whole DNA sequence with a predesigned sequence containing toxin-
producing DNA. During the production of the DNA and its delivery, the attacker 
inspects the provider’s website pages related to the order including progress and 
quality reports, for all information concerning the specific DNA sequence ordered.



Applying CVSS to Vulnerability Scoring in Cyber-Biological Systems 129

Exploitability metrics: Attack vector is local (MAV:L) since the attacker has 
digital access to the synthetic DNA order by residing on the same local machine. 
The attack complexity may be considered as low (MAC:L). Although the attack 
requires some preparation to study the vulnerable website of the synthetic DNA 
provider, the attacker can expect repeatable success in replacing the synthetic DNA 
orders of many different synthetic DNA customers. Low privileges are required 
on the victim’s computer (MPR:L) by the Trojan browser plug-in. The plug-in 
can perform the same HTML manipulations that the regular website can. User 
interaction is required (MUI:R) for successful exploitation of the synthetic DNA 
order. The victim should at least submit the synthetic DNA order. 

Scope change: The scope of the attack may change (MS:C) from the synthetic 
DNA order to the recipients of the DNA product, depending on the nature of the 
malicious DNA insert and the biological protocol executed by the victim biologist. 
For example, the synthetic DNA may be inserted into cells as a part of some 
biological experiment or used as primers in a PCR test. The scope change depends 
on the victim’s actions stressing that user interaction is required. 

Impact metrics: There is a low impact on confidentiality (MC:L) since the 
attacker can steal the DNA sequences of the synthetic DNA orders but does not 
control the DNA sequences submitted by the victim. Without the scope change, 
there is no impact on the availability of synthetic DNA order (MA:N), but there is a 
total loss of integrity (MI:H) since the synthetic DNA order can be replaced by the 
attacker. The scope may change to impact a biological process where the ordered 
synthetic DNA is used. The scope of the attack may change, for example, through 
transfection into cells, the DNA amplification process in PCR tests, and other 
protocols. The new impacted components, for example, the cells or the PCR test, 
may suffer from increased integrity and availability impact. For instance, an attack 
that replaces all ATG triplets within the synthetic DNA order with ATC will render 
useless as most biological experiments involve protein translation.2 This could be 
regarded as a classical case of a denial-of-service (DoS) attack in the biological 
domain. The scope change, although not controlled by the attacker, may result in 
high loss of integrity and availability (MI:H,MA:H). A factor also contributing to 
the high scores of the impact metric is the ability of the attacker to sustain the effect 
during repeated orders of the synthetic DNA from the same provider. 

Impact subscore modifiers – (CIA) requirements: Similar to the attack on 
DNA screening in Sect. 5.1, the  confidentiality requirement of synthetic DNA orders 
is low (CR:L). Due to the changed scope of the attack, we consider the impacted 
component to be the biological substance affected by the ordered DNA. Although 
this biological substance can be destroyed (availability) or altered (integrity), the 
adverse impact of this event on the organization (the biological lab that ordered 
the DNA) or on the individuals involved is limited (IR:L,AR:L). We disregard 
in this discussion the hypothetical case of a toxic DNA sequence inserted within

2 Why ATC? Because C looks like G and the replacement may be regarded as a human mistake 
rather than a malicious attack. 
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the synthetic DNA order because it assumes a second change of scope from the 
biological substance to the lab personnel. 

Temporal metrics: The discussed Trojan plug-in was successfully developed 
and tested [37]. It works for all vulnerable synthetic DNA providers. However, the 
code is not widely available and may require adjustments. Thus, we set the exploit 
code maturity metric to “functional code exists” (E:F). 

Sequencing the delivered DNA order will prevent the scope change of the attack 
and reduce its impact. In addition, delivering a paper copy of the ordered DNA 
sequence alongside the order will prevent the scope change since the substitution 
is likely to be identified at an early stage. We consider such remediation as a 
workaround (RL:W). To the best of our knowledge at the time of writing this 
chapter, no official fix, such as an option to add an electronic signature to the 
synthetic DNA orders, is provided by companies. 

Figure 6 summarizes the CVSS score for Case 2. In this case, the environmental 
score (5.5) is significantly lower than the base score (8.1) due to the low CIA 
requirements we set on the integrity and availability of the synthetic DNA orders. 
In the case of a critical production environment, the CIA requirements may increase 
leading to an overall score of up to 7.9. Even in this case, the overall score is 
lower than the base score due to the sequencing mitigation that prevents most of 
the adverse impacts. 

5.3 Case 3: Privileged Access to a Cardiac Monitor 

Vulnerabilities and weaknesses in engineered systems may also directly affect an 
organism leading to health impacts. Here we refer to medical device vulnerabilities 
reviewed by Carre’on et al. [16]. Consider the privileged access vulnerability in the 
Medtronic MyCare Patient Monitor detailed in the ICS advisory ICSMA18–179-
01.3 The device monitors and controls the state and function of cardiac implants. 
It communicates directly with the patient’s clinician allowing to collect implant’s 
readings, such as the heart rate, and control its configuration.

3 https://www.cisa.gov/uscert/ics/advisories/ICSMA-18-179-01 
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Relevant vulnerabilities: Two MyCareLink monitors (24,950 and 24,952) 
include hardcoded credentials (CWE-2594 ). If an attacker can remove the case of 
the monitor and access the debug port, then the attacker can exploit the hardcoded 
credentials to gain privileged access to the monitor’s operating system. Furthermore, 
such access allows the adversary to use a dangerous function exposed by the monitor 
(CWE-7495 ), namely, changing the configuration of the cardiac implant provided 
that the implant is in close proximity to the tampered monitor. 

Threat model: The attacker should be a knowledgeable individual well familiar 
with the internals of the specific MyCareLink monitor. During the attack, the 
adversary must physically tamper with the monitor and be in close proximity to the 
victim patient. The attacker should also have some medical knowledge concerning 
the operation of the implant and possible adverse effects. However, such knowledge 
can be assumed if the attacker is well familiar with the MyCareLink monitor. 

Possible attacks: An adversary tries to physically harm a victim who has a 
cardiac implant and a vulnerable monitor. 

Exploitability metrics: The official Industrial Control Systems (ICS) Advisory 
exploitability metrics assigned to this vulnerability are physical access (MAV:P) and 
high complexity (MAC:H), without required privileges or user (victim) interaction 
(MPR:N, MUI:N). Some variability in the metrics is possible due to subjective 
judgment. For example, the National Institute of Standards and Technology (NIST) 
assigns this vulnerability a low attack complexity. 

Scope change: According to the official ICS Advisory, the CIA impact metrics 
are all high. Scope change is not indicated. The advisory considers only the impact 
on the confidentiality, integrity, and availability of the equipment itself, assigning 
the CVSS base score metric of 6.4. Carre’on et al. [16] highlight the medical impact 
of the possible attack assigning a higher score (MVSS = 8.89). We consider the 
environmental CVSS score with a change of scope to the victim patient (MS:C). 

Impact metrics: While in control of the cardiac implant and under the assump-
tion that the victim is not hospitalized with an external pacemaker, the attack can 
cause death – full loss of availability of the victim’s organism (MA:H). We also 
consider high impact on the integrity of the cardiac implant’s main function (MI:H) 
and low impact on confidentiality (MC:L) because the adversary may only have 
access to readings related to the victim’s heart and has no control over the available 
information. 

Impact subscore modifiers – (CIA) requirements: The availability require-
ment for the changed context is the highest because heart is a critical organ and 
human life is involved (AR:H). Breach of integrity, for example, a wrong pace, 
is likely to have a serious adverse effect but is not as catastrophic as the loss of 
availability (IR:M). Finally, we consider the effect of information about the victim 
leaked from the cardiac implant itself quite limited (CR:L).

4 https://cwe.mitre.org/data/definitions/259.html 
5 https://cwe.mitre.org/data/definitions/749.html 
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Fig. 7 CVSS score for privileged access to a cardiac monitor 

Temporal metrics: The ICS Advisory specifies that no public exploits are known 
leading to exploit code maturity (E:U). Medtronic has released general mitigation 
guidelines to the users and is issuing automatic software updates. Medtronic security 
bulletins6 do not contain a security update notification for the vulnerable devices. 
Thus, we consider the remediation level as a workaround (RL:W). 

Figure 7 summarizes the CVSS score for Case 3. The overall score is significantly 
lower than the base score due to the temporal metrics. The fact that a workaround 
mitigation is available and that no proof-of-concept code was published, showing 
the feasibility of disrupting the implanted cardiac device, reduces the severity of 
breaching the monitor. In absence of the temporal metrics, the environmental score 
would be higher than the base score due to the high availability requirement of the 
implanted cardiac device. 

6 Summary and Conclusions 

In this chapter, we explored the applicability of CVSS to attacks affecting biological 
processes. The relevant adjustments to the interpretation of security metrics in the 
context of biological processes were proposed and applied on three case studies: 
DNA screening, synthetic DNA order integrity, and privileged access to a cardiac 
monitor. In contrast to related work, we found that the current CVSS framework 
is reasonably suited to accommodate future challenges associated with cyber-
biological vulnerabilities. While the CVSS specification is not yet adapted for the 
terminology and concepts of synthetic biology, such adaptation can be performed by 
a collaborating team of cybersecurity and biosecurity experts. The rubrics proposed 
in this chapter are the first attempt in this direction. 

In addition to adapting the CVSS specification and user guides to synthetic 
biology, the ambiguity of security requirements in case of scope change needs to be 
resolved. Finally, it is important to start thinking about security controls and security 
requirements in the context of synthetic biological systems and living organisms.

6 https://global.medtronic.com/xg-en/product-security/security-bulletins.html 
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Biocrime, the Internet-of-Ingestible-Things
and Cyber-Biosecurity

Mariam Elgabry

Abstract As biotechnology continues to develop and the way that science is
practised evolves, so too does the nature of crime. This chapter discusses how
a crime science lens can be used to identify new forms of offending that might
be facilitated by synthetic biology and related biotechnology with the aim of
developing informed strategies to prevent them through an active design process.
It uses an example of a future biotechnology crime – bio-malware – as identified
through multiple methodologies employed, including a systematic review and a
Delphi study, to demonstrate the hyBrid hAcKathon dElphi (BAKE) framework
and its prospect toward a cyber-biosecurity by design policy.

Keywords Crime science · Security by design · Framework · Crime
prevention · Responsible innovation

1 Introduction

The way science is practised is changing [80]. Life science is ever more integrated
within the cyber-domain as laboratories become “connected” and scientific research
is dependent on Internet-connected systems, tools and devices [64]. Broader com-
munity groups work in the biotechnology space due to declining costs of synthetic
biology and more accessible community facilities [40, 70].

At the same time, we live in an increasingly health-centred global economy
[77] but one in which security is often overlooked (e.g. Gittleman et al. [33]).
The emerging field of cyber-biosecurity becomes important in the safeguarding of
valuable biological information and material [58, 63].
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However, forecasting crime trends remains a challenge [3, 26]. Current evidence
is fragmented and often distorted, which causes a difficulty in understanding what
proportion of the known synthetic biology offending problems require prioritisation
[54, 67]. The discussion of security implications is limited to siloed expertise from
traditional professions, and there has been no engagement with diverse communities
(e.g. Dyson and Harris [11], Minshull and Wagner [56], Feldman [30] and Lewis et
al. [50]). Moreover, manufacturers continue to place security as a second priority
to a fast product market launch [47], and there continues to be uncertainty in
conformity for start-ups and small-medium-enterprises (SME) [45]. Security risk
assessments are treated as a compliance check, and security design is not considered
or taught early enough where innovation originates such as at universities [59].

The scale of identified and predicted biocrime is unknown and is expected to
be more sophisticated in the future [19, 26, 58]. In the literature, authors have
referred to “biocrime” as the use of a biological agent to cause harm for personal
reasons [37] and “biowarfare” as the international misuse of biological agents as
weapons [42]. In this chapter, I suggest that a broader definition is used to cover
crime types at the intersection and consequently use biocrime synonymously with
“biotechnology crime” to mean the exploitation of susceptibilities in biological
tools, data/databases, devices or techniques for criminal purposes. These can be
either categorically new or a combination of current crime types, enabled by both
the increase in biological data created and the decreasing costs of the technology
used [35]. The identification of biocrime, of course, depends on the definition of
“crime.” What is considered a crime can differ from border to border, highlighting
the challenge of universal laws that could provide global protection, as crime is
a social construct and local jurisdiction reflects the integration of ethics, culture
and societal perspectives. And this is continually informed by public opinion and
adoption; what may be “illegal” today may be legal tomorrow and vice versa
(e.g., see Evans [29]). Therefore, in this chapter, the term “crime” takes into
account these complexities and is used interchangeably with the term “misuse” to
include both currently illegitimate activities that are punishable by law [4] but also
emerging issues in biotechnology activities. Moreover, this broader scope of the
term “crime” extends the otherwise dominant discussion in the biosecurity literature
about weaponised misuse, which focuses primarily on biowarfare and bioterrorism
[76]. Other aspects of biocrime are relatively neglected but important, and hence it
is necessary to increase attention to this [25, 78].

It is thus critical to systematically synthesise empirical evidence from peer-
reviewed primary data from a range of disciplines, including life science, computer
science and criminology, in doing so, assessing the maturity of the field, to identify
gaps and synthesise what is known to inform the design of crime prevention
strategies. Equally so, it is imperative to elicit potential threats from a diverse
panel of experts to include “biohackers”, who represent a different population
that experiments with these types of technologies in unexpected ways [20, 80].
By eliciting the opinions on emerging crime and security trends that may be
facilitated by synthetic biology, a more informed and multi-sector policy framework
can be designed and put in place to address these. Biotechnology products are
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often designed and manufactured to be portable (e.g. Oxford Nanopore’s MinION
DNA/RNA sequencing device), movable (e.g. polymerase chain reaction (PCR)
machine), mobile (e.g. container laboratories), part of another object (e.g. software)
or installed in place (e.g. biosafety cabinet) [13, 15]. Risk factors can therefore be
considered in the design of the product to safeguard against potential crime.

The rest of the chapter is organised as follows. In the next section, the crime
science lens is introduced including the main theoretical frameworks. Then, insights
on the criminogenic potential of biotechnology are summarised from a systematic
review and Delphi study conducted. The crime science concepts of designing
against crime are presented. To conclude the chapter, a framework developed,
the hyBrid hAcKathon dElphi framework (BAKE), is discussed that was used to
identify “security by design” principles for a selected emerging technology test case,
ingestible devices. The aim of this proof-of-concept framework was for government
stakeholders such as the UK Parliament Joint Committee on National Security to
consider this – or a similar model – as a “red teaming” approach that can be
introduced into national security decision-making and towards cyber-biosecurity by
design policy [10].

2 Looking Through the Crime Science Lens

As biotechnology continues to develop and the way that science is practised evolves,
so too does the nature of crime. Consequently, following the traditional dogma of
the criminal justice system is necessary but is unlikely to be sufficient. Traditionally,
studying crime has been centred around the offender focusing on the aetiology of
why they offend and distal influences such as genetics, parenting, early childhood
experiences and neighbourhoods [1]. Crime science, on the other hand, embarks
on the perspective of crime as an event and attempts to understand it through the
immediate environment and less on how the offender developed [7]. The field of
crime science acknowledges the offender as one element of the criminal event and
aims to prevent crime by addressing its dynamics and through empirical enquiry
[79]. It investigates the proximal circumstances, situational contingencies and crime
opportunities to reduce crime through prevention and/or early detection [48]. In an
age of great technology dependence, current and traditional criminal justice systems
(e.g. police, courts, prisons, community service) are necessary but not sufficient to
control crime. It, therefore, represents a shift from offender-oriented responses to
event-focused ones [71].

Forms of biotechnology crime are considered here from a crime opportunity
perspective, in particular the Conjunction of Criminal Opportunity (CCO) [17].
I take this approach as it provides a theoretical framework for thinking about
what and who might influence the likelihood of a crime event, while also drawing
together the major types of relevant interventions to block, weaken or divert these
influences to prevent the crime event from occurring. The CCO was assembled from
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crime causation theories, including the rational choice perspective [8] and routine
activities theory [31].

2.1 The Rational Choice Perspective

According to Cornish and Clarke [8], when deciding whether to commit crimes,
offenders weigh the perceived costs and benefits of so doing, generally deciding
to offend when the latter exceed the former. This rationality is bounded in that the
true costs and benefits will be unknown – offenders will only have a perception of
what they are. Situational crime prevention (SCP) therefore aims to reduce crime
opportunity by reducing (perceived) rewards and increasing associated risks [5].

2.2 The Routine Activities Theory

According to Felson and Cohen [31], for a crime to occur, a motivated offender
and suitable target need to converge in space (physical and/or virtual) and time
in an unguarded place [57]. Absent this convergence, crime is unlikely or even
impossible. For instance, when car security was introduced, there was a significant
decline in vehicle theft [66]. Each element (motivated offender, suitable target and
unguarded place) has a “controller” that can influence these interactions locally
(e.g. a place manager and the policies adopted), which are in turn influenced
by “super-controllers” (e.g. governments and internationally agencies) who have
an influence on, for example, place managers and hence influence crime more
indirectly [69]. Considering the role of each of these actors is thus useful in the
context of preventing new or emerging crimes (hereafter “crime harvests”) [61, 62]
since each can influence the likelihood of crime in different ways.

One way that crime is influenced is by design and hence by designers and, in
turn, design decision-makers in management and marketing who commission the
designs. All of these are super-controllers in the chain of influence with many
new technologies, a recurrent pattern is that of the retrospective fitting of security
solutions to address the new and overlooked crime opportunities that they introduce
[60]. This cycle is typically necessary because manufacturers of new products do
not – and are not required to – consider security implications at the design phase.
A crime harvest (emerging crime opportunity) may also occur as a consequence
of the early adoption of the technology by criminals [12, 60]. These crime harvests
should, in theory, be anticipated, up to a point, during the prototyping of the product.
Where manufacturers consider security a priority (albeit secondary), situational
crime prevention (SCP) [5] can be built in from the outset. SCP represents an
opportunity-reducing approach to specific forms of crime through the manipulation
of the immediate environment in a systematic way to make crime more risky,
difficult and less rewarding.
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Exploring how these theories from crime science inform the rapid developments
of biotechnology and the commercialisation of synthetic biology is one purpose
of this chapter. Accessibility to the tools of biotechnology widens participation
in biology, which allows experimentation outside of the regulated institutional
premise and encourages widespread use through available kits, for example, that
can be found online (e.g. genetic engineering kits, The Odin) [34]. While this may
have clear benefits in education, there is no registration in place to keep track of
product use post-marketisation, for example, and, as will become evident in later
sections, products and systems are not designed with security in mind to begin
with. Historically, tools of synthetic biology were used in physical isolation and
were air-gapped from the Internet [49]. Today, the design, build and test cycle of
synthetic biology is computer-dependent and in some case automated and Internet
connected (e.g. Linshiz et al. [51]). Unfortunately, there is an absence of cyber
hygiene required to keep these systems (and the other services they use such as
the cloud) secure. To illustrate the point, it is well known that connected medical
devices (essentially Internet-of-Things (IoT) devices integrated for use on/within
the body) have suffered from overlooked information technology security such as
coding defects that have led to “hacked” insulin pumps [43]. These risks, and others,
will be discussed in the context of biotechnology and synthetic biology.

3 Insights on the Criminogenic Potential of Biotechnology

The nature of crime is constantly evolving as emerging technologies [55] – such
as biotechnology – may generate new crime opportunities. However, to date, there
exists no synthesis of the varied malicious opportunities enabled or generated by
biotechnology, either currently occurring or forecasted. To perform a systematic
review across disciplines that could capture evidence of emerging crime trends,
I designed a protocol1 that adhered to the Preferred Reporting Items for Sys-
tematic Review and Meta-analysis Protocols (PRISMA-P) guidelines (PROSPERO
CRD42019131685) and can be found in Elgabry et al. [18]. This systematic review
approach was used to map out what new forms of offending might be facilitated
by developments in synthetic biology [19]. Systematic reviews formulate research
questions and identify and synthesise studies that directly relate to the systematic
review question [36]. They are designed to provide a complete, exhaustive summary
of current evidence relevant to a research question (e.g. Curtis and Cairncross
[9]). Systematic reviews frequently inform government delivery of health care,

1 Systematic review study overview: a three-step article identification procedure was implemented
across five databases. Only 15 articles were considered for the thematic synthesis from the initial
794 hits as they did not meet the inclusion criteria (articles that explicitly mention synthetic
biology/biotechnology can be a threat to person(s) in a community, have negative security
implications, are/can be involved in crime or criminal exploitation or are/can be hacked). For more
details, see Elgabry et al. [19].
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public health and public policy (e.g. Cockbain et al. [6]). To complement the
systematic review, and where the literature was lacking, a Delphi study2 was
also conducted with experts to generate further insight into future potential trends
and ways of addressing them. The Delphi method, also known as Estimate-Talk-
Estimate, is a structured forecasting tool which relies on a panel of experts [68, 74].
I elicited opinions from traditional and nontraditional experts [23, 26]. Together
the systematic review and Delphi study were submitted as evidence to the UK
Parliament Joint Committee on National Security and Biosecurity and informed the
First Report [21, 38].

For the purpose of this chapter, a single crime type is selected as an example. The
remaining seven distinct crime types identified from the systematic review, the rest
of the findings and resulting policy brief can be found in Elgabry et al. [19, 26], and
Elgabry [22], respectively.

3.1 Bio-malware: A Future Biotechnology Crime

Bio-malware or biological malicious software was identified as a future biotech-
nology crime, and the possibility of compromising a target software system using
malware stored in physical DNA was demonstrated [81]. The practice of synthetic
biology consists of integrated cyber- and bio workflows for the synthesis of complex
systems with functions non-existent in nature or that modify natural systems for
useful purposes. Hence, there exists the risk of bio-malware in the form of “Trojans”
or malicious code used to obtain unauthorised access to or otherwise compromise
systems [46].

In a laboratory setting, Ney et al. (2017) converted a known computer exploit into
the four nucleotides of DNA (A, C, T, G) to make “DNA-encoded malware”. The
authors then artificially introduced a vulnerability into the DNA analysis software
such that it would be triggered by the DNA-encoded malware.

As per typical workflows, the sample was then synthesised using Illumina
sequencing to generate the reconstructed sequences in digital form (FASTQ files).
Once read, the files were executed, and the DNA-encoded malware enabled remote
access to the system. While this was an orchestrated attack in that the authors
introduced the vulnerability for the deployed DNA-encoded malware, this approach,

2 Delphi study overview: a parallel study was conducted to elicit opinions on emerging crime trends
that may be facilitated by biotechnology from two groups, traditional and nontraditional experts.
Traditional experts were identified stakeholders within academia, industry and government, which
were recruited by stakeholder mapping, industry conference and security crime science network
database. Nontraditional experts were biohackers who are individuals who perform scientific
experimentation outside institutional premises, who may or may not have traditional (academic)
qualifications [80]. Biohackers were recruited by fieldwork conducted by the first author of Elgabry
and Camilleri [23]. For more details, see Elgabry et al. [26].
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of anticipating or simulating scenarios of adversarial behaviour, remains rare in both
bioinformatics and synthetic biology.

4 Designing Against Crime and the
Internet-of-Ingestible-Things

To properly design a product against crime, according to Ekblom [13, 14], requires
incorporating stakeholder’s interests early in the design process. In so doing,
potentially contradictory design requirements can be resolved through creative
leaps that enable both security and aesthetics, for example. For this, designers of
products need to adapt a different perspective and extend the “for function” thinking
to “think thief”, making the product not only “user friendly” but also “abuser
unfriendly” [13]. Moreover, this process is not static, in that offenders can adapt
to existing preventative measures, “For any given preventive measure, therefore,
eventual obsolescence is not a possibility but a certainty” [12].

To implement these concepts in practice, I developed a framework that comprises
of the inclusion of nontraditional experts and a red teaming approach (or adopting
adversarial methodology, [52, 75]) to national security through an active design
process. Arguably, it is a crucial piece for achieving cyber-biosecurity [32].

4.1 BAKE: A hyBrid hAcKathon dElphi Framework

Initially published at the UK’s national security machinery First Report [24, 39], the
hyBrid hAcKathon dElphi (BAKE) framework [27, 28] was developed and deployed
to couple the scenario building of the Delphi process with the prototyping of the
hackathon exercise. The aim of BAKE is to capture insight from experts regarding
the threats posed by the tested technology earlier in the product development life
cycle and to systematically consider security design in the tested technology ahead
of its widespread use.

Briefly, the BAKE framework involved a three-month format with three stages
of prototyping (hackathon), scenario building (Delphi) and assessing technology
implications (policy briefing). “Cross-pollinated” and diverse teams according to
their skills (e.g. technical, theoretical) were assembled that are exposed to state-of-
the-art presentations from leading stakeholders in cyber biosecurity, future crime
and consumer market research. Participants were then provided with training
intended to help them prototype the design of their ideated technology, after which
they participated in a Delphi study with four survey rounds regarding the intended
misuse of the technology in focus.

To demonstrate, an emerging technology of ingestible devices was selected as a
use case. In parallel to its functional purpose, insights from the systematic review
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and Delphi study discussed above were used to inform the design of the ingestible
device. The aim of the design process employed was to minimise the threats already
identified in previous research [19, 26], and hence what follows is intended to also
illustrate how a design process can be structured to proactively address such risks.
Here, I first provide an overview of what the Internet-of-Ingestible-Things are and
what it means for a product to be “secure by design”. I then discuss an example
design criteria applied and how this was informed by the work presented in the
previous sections. This section thus serves as a test or proof of concept as to how
the ideas discussed in previous sections might be applied.

4.2 The Internet-of-Ingestible-Things

Ingestible devices are the size of normal vitamin pills but are Internet connected
to provide insight into the state of the gut – a relatively inaccessible [53] and
highly unexplored location of the human body [72]. Part of the wider set of
Internet-of-Ingestible-Things, ingestible devices promise the future of personalised
health by measuring the impact of food, medicine and supplements as well as
environmental and lifestyle changes through “in-body” biotelemetry [2, 41, 44].
However, widespread access to the Internet allows for data that can be readily seen
and reviewed online (both by patient and physician), which may increase the wider
environment of crime opportunity, if security is overlooked – rendering secure by
design vital to the product development life cycle. A product is “secure by design”,
when its engineers have taken appropriate steps to ensure that the overall design of
the product is free of vulnerabilities and is impervious to attack as possible from the
outset, through such measures as continuous testing, authentication safeguards and
adherence to best programming practices [65].

4.3 Designing Out Risk of Bio-malware Using BAKE

In the systematic review, 53% of the articles identified criminally exploitable
biotechnologies associated strongly with synthetic biology to include those con-
cerning the modification of organisms (33%). The risks associated with geneti-
cally modified living cells/microorganisms include the possibility of them being
“hijacked” and “re-programmed” to cause harm. Considering this and using BAKE,
the election of a biological sensing system that was “cell-free” was designed and
deployed such that it mitigates this risk, as the biological sensing unit is not alive and
therefore cannot be receptive to new external (malicious) “commands”, for example,
in the systematic review, “bio-malware” or biological malicious software, which
was identified as a crime type.

This identified route for criminogenic activity was actively designed out during
the early product development phase of the ingestible device and is used as an
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example to the application of the BAKE framework. Experimental work can be
first informed by theoretical scenario-building exercises, to bi-laterally combine
the complimentary benefits of each to informing understanding of the criminogenic
potential of emerging technology.

5 Towards Cyber-Biosecurity by Design

The security task of crime science or of designers in arranging the situation or design
of a product to favour preventers over offenders is perturbed with disruptive trends
such as automation, remote monitoring, mass customisation and miniaturisation
[16]. Crime accessibility, productivity and diversification are increased, as more
individuals can offend, in more than one way, and, in new forms, using developing
technology [73]. Other accelerants to technology include co-evolving factors such as
increased population size (“more people to invent things”), pre-existing technology
that can be combined, dissemination of inventors and techniques on the Internet and
capitalistic competition and incentives [15, 16].

In this chapter, we focused on how changing technology can both create and
prevent crime opportunity and understanding how can help anticipate, detect and
respond to the many changes in the crime and security in today’s integrated world.
If we are to anticipate future crime opportunities and address them, the engagement
with nontraditional experts to fight against modern biotechnological threats and the
adoption of a red teaming and crime opportunity approach to cyber-biosecurity
needs consideration. As discussed throughout this chapter, a crime science and
red teaming approach, as embodied by the hyBrid hAcKathon dElphi (BAKE)
framework, builds on systematically forecasting biotechnology crime forms, from
both a theoretical and practical understanding, while also empirically shaping
adaptive policy and regulatory governance design for disruptive technologies.
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Potentials of Pathogen Research Through 
the Lens of Cyberbiosecurity, or What 
Threat Actors Can Learn from the 
Covid-19 Pandemic 

Siguna Mueller 

Abstract After .3+ years of investigation, the origin of SARS-CoV-2 remains 
unclear, and both a spillover event from nature and a lab accident are heavily 
debated. As the Covid pandemic has caused unprecedented loss and damage 
affecting everyone worldwide, there is no sound rationale that the virus had been 
deliberately released. While the catastrophic effects of the pandemic remain to be 
resolved, it is of paramount importance to safeguard the future so that similarly 
tragic events could be prevented. Many of the discussions surrounding the origin 
of the virus have centered on dangerous (“gain-of-function”) research, noting that 
the technology to generate pathogens with pandemic potentials is readily in place. 
Yet, an additional factor that causes concern has not received much attention—the 
intended weaponization of pathogens via a computer interface. 

This work analyzes possible gaps fostered by the computerization and automa-
tion of related biotechnologies, taking the pandemic as an example to scrutinize any 
possible vulnerabilities that could be exploited by malicious actors. In addition to 
questions about the origin of SARS-CoV-2, actual challenges during the pandemic 
will be discussed from an adversarial perspective, revealing a disturbing gap 
between an actual biological/clinical entity in question and their digital information, 
which is difficult to close even in a well-intended context. 

The cyberbiosecurity gaps identified both during the emergence of the pandemic 
as well as during its unfolding are not meant as judgments of past events, but to 
demonstrate the reality of these dangers. The potential for intended exploitation in a 
related situation can be enormous, leading to vulnerabilities related to attribution 
as well as the integrity, confidentiality, and availability of genetic information, 
molecular assays, devices, and the interpretation of computerized processes and 
tools used throughout the public health sector. It is argued here that the inherent 
dangers stemming from (“dual-use research”) get highly exacerbated by cyber 
interfaces, allowing bad actors to exploit “dual-appearance” gaps that effectively 
can camouflage the most dangerous research projects and enable the generation and 
release of more dangerous bioweapons than ever seen before. 
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1 Motivation 

The Covid pandemic has triggered fear about the design of even more deadly 
pathogens than SARS-CoV-2 resulting from dangerous (“gain-of-function1 ”) exper-
iments and their accidental or even deliberate release from a lab [52, 53]. While there 
is no logically sound reason to believe that SARS-CoV-2 was intentionally released, 
the devastative impact of the pandemic urges us to rigorously analyze related safety 
and security gaps from an adversarial perspective. 

The potentiality of bioterrorist attacks involving pandemic pathogens is well 
demonstrated by the fact that it has been possible to re-construct SARS-CoV-
2 entirely from digital information alone [50]. As [50] is motivated by the 
intent to study characteristics of the new virus, it does not include any security 
considerations, and instead, details of how to manipulate this, and other, pathogens 
are explicitly described. 

The specific vulnerabilities raised in this chapter are not meant to evoke any 
accusations about specific Covid-19-related events. Rather, they are meant to 
demonstrate the complexity of the issue and the lack of awareness in this regard. As 
will be seen, there are major unresolved problems. Rather than serving politicization 
and speculation of past events, a drastic potential of gaps in knowledge, policy, and 
oversight is that they could potentially be exploited by malicious actors too. 

Thus, the critical question is: what is it that those intending to cause harm could 
learn from the associated dangers and risks? Bad actors do not play by any rules. 
They do not care if something is a political offense or if it could violate ethical 
or humanitarian rules. Their freedom to sidestep bureaucracy and common morals 
can give them an incredible advantage to realize the very thing that some are trying 
to accuse the Wuhan Institute of Virology of—the design and release of biological 
weapons. And thanks to the computerization of synthetic biology, this leads to the 
concern that even the most well-intended pathogen research could be diverted into 
a covert biological weapons program. 

Attack potentials fostered by the reliance on automation, digitization, and 
cyber-overlaps throughout the bioscience fields have spurred the development 
of cyberbiosecurity as a new discipline [34, 38]. Nonetheless, because of the 
convergence of the fields and the enormous breadth of the risk landscape, the related 
concerns as played out during the pandemic have not been adequately appreciated.

1 What exactly constitutes gain-of-function has been heavily debated. This chapter applies the 
definition of the U.S. government which understands gain-of-function as studies or research that 
‘improves the ability of a pathogen to cause disease.’ Such work inherently entails biosafety and 
biosecurity risks, as e.g. related to the ‘enhancement of a pathogen’s transmissibility or virulence 
in humans’ - see https://www.phe.gov/s3/dualuse/Pages/GainOfFunction.aspx 
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To help fill this gap, this chapter aims to open a discussion of what could have 
happened during the outbreak and unfolding of the pandemic, or what analogously 
could happen, when seen through the lens of deliberate attack potentials. While it is 
not meant to attribute specific historic events to any of these postulated adversarial 
potentials, it points to the need to fully understand and mitigate these types of 
situations in order to inform appropriate governance measures and help prevent 
future disasters. 

It will be argued that in addition to inherent dual-use2 characteristics of pathogen 
research, technical challenges that are fostered by the computerization of synthetic 
biology may lead to dire consequences and lend themselves to hard-to-detect forms 
of bio-crime. Some of the vulnerabilities specifically unfolded during the pandemic. 
While they arose in the context of necessary responses, utilizing latest advances in 
modern biotechnologies, the emergence of a new pathogen engenders major risk 
potentials which have not received adequate attention. 

For the common good of humanity, it is indispensable to put politicization aside, 
leave what happened in the past, and learn our lessons. Just as decades ago, it was 
an absolute must to expose flaws in computer systems—even if it meant that these 
flaws were made public in a detailed way—it is an absolute imperative to openly 
acknowledge the risk potentials of computerized pathogen research. As such, the 
identification of flaws and misconceptions is a necessity, becoming a part of the 
solution, to be able to secure what previously had been unidentified or undisclosed. 

2 The Gap Between the Digital and Biological/Physical 
Could Be Exploited in Numerous Ways 

The examples below provide specific situations of how cyber- and cloud-based 
applications in synthetic biology—which were initially geared towards improving 
practicality and efficacy—provide unrecognized opportunities for both human 
error and deliberate manipulation. Key developments during the pandemic will be 
described to depict how they could become subject to intended exploitations. 

2.1 Biomarkers and Surrogate Endpoints 

Over the years, the identification of pathogens has shifted from the isolation of the 
purported culprit—requiring the handling of potentially risky biological material— 
to approaches based on synthetic biology. Among others, the identification of human 
infectious diseases has more and more been automated.

2 Dual-use here is understood as research or policy that could be used for good or bad purposes. 
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More generally, clinical tests have moved away from randomized, placebo-
controlled, clinical trials. Aimed to streamline ethical and safety precautions and 
cut cost and time, specific “endpoints” are used, i.e., certain outcomes to evaluate 
the safety and efficacy of a specific intervention. Traditionally, these were clinical 
in nature and thereby provided an understanding of actual clinical outcomes. Albeit, 
in recent years, leading regulators such as the U.S. Food and Drug Administration 
(FDA) have more and more relied on surrogate endpoints. In clinical trials, these 
surrogate endpoints have been used instead of clinical endpoints in situations such as 
“when the clinical outcomes might take a very long time to study, or in cases where 
the clinical benefit of improving the surrogate endpoint . . . is well  understood” [22]. 

While easier to implement, there are dangers and downsides to using surrogates. 
They are only a proxy of an actual biological/clinical measure. Recognizing the 
potential pitfalls, the FDA requires clinical trials that clearly demonstrate that 
surrogate endpoints can be relied upon “to predict, or correlate with, clinical 
benefit.” Once such surrogate endpoints have undergone such clinical verification 
testing, they are deemed validated surrogate endpoints. 

2.1.1 A Computer Interface Could Intensify the Knowledge Gap 

Of note, so far, the focus has only been on showing that specific surrogates could 
replace actual clinical parameters in terms of speed, cost, etc. But this approach 
has not been rooted in a security mindset, i.e., the concern that something could be 
willfully exploited. 

The FDA acknowledges that even with validated surrogate endpoints these can 
give misleading information about the overall risks and benefits, e.g., of a medical 
product. This is because different settings and contexts—which cannot be captured 
by a surrogate—can lead to markedly different outcomes. This knowledge gap, 
and the difficulty to verify the validity of surrogates, may establish unrecognized 
opportunities for misuse and likely be exacerbated in a digitized, computerized, and 
automated context. While it is true that no surrogate fully resembles actual/clinical 
outcomes, reliance on a computerized interface introduces yet another layer of 
abstraction, intensifying the gap between the digital and the real and thereby 
increasing attack potentials. 

The applicability of surrogates is very broad. For instance, a validated surrogate 
endpoint is Human Immunodeficiency Virus (HIV) viral load as a proxy and 
predictor of the clinical outcome of developing AIDS (with a higher load suggestive 
of a more severe disease). In this case, this proxy has been extensively validated, as 
many decades of research have contributed to the isolation and characterization of 
HIV, and the disease has been intensively studied. However, the entire situation is 
entirely different with a new pathogen resulting in a new disease.
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2.1.2 Unanticipated Attack Potentials 

Even with well-studied viruses (such as HIV), the largely computerized processes 
and devices that measure the viral load of an infectious agent do not seem to 
have seen much adversarial pressure, and some may question the motivations for 
malicious exploitation to begin with. However, attacks via a cyber-interface to 
manipulate the measurement or reporting of this information could be done for a 
number of reasons, such as for insurance benefit purposes or to gain sensitive patient 
data. 

Attacks involving novel surrogate endpoints could have a disruptive impact on 
larger groups of individuals, especially when mounted before or during the very 
process of obtaining regulatory approval of these endpoints and could be aided by 
computer modeling, in silico clinical trials, and machine learning. The very fact 
that surrogate endpoints lack real-world clinical data lends itself to a high degree 
of manipulation. For instance, bad actors intending to fake some new diagnostic 
endpoints could rely on some bogus computerized output and convincingly looking 
data. In a context where clinical verification is only meant to be established later, 
malicious actors could fabricate fictitious relationships to, say promote a totally fake 
medical product, or even one endowed with harmful features. 

2.1.3 The PCR Test to Diagnose Covid-19 

Inter alia, surrogates are important epidemiological players for the diagnosis of a 
disease. With Covid, the most famous example is the PCR test which has been 
globally employed to measure the viral load—and thereby, the presence or absence 
of infection with SARS-CoV-2. 

Very shortly after the new virus SARS-CoV-2 triggered public attention, the 
article “Detection of 2019 novel coronavirus (2019-nCoV) by real-time RT-PCR” 
[15] proposed the first protocol for detection and diagnostics of the new virus. This 
test was quickly applied widely as the de-facto standard for Covid-19 diagnosis. As 
the pandemic progressed, however, concerns emerged about the logic and design of 
this “Corman-Drosten” test [27]. It was not until the beginning of 2021 that these 
and related problems were acknowledged by the WHO [57]. Then, by the end of 
2021, the Centers for Disease Control and Prevention (CDC) also withdrew their 
(related) process as a valid test for detecting and identifying SARS-CoV-2, urging 
laboratories to work towards tests that would be able to “facilitate detection and 
differentiation of SARS-CoV-2 and influenza viruses” [11]. 

This latter point seems to confirm one of the main controversies that had 
surrounded the Corman-Drosten test since its first publication: it is merely based 
on surrogates. 

The test was constructed during a time when neither control material of infectious 
(“live”) nor inactivated SARS-CoV-2 nor isolated genomic RNA of the virus was 
available. Despite the lack of actual isolates of the new virus, the authors report 
“on the establishment and validation of a diagnostic workflow for 2019—nCoV
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screening and specific confirmation, designed in absence of available virus isolates 
or original patient specimens.” 

The entire design and presentation of the automated Corman-Drosten test 
were based on a logical model tested via synthetic RNA. More specifically, the 
justification of the test relied on the assertion that some theoretical/in silico genes 
could serve as appropriate identifiers of the unknown SARS-CoV-2—which to this 
point only existed in digital form. 

In their previous work, Drosten et al. had established a “standard” to identify 
an infectious disease agent [18]. Although previously this had been complemented 
by both extensive validation of the putative pathogen and complementary diagnosis 
of clinical symptoms, it obviously led to the belief that the same steps could be 
replaced by computerized models and simulations—even in the complete absence 
of any clinical verification, and without being able to validate the choice of the 
primers, cycle-threshold values, GC content, melting curve characteristics, and other 
sensitive parameters [27, 31]. 

Moreover, in [15], SARS-CoV-1 is taken as a “positive control,” and positive 
samples are then further distinguished from SARS-CoV-2 via specific genes 
believed to be unique to the latter. However, the only form of validation related 
to SARS-CoV-2 is rooted in the assumption that synthetic RNA snippets can be 
taken as a surrogate for the unknown virus. Thereby, the “verification” is merely a 
theoretical validation that a synthetically generated RNA string behaves according 
to specifically modeled limiting dilution experiments. 

As also admitted by Dr. Anthony Fauci [33], former Chief Medical Advisor 
to the President of the United States, PCR tests do not measure if you have live 
replicating viruses in you, and they may be picking up dead viral debris for months 
after infection. According to the original invention of the PCR test, this method 
can only detect proteins that are believed, in some cases wrongly, to be associated 
with a certain disease, but they cannot detect viruses themselves [5]. This is why 
traditionally it has been important to infer potential pathogenic candidates from 
clinical manifestations and then have the actual culprit be confirmed by a specific 
PCR assay. But with a new disease, an unknown virus, and even more so relying on 
digital surrogates of that virus, the gap between an actual entity and its purported 
digital sequence information could easily be exploited. The effect could be either 
that such a test returns too many false negatives—allowing a new pathogen to spread 
widely and rapidly without giving those infected the required medical attention— 
or false positives—creating unsubstantiated public terror and fear, and impairing 
appropriate response measures. 

PCR assays also play a critical role to estimate the epidemiological impact of 
a new virus, e.g., from wastewater samples. Inherent challenges of PCR testing 
related to a new virus, even with the best of intentions in mind, can be seen from the 
observation that SARS-CoV-2 has thereby been identified in human sewage both in 
Brazil and Spain, albeit much earlier than the first reported cases in these regions 
[21, 42].
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From an adversarial perspective, the gap between the digital and biologi-
cal/physical inherent to all such computerized molecular assays leads to the concern 
that attacks could disturb the integrity of the machine or system relied upon, leading 
to manufactured models to diagnose and treat a new virus. Computerized models 
or predictions, entirely fabricated, would be very difficult to be recognized as such. 
This would be next to impossible in wake of a new disease outbreak, and even 
more so under the pressure of a pandemic, when the need for drugs and medical 
countermeasures, including those with limited clinical validation, may be extensive. 

2.2 Genetic Information Storage and Pathogen Databases 

Genetic databases may be one of the most intensively studied areas of cyberbiose-
curity (see, e.g., [10, 55]). The importance of securing sensitive genetic data of 
pathogens is well demonstrated by the observation that minor changes can have 
far-reaching consequences on their pathogenicity or transmissibility. In particular, 
already in 2008, Ren et al. demonstrated in lab experiments involving bat SARS-like 
and human SARS viruses that a minimal insert region (amino acids 310 to 518) was 
found to be sufficient to convert the spike from one that is not binding to angiotensin 
converting enzyme 2 (ACE2) to one that is [43]. 

Likewise, as mentioned, the technology is in place [50] to design and manipulate 
pandemic pathogens from digital sequence information alone. This prompts urgent 
questions to what extent “gain-of-function” research should be conducted (initially 
raised by the Cambridge Working Group [46]), as well as potential security and 
accountability issues that might engender. 

2.2.1 The Challenge of Attribution 

Concerning SARS-CoV-2, several problems related to genetic (and medical) 
databases have become a source of intrigue. Notably:

• A Wuhan Institute of Virology (WIV) viral database, the most extensive globally 
in terms of coronavirus research, went dark in 2019 [29, 54].

• A memorandum of understanding between the University of Texas Medical 
Branch (UTMB) and three high-level biosecurity labs in China, including one 
with the WIV, states that each lab can destroy any so-called secret files—which 
in context seems to imply any documents, communications, or data in general 
resulting from their collaboration [29, 48].

• The ongoing debate related to the extent to which China has made all the 
material relevant to the origin of SARS-CoV-2 public, or not, has been stirring 
the suspicion that researchers in the West currently do not have the data related 
to the most recent progenitor of SARS-CoV-2 [54]. Meanwhile, China has been 
asking whether the virus came from a U.S. Army lab at Fort Detrick in Maryland 
[14].
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• Medical reports suggest that early Covid patients were not all connected to the 
market; on the other hand, some people were originally mistakenly identified as 
having the disease who did not [14]. 

This work cannot do justice to all these complex issues and developments. 
However, the unresolved questions and controversies also point to a major security 
problem. Amidst growing geopolitical tensions, if it seems impossible to validate the 
completeness and correctness of relevant data about the origin of a pandemic, then 
this confirms a double-bind type situation that also could be intentionally exploited. 

2.2.2 Deleted and Re-Emerged Coronavirus Genome Sequences 

In June 2021, the discovery and recovery of deleted deep sequencing data implied 
with early SARS-CoV-2 triggered further questions about the origin of SARS-CoV-
2 [7, 9]. Specifically, the study [7] describes how partial SARS-CoV-2 sequences 
from early outbreaks in Wuhan were removed from a U.S. government database by 
the scientists who deposited them. Knowing the genetic diversity of early SARS-
CoV-2 strains is highly relevant to its origin. The fact that partial SARS-CoV-2 
genome sequences from the beginning of the pandemic were deposited to an official 
database, later removed, and then excavated, has important implications. 

The recovered sequences led to a conundrum regarding the view that the new 
virus came from Wuhan’s Huanan Seafood Market late in 2019. Ironically, as 
highlighted in [7], the sequences linked to the seafood market are known to be more 
distantly related to SARS-CoV-2’s closest relatives in bats than later sequences. This 
observation does not align with evolutionary theory. One would expect the opposite 
trend: if it is indeed the case that the virus came out of the market, then the viral 
strains from the early stages of Wuhan’s epidemic should be most closely related to 
SARS-CoV-2’s believed natural relatives that infect bats, and not the reverse. 

The above is not only relevant in relation to the core controversy of whether the 
virus came out of, or went into, the Huanan Seafood Market [32, 54, 58]. Without 
wanting to imply any intent, it is worthwhile to analyze the entire situation from an 
adversarial perspective. 

The incident confirms previous fears [10, 55] about pathogen genomic databases, 
notably the absence of rigorous security mechanisms against human error (erro-
neous entries, deletions, etc.) as well as intended manipulations. 

As described in [7], the deleted and then recovered sequence information in 
question was initially deposited to the Sequence Read Archive (SRA), a repository 
for raw sequencing data maintained by the National Center for Biotechnology 
Information (NCBI), part of the U.S. National Institutes of Health (NIH). The same 
information was initially also published by the same group of researchers in a May 
2020 preprint. At some point in 2020, this information disappeared. The NIH later 
confirmed it removed the data at the request of the researchers. This is in itself 
troubling, as it demonstrates potential gaps in policies that could be exploited by 
those intending to manipulate such information. Especially with novel pathogens,
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this points to a critical security issue. Despite their importance, there is no guarantee 
that only independently validated and correct sequences get uploaded, or that such 
sensitive information could not get alternated. 

In addition to their relevance to the viral origin, manipulated sequence informa-
tion can easily be misused to construct biased diagnostics or impair the development 
of prophylactic or therapeutic modalities. This is even more concerning as the SRA, 
for instance, keeps sequences stored on the Google and Amazon clouds [7], making 
these a largely unrecognized target of cyber-crime. 

2.3 DNA Sequencing and Sequence Verification 

As summarized in a 2020 article [44], the entire DNA sequencing infrastructure 
is susceptible to numerous risks and vulnerabilities, virtually at all stages, from 
material collection, the pre-analytical, analytical, to the post-analysis phase of 
data storage and dissemination. Yet, the insecurity of genetic information systems 
remains greatly underappreciated. 

2.3.1 The Computer Interface Largely Increases the Insecurity of Genetic 
Information Systems 

Schumacher and collaborators [44] raise alarm that modern biotechnologies such as 
DNA sequencing instruments have built-in computers and widely rely on connected 
computers and servers for data storage, networking, and analytics. Notably: (1) 
Hardware vulnerabilities in the life science fields could be introduced and exploited 
through various means, and once present, are often unpatchable and remain with 
those devices until these get replaced by other devices. (2) Like hardware, in-
field software upgrades are difficult to do. Moreover, because of the ubiquitous 
implementation throughout the bioengineering field, software issues are particularly 
concerning [35]. (3) A great vulnerability is that of open-source software, as it is 
widely used across genomics, and acquired from several online code repositories 
[35]. (4) A specialized niche industry such as genomics and bioinformatics is 
generally not built with security in mind nor assessed for vulnerabilities. All these 
lead to numerous opportunities to manipulate data inputs and parameter settings 
or perform other modifications throughout the bioinformatics pipeline that are not 
easily visible to lab workers, leading to non-integrous outputs. 

Alarmingly, ref. [44] suggests that genetic data could be manipulated globally, 
even during the early stages of the analysis. This could have profound consequences, 
especially in the context of new pathogens when the integrity of genomic data has 
been compromised in clandestine. It is hard to tell, if, when, and how such unknown 
discrepancies related to sensitive genetic information could be detected. 

Just prior to the pandemic, Peccoud and coworkers [23] illustrated the largely 
unrecognized problem of sequence verification by whole-genome sequencing



156 S. Mueller

(WGS). Although WGS is a popular method to obtain the entire genomic DNA 
of a cell, even the most foundational steps, including assembly, variant calling, 
and strain verification, are highly vulnerable. To make this point explicit, [23] 
demonstrated major flaws during strain validation of haploid yeast strains with 
an unexpected phenotype derived from a mutant collection. Their findings are 
sobering: even though the strains analyzed are commonly used in laboratories, there 
was no finished reference genome available. Disturbingly, when using a closely 
related reference genome, this resulted in a number of unexpected mutations. 

Peccoud et al. [23] warn that the magnitude of the problem of identification of 
unexpected mutations is underappreciated. In this context, the critical shortcomings 
are summarized as follows:

• The software tools that are currently available are not well suited for verification 
workflows.

• In-depth analysis requires ad-hoc or heuristic decision points that mandate an 
advanced understanding of the software tools used.

• The results still needed to be manually validated by visualizing the reads, reliant 
on expert decisions requiring detailed knowledge about the function of the 
individual gene in question. 

2.3.2 The First SARS-CoV-2 Reference Genome 

The first reference genome for SARS-CoV-2 was obtained by Wang and collab-
orators [56]. It is based on 95 full-length genomic sequences of early strains of 
this virus, as published up to February 14, 2020 in NCBI and GISAID databases, 
obtained via multiple sequence alignment and phylogenetic analyzes. 

For verification of the reference sequence, Wang et al. [56] referred to their 
previous work. Previously, their team had been able to build specific hepatitis B 
virus (HBV) sequence subtypes from a total of 3000 reported sequences that had 
been available from different countries. In that case, infectious plasmids that were 
constructed based on selected subtype-specific reference sequences “confirmed 
complete biological functions of these reference sequences.” However, for SARS-
CoV-2, a biological/physical characterization, as done for HBV, was omitted (in 
fact, at that point, comprehension and diagnostics of the disease caused by SARS-
CoV-2 was still grossly incomplete). As acknowledged by Wang et al. [56], a 
shortcoming of their reference genome is that all the underlying sequences to build 
the reference (by selecting the most common nucleotide in each position) were 
retrieved from databases. They admit that “the accuracy of sequences could not 
be verified.” Nonetheless, the authors argue they were able to confirm the validity 
of their constructed reference via several additional steps—albeit, with all of them 
via computer-based techniques. 

In [56], Wang and collaborators validated the correctness of their calculated 
reference sequence in that they, among others, showed that it was identical to the 
genomic sequence of 15 strains isolated from clinical samples. In fact, they also
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found that compared to the reference sequence, the homology of the vast majority 
among all SARS-CoV-2 strains used in the study was extremely high (99.99%), 
both at the nucleotide and the amino acid level. For the latter, homology among full-
length sequences was 99.99%, with homology among most isolates in each region 
being 100%. 

The study authors, apparently surprised by the overwhelming homology, stress 
that they were also able to find (some) mutations, which to them suggested “that 
the virus in this epidemic might originate from the same animal species, and caused 
widespread infection in a short period of time.” 

Others argue this sequencing information is indicative of a lab origin: the high 
degree of genetic purity is unexpected especially for RNA viruses in general, and 
more so, for a postulated natural spillover, as animal viruses need time to get better 
adapted to their human host [41]. 

2.3.3 The problem of early sequence errors 

A reference genome of high enough resolution to differentiate between a natural 
and viral origin requires precise early viral genetics data obtained from accurately 
diagnosed patients. As stated, both of these components are technically tricky, and 
especially so during a new disease outbreak. 

Disturbingly, the correct identification of nucleotide sequences has proven even 
problematic in well-studied contexts such as cancer research. An analysis3 of high-
impact journals revealed that in 2020, 38% of all papers contained errors in their 
nucleotide-targeting reagents, with many of them likely caused by honest mistakes 
in part due to a computer interface (e.g. auto-correction errors in spreadsheets). The 
study highlights both the technical difficulty of error identification, especially in 
a context (medicine) where such mistakes previously were never thought to be so 
widespread, as well as evidence of targeted fraud. 

The complexity and reality of these issues in context of the pandemic is 
demonstrated by inconsistencies of early SARS-CoV-2 data. 

In May 2020, an independent study [1] from Colombia raised concerns regarding 
the published sequences of SARS-CoV-2 as “consolidated by the WHO during the 
early stages of the pandemic.” Relying on these public sequences, and utilizing 
primer/probe sequences from 13 target regions for SARS-CoV-2 detection, all 
following official recommendations, including the Corman-Drosten test for RT-
PCR, this study utilized Next Generation Sequencing (NGS) technologies to 
determine the whole genome of SARS-CoV-2 strains in Colombia. 

However, their in-house molecular assays revealed significant differences from 
what officially had been reported. In particular, some of the “oligonucleotides 
displayed mismatches that were considered of minor or major importance for the test

3 Highly cited genetics studies found to contain sequence errors. Kwon Diana Nature, 10 Feb 2023, 
DOI: https://doi.org/10.1038/d41586-023-00385-7 
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performance,” including a mismatch located at the . 3′ end of the primer—a known 
critical vulnerability for molecular detection which is expected to severely affect 
primer hybridization and subsequent extension. 

2.3.4 Exploiting the Knowledge Gap Related to New Pathogens 

Especially with new pathogens, the availability and correctness of early genetic 
information are of paramount importance. However, all the processes and routines 
used in this context, ranging from sample identification, sequencing, uploading, 
sequence alignment, maximum-likelihood tree construction and other methods 
employed to infer phylogenetic relationships are subject to noise and inherent error, 
and could, as stressed before, intentionally be exploited. For example:

• Sequencing itself is a highly stochastic process. As such, it cannot readily be 
concluded that a sequence in question is authentic and accurate. For instance, in 
the previously mentioned analysis of WGS by Peccoud et al. [23], about .95% of 
the yeast genome were covered with at least 30 reads in all samples. Despite 
high sequencing depths, there were significant errors nonetheless. A correct 
answer is difficult to obtain and requires, in addition to extensive knowledge in 
bioinformatics, detailed manual curating.

• The resolution limit of WGS of viruses of this size (approx. 30,000 bp) 
does not seem to have been investigated. This in itself may lead to concerns 
under adversarial pressure, allowing the infiltration of mutations that cannot be 
identified for mere technical reasons alone.

• Genetic information is frequently transmitted between life science organizations 
across various networks. In terms of DNA sequencing, the task is often del-
egated to international third-party organizations, leading to potential network 
compromise and the danger that genetic data could be aggregated globally by 
nation-states and other actors even during the analysis phase [44, 49]. 

2.3.5 Mysterious Attacks on DNA Sequencers 

In June 2019, some mysterious attacks on very unique devices installed in scientific, 
academic, and medical institutions puzzled cyber-security experts [4]. The attacks 
targeted web-based DNA sequencing applications using a still unpatched vulnera-
bility that first became known in 2017. In particular, this vulnerability allowed the 
attackers to control the underlying web server from remote locations. The motives 
for the attacks are unknown. Although ZDNET [12] describes some scenarios, they 
do not seem to do justice to the event. 

As it has been impossible to attribute a clear motive, the event seems to have been 
dismissed. “With the vendor refusing to patch the security flaw back in 2017, these 
systems remain open for attacks,” the analysis of these intrusions concluded [12]. 
It is not apparent that the bug meanwhile has been patched. In fact, [4] describes a



Pathogen Research Through the Lens of Cyberbiosecurity 159

very funny response by the vendor, indicating that the implied vulnerability is not 
being taken seriously. 

Yet, a critical concern is that all these DNA sequencers had come under the 
attacker’s control. Surprisingly, nobody seems to have asked to what extent the 
attacks can lead to the disruption of sensitive genomic information. Disturbingly, if 
left unpatched, such cyber intrusions can corrupt rare sequencing data, such as those 
of early SARS-CoV-2. As discussed, such error infiltration can radically confound 
early genomic studies, all the while without anyone knowing such alterations have 
happened. 

2.4 The Challenge of Obtaining Accurate Genetic Information 
and Identification Issues 

The necessity of knowing “who is who” cannot be over-emphasized but in a 
biological context is difficult to be realized. In contrast to the implied singularity 
of notions like “the genome” or “the viral sequence,” in reality, there is neither 
uniqueness nor a simple approach to comparing and measuring genetic differences. 
As a result, the identification of a pathogen may not be as easy as it first appears to 
be.

• Even after years of most devoted efforts related to the molecular diagnosis 
of SARS-CoV-2 subvariants, there are still enormous challenges. This once 
again demonstrates the great advantage malicious actors could have after an 
intended release of a new pathogen. For example, on December 20, 2021, the 
European Centre for Disease Prevention and Control (eCDC) and the World 
Health Organization (WHO) recommended partial Sanger sequencing of two 
specific SARS-CoV-2 genes on PCR positive samples [30]. Surprisingly, as 
pointed out by Lee [30], more than 2 years into the pandemic, this protocol still 
lacked actual test data validating outcome performance in diagnostic laboratories. 
Albeit, Sanger sequencing of PCR amplicons needs well-designed PCR primer 
sets. In [30], Lee showed this is very challenging for the highly mutating Omicron 
variants which he further demonstrated via clinical samples harboring mutations 
that affected the PCR primer binding site. Moreover, clinical samples with a 
high level of co-existing minor subvariant sequences—as can be present in an 
individual patient—could not be adequately distinguished by the eCDC/WHO 
protocol [19]. Further analysis revealed that multi-allelic single-nucleotide poly-
morphisms (SNPs) or recombinant viral subvariants impair automated base-
calling accuracy, causing the computer to make various errors during base calling 
[30].

• The problem of estimating phylogenetic distances is most foundational to 
inferring evolutionary close relatives. For SARS-CoV-2, [16] showed that a 
critical insertion—which was previously believed to point to the natural origin
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of SARS-CoV-2— is actually a deletion in that genetic region; this confirms that 
the methods used of how sequences are aligned, critically impact the outcome.

• The findings of [16] is but the tip of the iceberg of how results in biology 
can be shaped by inappropriate modeling. In fact, the widespread approach via 
minimal (Hamming) distance is not the most optimal measure to estimate genetic 
distances as it cannot account for the actual chain of mutations that occurred 
in a living context. This was first recognized by Buschmann and Bystrykh [8] 
who developed an alternative distance metric for DNA barcodes (tagging) used 
for high-throughput sequencing. In addition to inherent security vulnerabilities 
(see below), there is no complete solution to this distance problem, not even 
applied to the specially constructed synthetic barcodes, let alone in the context 
of phylogenetic analysis of rapidly mutating microorganisms. 

2.4.1 Multiplex Sequencing as Potential Attack Vectors 

The last two decades have seen a greatly increased reliance on sample multiplexing 
to effectively address the large number of sequences generated. Widely used 
multiplexing strategies, such as with the Illumina Genome Analyzer, utilize sample-
specific index sequences which are attached to the sample molecules during 
sequence library preparation. Through such “barcoding,” multiple samples can 
be pooled and sequenced in parallel. The samples are later de-multiplexed after 
sequencing by computationally identifying and partitioning them through their 
specific index sequences. 

Sample multiplexing greatly increases experimental scalability but also brings 
the risk of sample mis-identification when sequences are incorrectly assigned 
to their original samples. Detailed experiments [28] have shown that multiplex 
sequencing on the Illumina platform has much higher rates of such inaccuracies than 
expected. With roughly .0.3%, such high ratios may severely confound applications 
that require highly accurate genotyping, such as when dealing with rare sequence 
variants, or when conclusions are drawn from a single sequence, as e.g., in ancient 
DNA research. Analogous concerns apply to early genetic data of a novel pathogen, 
which, as discussed, could bias towards either a lab or a natural origin, and more. 

2.4.2 Adversarial Potentials Involving Index Cross-Talk and Sample 
Mis-assignment 

Several sources and mechanisms that impair multiplex sequencing have been 
identified [28, 36]. These include contaminants during ultramer synthesis or library 
preparation, cluster overlaps (with random cluster amplification), and the presence 
of residual free index primers. It can be shown that these and related issues result in 
molecular errors in the form of “index cross-talk” during the computerized output. 

As with other gaps that are inherent in complex protocols, these vulnerabilities— 
giving rise to unintended errors—could intentionally be exploited too. This was first
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demonstrated in [36]. The basis of the attack rests on the observation that DNA can 
be synthesized in a way to mimic those particular DNA strands which are known 
to be vulnerable to protocol errors and sample mis-assignment. Thus, in [36], when 
the malicious DNA library was constructed accordingly, it was able to exploit index 
cross-talking vulnerabilities when called in other multiplexed samples. 

The attack was particularly concerning as it led to false variant calling of the 
targeted sample (which was attacked), even though the latter was aligned to a 
reliable reference genome. In fact, the maliciously designed sequences induced a 
high-quality false variant call despite high coverage and read depth. 

Such a carefully designed attack makes it also possible to evade updated 
sequencing applications, including those that previously were thought to be rather 
robust to index cross-talk, simply because known protocol errors on the molecular 
level can effectively be mimicked by a maliciously synthesized strand. Remarkably, 
samples can thereby be compromised in clandestine, without anyone knowing that 
such manipulations were made. 

Such attacks in high-throughput DNA sequencers can also be used to manipulate 
sequence results in a targeted way, e.g. to cause the incorrect genetic interpretation 
of concurrently sequenced genomic samples. In [36], this led to a sickle-cell disease-
causing variant to appear in the wild-type human genome. Sobering downstream 
consequences of such alterations are manifold, ranging from false diagnoses to 
faulty treatments. 

2.4.3 Sequence Contamination Not Ruled Out in the Context of 
SARS-CoV-2 

These same attack potentials of DNA multiplexing are particularly relevant when 
dealing with new and highly variable pathogens. For instance, with SARS-CoV-
2, the reliance on early sequences and variants confounded by contaminants has 
complicated critical analyses. The problem of genetic contamination is part of 
the ongoing discussion about the origin of SARS-CoV-2. Notably, some studies 
that reported the discovery of specific coronavirus strains—which purportedly 
demonstrated the natural origin of some of SARS-CoV-2’s sequence insertions— 
were later found to be based on metagenomic datasets with unexpected reads 
indicating significant contamination [16] of the relevant pangolin dataset which may 
have been introduced during purification from cell culture experiments or during 
sequencing [16, 59]. 

During a bioterrorist attack, integration of contamination (whether targeted or 
not), could severely derail research on viral detection, epidemiological investiga-
tions, vaccine design, evaluation of drug effectiveness, and more.
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2.5 Attacks via Automation and Machine Learning 

In [20], Finlayson et al. describe types of attacks that pose enormous risks to 
the entire health sector. These so-called adversarial attacks rely on very subtle 
changes in how input data are presented to a computerized system. Such carefully 
designed changes have the potential to completely alter the system’s output, 
“causing it to confidently arrive at manifestly wrong conclusions.” These types 
of attacks first emerged with machine learning, deep learning algorithms, and 
pattern recognition algorithms [6]. Soberingly, even in the context of computer-
science research, comprehending these vulnerabilities has proven challenging, in 
part due to inherent challenges and misconceptions related to the security evaluation 
of machine-learning algorithms [6]. Comprehending the main threat models and 
attacks is an ongoing major open problem in the design of more secure learning 
algorithms. 

Machine learning has been widely applied to medical diagnostics and decision 
support, where they are deemed to have achieved diagnostic parity with physicians 
on certain tasks in radiology, pathology, dermatology, and ophthalmology. The 
current trend is to further extend those applications, including the use of artificial 
intelligence (AI) diagnostic systems for regulatory decisions. Nonetheless, it seems 
that the life science and medical community is largely unaware of adversarial attack 
potentials. Specifically, adversarial examples have been demonstrated for essentially 
every type of machine-learning model ever studied and across a wide range of 
data types, including images, audio, text, and other inputs [6] making numerous 
applications relied upon in the biological sciences highly susceptible to malicious 
exploitation. 

2.5.1 Adversarial Attacks Are Known to Be Successful Even in Known 
Contexts 

As a proof of concept of the deep—albeit largely unrecognized—vulnerabilities of 
adversarial attacks on medical machine learning, Finlayson et al. [20] demonstrated 
specific adversarial examples against highly accurate medical image classifiers. In 
one example, they applied some adversarial noise to a dermatoscopic image of a 
benign mole: notably, the original image was correctly flagged as benign with a 
confidence of .> 99%; yet, adding a carefully calculated perturbation to this image, 
so small that it was invisible to human beings, fooled the model into classifying the 
mole as malignant with .100% confidence. 

Another example of an adversarial attack exploits natural learning processing and 
shows that substitutions of carefully selected synonyms for medical coding can be 
sufficient to hijack the underlying computer algorithms. In this case, the original 
data for billing codes, leading to the conclusion “reimbursement denied,” could 
successfully be altered to “reimbursement approved.” Furthermore, deep neural 
networks, as used in medical image classification for automated support for clinical 
diagnosis, are highly vulnerable to several types of adversarial perturbations [26].
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2.5.2 An Existing Knowledge Gap Increases The Vulnerability 

Conspicuously, the above types of attacks would be even easier in a situation with 
incomplete knowledge of a disease. As the pandemic has shown, especially with 
a new pathogen, the initial knowledge gap can be immense, despite international 
efforts and collaborations. For example:

• The disease spectrum of Covid-19 has been difficult to capture, most notably as 
it has changed considerably with the emergence of the Omicron variants [51].

• Covid-19 is very different than infections implied with common cold coron-
aviruses. Comprehending the main culprit for severe disease has taken years. It 
was not until 2021, that the spike protein itself has been shown to damage heart 
muscle cells [3], been implied with thrombosis [24, 40, 60, 60], and been shown 
to cause mitochondrial damage [13].

• The immune response triggered by SARS-CoV-2 infection is atypical in that it 
causes a suppression of T cells [17] and may trigger autoimmunity [25]. 

Weaponized pathogens may impair a natural immune response, enable asymp-
tomatic transmission, and cause harmful symptoms radically different from their 
natural counterparts, allowing the wide and rapid spread of a bioweapon. Addi-
tionally, as biolabs are increasingly automated, it is possible that the release 
of a pathogen could even be facilitated remotely, making attribution even more 
challenging. 

2.5.3 Inherent Gaps in the Life Science Fields Increase Susceptibility 

The full spectrum of vulnerabilities fostered by the increased automation of the 
health science fields has been far from grasped, even though several factors greatly 
increase susceptibility in this context: 

Virtually all of the most important processes and tools in the bioscience 
fields are highly stochastic in nature. As a result, rather small changes to input 
parameters or data may result in a substantially different output. Combined with 
the computerization of processes and equipment, and the lack of expertise in the 
handling and underpinnings of cyber-based applications, there is little control over 
technical mishaps, human error, and deliberate misuse. 

Complete reliance on a computer output that gives flawed results could have 
detrimental consequences on human health, society, and the environment, both in 
a well-intended but also an adversarial context. As is known in general [6, 20, 26], 
fooling a deep learning algorithm is rather easy, even in a situation where the key 
parameters and relationships are known and understood. Albeit, when the reliability 
of the algorithm is difficult to be validated, e.g., when dealing with new pathogens, 
then an intended manipulation could take a long time to be identified as such.
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3 Recommendations 

This work has described major problems resulting from the computerization of 
biotechnologies, with a special focus on the Covid pandemic. Fully addressing the 
related security concerns will require open international dialogue and cooperation. 
To promote these, the following steps are recommended. 

3.1 Acknowledging the Gap Between the Digital and the 
Biological/Physical 

As a first step, it will be critical to acknowledge the inherent digital— 
biological/physical gap that results from the digitization of biology and the reliance 
on computers. Notably, we cannot recognize a virus, for example, other than through 
some computer interface. As the above has shown, this same gap is at the core of 
ongoing controversies related to the Covid pandemic and creates a significant 
knowledge gap that could effectively be exploited. 

3.2 The Notion of a Signature Sequence as a Unique Identifier 
Needs to Be Revisited 

In light of the problems identified above, a genetic sequence alone is not always 
sufficient for identification purposes. For instance, the assertion that SARS-CoV-2 
jumped from animals to humans because of some genetic similarities found in some 
related coronaviruses [32, 37, 54] continues to be controversial and unresolved, 
essentially because the gap between the digital and the actual physical/biological has 
not been closed. While on the one hand, various studies (see, e.g., [32]) argue that 
specific genetic sequences point to some natural origin of the virus, these arguments 
are all based on contestable computer models and analyzes. Open questions in this 
regard include (1) the fact that no animal has been found that harbored the virus 
before it spread to humans (“the coronavirus did not spontaneously generate itself 
in market stalls in Wuhan” [37]), (2) the timing and location of occurrence of the 
most ancestral version of SARS-CoV-2, (3) lack of animals in China with SARS-
CoV-2 antibodies or infection, and others [37, 41, 54]. 

On the other hand, the presence of a genetic signature does not automatically 
prove a lab origin either. A curious example with Covid is the finding of a 
proprietary sequence in SARS-CoV-2 of human origin which is not contained in 
any other coronavirus [2]. The insert at the furin cleavage site (or rather, its reverse 
complement—which biologically does make sense [2]), is a 100% match to a 
nucleotide-optimizes sequence that was patented in 2016 by Moderna.
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Here, while the sequence itself is unique, it is unclear how it could have ended up 
in the viral genome. Ambati and coauthors [2] explain why it would have been very 
unlikely this happened by chance and offer a biological mechanism of how (the 
reverse complement of) the new sequence could have been incorporated in a lab 
setting. Albeit, the rationale for conducting the particular experiments is somewhat 
unclear. 

Thus, genetic sequences alone cannot serve as identifiers, and biological plausi-
bility, research propositions, goals, and context are just as relevant. In addition, it is 
important to note that alternative metrics and models can result in totally different 
interpretations as well. 

As another example, the linear genetic sequence is regarded as the most basic 
information to estimate the phenotype of an organism. More realistic and complex 
information can be obtained by, e.g., structural modeling and protein interaction 
studies. Albeit, fully predicting 3-d structure and higher-degree organization in a 
biologically relevant context from amino acid sequence data remains one of the 
hardest problems in biology. 

A key example is given by Piplani et al. [39] who investigated SARS-CoV-
2 species susceptibility via in silico comparisons using different algorithms and 
metrics. This study aimed to rank the ability of this virus’s spike protein to bind 
ACE2 from relevant species. Doing so led to some surprising and unexpected 
findings. With regard to key species believed to be possible progenitors of SARS-
CoV-2, structure-based distance measures revealed the opposite of what had been 
suggested from sequence-based approaches: species that seemed to be most closely 
related to SARS-CoV-2 in terms of a high ACE2 sequence homology were shown 
to exhibit low structural similarities and vice versa. 

Securing genetic information by, e.g., encrypting pathogen databases alone 
would not be enough, as it is unclear how exactly microbes will mutate and evolve— 
especially under selective pressure—and how this could be unequivocally modeled 
and differentiated. 

Therefore, attribution of any possible future form of bioterrorism based on 
genetic information alone may be incomplete and ought to include circumstantial 
evidence as used in forensic analysis more generally. Specifically, processes that 
rely on automation and AI ought to be carefully scrutinized to make sure that gaps 
stemming from computer-assisted methods have sufficiently been closed. 

3.3 Acknowledging the Fact That in Biology There Is No Clear 
Binary Yes-No Paradigm 

Due to the flexibility of all of life and the inherent noise and stochasticity of 
biomedical processes, our comprehension of biological phenomena is essentially 
non-binary. The same extends to potential attacks, so even the line between inten-
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tional and unintentional release from a lab may be difficult to draw. Specifically, the 
attack landscape itself resembles a spectrum. For example:

• Most directly, bioterrorists may perform genetic manipulations aiming for 
a specific outcome. Alarmingly, the technology for the targeted genesis of 
pathogens with pandemic potential is in place, as was also described in [50] via  
the reconstruction of SARS-CoV-2 from purely digital information.

• Less directly, and fostered by the digital-biological/physical gap, details about 
the design and construction of pathogens can be hidden in various ways. 
Nefarious programs may even be camouflaged by benevolent research projects, 
and dangerous modifications of microorganisms through lab experiments may 
not be sufficiently documented or made publicly available.

• Lastly, threat actors may indirectly trigger the creation/release of a pathogen by 
establishing an environment where evolution is accelerated and accidents are 
prone to happen. Without necessarily knowing specific biologic outcomes, such 
opportunistic actors would resemble something like sending a kid with matches 
into a dry forest. A known method to mimic and utilize natural processes to 
covertly enhance pathogenic evolution has long been realized via recombination 
or serial passaging whereby zoonosis between species can be enforced within a 
laboratory in a much shorter time than required by a natural jump while leaving 
a genome behind that appears natural [45]. 

4 Conclusion 

Some would say that projects that, say, enhance the infectivity of a pathogen can 
help provide valuable information to test a new vaccine, for example. Others argue 
that such “gain-of-function” is extremely dangerous as there is no guarantee that the 
“enhanced” pathogens can be sufficiently contained. This inherent dual-use research 
of synthetic biology triggered alarm already years ago [46] when the danger of 
misusing this type of research was clearly understood. 

The computerization of biotechnology has added yet another layer, imperiling 
safety and security of more traditional research and created a sheer insurmount-
able gap between appearance and reality. Actual biological/clinical reality may 
effectively be hidden behind computerized methods, processes, and automated 
interpretations. 

Through a computer interface, dual-use research in effect also becomes dual-
appearance (Fig. 1). As synthetic biology relies on and mimics nature, this inherent 
camouflaging feature could enable dangerous research to be hidden behind benign 
biological characteristics and natural phenomena. As not all the modifications of 
pathogens are predictable, and consequently, as people may not be looking for 
them in a targeted way, covet research may therefore not easily be identified. The 
computer interface also enables the dual-appearance of forbidden dual-use research,
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Fig. 1 The computerization and automation of dual-use research. The reliance on computers, 
web-based applications, and automation endanger dual-use (“gain-of-function”) research not only 
in terms of (unintentional) safety issues, but also related to security. The marriage between 
synthetic biology and computers has created a gap between a digital presentation of a purported 
thing and the actual biological/physical/clinical entity in question. This gap in and of itself 
enhances the dangers of dual-use research and can further aid bad actors to effectively perform even 
more perilous research, by exploiting not only dual-use but also “dual-appearance” (camouflaging) 
related to basic identification issues (involving pathogens, processes, and machines), as well as 
what is being done, why, and how. In the figure, the gray arrows indicate some of the main 
cyberbiosecurity concerns of pathogen research 

so it can be hidden behind well-motivated or beneficially looking projects, with 
computerization making it all look safe and secure. 

In summary, if dual-use (“gain-of-function”) research has been recognized 
as dangerous, then via a cyber-interface, automation, and AI, the gap between 
the digital and the biological/clinical enables the development and release of 
bioweapons that can become an existential threat to humanity. 

Just as addressing cyber-security issues rely on new ideas, sophisticated research 
and targeted support for their mitigation, it is imperative to carefully scrutinize 
cyberbiosecurity dangers related to the weaponization of dual-use research (Fig. 
1). As the workings of nature remain incompletely appreciated—and remain 
susceptible to malicious exploitation—independent critical research, international 
and open discussions, and a commitment to the divinity of humanity and nature 
cannot be an option. 
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Abstract The integration of genomics and biotechnology with AI is emerging 
as a geo-strategic, societal and welfare asset that can define a country’s digital 
sovereignty and preserve national and international security. In the absence of 
a robust AI and cybersecurity framework, however, algorithms can be trained 
and misused to manipulate the integrity of genomic datasets, creating hybrid 
cybersecurity threats and potentially leading to widespread collective data harms, 
research and industrial sabotage, as well as compromised governance systems and 
data integrity crucial to health, food and civilian security. This chapter aims at 
analysing a new typology of AI-led cyberthreats that can manipulate and corrupt 
the integrity of genomic datasets and algorithmic models crucial to the global 
knowledge-production cycle in bio-medicine, biotechnology and biosecurity. It will 
also focus on a diagnosis of the current vulnerabilities inherent to genomics data 
security and demonstrate how adversarial data manipulation may not only produce 
lethal outcomes for populations and erode countries’ digital sovereignty but also 
drastically undermine public trust in the bio-economy’s critical information and 
governance infrastructures. In the discussion section, this contribution will cover the 
nascent regulatory debates that assess the adequacy and applicability of international 
law and governance mechanisms to cyberattacks and adversarial operations that 
target populations’ genomic data. 

Keywords Cyberbiosecurity · Genomics · Artificial intelligence · Adversarial 
attacks · Data targeting and manipulation · Governance 

1 Introduction 

In the last two decades, the world of biotechnology has moved from analogue 
to digital, converging with artificial intelligence (AI) as an innovation catalyst. 
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New collaborations between AI, geneticists and bio-engineers have led to the 
field of functional genomics, a more precise understanding and optimisation of 
functional processes in genome biology [4]. Deep learning algorithms can help 
analyse and test genetic functions in silico and help predict the effect of a 
genetic mutation on an individual’s overall genome. Such algorithms improve 
analysis of the combinatorial relationship between genotype and phenotype in 
genomic datasets related to humans, animals and pathogens. Other deep learning 
models aim to unveil important features of genome biology, from simulating 
RNA processing events to modelling the genetic regulatory code governing gene 
expression [10]. 

The new frontier of functional genomics is therefore increasingly happen-
ing in silico, producing important knowledge insights that build on synthetic 
datasets as well as algorithmic and advanced computing [25]. Substantial progress 
will also derive from digitising, processing and learning from genomics and 
other multimodal omics datasets that are part of comprehensive approaches to 
analysing complete genetic or molecular profiles of humans, animals and pathogens. 
Functional genomics, and biosciences in general, are becoming not only crucial 
and sensitive digital assets but also critical information infrastructure. Transfor-
mational opportunities range from improving trust in precision medicine diag-
noses and therapies to ensuring reproducibility and efficiency in complex biotech 
supply chains and isolating potential harmful genetic functions in biosecurity 
screening. 

The integration of genomics and biotechnology with AI is emerging as a geo-
strategic, societal and welfare asset that can define a country’s digital sovereignty 
and preserve national and international security [2, 3]. In the absence of a robust AI 
and cybersecurity framework, however, algorithms can be trained and misused to 
manipulate the integrity of genomics datasets, creating hybrid cybersecurity threats 
and potentially leading to widespread collective data harms, research and industrial 
sabotage, as well as compromised governance systems and data integrity crucial to 
health, food and civilian security. 

This chapter aims at analysing a new typology of AI-led cyberthreats that can 
manipulate and corrupt the integrity of genomic datasets and algorithmic models 
crucial to the global knowledge-production cycle in bio-medicine, biotechnology 
and biosecurity. It will also focus on a diagnosis of the current vulnerabilities 
inherent to genomics data security and demonstrate how adversarial data manip-
ulation may not only produce lethal outcomes for populations and erode countries’ 
digital sovereignty but also drastically undermine public trust in the bio-economy’s 
critical information and governance infrastructures. In the discussion section, this 
contribution will close on the nascent regulatory debates that assess the adequacy 
and applicability of international law and governance mechanisms to cyberattacks 
and adversarial operations that target populations’ genomics data.
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2 Technical Considerations 

2.1 A New Era of AI and Genomics Convergence 

“Cyberbiosecurity” can be defined as the emerging discipline addressing the unique 
vulnerabilities and threats that occur at the confluence of AI, cybersecurity and 
biosciences [19]. Understanding the cyberbiosecurity threats’ landscape requires 
mapping the scope and depth of the convergence between AI, cyber-physical 
systems and biological systems. AI computing has acted as a catalyst in two 
ways: first, by drastically advancing bio-informatic capacities, improving both in 
silico and synthetic biology; second, AI programmes are leading to an increase 
in automation, turning labs into smart, fully connected facilities, operating often 
with cloud services and decentralised networks of devices (from automated DNA 
assembly programmes to mobile DNA sequencers and synthesisers). In other words, 
AI computing, automation and decentralisation have made modern biotechnology, 
both more powerful and more vulnerable. 

The current COVID-19 pandemic serves as a wake-up call across the world of 
our shared vulnerability to biothreats and the crucial importance of biomedicine 
and biodefense programmes for threat mitigation. The combination of genomics 
surveillance, AI and advanced bioinformatics has drastically bolstered the ability 
to track the spread of SARS-CoV-2 variants and decipher transmission dynamics in 
real time [6]. Technological convergence has also aided in the development of timely 
diagnostics tools and accelerated the synthesis of vaccines. Global disease control 
programmes, such as those for tuberculosis, malaria, HIV, foodborne pathogens 
and antibiotic resistance, now recommend genomics-based surveillance as a vital 
component [27]. 

The integration of AI computing within modern biomedicine allows researchers 
to rely on synthetic datasets and predictive methods to produce actionable knowl-
edge in a genome’s biology and assess its clinical value. AI computing also 
creates increased potential for monitoring and optimising data analytics across the 
multimodal datasets that constitute the complete genetic or molecular profiles of 
humans, animals and pathogens. A significant advantage that AI computing could 
bring to public health and clinical research is to process simultaneously massive 
amounts of genomic, physiological, health, ecosystem and lifestyle data about 
populations in their environment [15]. These approaches are crucial to improving 
our understanding of genomics and biological processes related to human and 
animal pathologies, including infectious diseases. 

The convergence of AI with biotechnology could help identify which genetic 
functions are key to augmenting the capacity of a pathogen to infect a host, 
evade the immune system, spread among subpopulations or resist vaccines and 
antibiotics. Predictive modelling is important for real-time disease surveillance 
and for monitoring and preventing future zoonotic spill-overs using advanced bio-
forensics and sensing capacity for detecting pathogens [26]. The fast production 
of medical countermeasures (such as immunoassay diagnostic tests for detecting
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the antigen or antibody properties of certain proteins, liquid biopsies and vaccines) 
also increasingly depends on advances at the intersection of genomics, AI and 
bioinformatics. 

The COVID-19 pandemic serves as a prime example of how emerging in 
silico capacities in pathogen genomics are key for developing rapid medical 
countermeasures. In 2020, at the onset of the pandemic, scientists designed a 
platform to automate the synthesis of existing RNA viruses, which are estimated 
to make up 44% of all emerging infectious diseases [24]. Using this platform, they 
were able to synthesise clones of the SARS-CoV-2 virus a week after receiving 
the synthetic DNA fragments. Such technical advances enable both the real-time 
genotypic detection of viral traits and the modelling of the pathogen’s mutational 
landscape. 

2.2 Rising Cyberthreats and Adversarial AI Attacks 

At the same time as biosciences are digitising, the field of cybersecurity is being 
challenged by a new type of adversarial attacks. AI malware can be designed 
to inject noise and manipulate the integrity of datasets and algorithmic models 
crucial to biomedicine, biotechnology and biosecurity [8, 16]. Such AI malware 
can increasingly evade detection and learn how to harness human and machine 
vulnerabilities. The field of cybersecurity is currently witnessing an explosion of 
new AI techniques to engineer behavioural vulnerabilities and scale up attacks, from 
precision spear phishing, audio/video forgeries (deepfakes), password spraying 
and biometrics theft. The ability of AI to decode and manipulate behaviours 
can target human weaknesses to the point of increasingly equipping external 
actors with insider and tacit knowledge. This is what can be framed a “human 
computation” problem where the distance between external and insider attacks 
is shrinking. Importantly, this shift is taking place while staff in hospitals and 
genomics laboratories, biotech firms, gene synthesis and biomanufacturing facilities 
are struggling to acquire skills and build internal capacity to prevent offensive 
cyberoperations. 

At each stage of the information life cycle, the digital infrastructure that 
underpins biosciences is a target for AI-led cyberattacks, in particular adversarial 
data manipulation, that could sabotage and weaponise biomedical research, clinical 
trials, biotech facilities and supply chains. It follows that three types of potential 
threats are rising. 

2.2.1 Manipulating Biomedical Research and Population Datasets 

The digital interdependence of modern biosciences subjects our growing functional 
intelligence about genome biology to new information risks, particularly adversarial 
attacks that could corrupt the integrity of biological datasets and manipulate the
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functioning of deep learning analysis systems. Several studies in AI security have 
demonstrated how generative adversarial networks can be trained to drastically 
undermine the predictive ability of a wide range of medical image analysis systems 
that are based on deep learning [1, 13]. In 2018, researchers at Ben-Gurion 
University designed a malicious attack to manipulate cancer data in hospital CT 
scans, generating false lung tumours that conformed to a patient’s unique anatomy, 
leading to a misdiagnosis rate in excess of 90% [11]. Furthermore, researchers at 
Harvard University tested adversarial attacks against algorithms used to diagnose 
skin cancer images, showing that such attacks only required modifying a few pixels 
in the original biopsy picture to corrupt a diagnosis [5]. As medical intelligence 
about the treatment of cancers, blood clots, brain lesions and infections could be 
manipulated, adversarial attacks on deep learning pose a substantial risk to our most 
critical medical and clinical infrastructures. 

The attack surface extends far beyond medical diagnosis and clinical trials with 
adversarial malware that could target the integrity of genomics and other omic 
datasets related to humans and pathogens. Researchers at the Sandia National Labo-
ratory have demonstrated how autonomous malware could be used to manipulate 
raw data within large curation of human genomes [14]. The malicious malware 
could be used to target the functioning of genetic analysis software and alter 
actual fragments of DNA sequences within individuals’ genomes. Such malicious 
tampering could result in misdiagnosis with an impact on clinical decisions. 
This type of data poisoning could affect in silico predictive models in functional 
genomics, including how we diagnose and treat complex genetic diseases, how we 
analyse and study the pathogenicity of viral and microbial threats and how we 
develop adequate medical countermeasures for subgroups of patients. What is at 
stake is the global knowledge-production cycle in biomedicine. 

2.2.2 Sabotaging Bio-Engineering and Bio-Manufacturing 

New capacities in automation and remote manufacturing – including cloud lab-
oratories and commercial DNA sequencing and synthesis – are accelerating the 
decentralisation of bio-engineering experiments [21]. Increasingly, biotech labo-
ratories and bio-pharmaceutical manufacturing systems are automated, equipped 
with AI analytics software and connected to cloud services. On such platforms, 
technical skills and tacit knowledge are encoded into “automated protocols” that 
programme and standardise the instructions of a biotech experiment. Equipped with 
connected sensors to measure experimental variables, the AI operating system uses 
constant learning and iteration to augment the precision of automated protocols 
and may even lead to the in silico design of novel experiments with less outside 
guidance. Automated laboratories therefore offer advantages that are crucial to 
precision medicine as they allow for scalability, reproducibility and outsourcing 
to a broader and more diverse talent pool. The advent of autonomy provides an 
increasing potential to weaponise biotech laboratories and biomanufacturing supply 
chains through adversarial attacks waged in cyberoperations. Adversarial algorithms
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could target vulnerabilities in automated protocols to corrupt networks of sensors 
and duly impact control decisions related to important experimental parameters. 
Resulting harm could range from producing pharmaceutical products that do not 
match specification standards (leading to waste and shortage) to spoiling vital stocks 
of vaccines, antibiotics, cell or immune therapies for cancer treatment. 

Cyber criminals and state actors have already mounted targeted cyberoperations 
against firms researching, producing and distributing COVID-19 vaccines. In 
December 2020, IBM researchers and the US Cybersecurity and Infrastructure 
Security Agency (CISA) unveiled global social engineering attacks “intended to 
steal the network log-in credentials of corporate executives and officials at global 
organizations involved in the refrigeration process necessary to protect vaccine 
doses” [20]. The underlying goal could be to access and manipulate shared 
information about how the vaccine is shipped, stored, kept cold and delivered. 

Weaponising biotech laboratories could escalate into a strictly biothreat-based 
scenario while avoiding traditional screening and oversight. Automated bio-labs 
could be used to (1) produce toxins that can disrupt cellular metabolism, (2) 
synthesise a known lethal pathogen or (3) use gene editing to augment the 
capacity of a pathogen to infect a host, evade the immune system, spread among 
subpopulations or resist vaccines or antibiotics [12]. An area of near-term concern 
is the automated design of bacteria with multidrug resistance or the modification of 
commensal bacteria to become super-producers of toxins. 

The convergence of AI and automation with biotechnology is increasingly 
challenging the compliance tools, verification methods and overall oversight that 
countries can rely on to ensure nonproliferation within the current disarmament 
regime, the Biological Weapons Convention (BWC) [17]. Importantly, no adequate 
guidance exists to prevent the adversarial use of biological data and algorithmic 
models to produce pathogens of concern or produce a biosecurity consequence by 
exploiting vulnerabilities in the cyberbiosecurity infrastructure. 

2.2.3 Hacking and Corrupting Biosecurity Screening 

By improving our knowledge of DNA functions, AI computing is becoming an 
integral part of biosecurity screening mechanisms [18]. In particular, algorithmic 
models are instrumental in preventing illicit gene synthesis and illicit experiments 
in gain-of-function research, a field that studies the potential to enhance the 
transmissibility or pathogenicity of potential pandemic pathogens. Government-
funded programmes are already designing deep learning systems to predict how 
genetic sequences are meant to function, before being assembled, even if the 
combination is not seen in nature. Gene synthesis companies are developing 
computational threat models that can be applied to characterise the function of novel 
combinations of DNA sequences. Similar algorithmic tools play an increasing role 
in microbial forensics, using their capacity for anomaly detection to identify the 
specific signatures left in modified organisms [22].
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Adversarial attacks could be designed to corrupt the predictive ability of 
screening algorithms to identify threats based on functional analysis of DNA 
sequences. By obfuscating functional data from sequences of pathogen and toxin 
DNA, generative adversarial networks could manipulate the integrity of the priority 
dataset shared by stakeholders to train screening algorithms. Such data manipulation 
could drastically undermine the confidence level of screening algorithms when 
they aim to ascribe threat potential to known and unknown genes, including genes 
responsible for the pathogenesis of viral threats, bacterial threats and toxins. Both 
human and algorithmic understanding of functional genetic data is still weak and 
fraught with complex unknowns. Adversarial attacks therefore have a very high 
potential to succeed in undermining stakeholders’ trust in DNA screening. 

3 Global Governance and Legal Discussion 

The digital infrastructure that supports biomedicine and biotechnology is a global 
public good. Emergent hybrid threats that compromise AI and cybersecurity within 
the bio-economy are contributing to a new geopolitics of inequality and insecurity 
that cuts across societies and borders. 

Adversarial information operations that target the biotechnology sector are a 
powerful type of hybrid threat. They may serve an array of offensive goals and 
involve broad coalitions of malicious actors, including states, non-state actors and 
surrogates. They target systemic vulnerabilities and different civilian and security 
interfaces, from population datasets and industry’s clinical trials to biosecurity 
screening. They also interfere with diverse levels of strategic and emergency 
decision-making. 

New forms of covert, adversarial data manipulation attacks are extremely hard 
to detect, creating new challenges for attribution. What is potentially under attack 
is the global knowledge-production cycle in biosciences. The aim is not only 
to seriously erode a country’s digital sovereignty but also to undermine both 
global leadership crisis response and people’s trust and resilience. Combinations 
of poisoning population datasets, falsifying biomedical research, sabotaging bio-
manufacturing and corrupting biosecurity screening would have drastic economic 
costs and potentially lethal outcomes for populations. Yet the most damaging impact 
would be on citizens’ trust in governing institutions, emergency data systems, 
industrial laboratories, food supply chains, hospitals and critical health infrastruc-
tures. This could have powerful, long-term implications for peace and security. As 
vulnerable states are unable to prevent and mitigate data poisoning attacks, they 
could become fertile operating grounds for cyber mercenaries, terrorist groups and 
other actors, increasingly compromising the data integrity and robustness of our 
globalised intelligence system.
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3.1 International Legal Debates 

Legal experts and multilateral governance processes have indicated how AI-led 
offensive cyberoperations do not take place in a legal vacuum. International law 
provides a comprehensive regulatory framework that can be applied to offensive 
cyberoperations [7]. The international legal regime affords protections to civilians 
and civilian objects and prohibit certain types of hostile cyberactivities, including 
inter alia: direct attacks against civilians and civilian objects; indiscriminate attacks 
that do not distinguish between military objectives and civilians or civilian objects; 
disproportionate attacks that may cause incidental loss of civilian life, injury to 
civilians, damage to civilian objects or a combination thereof; and attacks that 
would destroy, remove or render useless objects indispensable to the survival of 
the population. In a 2019 position paper, the International Committee of the Red 
Cross (ICRC) emphasises two legal ambiguities about how the international legal 
framework applies to offensive cyberoperations [9]: 

• First, there is no internationally agreed definition on what constitutes a cyber-
attack or cyberhostilities within international law. Important technical questions 
persist as how to define and qualify offensive cyberoperations or technical terms 
such as “attack” when they rely exclusively on cyber means. In particular, legal 
ambiguity remains as whether cyberoperations that would not cause physical 
damage but result in limited disruption of essential services’ functionality, or 
in erosion of public trust into critical systems, would qualify as an attack and 
therefore violate international legal regimes. For instance, it is likely that an AI-
led cyberoperation could qualify as an attack if it is designed to disable automated 
protocols and drastically increase levels of sodium hydroxide in urban water 
supplies with direct implications for human health. 

Now, consider a scenario in a private sector’s biotech facility, while avoiding 
detection, an AI-based malware target vulnerability in automated data protocols 
to manipulate networks of sensors and impact quality control processes. Resulting 
harms extend from making pharmaceutical products that do not match specification 
standards (leading to waste and shortage) to undermining trust in stocks of vaccines 
and therapeutics. In this case, forensic analysis to characterise the nature and 
threshold of the attack and determine technical attribution would be complex 
and could remain highly contested. Would this scenario – where an AI malware 
influences automated data processing required for biotech quality controls – qualify 
as an attack under international law? Extrapolation from the Second Oxford 
Statement by international experts in the context of the COVID-19 pandemic could 
help support such legal qualification: “International law prohibits cyberoperations 
by States that have significant adverse or harmful consequences for the research, 
trial, manufacture, and distribution of a COVID-19 vaccine, including by means 
that damage the content or impair the use of sensitive research data, particularly
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trial results, or which impose significant costs on targeted facilities in the form of 
repair, shutdown, or related preventive activities” [23]. 

• Another salient question of legal interpretation is whether datasets can be 
considered as “object” with the consequence that adversarial cyberoperations 
targeting essential civilian datasets for manipulation or destruction would then 
violate international law. While specific protection is afforded to digital medical 
records, a growing amount of biological data about civilians is not necessarily 
managed and stored in hospitals and medical facilities per se but transferred to 
universities, direct-to-consumer genomics databases and private sector platforms. 
Yet, even in such context of decentralised data management, the Second Oxford 
Statement may serve as a basis to extrapolate and infer that an AI-led cyberattack 
would be prohibited if the malware is designed to manipulate the integrity of 
human genomics data in a biotech research trial setting. 

Interestingly, the same statement would not apply to important datasets, data 
analytics and algorithmic processes used in a parallel sector, biosecurity. Consider 
a case where malicious actors conduct an adversarial attack to poison the integrity 
of pathogen’s genomic datasets critical to screening of biosecurity threats by 
universities and the private sector. Pathogens’ genomic data do not necessarily rest 
in centralised high-security databases but can be held in public and open-source 
repositories. Biosecurity screening efforts are complex and relatively fragmented 
and increasingly integrate predictive algorithms. Assessing cyberthreats and gaps in 
legal protection in the biosecurity sector would therefore gain from being considered 
by technical and legal experts in the field. 

3.2 Policy Recommendations 

The convergence of AI with cybersecurity and biotechnology is changing regional 
security threats’ landscapes and posing complex transnational challenges requiring 
multilateral policy and governance responses. Targeting biomedical datasets and 
the digital infrastructure of the bio-economy could increasingly being used by 
state and non-state actors alike for adversarial or commodification purposes, with 
the potential to sabotage or weaponise biomedical research, biotech facilities and 
biomanufacturing supply chains. Motivations behind adversarial attacks on the 
biotechnology sector range from falsifying clinical trials and research, holding 
the integrity of biomedical data hostage, undermining trust in precision medicine 
diagnoses and treatments and sabotaging critical infrastructure for health, food and 
biosecurity. 

In this context of multipolar tensions, where boundaries are blurred between 
national and corporate responsibilities, legal and technical experts, civil society, 
states and private sector actors urgently need to work together to better understand, 
mitigate and regulate the harmful impact of adversarial data manipulation on
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biotechnology and the biosciences. Beyond strengthening legal and normative 
frameworks, public and private sector actors should collaborate on techniques to 
help secure biological and genomics data integrity. Policymakers need to start 
working with technologists to better understand the security risks emerging from 
the combination of AI and biotechnology and the implications for the bio-economy 
and its critical information systems. Preventing and mitigating such threats require 
a substantial departure from legacy approaches conceived to contain biological 
weapons by strictly controlling physical access to biotechnological equipment, 
materials and listed bio-agents. Importantly, no adequate guidance exists to prevent 
the adversarial use of biological data and algorithmic models to produce pathogens 
of concern or produce a biosecurity consequence by exploiting vulnerabilities in the 
cyberbiosecurity infrastructure: 

• First, policymakers and technologists should use foresight to anticipate and more 
clearly determine the functional definitions of dual use that are emerging across 
AI, cyber and biosecurity domains. 

• Second, they should collaborate to identify and assess the potential vulnerabil-
ities that can be exploited in the convergence of AI, cyber and biotechnologies 
to cause extensive civilian harm, produce biosafety and biosecurity incidents and 
compromise the knowledge-production cycle of the bio-economy. 

• Third, the new digital vulnerabilities emerging in biomedicine and biotechnology 
will increasingly require updated standards and practices that do not exist in 
our legacy policy, cyber- and biosecurity frameworks. For instance, encryption 
can be used to protect data-at-rest. Secure multiparty computation can help 
protect data-in-motion. Data authentication and verification mechanisms, such 
as cryptographic checksums and digital watermarking, may become critical 
to ensure data integrity. Importantly, modelling and simulating the ways in 
which sensitive civilian datasets are stored, accessed and retrieved for analysis 
are useful methods for testing such data systems, forecasting potential threats, 
identifying systemic vulnerabilities and building mitigation plans to address 
them. Diverse sectors facing information security risks already rely on these 
forms of sandboxing or operational foresight. 

Ultimately, what is at stake is how we frame corporate responsibility and 
accountability in offensive cyberoperations that target biotechnology and the bio-
sciences. Most efficient and scaled-up technological capabilities in AI and cyberse-
curity are the intellectual property of private companies. These companies are in a 
race to develop cybersecurity programmes that can detect the behavioural strategies 
used by AI-enabled malware to propagate across systems and avoid detection. As 
AI is enhancing speed, stealth and autonomy of cyberattacks, public sectors and 
civilian protection actors will become increasingly dependent on the cutting-edge 
expertise of AI and cybersecurity companies. This asymmetry gives private sector 
actors across the globe unprecedented power and a potential role to play in the 
protection of the bio-economy.
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Safeguarding the Guardians to Safeguard 
the Bio-economy and Mitigate Social 
Injustices 
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Abstract Cyberbiosecurity (CBS) is essential to humanity due to dangers arising 
from digitalization of information, processes, and materials of various branches of 
biology. Humans are threatened by intensifying potential for malicious destruction, 
misuse, and exploitation of our biological data and information. As society seeks 
to identify and mitigate CBS risks, we must also work to ensure the absence 
of avoidable or rectifiable disparities among groups of people, whether those 
groups are defined socially, economically, demographically/psychographically, or 
geographically. In this chapter, we identified behaviorally, currently recognized 
risks at the demographically/psychographically, or interface of the life sciences 
and the digital world that lead to a failure “to protect opportunity or capability of 
people to function as free and equal citizens.” We then identify and explore the 
more imperceptible uses of technology relative to the life sciences that negatively 
impact freedom and equity for humans. We considered these technologies against 
the backdrop of such social justice principles as inequality of outcomes, inequality 
of process, and inequality of autonomy. 
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1 Introduction 

Cyberbiosecurity, which requires the protection of networks, devices, and data [1], is 
essential for humanity due to dangers arising from the digitalization of information, 
processes, and materials within, and back-and-forth from, the various branches 
of the life sciences. When considering the bio-economy, there is intensifying 
potential for malicious destruction, misuse, and exploitation [1, 2]. Technologi-
cal advancements have yielded enhanced research and innovation through such 
emerging technologies as artificial intelligence/machine learning (e.g., artificial 
neural networks (ANN), cognitive computing, predictive analytics, cloud/big data, 
robotic process automation (RPA)). Yet, as organizations across the bio-economy 
are increasingly adopting digital transformation, agents of the companies utilizing, 
or interfacing with, the bio-economy can become a nexus of societal information 
as biodata are sent, stored, queried, analyzed, applied, revised, merged, shared, 
and/or archived. Data are moving not only within but also from the bio-economy 
to and through the products and services provided by companies serving the 
bio-economy. Unintended consequences are likely to arise from this confluence. 
Calamitous consequences emerge if actors interfacing with the bio-economy are 
permitted incomprehensible or imperceptible concentrations of influence and power 
[3, 4]. Thus, this chapter explores societal contexts and the consequential impacts 
on freedom and equity for humans. 

1.1 Transforming to a Digital Society: Context Matters 

Context matters; we recognize that the global society is rapidly moving toward the 
digital society. Therefore, we must not only address aspects of security of the bio-
economy relative to external threats but also internal threats (“inside threats”). 

As a result of the digital transformation, there will be increasingly pervasive use 
of robotics, automation, artificial intelligence (AI) and information and commu-
nication technologies (ICT) in all areas of human enterprise: hence references to 
(and expectations of) Health 4.0, Industry 4.0, Smart Cities, platform economies, 
and so on. This vision and these expectations present a fundamental challenge: to 
engineer ever more complex socio-technical systems to support and enhance the 
full spectrum of human endeavor across social activities, business enterprises, and 
networked infrastructure. These human endeavors are most effective and beneficial 
if human values and issues of public interest are at the core [5]. 

However, as the old saying has it, “the invention of the ship was also the invention 
of the shipwreck” [6]. The opportunity presented by technological innovation also 
exposes the risk of unintended consequences, from the good (e.g., generative 
technology in the form of tools that enable the unsupervised creation of new tools 
that had not been imagined or intended by the designer of the original tool) [7], to 
the bad and downright ugly (e.g., degenerative technology). In the rush to deploy
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Fig. 1 The simplest 
abstraction of computer 
security 

new technologies in the digital transformation, there is a primary – and deeply 
underestimated – risk: Society might not create robust safety and security measures. 

The traditional and simplest abstraction of security is illustrated in Fig. 1. Alice, 
the source, wants to convey information to an information receiver, Bob. To prevent 
an eavesdropper, Eve, from accessing this information, a security perimeter is 
established: We may imagine everything inside this dotted line to be our socio-
technical system for some application. Then in establishing this perimeter, there are 
some standard questions that need to be considered in terms of security, namely: 
What are we trying to secure? What are we trying to secure it for? Who are we 
trying to secure it against? 

In the context of cyberbiosecurity, we must consider some nonstandard answers 
to these questions, and in particular: 

• What are we trying to secure? 
We answer: Information, people, processes, and materials yielding biodata, 

or data indirectly leading to biodata, generated consciously or unconsciously, 
captured within materials or recorded by whatever device, and transmitted to 
an information receiver. In this chapter, we consider the bio-economy-proper, as 
well as what flows to and from companies interfacing with the bio-economy. 

• What are we trying to secure it for? 
We answer: To ethically achieve or maintain some personal or collective value, 

with particular mind to serving the public interest. 
• Who are we trying to secure it against? 

There is the possibility that the information receiver(s) will not act in good 
faith. We answer: We are also concerned with those who create and exploit 
inside threats, as well as those information receiver(s) who enjoy concentration 
of power through the convergence of digitalization. 

One way to think about this is to expand our view of cybersecurity from the 
idea of preventing harm from coming to you, to include conditions of “cybersafety,” 
which would involve protecting you from coming to harm. In other words, we are not 
only concerned with an outsider trying to break through the security perimeter to the 
bio-economy and/or what moves out from the bio-economy, but also with what goes 
on inside the perimeter among humans who are supposed and expected to safeguard
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the bio-economy, and the potential misuse and abuses of biodata, especially in 
the context of asymmetric power relationships [5, 8, 9]. We also recognize that 
vulnerable and underserved populations are often more at risk in these scenarios. 

2 Conceptual Framework 

Figure 2 is a diagrammatic representation of the foci of the chapter. The depiction 
when considered from left to right demonstrates external factors (societal factors) 
seeping into the internal, or inner, sanctum of the human (i.e., “inside threats”), 
thereby leading to diminished humanity. With diminished humanity, humans suffer 
the erosion of freedom and equity [10]; society is likely to face far more risks relative 
to inequalities of autonomy, inequalities of outcomes, and inequality of processes. 

In the following sections, we will present a more detailed interpretation of 
Fig. 2. We will also clearly note the respective chapter sections for the reader’s 
convenience. 

2.1 The External: Societal Factors 

As shown in Fig. 2, the key societal factors are as follows: The first societal factor 
is predatory goods and services (e.g., food, gambling, etc., as mentioned in Sect. 3). 
These predatory goods and services often disproportionately and negatively impact 
vulnerable and underserved members of society [11]. The second societal factor is 

Fig. 2 Societal factors leading to inside threats leading to diminished humanity
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converging digitalization, operatively defined in this chapter as diverse technologies 
integrated by an array of actors across the micro-, meso-, and macro-levels of society 
leading to potent capabilities to harvest and utilize vast amounts of amalgamated 
data (as discussed in Sect. 4). This convergence often disproportionately and 
negatively impacts those vulnerable members of society with lower levels of digital 
maturity [12, 13]. The third societal factor is concentration(s) of power as a few 
elite actors (aka the Powerful Elite [8]) are afforded imperceptible power due to 
their control of vast amounts of data about humans individually and collectively (as 
discussed in Sect. 5). This concentration often leads to such social justice issues as 
greater societal divides [8, 10–12]. 

2.2 The Internal or Inner Sanctum of the Human: Inside 
Threats 

We also identify in Fig. 2 two significant inside threats which are as follows: first, 
the neurobiology of addiction (as discussed in Sects. 3 and 4), and second, the 
neurobiology of stress (as discussed in Sect. 3). Notably, these inside threats often 
disproportionately affect vulnerable and underserved populations [11, 14–17]. Then, 
as inside threats lead to physiologically enervated humans (e.g., allostatic load or 
the physiological wear and tear on humans as will be described in Sects. 4 and 5), 
humans are likely to face cyclical and compounding risk. Enervated humans are 
likely to become more vulnerable to the aforementioned societal factors and face 
further exacerbation of the impacts of inside threats (as denoted by dotted lines in 
Fig. 2). 

2.3 Consequences: Diminished Humanity 

The resulting diminished humanity in Fig. 2 is likely to be a significant risk to 
social justice. Degenerated humans are less likely to identify well, prevent, and/or 
robustly remediate disparities among groups of people, whether those groups are 
defined socially, behaviorally, economically, demographically/psychographically 
(as discussed in Sect. 6) [10, 16, 18, 19]. 

3 Predatory Goods and Services Leading to Inside Threats 

In recent years, there has been an explosion of research and applications accom-
plished through the vast array of actors in the bio-economy for the benefit of 
non-bio market sectors. For example, the integrative applications of bioengineering
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work in tandem with various disciplines to design, deliver, deploy, and maintain a 
plethora of goods and services. At the intersection of materials science, bioengi-
neers positively impact our world through such applications as biomimetics and 
biomaterials. Furthermore, at the T-junctions of chemical, mechanical, and electrical 
engineering, those in the bio-economy create and/or improve biofuels, prosthetics, 
and robotics, respectively. Lastly, in concert with neuroscience, those in the bio-
industries interface with the fields of neurobiology. This includes the exploration 
of biological mechanisms by which the nervous system is measured and mediates 
behavior. Other examples include agricultural (e.g., food growth, food production), 
medical (e.g., population genetics, pharma, DNA synthesis), environmental (e.g., 
bio-energy, bioremediation), and industrial (e.g., bio-machine interfaces), to name a 
few [1, 2, 20, 21]. Thus, the bio-economy has increasing impact on, and involvement 
with, more societal domains. 

In the next sections, we offer a representative sampling of these domains 
leading to inside threats through predatory products and services that trigger the 
neurobiology of addiction. We ask the following questions: What happens when 
the world around us is teeming with products and services that are negligently 
or intentionally designed, developed, and/or deployed to trigger dependency, or 
even unintentionally, addiction, in humans? What happens when vulnerable or 
underserved members of society are likely to be more susceptible to this predation? 
We can work, eat, drink, watch, listen, play, shop, interact, and then risk intense 
dependency and even enslavement to the very goods and services we purchase and 
use to improve or enhance our lives and the organizations for which we work. We 
are not likely to remain vigilant to safeguard information, people, processes, and 
materials if we are physiologically enervated by dependency and/or addiction in our 
day-to-day existence. We begin with an exploration of the neurobiology of addiction 
triggered by optional activities (i.e., gambling, gaming, apps [22], e-commerce, 
marketing, and mobile interfaces) and conclude this section with triggers found 
through life’s essential activities (e.g., nourishment through eating). 

3.1 Laundered Lives and Indentured Playtime 

The British colloquial verb “to rinse” is to completely deplete someone or something 
until there is nothing left [23]; in particular, this can apply to “rinsing” someone of 
their money and assets. Such “rinsing” has a temporal dimension: one way to take a 
lot of money is to try to rinse someone for a large amount in one “go,” for example, 
through a con trick. This does, however, raise the problem of “burning” (as in “once 
burned, twice shy”). Therefore, another way of rinsing someone is to extract a small 
amount of money, but over many “goes,” without ever revealing any subterfuge. 
This can eventually yield a greater return over the long term, but to make a large 
amount over the long term, the small rinse has to be done at scale. In pursuit of such 
scale, the casino and the lottery were invented.
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Dow-Schüll [24] charts how the gambling industry has leveraged many features 
of psychology and neurobiology to get gamblers (aka punters) “into the zone,” 
that is, a engaged in condition, where the outcome, in the form of winning or 
losing money, is secondary to the point of being immaterial to the process itself. 
For example, a slot machine’s repetitious behavior produces in a punter’s brain 
the necessary chemical and neurological stimuli to accomplish a “coins in/quids 
in result” for the casino owners. 

The physical environment of a casino is also carefully crafted and controlled to 
promote this zone, from the density and proximity of the machines (e.g., gamblers 
want privacy in their own bubble but to still be dimly aware of others in theirs), 
through to the regulated oxygenation levels, free drinks, acoustics, and lighting (e.g., 
a sense of the passage of time is deliberately made opaque). To further maintain the 
zone, casinos increasingly use biometrics (e.g., facial recognition, facial emotion 
recognition, fingerprint recognition, etc.), so that gamblers can move freely, fluidly 
and uninterrupted through the space, enjoying instant authorization to access areas 
on-demand. Casino operators also increasingly use bio-surveillance to capture, 
understand, and anticipate the desires of their gamblers. With this, gamblers can 
remain focused on nonstop play at tables/machines due to effortless reloading of 
monies in real time and can be inveigled by highly customized and personalized 
goods and services. Therefore, biometrics allow for not only rapid identification, 
enhanced security, and tracking of behavioral patterns (e.g., entry/exit/usage) at 
casinos, but also help create augmented and unbroken experiences for gamblers to 
stay in the zone. 

The casino environment is complemented by other cognitive exploits, in par-
ticular the “near-miss effect.” This effect causes a near-miss to be misinterpreted 
by players as a sign that they should keep playing [25]. In the UK, this could 
have been exploited by fixed odds betting terminals, in which the percentage of 
actual wins was regulated by law, but the percentage of “nearly wins” was not; 
consequently, the diminished margin of return according to the regulations could 
have been compensated for by an increased volume of input derived from exploiting 
the near-miss effect. 

3.2 From Gambling to Gaming 

It is not a significant shift, orthographically speaking, from “gambling industry” to 
“gaming industry,” nor is it such a significant difference in commercial practice 
to use similar tactics and techniques in order to get gamers (aka players) so 
consumed by game-playing that it amounts to an addiction. Indeed, internet gaming 
disorder (IGD) has been recognized as a potential mental disorder and is therefore 
included in the fifth edition of DSM-5 (the Diagnostic and Statistical Manual 
for Mental Disorders), the standard reference handbook for psychiatric diagnosis 
[26, 27]. A meta-analysis and literature review have demonstrated that there are 
significant neurobiological variances between individuals presenting with IGD and
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control subjects (healthy “normal” individuals) [28]. Additional risks surface when 
considering the advent and development of affective gaming; players can be easily 
exploited as their emotional states are evaluated in real time and as they share their 
physiological signals during gaming (e.g., heart rate, muscle tension, brain wave 
activity, temperature, respiration, facial recordings) [29]. 

Addiction by design [24] refers to tech developers designing with the objective 
of instigating chronic behavior and dependency on a particular machine, device, 
and/or system, through encouraging entry into a flow state or trance, where that state 
can be maintained over time. In Schüll’s [24] book, Addiction by Design, flow is 
examined from an anthropological perspective with reference to machine gambling 
and gamblers’ entry into the “machine zone” (flow state) through “machine play,” 
highlighting the industry’s desire to keep individuals in this state for purposes of 
profitability, while claiming that they are simply responding to the desires of the 
individual. The tech industry also exploits humans by creating apps to be addictive 
[30–33]. Internet addiction disorder (IAD) is also believed to be an emerging mental 
health issue with evidence of measurable changes in the brain structure and function 
of humans (e.g., abnormal white matter structure) as well as behavioral impairments 
[34]. Thus, these predatory goods and services might be better demarcated as 
creating a state that can be termed dark flow. 

3.3 Concept of Flow: Positive and Dark 

The concept of flow was originally defined by positive psychology Professor Mihaly 
Csikszentmihalyi [35] as an optimal experience and absorbed mental state whereby 
an individual is engrossed in a particular activity. The state has been described as 
one of “dynamic equilibrium” shaped by the interaction between an individual and 
their environment [36]. Attaining a state of flow requires numerous components, 
including concentration, the presence of a challenge, a sense of control, and some 
degree of skill, among other elements [36]. When individuals enter a flow state or 
are in the flow channel, they are completely engrossed in a given environment and 
experience [35] and, as such, seek cues in the form of feedback that enable actions 
to be modified [37]. Flow is typically equated with a positive experience, leading to 
fulfilment, productivity, and happiness. 

Flow, in a technology-mediated environment, refers to a subjective user experi-
ence resulting from the interaction of the individual and the technology, focusing on 
the four dimensions of control, attention focus, curiosity, and intrinsic interest [38, 
39]. In the human-computer interaction (HCI) domain more specifically, flow theory 
has been adopted, researched, and applied in the context of user-centered design 
to enhance interactive user experiences, particularly in the gaming industry. The 
objective here is offsetting the concepts of challenge and ability or skill to encourage 
entry into the “flow zone,” recognizing that adaptability is required due to end users 
having divergent flow zones [40]. A primary motivation of related research is to
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develop frameworks or instruments that enhance both enjoyment and game design 
[41]. 

Furthermore, flow theory has been featured in studies exploring customer satis-
faction with respect to e-commerce applications, in order to determine precursors 
to an optimal shopping experience, based on a stimulus-organism-response (S-
O-R) paradigm [42]. Lee et al. [42] apply a five-factor measure of flow for 
e-commerce, and state the importance of product- and service-related cues and the 
inverse relationship between quality and flow as major findings. Flow in an online 
environment has also been studied from a range of disciplinary perspectives, such 
as marketing (see [43] for an overview). 

More recently, the integration of flow in the design of mobile interfaces was 
identified as an area requiring further research and attention, from the perspective 
of deliberately inducing the flow state by design, and recognizing when compulsive 
usage is evident in order to prevent “dark flow” [44]. While such examples arguably 
point to the positive applications of flow theory, the concept of dark flow must also 
be explored as it relates to addiction by design (AbD), cyberbiosecurity (CBS), and 
the potential for the exploitation and manipulation of the neurobiological systems 
of individuals. 

Interestingly, in the language of gambling machine development designed for 
flow, slot machines are also referred to as fruit machines (rather than cash-extracting 
machines). Unfortunately, it is not just associations with food that can be leveraged 
in pursuit of dependency and addiction, but also food itself. In the next section, 
we will explore how researchers reveal such methods as are executed by those 
companies who design and develop products for nourishment for humans (e.g., food 
giants within agribusiness or BigAgro [30]). 

3.4 Nourishment: Enslaved Through Ingestion 

Researchers have shown how food manufacturers first manipulated processed 
foods in order to make them alluring as well as cheap [30]. Subsequently, the 
manufacturers manipulated those foods to make them addictive [45]. Manipulation 
techniques tended to focus on a neuroscientific understanding of how the brain’s 
reward system works, that is, on the roles of both chemicals in the brain (mainly, 
dopamine) and processing regions of the brain (primarily the prefrontal cortex), 
and how these are activated or deactivated by specific additives to food products 
[30]. Even seemingly innocuous wellness supplements could be exploited for neuro-
hacking if genome editing tools were used to design formulas for over-the-counter 
(OTC) gut therapies (e.g., probiotics) to covertly impact the brain negatively, such 
as by altering mood or productivity once ingested [46]. 

We could also explore medical marketing and how DTC (direct-to-consumer) 
advertising for marketing prescription drugs, health services, disease awareness, and 
laboratory tests becomes a big business designed not to help consumers but rather to 
sell products and services [47]. We could also easily extend our evaluations to such
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chemical addictions as found through pharmaceuticals and/or to such behavioral 
addictions as found through entertainment and social media site usage [34, 45–51]. 
Although some might contend these goods and services create compulsion rather 
than addiction, researchers identify dopamine-inducing effects on the brains of users 
of social media sites. These platforms can cause the brain’s reward area to trigger 
neural circuitry with the same kind of chemical reactions as those who are hooked 
on gambling or using recreational drugs such as cocaine [30–33]. 

4 In a World of Converging Digitalization, Addiction, 
and Stress 

In the previous section, we asked: What happens when the world around us is 
teeming with products and services that are designed, developed, and/or deployed 
to create dependency or addiction in humans? Now, we ask: What happens when 
there is also a convergence across various micro-, meso-, and macro-segments 
of the bio-economy resulting in digitized processes becoming progressively more 
imperceptible, incomprehensible, and/or also insightful? Adding to this, what 
happens when work environs for humans within the life sciences are increasingly 
pressurized due to such issues as high-pressure tasks and/or an accelerated sense 
of time for speed-to-market? In intense work environments, humans can suffer 
such consequences as vigilance fatigue at a minimum but also physiological wear 
and tear leading to allostatic load (A-Load) which often results in brain fog, 
preoccupation, distraction, ambiguity, confusion, and unconstructive vulnerability 
[52–56]. Humans operating in A-Load are therefore more likely to be more 
susceptible to inside threats, as well as more likely to be debilitated in their efforts 
to safeguard the bio-economy. 

4.1 In a World of Addiction by Design: The Neurobiology 
of Addiction 

As we identified and explored risks related to neurobiology in the digital age, 
we also recognized the ramifications of addiction by design on humans. If such 
aforementioned products and services as gaming, gambling, apps, e-commerce, 
marketing, mobile interfaces, food, social media sites, and pharmaceuticals have 
been developed without responsible regard to, or intentionally to instigate, the 
dependence syndrome, the human is likely to move through three stages of depen-
dence development: from the binge-intoxication stage to the withdrawal-negative 
affect stage, and into the preoccupation-anticipation (“craving”) stage. The conse-
quences for humans in these states include outcomes such as a strong sense of desire 
or compulsion relative to the behavior around the product or service, decreased
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concentration and focus, progressive neglect of former interests, difficulties with 
self-regulation (e.g., around a technology), and often recurrent upsurges of usage 
thereby creating further intensification of negative consequences. Additionally, a 
physiological withdrawal state often causes the human to compulsively seek relief 
by reengaging in the addictive behavior to avoid the discomfort of withdrawal 
[57–59]. 

When products and services induce addiction, or even maladaptive dependence, 
humans can suffer psychosocial stressors such as social segregation or isolation and 
psychological stressors such as impaired cognitive functionality leading to aban-
donment of necessary responsibilities and/or degradation of previously fulfilling 
activities. Furthermore, humans may suffer such physical stressors as circadian 
disruption. Increased stress and fatigue, can result and those factors subsequently 
can exacerbate negative impacts on a person’s physical, psychological, emotional, 
social, and spiritual well-being [16, 17, 56, 58–60]. 

Vulnerable or underserved members of society are often most at risk in these 
scenarios. Social justice issues often correlate to lower levels of socioeconomic 
status (SES) or to lower measures of such components as income, occupation, and 
education [61–63]. Additionally, SES often correlates significantly with addiction 
patterns. For example, while young adults in wealthier families may be more likely 
to experiment with illegal substances at younger ages, segments of society with 
lower SES are far more vulnerable to goods and services leading to addiction. 
For example, inexpensive, yet nutritionally deficient, food options are often the 
most economically feasible. Additionally, within communities with lower SES, 
substances leading to addiction are often more readily accessible, while support 
and care options for combating addiction are often far less accessible [16, 17, 64, 
65]. 

Research [14, 65–67] also reveals higher levels of chronic stress within com-
munities with lower SES. Chronic stress is a risk factor for not only almost all 
mental illnesses but also for high susceptibility to addiction. For example, addiction 
can be a familial system dysfunction where one individual with maladaptive 
dependence archetypically creates physical and psychological disruption, economic 
constraints, and relational conflicts for the other members of the household, thereby 
creating higher levels of environmental stress [21, 62, 68]. Thus, the context within 
which populations with lower SES live and work may lead to more exposure 
and defenselessness to the aforementioned dependence, or addiction, of predatory 
products and services [16, 18, 65]. 

4.2 In a World of Converging Digitalization: The Neurobiology 
of Stress 

Converging digitalization can be defined as diverse technologies integrated by an 
array of actors across the micro-, meso-, and macro-levels of society leading to 
the potent capabilities to harvest and utilize vast amounts of amalgamated data.
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Undoubtedly, this mass confluence of digitalization can be of great benefit to 
humanity in certain contexts. Companies across the globe can pool resources to 
increase speed to market, reduce costs, and increase revenues. Additionally, global 
convergence can alleviate labor exploitation in that improved job prospects allow 
people the freedom to move to where opportunities exist. In these scenarios, impov-
erished nations with lower standards of living can benefit from more competitive 
wages. Higher wages often yield improved living standards [69]; optimistically, 
research [70] correlates higher incomes with better health and lower maternal 
and infant mortality. With digitalization, product access can improve; citizens in 
the global periphery can suffer less resource scarcity [20, 71]. Yet, as techno-
logical progress accelerates, and digitized interdependencies integrate in the life 
sciences, our ability to perceive risks becomes more complicated and convoluted. 
As technologies converge within (and back and forth from) the global bio-economy, 
there are significant risks to consider such as insightfulness, imperceptibility, and 
incomprehensibility of these processes. 

Converged digitalization yields insightfulness [72]. Security risks emerge when 
aggregated data gleaned across a variety of technological sources in the bio-
economy can assess humans in multiple contexts, capacities, and times, allowing 
the system to have a precise and profound understanding of a human in their past, 
present, and proposed future states. Insightfulness becomes even more formidable 
when genetic and other biological data are analyzed with social and environmental 
factors; researchers can understand gene-environment interactions and create bio-
social models. These risks exacerbate as non-bio actors collect, store, analyze 
biodata. In one example, biosocial surveys allowed for social scientists to gather, and 
disseminate bio-specimens (e.g., blood, urine, saliva), bio-markers (i.e., measurable 
factors derived from a specimen and associated with a current or probable medical 
condition), and biodata (e.g., digital data derived from bio-specimens) in nonclinical 
settings [73]. Positively, such surveys could allow society to better understand 
the interplay between health and social inequities to alleviate injustices. These 
noninvasive quantification measurements of the human body can be correlated 
with social and environmental factors to yield rich models and solutions to better 
address the disproportionately negative effects on marginalized populations (e.g., 
anthropometry to assess nutritional adequacy for children in areas with lower SES) 
[16, 68]. However, these data are often not sufficiently managed to rightfully protect 
the data gleaned, analyzed, and warehoused about their human subjects. Research 
[73] reveals that social scientists acting as information receivers inadvertently may 
not act in good faith due to ignorance about essential protocols and protections 
needed around biodata that is moving within, or outside of, the bio-economy. 

Genomic surveillance and DNA profiling have also been used potently in 
conjunction with social engineering (e.g., digital DNA, or D-DNA, such as mining 
posting behavior on social media) as well as facial recognition to yield invasive 
and pervasive insightfulness. Predictive analytics through AI and ML further 
galvanize the ability to accurately predict human behavior. Such DNA profiling 
as done through law enforcement, immigration, or the Combined DNA Index 
System (CODIS) can lead to discriminatory behaviors, violations of privacy and due
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process, and even such reprehensible human rights violations as ethnic cleansing. 
Algorithms can be used advantageously to detect the often humanly undetectable 
discrimination within; yet algorithms can also inadvertently yield direct or indirect 
discrimination and/or statistical discrimination [11, 15, 74]. 

Converged digitalization also yields imperceptibility [72]. Technology often 
happens behind lines of visibility. As those within the life sciences design, develop, 
deploy, and warehouse data, they may not realize or perceive the far-reaching 
effects of how such information, processes, people, and materials can be used 
in conjunction with other data and/or technologies within or outside of the bio-
economy. Often, good actors do not perceive what is happening behind these lines 
of visibility, such as what is being collected by whom, for how long, how it is, or 
could be, synthesized with other data, and who ends up owning the data, now or 
in the future. Corporations have sold biotechnologies to bad actors unknowingly or 
negligently. Research published in the bio-sector has yielded unintended unethical 
consequences as bad actors have used published biodata for nefarious purposes [75, 
76]. 

Finally, converged digitalization results in incomprehensibility [72], as technol-
ogy can outpace our ability to comprehend existing or emerging processes that 
require new or revised policies and procedures to safeguard people, places, and pro-
cesses. Aging populations, as well as communities with lower SES (socio-economic 
status), often struggle disproportionately with lower levels of digital literacy and 
digital maturity [12]. Interestingly, even leading international corporations report 
ongoing struggles to achieve and sustain digital maturity [12, 71]. Highly educated 
members of society can fall prey to nefarious practices of biohackers who obtain 
biodata under false pretenses. Technological advancement also continues to outpace 
legal and ethical frameworks that are best created early so as to address and 
homogenize appropriate practices [77]. With integrated digitalization, we often do 
not even fully comprehend a simple opt-in to (often murky and mutable) terms and 
conditions of technologies. 

Additionally, those in the bio-economy have traditionally subscribed to a culture 
of openness and information sharing in order to advance scientific discovery and 
the practical application of these discoveries. Reliance on self-governance has also 
been an acceptable practice in the past [75]. With converging digitalization, these 
previously acceptable norms of collegiality create significant risks to the emerging 
bio-economy that may not be comprehendible to experts in the bio-economy 
domains. Encouragingly, policy makers are beginning to address such issues. In 
the USA in 2020, the government focused more effort on better defining, and more 
robustly clarifying, classifications and demarcations within the bio-economy, as well 
as creating well-integrated strategies to better address national security challenges 
of the fast-emerging and converging digitalization of the bio-economy [21].
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4.3 Context of Lived Experiences: The Neurobiology of Stress 

We will now explore the neurobiology of stress taking into account two key contexts. 
The first context is the workplace with a particular focus on those employed 
in the life sciences because they are the primary guardians of the bio-economy. 
The second context is the community (e.g., community-level stress or community 
allostatic load or A-Load). Significantly, Community A-Load, or the aggregated 
measure of physiological wear and tear on humans living in the same area, does 
appear to disproportionately affect the vulnerable or underserved members of 
society [55, 63, 65]. To explore categories of stressors, we will choose the four 
broad categories of stressors, which are as follows: physical stressors, psychosocial 
stressors, psychological stressors, and psycho-spiritual stressors [56, 78, 79]. 

4.4 Stress in the 9–5 

Societal stress is a growing global crisis regardless of income. The World Stress 
Index (WSI), represents 95% of the global adult population. The index purports an 
average of 35% stress globally, which continues to increase each year [80]. Global 
studies [81, 82] reveal that the push for excellence and speed to market has led 
to intense pressures faced by researchers working in such fields as biology. Such 
twitter hashtags as #MedSciLife and #takebreaksmakebreakthroughs, created by 
molecular biologists and researchers, seek to alleviate intensifying burnout among 
those working in the life sciences. Those surveyed articulated a high personal toll 
on well-being due to an accelerated sense of time, bullying, long hours, and a focus 
on such metrics as impact factors of journals. Surveys from the lab and field reveal 
chronic stress in the working lives of scientists contending with damaging cultures 
of competition, leading to hostility, mean or aggressive working conditions, and 
persistent stress and anxiety [82, 83]. 

The Internet of Behavior (IoB), which represents a meso-level form of converg-
ing digitalization in workplace environments, is likely to yield such benefits as safer 
work spaces, as sensors and tags monitor employee key strokes and voice behavior 
or whether an employee is certified to operate a certain machine or is properly 
washing up after using the lavatory. Yet, as human behaviors are continuously 
surveilled and analyzed in the workplace, researchers [84, 85] report that employees 
often suffer a sharp rise in stress levels. 

Stressors can also combine to create a prolonged effect on humans in the various 
spheres of their life [56]. Workplace stress often yields the four aforementioned 
stressors, as do patterns of addiction in humans. Additionally, the convergence of 
processes in the life sciences, which yields insightfulness, incomprehensibility, and 
imperceptibility, leads to stressors due to information overload and also as a result 
of the threats that operate behind the line of visibility [72, 86].
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4.5 Prolonged Stress: Allostatic Load 

The mind and body interact as a complicated, interconnected whole. The interplay 
can be both positive and negative. Allostatic load (A-Load), as previously men-
tioned, is an index of the biological “wear and tear” on the physiology of the human. 
Prolonged stress can lead to chronic over-activation of the sympathetic nervous 
system (i.e., fight, flight, freeze response). When demands outweigh our ability to 
cope, we experience stress. When we suffer acute stress or allow ourselves to endure 
chronic exposure to stressors leading to the persistent over-activation of the sympa-
thetic nervous system, our mind-body system works overtime. Therefore, without 
robust buffers to offset the stressors, we move into maladaptive states of A-Load in 
which our sympathetic nervous system is cast into an extended state of heightened 
alert. Without strategic, consistent, and intentional activation of the parasympathetic 
nervous system (e.g., eliciting the relaxation response for resilience building) to 
offset the risk of this maladaptive state [52, 54, 56, 87], humans suffer harmful 
physiological consequences including nearly all the identified consequences of 
addiction. Another adverse outcome is vigilance fatigue or the failure to accurately 
perceive, identify, or analyze bona fide threats. This can lead to serious negative 
consequences or even to a life-threatening state of affairs [88, 89]. Innovation 
is then usually impeded, and our resilience and ability to adapt are significantly 
constrained [17, 53]. Researchers believe that this phenomenon can be brought 
about by four factors as follows: (1) prolonged exposure to ambiguous, unspecified, 
and ubiquitous threat information, (2) information overload, (3) overwhelming 
pressure to maintain exceptional, error-free performance, and (4) faulty strategies 
for structuring informed decision-making under conditions of uncertainty and stress 
[87, 88]. 

Research [16, 55, 65, 90] relative to individual A-Load has expanded to collective 
A-Load, yielding evidence of significant effects of the community on individual 
A-Load and vice versa. Thus, we can experience detrimental vicious cycles of 
collective stress, breeding more individual stress, thereby breeding more collective 
stress. There are believed to be several categories of factors leading to A-Load in 
humans or communities. Such stressors can be chronic or acute, as well as internal 
or external to the human. As previously mentioned, we chose to consider four broad 
categories of stressors: physical stressors, psychosocial stressors, psychological 
stressors, and psycho-spiritual stressors. 

Physical stressors may include genetic or biological factors. They may also 
include resource deprivation for adequate survival, living and working conditions, 
trauma or illness, such dietary stress as nutritional deficiency and unhealthy eating 
habits, such issues of work-life balance as overexertion, and such environmental 
concerns as climate change, noise, or pollution. Chronic stress is often more 
prevalent in populations with lower socioeconomic status (SES) due to such factors 
as crowding, crime, noise pollution, discrimination, and other hazards [16, 65]. 
Community A-Load is believed to be exacerbated by such physical stressors as 
deteriorated natural or built environs, residential/population churn, lack of healthy
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or safe public spaces, and lack of access to aesthetically-pleasing resources or to 
nature [16, 18, 56, 65]. 

Psychosocial stressors may include lack of family and/or community social sup-
port, employment or housing issues, and other interpersonal difficulties. Community 
A-Load is believed to be intensified within societal enclaves of marginalization, 
low/unstable employment, intergenerational poverty, and low social efficacy [16– 
18, 56, 65]. 

Psychological stressors may include those of a perceptual nature such as attitudes 
and beliefs, as well as information overload, frustration, grief, fear, an accelerated 
sense of time, and other types of emotional and cognitive stress. Researchers 
studying Community A-Load identified such factors as slow and/or inequitable 
response times of municipalities, power imbalances, and isolation as chronic 
psychological stressors leading to hopelessness and despair. These factors are often 
correlated significantly with communities of lower SES [16, 17, 55, 56, 65]. 

Psycho-spiritual stressors are likely to include a misalignment or suppression of 
core spiritual beliefs or crises of meaning, purpose, or values. Spiritual capacity, 
which has decreased in many segments of society, often serves as essential 
sustenance to offset stress for humans when facing adversity, as well as a robust 
source of resilience and motivation [16, 54–56, 65, 91]. 

When these four broad categories of stressors are recurrently triggered or 
exacerbated by adverse internal and external environments, humans are further 
negatively impacted cognitively, emotionally, behaviorally, physiologically, and 
socially. Cognitively, humans can struggle with anxious thoughts, poor concentra-
tion, and difficulty with memory. Emotionally, humans often experience feelings 
of depression, disquiet, tension, irritability, restlessness, and an inability to relax. 
Behaviorally, humans may avoid tasks, develop maladaptive eating or substance 
consumption habits, and experience sleep deprivation or degradation [56, 78]. Phys-
iologically, humans can suffer with tense muscles, myalgia, headaches, difficulty 
swallowing, stomach aches, nausea, digestive issues, sexual dysfunction, weight 
loss or gain, and heart malfunctions. Socially, humans can experience decreased 
quality of relationships, increased conflicts in interpersonal interactions, a need for 
withdrawal from social activities, and a loss of a sense of belonging [55, 56, 65, 92]. 

These contexts of working and living can accumulate and thrust humans into 
a state of A-Load [56] individually and propagate Community A-Load [56, 65]. 
Therefore, if we are an enervated society, we lack vigilance to safeguard the bio-
economy; we risk living in a zombie-like sleepwalking trance. We are also likely 
to lack the endurance or resilience to challenge asymmetries of power enjoyed by 
the Powerful Elite as they accumulate unchecked control and influence [10]. Most 
lamentable, we are far less likely to eradicate or even mitigate inequalities in society; 
in fact, we allow vulnerable members of society to be far more susceptible to harm.
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5 Concentration of Power Leading to Inside Threats 

We previously asked: What happens when a convergence of digitalization is likely 
to proliferate imperceptible or incomprehensible processes? Now, we ask: What 
happens when this convergence also leads to concentration of power that often 
exerts influence and control behind lines of visibility? What happens if wide 
swaths of society are suffering physiological disruption, vigilance fatigue, or worse 
physiological dysregulation leading to A-Load and thereby are unable to address 
these asymmetries of power? Humans are likely to be diminished in their ability to 
robustly recognize, resist, or rectify such risks. These risks are also likely to lead to 
negligence in appropriately identifying and/or addressing societal inequalities. 

Corporate entities with centralized portals have the potential to bring together 
disparate islands of information about human activities and behaviors relative 
to not only the economic, political, spatiotemporal/geographical, and social but 
also biological data. Biorepositories can include large multinational collections of 
countless specimens. Powerful AI/ML applications can now analyze large troves of 
data, making judgments about the current or future states of individuals behaviorally 
and increasingly also physically and physiologically. These diverse processes 
present unique risks when facilitated by converging digitalization. 

Convergence can occur at the individual or collective level, the device level, the 
application level, and even the data level, thereby providing an entity (or alliances of 
entities) with granular analytic capabilities that can be turned into potent intelligence 
[72]. Entities managing large data warehouses using powerful relational database 
management systems on the cloud are able to take advantage of big data capabilities. 
“Dark data” or data stored and left unused in the current state are in reality a form 
of deferred data that can be “lit up” to be used at a later time. This has led to 
organizations potentially knowing humans better than humans know themselves. 
In these contexts, members of society may also lose control over their own data, 
thereby making their data abstruse and ineradicable [5, 72]. Humans are thereby 
stripped of data ownership and divested of rights to delete or rights to be forgotten. 

Converging digitalization can aid in driving product development through predic-
tive analytics and data-driven innovation processes but can also have counter-effects 
as organizations can mine sensitive biodata and thereby combine it with other 
data sets for profound understanding to manipulate the masses. As previously 
mentioned, social engineering alone now allows for generating digital DNA (D-
DNA) of individuals, potentially leading to bio-discrimination [15, 74]. Societal 
shifts and trends have already proved to be surreptitiously influenced by both Big 
Tech corporations that span nationally and transnationally as well as by publicly 
organized and administered information systems by government agencies. Society 
has observed companies such as Facebook (nka Meta) that have been afforded
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unhampered and remarkably broad societal reach even without certain conver-
gences. Often these mega-scale platforms become potent surveillance mechanisms 
leading to surveillance capitalism [93] or the commodification of personal data 
being used for profit making [8, 94]. 

When humans cannot recognize, resist, or rectify the concentration of power to 
which they are exposed, we risk the rise of techno-feudalism [8, 94], which can 
be defined as “a socio-political economic system in which a Big Tech company 
holds sway over a particular domain of enterprise . . .  as granted by an elected 
government, in exchange for political and financial support, and post-parliamentary 
career support” [94, 95]. In essence, the Powerful Elite [8] relegate the “rest of us” 
to “info-peasantry . . .  obliged to exist within the asymmetric terms and conditions 
of the service: we provide the data in return for the service, but the aggregator (the 
platform owner) is the primary beneficiary” [95]. Cashless societies and the provi-
sion of digital currency by platform owners are likely to further subjugate humans. 
The subjects, or the “info-peasants,” either comply “on the grid” under particular 
terms and conditions, or suffer the plight of being socially excluded or perhaps even 
being relegated to nonpersonhood [95]. Although we continue to contend that the 
vulnerable and underserved members of society are disproportionately impacted by 
such contexts, this concentration of power undoubtedly leads to a failure to protect 
opportunity or capability of most of society to equitably function as free and equal 
citizens [96]. 

In terms of the devices, the apps, the data, the converging digitalization that we 
describe above – much of this is owned privately and/or capable of being monitored 
by the state. Boundaries between private and public actors are often blurred. 
Nearly 64% of pharmaceutical lobbyists were former government employees, 
and often private sector actors end up in government positions and vice versa 
[97, 98]. Boundaries between academic medicine (e.g., teaching hospitals) and 
the pharmaceutical industry have also been eroding; pharma companies, with a 
fiduciary responsibility to shareholders, do not have education budgets but rather 
have marketing budgets [97]. Thus, there is already a precarious concentration of 
power, as well as clear motivations and operations based on profit motives rather 
than on benefits to humans. 

Techno-feudalism [8, 94], generated by the Powerful Elite [8], exploits the end 
user in the name of innovation and economics. With rich and broad amalgamated 
data, society is exposed and vulnerable. There is likely to be transparency of 
each individual’s current and predicted motivation, intent, sentiment, behavior, and 
actions [99]. With converging digitalization, the result is then an ability to find the 
consumer, like a needle in a haystack, with precision based on historical movements 
and current context. This creates extraordinary vulnerability for the exploitation of 
humans. 

The outcome of biodata being involuntarily or voluntarily added into the 
amalgamation is that we become susceptible to Überveillance (i.e., watching of the 
inner sanctum of the human) [48, 99]. As these converged processes increasingly 
have the ability to mine thoughts and activate behaviors, will the Powerful Elite 
[8] exploit the space between our skull where we were once free to roam, think,
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feel, and reflect without scrutiny [48, 100]? The ultimate end would easily lead to 
furthering the concentration of power among the few with the many relegated to 
a form of modern indentured servitude [101, 102]. Human freedom would be the 
cataclysmic collateral damage. 

6 Consequences of Diminished Humanity: Inequalities 
of Autonomy, Outcome, and Process 

In previous sections, we explored societal factors (e.g., predatory goods and 
services, converging digitalization, and concentration of power) leading to humans 
suffering heightened neurobiological states of stress, as well as neurobiological 
states of addiction. We also explored possible ramifications of these neurobiological 
states because humans can become enervated due to allostatic load. We thus 
contended that humans become less likely to recognize, and far more susceptible 
to harm from, these factors and, in particular, concentration of power; the common 
human can be relegated to modern serfdom. 

In this section, we revisit our original three questions: What  are we trying to  
secure? What are we trying to secure it for? Who are we trying to secure it against? 
We will now explore possible consequences if the information receiver(s) who 
enjoy(s) concentration of power do not act in good faith to avoid inequalities of 
autonomy, inequalities of outcome, and inequalities of process. Although all humans 
(with the exception of the Powerful Elite) are at risk, vulnerable or underserved 
members of society often are disproportionately impacted. Therefore, we will now 
focus on risks to the more susceptible members of our global community: those 
members of society in the global periphery. 

6.1 Inequalities Defined 

Inequalities of autonomy can be defined as unfairness relative to self-reflection, 
active or delegated decision-making, and limitations relative to high-quality options. 
Resultant barriers can include conditioned expectations, coercion, and such struc-
tural constraints as lack of advice and support. Inequalities of outcomes can be 
defined as disparities in society relative to income, wealth, education, health, and 
nutrition. Inequalities of process can be defined as spatial and symbolic boundary 
maintenance, emotion management, othering or objectification, and subordinate 
adaptation such as obstructed socioeconomic mobility or trading autonomy for 
protection [103]. These inequalities are exacerbated, or possibly created, when 
technological advancements lead to a concentration of power in the hands of the 
few who have far too much impact on the well-being of those in the global periphery 
[10, 93]. One example in the field of industrial biotechnology (for the benefit of the
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pharmaceutical industry) that we will discuss next is the creation and development 
of synthetic artemisinin or semisynthetic artemisinin (SSA) to produce drugs and 
treatments to prevent and/or treat malaria, as well to effectively treat various types 
of cancer. 

Prior to exploring mostly concentration of power in this example, however, we 
would be remiss if we did not bring attention to the fact that these same types of 
firms have been known to either negligently or intentionally create predatory goods 
[97, 98]. Some allege these companies not only manufacture drugs, but more so, 
they have often intentionally manufactured pharmacologically induced epidemic-
level crises of addiction [104]. These dire consequences of addiction and death have 
pervaded all segments of society, yet the underserved members of our society have 
suffered disproportionately. For example, the Cherokee Nation in the USA, whose 
tribes have had the highest per capita rate of opioid overdoses, reached a landmark 
settlement with key players in the pharmaceutical industry in the amount of $150 
million. When considering other tribes in the USA, Native Americans collectively 
have been awarded settlements in excess of $40 billion due to such predatory goods 
as are peddled by these companies [105]. 

6.2 Destabilization in the Global Periphery: Local Economies 
Suffer 

We now return to the example of industrial biotechnology leading to synthetic or 
semisynthetic artemisinin for the benefit of Big Pharma. Unintended consequences 
of these technological advancements have destabilized the supply chain of agri-
cultural production of wormwood for those in the global periphery. With SSA, 
pharmaceutical companies no longer require naturally produced artemisinin from 
the global periphery but rather are self-sufficient in the bio-production of these 
synthetic ingredients. These companies can enjoy faster and cheaper production but 
also enhanced centralized power and control over knowledge, pricing, processes, 
and distribution. In this scenario, the adverse effects on the global periphery are 
magnified as hundreds of thousands of local and regional farmers, extractors, and 
micro-producers of artemisinin lose their sources of income; these local economies 
lose fair rewards for productive activities [20, 106]. 

Notably, the ramifications are far worse for local and regional families if the 
business owners took on debt to launch or grow the now-defunct business or if 
families uprooted their lives to move closer to these now-curtailed employment 
options. Local communities that relied on these industries and once invested in 
infrastructure are now left with shuttered structures leading to brown fields, eco-
nomic decline, and population loss or churn and urban decay, thereby exacerbating 
Community A-Load. With micro-businesses shuttered, local and regional societies 
suffer intense stressors, as well as inequalities of outcomes due to reduced (or 
annihilated) incomes, which in turn often create inequalities of autonomy as families 
suffer limitations relative to higher-quality options for housing, education, and 
health [17, 18, 55, 65].
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6.3 Resultant Barriers: Cost Increases and Access Decreases 

Because these advancements in biotechnology were not measured against the social 
impact on the global periphery (e.g., impacts on equality of autonomy, outcomes, 
and process), the micro-manufacturing of artemisinin-based combination therapy 
(ACT) has also shifted away from regions where malaria is prevalent and toward 
main production sites of Western pharmaceutical companies. Remarkably, ACT is 
currently no longer widely available in malaria-endemic areas. These companies 
with concentration of power now hold the authority to control the flow of knowledge 
and information, to preside over materials, to undercut vendor contracts, to dominate 
the balance of supply and demand, and to increase costs to consumers. Few 
companies in the global periphery own prequalified ACT; the result is increased 
cost for delivery, a more significant carbon footprint for distribution, and a retail 
price that is prohibitive for the majority of those in need who are exposed to the 
threat of malaria [20, 106]. This is likely to result in inequalities of autonomy as 
access decreases for people who need access the most, as well as inequalities of 
outcome as costs increase for those who are far more likely to be contending with 
lower SES. 

6.4 Disparities of the Digital Divide 

This concentration of power of Big Pharma can also hamper the crucial need for 
sponsored technological initiatives for a more equitable global digital society [12]. 
These partnerships prove unnecessary with on-the-spot, self-sufficient manufac-
turing of Big Pharma [20]. Without a role in an integrated value chain, societies 
in the global periphery no longer enjoy such subsidized or sponsored initiatives 
as operations security (OPSEC), cybersecurity awareness, education and train-
ing, supported distribution networks, and well-integrated enterprise management 
systems for inventory control across the value chain [20]. There is also far less 
underwritten innovation for new equipment and/or production methodologies, but 
rather new barriers of structural constraint arise due to an end to support, advice, 
and information sharing as these partnerships cease to exist. Thus, the digital divide 
expands, leading to such inequalities of autonomy as structural constraints and such 
inequalities of outcome as obstructed socioeconomic mobility for those most in 
need. 

With such concentration of power in the hands of the Powerful Elite [8], power 
imbalances are further exacerbated due to concentration of knowledge as research 
becomes far more centralized within private organizations that have the economic 
resources to fund and exert influence on the researcher at the bench and often 
practice at the bedside. There is also far less impetus, and far fewer opportunities, 
for building scientific knowledge for the good of society, such as contributions 
to bio-digital enclaves for biotechs to share appropriate information to serve the
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underserved. Inequalities of autonomy emerge as local and regional communities 
now face the loss of previously enjoyed advice and/or support, as well as limitations 
relative to high-quality options [2, 75, 83]. 

6.5 Converging Digitalization to Exploit Those at the Global 
Periphery 

As Big Pharma become the dominant global producer of drugs and treatments, 
they can more easily create opaque processes under their own unfettered and/or 
unregulated control. Such a closed system can undoubtedly diminish certain 
cybersecurity risks, barring the possibility of one insidiously successful cyberattack. 
Yet, concentration of power in the hands of the Powerful Elite [8] also allows 
for concentration of amalgamated data and processes that could further exploit 
humans as these companies are able to monopolize the balance of supply and 
demand, as well as control the types and timelines of drug launches. If Big Pharma 
has a fiduciary responsibility to achieve optimal financial performance for their 
shareholders, why would these companies research or launch life-saving drugs for 
underserved populations if new drugs will cannibalize other more successful drugs 
already performing well in the market? 

Such companies or laboratories can also imperceptibly circumvent regulations in 
one country by conducting otherwise unauthorized experiments in another country 
with more lenient or lagging standards [46]. These types of machinations are likely 
to lead to harm of vulnerable communities in the global periphery in that this would 
lead to inequalities of process such as objectification and exacerbate inequalities of 
outcomes due to using unwitting members of these societies as test subjects, thereby 
risking damage to their health and well-being. Notably, these consequences further 
propagate the four stressors for humans as are identified in this chapter as follows: 
the physical, psychological, psychosocial, and psycho-spiritual aspects of humans. 
As previously mentioned, these tangible and intangible outcomes also lead to high 
levels of risk for individual A-Load, as well as Community A-Load [55, 65]. 

If segments of vulnerable or marginalized societies are facing decreases of 
necessary resources to thrive due to digitalization, and an increase of taxation on 
capacity to flourish due to digitalization, we must do better to protect equalities, as 
well as fight harder to identify and address inequalities. Yet, if we are enervated 
as a society, how well will we proactively recognize the long-term implications of 
these shifts? In a physiologically-disrupted state, will humans have the strength, 
tenacity, and resilience to champion such methodologies as responsible research 
and innovation (RRI) to ensure “a transparent, interactive process by which societal 
actors and innovators become mutually responsible to each other with a view to 
the ethical acceptability, sustainability, and societal desirability of the innovation 
process and its marketable products,” to ensure generative technological advances 
[107]?
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7 Discussion 

The individuals, organizations, and communities affected by the bio-economy are 
diverse and vast. As we seek to steadfastly safeguard the bio-economy and robustly 
mitigate social injustices, we might do well to consider the following questions 
relative to accepting, altering, adapting, and avoiding to optimize impact of efforts. 

7.1 Accepting Strategically: What Is Within Our Locus 
of Control in Order to Affect Change? 

We recognize that such companies in our aforementioned examples have a fiduciary 
responsibility to shareholders to turn profits by increasing revenues and decreasing 
costs. Additionally, as a society, we have not only limited but also delayed avenues 
to make accountable such behemoth organizations who enjoy concentration of 
power. Yet encouragingly, there is swelling societal outcry for companies to embrace 
such prosocial practices as social and economic justice, especially within their 
established partnerships in the value chain. For example, society is increasingly 
imploring companies to embrace such accounting practices as triple bottom line 
(TBL) to make themselves accountable and transparent in quantifying not only 
economic but also social and environmental performance [108, 109]. Thus, we 
ask the communities of those working within (and with) the bio-economy to 
focus energies strategically by delineating between what is within their (and each 
stakeholder’s) locus of control [110] and what is not. 

7.2 Altering: How Might We Shift These Societal Factors 
Within the External Environments? 

Once members of the life science communities have determined key loci of 
control, we now ask: How might those working with and within the bio-economy 
leverage prosocial shifts (such as the aforementioned) to motivate companies to 
ethically achieve or maintain collective value, with particular mind to the issue 
of public interest [111], ensuring those within the periphery of society are not 
disproportionately impacted? How might you motivate those companies who seek 
to do business with the bio-economy to also embrace such practices? Perhaps “pay 
to play” is now eclipsed by “equity to play” or “social justice to play.” How might 
you embed a framework into decision-making for companies working in or within 
the bio-economy to assess the unintended consequences that create inequalities of 
access, outcomes, and process for the underserved or vulnerable members of our 
global society? How can you and your community better embed the principles of 
responsible research and innovation RRI [107] into your spheres of influence?
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By embracing the principles of RRI [107], those in the life sciences would 
better ensure a robust array of societal actors (e.g., citizens, representatives of 
the underrepresented, third-sector organizations, those in the global periphery, 
etc.) are represented during all phases of designing, developing, delivering, and 
maintaining goods and services and/or sanctioning converging digitalization that 
is truly generative [72, 111]. With RRI, we would allow for the full spectrum of 
public engagement, so products, processes/protocols, and procedures within the 
life sciences align well with the known and need-to-be-known values, needs, and 
expectations of society. With this approach, our guardians of the bio-economy 
would not only allow for comprehensive and inclusive involvement but also robust 
trajectory thinking to anticipate and assess intended and unintended consequences 
that are likely to arise in the short term, midterm, and long term to ensure freedom 
and equity for humans [96]. 

7.3 Adapting and Avoiding: The Inner Sanctum as the First 
Line of Defense 

Lastly, we ask: How might those working with and within the bio-economy change 
the way in which we interact with these sources of inside threats? Because humans 
are the nexus to safeguarding the bio-economy and mitigating inequalities of 
autonomy, inequalities of outcome, and inequalities of process, we contend that 
safeguarding the physiology of the human faculty might be an appropriate first line 
of defense. 

Those working with or within the life sciences must insert buffers [56] to avoid 
significant harm to the bio-economy due to enervation of the guardians. How do we 
do better to create and improve the capacity and resilience of our guardians? How 
should we better create and maintain robust buffers for those working within or with 
the bio-economy [53, 54, 56]? Resilience, or the ability to survive, cope, recover, 
learn, and/or transform when confronted with volatility, uncertainty, complexity, 
ambiguity, and/or adverse circumstances, is an essential component for robust 
societies, as well as individuals to enjoy eudemonia, or optimal human well-being 
[21, 56, 65, 112]. We, as humans, do well when we prepare for and develop 
resilience within a variety of current or emerging contexts – even contexts riddled 
with acute and/or chronic disturbances – so as to arm ourselves against enervation. 
Humans must ensure they have the capacity (and adaptive capacity) to deal well 
with these adverse scenarios to guard well the bio-economy for freedom and equity 
for all members of society, but in particular the more vulnerable or underserved. 

The previously mentioned four stressors (i.e., physical, psychosocial, psycho-
logical, and psycho-spiritual) can be utilized to mine out buffers [54, 56] that 
humans can tailor and apply at the individual level but also incorporate with 
intentionality into such community contexts [65] as workplaces within the bio-
economy. Therefore, we ask the community to begin by exercising their autonomy
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to strengthen buffers, thereby designing and practicing methodologies to rigorously 
care for your physical, mental, psychological, social, and spiritual health. In 
doing so, you will gain resilience to offset the stressors and avoid enervation to 
better ensure the absence of avoidable or remediable disparities among groups 
of people, whether those groups are defined socially, behaviorally, economically, 
demographically/psychographically, or geographically [96, 113]. 

8 Conclusion 

In this chapter, we considered the risks relative to enervated humans striving to 
safeguard the bio-economy while also endeavoring to protect human freedom and 
equity. We surveyed a sampling of commonplace yet predatory goods and services 
in society leading to such inside threats as the neurobiology of addiction; we also 
sought to touch upon unique vulnerabilities of marginalized populations in these 
contexts. As we explored converging digitalization leading to the likelihood of 
concentration of power, we sought to demonstrate the exacerbation of such inside 
threats leading to the neurobiology of addiction as well as the neurobiology of stress. 
We then explored degenerative consequences such as physiological dysregulation in 
humans resulting in allostatic load. We also highlighted the abundance of internal 
and external factors disproportionately impacting communities with lower SES. As 
we pursued such likely consequences as techno-feudalism due to concentration of 
power, we sought to emphasize the burgeoning risk to not only the individual but 
also to society. We thus emphasized the potential for a cataclysmic, yet somewhat 
indiscernible, persistently expanding societal divide between the Powerful Elite and 
the enervated common human who is likely to be relegated to serfdom. We then 
probed a real-world example of concentration of power to evaluate intended and 
unintended consequences for communities within the global periphery with special 
attention to such social justice issues as inequalities of autonomy, inequalities of 
outcome, and inequalities of process. In conclusion, we highlighted the importance 
of embracing such methodologies as RRI and of exercising autonomy with inten-
tionality as an initial line of defense. 
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AI for Cyberbiosecurity in Water 
Systems—A Survey 

Daniel Sobien, Mehmet O. Yardimci, Minh B. T. Nguyen, Wan-Yi Mao, 
Vinita Fordham, Abdul Rahman, Susan Duncan, and Feras A. Batarseh 

Abstract The use of Artificial Intelligence (AI) is growing in areas where decisions 
and consequences have high-stakes such as larger scale software, critical infrastruc-
ture, and real-time systems. This transition in recent years has been accompanied 
by the growth of research in AI assurance in fields such as ethical, explainable, 
and trustworthy AI. In this work, we survey the literature to find the state of AI 
assurance for cyberbiosecurity systems as they exist now, particularly for water and 
agricultural supply systems; future directions are also presented. We focus on papers 
at the intersection of cyberbiosecurity, AI assurance, and water/agricultural supply 
systems, discuss how assurance techniques improve these systems, and provide 
pointers for future research into the application of AI for the cyberbiosecurity 
field. Current cyberbiosecurity solutions do not focus much on AI, but existing AI 
solutions for water supply and cyber or Cyber-Physical Systems (CPS) exist and can 
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be applied to benefit cyberbiosecurity. The inclusion of AI assurances help alleviate 
issues of applying AI to high-stakes human-centered infrastructure. 

CCS Concepts Computing methodologies . → Artificial intelligence, Security and 
privacy, General and reference . → Cross-computing tools and techniques, 
Computer systems organization . → Embedded and Cyber-physical systems 

Keywords Cyberbiosecurity · AI assurance · Water supply systems 

1 Introduction 

The deployment of AI is outpacing the adoption of assurances that commit to 
its responsible use as policies and regulations lag behind. Assurances validate AI 
systems to assess the risk of failure, misuse, and even abuse, helping establish 
the trust needed for the adoption of AI. The risks of AI in infrastructure (e.g., 
agricultural supply chains, biological systems, and water supply systems) are 
significant, potentially affecting millions of citizens and resulting in loss of life, 
well-being, and economic opportunity. 

For example, take a city-wide water distribution system that pumps in water from 
a reservoir and ensures every citizen has equal access to drinkable water. Imagine 
the city adopts an AI system that predicts demand and supplies regions of the system 
as needed. The system works fine to start, but years later it is not properly validated 
after new pumps are installed, so the sensor data changes and no longer predicts 
accurately. As a result there are large swaths of the city that are no longer receiving 
drinking water because the system forecasts are off. Or, maybe the system was 
trained with bias data because poorer neighborhoods had less data collected, so 
the system favors keeping the water supply greater for affluent regions resulting in 
poorer regions having intermittent supply issues. 

For this water supply AI system to work properly assurances must validate 
outcomes are correct, fair, and that users can understand why the system has made its 
decisions. These concepts form the basis of AI assurance, which details the broad 
ways of verifying and validating AI systems, much the same way that traditional 
programming software (i.e., not machine learning) is verified and validated during 
its development process [1]. AI assurance applied during development would help 
avoid the mentioned issues of robustness and bias. 

Water supply systems are a form of CPS, as physical sensors, pumps, and tanks 
act as data collectors to track the flow of water and relay data to a central computer. 
This data processing exposes the water supply to cyber-attacks. Additionally, water 
supply systems are part of the bioeconomy (the supply chain infrastructure that is 
tied to critical commodities like food, water, and medicine) meaning any impact 
to the system can have an effect on the livelihood of thousands or millions of 
people. The imagined water supply AI not only ensures proper water distribution, 
but there are additional security concerns, moving it into the relatively new realm
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of cyberbiosecurity, which is a discipline at the intersection of life science and 
information technology (IT) [2]. Cyberbiosecurity is defined in greater detail in 
Sect. 1.1. 

Existing cyberbiosecurity research mostly focuses on the IT side of biology, 
or cybersecurity for biology labs and databases is a succinct way to put it. The 
cyberbiosecurity field, however, is lacking much research in applied AI for supply 
chain infrastructure, as most papers only identify vulnerabilities and propose high-
level frameworks for addressing them. Our goal for this survey is to find papers 
at the intersections of cyberbiosecurity, AI assurance, and water and food supply 
systems and connect that to the bioeconomy. Our work searches for and discusses 
the applications of AI assurance to existing solutions within the cybersecurity and 
CPS to help ensure the proper function of cyberbiosecurity-related systems. 

1.1 Relevant Terminology and Definitions 

Proper use of AI assurances verifies and validates the outputs of those systems, 
convincing users that they are reliable. AI assurance codifies the process, so when 
changes occur to the water supply system, validation can be re-run to satisfy the AI 
is working properly or needs to be retrained. Definitions are intentionally broad in 
order to apply them to a wider range of applications. From Batarseh et al. [1], AI 
assurance is defined as: 

A process that is applied at all stages of the AI engineering lifecycle ensuring that any 
intelligent system is producing outcomes that are valid, verified, data-driven, trustworthy 
and explainable to a layman, ethical in the context of its deployment, unbiased in its 
learning, and fair to its users. 

The importance of AI assurance is that it applies a process to all stages of the AI 
lifecycle, from the start of development all the way through deployment. Assurances 
are not merely tests of AI to check some boxes that it is okay to use. In order to trust 
the AI is working properly engineers need to validate it meets all the criteria of 
assurance: 

• Ethical—the AI system can make “right” decisions that benefit the people 
impacted and not just the people in power of the technology [3]. 

• Fair—the AI system makes decisions without considering demographics, back-
grounds, affiliations, or individual preferences (i.e., does not inherently value 
some citizens over others). 

• Safe—the AI system ensures the life and well-being of those who are using it 
and impacted by it. 

• Explainable—the AI system can explain, or be interpreted, to understand why it 
came to a decision or how the algorithm works. 

• Secure—the AI system can prevent or mitigate attacks or other threats to the 
proper operation of the system. 

• Trustworthy—users have confidence the AI system works properly.
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For infrastructure systems in the bioeconomy, AI must be ethical to make the 
right decisions, safe to protect users it potentially impacts, explainable so humans 
can understand it, fair in the decisions it makes, trustworthy so we have confidence 
in its abilities, and secure to prevent cyber-attacks and threats. 

The bioeconomy refers to the sector of the economy that relates to research 
or innovations in the life and biological sciences and fields related to biotechnol-
ogy [2, 4–6]. This sector grows as progress continues in technology relating to 
computing and information sciences [7], including most crop production, especially 
as big data, AI, and machine learning become more involved for enhancing land 
use and water management via precision farming [4]. As the bioeconomy grows, 
cyber threats against it increase and require mitigation to safeguard investments in 
the bioeconomy [8]. 

Richardson et al. [2] described cyberbiosecurity as the intersection of IT and life 
sciences, but Duncan et al. [9] specified it further as the intersection of cybersecurity, 
cyber-physical security, and biosecurity. Each discipline with its own existing 
challenges and new vulnerabilities appearing where they overlap. 

By its nature, cyberbiosecurity is grounded in IT and with that brings the risk 
of cyber-attacks. This is the traditional realm of cybersecurity, or the shielding of 
computer networks and information from damage, exploitation, and unauthorized 
use [10–15]. Linking any computer system to a network increases risk. This is 
compounded in the bioeconomy as more remote monitoring and controlling is added 
to existing physical infrastructure, because of this interaction of cyber and physical 
the security needs “safety and reliability requirements qualitatively different from 
those in general-purpose computing.” [16]. A CPS integrates digital computing and 
physical processes, where a network monitors and controls a physical system via 
sensors and actuators, to interact with the real world [16, 17]. Communication 
and networking multiple devices is important because the components are often 
disparate and there is a back and forth of physical processes affecting the computer 
and vice versa, but this opens new vulnerabilities [16, 17]. 

The third aspect of cyberbiosecurity moves fully into the physical space for 
securing biological systems. Biosecurity is the protection of any form of life from 
the threat of disease and pests, including the protection of agriculture and food, 
or simply put the “re-branding of the centuries-old battle with disease” [18–20]. 
This includes threats that are natural, such as livestock and crop diseases, or 
intentional attacks, such as the deliberate use of smallpox and anthrax weapons [18]. 
The incorporation of biosecurity in the realm of cybersecurity and cyber-physical 
security is what sets cyberbiosecurity apart. 

Traditional cyber-attacks are not necessary to impact biological systems, because 
there are physical, biological interactions outside the computer systems. We need to 
ensure that the biological aspects are operating properly, be it from natural causes 
(diseases, pests, etc.) or intentional cyber and physical attacks. There are three layers 
of interactions to protect: the cyber, the interactions of cyber and physical, and the 
biological. 

Included in these biological systems are water supply systems, which can refer 
to distribution, treatment, agricultural, or storm water systems. Distribution systems
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control the transport and delivery of water through a network of pipes and pumps 
to ensure consistent supply, they are focused on the logistics of water transportation 
and storage. Treatment systems take raw or wastewater, unsafe for humans or the 
environment, and through a series of chemical and biological processing, filtering, 
and sanitizing produce either safe drinking water or water that can be released into 
the environment. Agricultural water systems focus on the distribution of water to 
crops and livestock. Unlike distribution systems, this water does not have to be 
safe for human drinking, but it must ensure the production of food for human use. 
This also closely ties agricultural water systems to food supply systems. Finally, 
storm water systems deal with the drainage of runoff water to prevent flooding or 
contamination of other water systems from the pollutants that it picks up. 

These systems allow for the automation of critical infrastructure by adding more 
technology for monitoring and controlling human and agricultural water use. These 
water and food systems are not only cyber-physical but also biological as well. Their 
proper functioning is required for human livelihood, either through the supply of 
safe water or the growth of adequate food supplies. Water and food systems are 
cyber-physical and bio-infrastructure systems that are open to attacks (cyber and 
physical) and anomalies (such as maintenance issues, severe weather, sensor or 
equipment breakdowns). 

Going back to our hypothetical city-wide water distribution system. If it were 
attacked by a bad actor who wanted to poison the water, they could give commands 
to add too much of a chemical or too little of a cleaning agent that would result in 
undrinkable water. In fact, there was an attack in 2021 on a Tampa, Florida water 
supply system where attackers increased the levels of lye in the water by 110 times 
before they were stopped [21]. We discuss this example further in Sect. 5.4, but it  
serves as a great example of the cyberbiosecurity threats to water supply systems. 
Threats can combine unauthorized access of computer systems to control physical 
processes; in the Tampa case, the lye controllers pose a biological threat to everyone 
that relies on the system for safe drinking water. The next section introduces the 
inclusion and exclusion criteria of the papers surveyed. 

1.2 Description of Included Articles 

In this survey, we used multiple online repositories and research paper search 
engines to find relevant papers on the topics of cyberbiosecurity, AI assurance, and 
water supply systems. Our focus was to find peer-reviewed papers at the intersection 
of two or more topics. We include papers from journals, conference proceedings, 
dissertations, books and book chapters, and industry white papers published from 
2000 through April 2022. A complete repository of papers included in this study 
can be found here: https://github.com/AI-VTRC/CyberbiosecuritySurveyPaper. 

Key search terms included the following to find papers: 

• Cyberbiosecurity; Cyber-Biosecurity; Biocybersecurity; Bio-Cybersecurity

https://github.com/AI-VTRC/CyberbiosecuritySurveyPaper
https://github.com/AI-VTRC/CyberbiosecuritySurveyPaper
https://github.com/AI-VTRC/CyberbiosecuritySurveyPaper
https://github.com/AI-VTRC/CyberbiosecuritySurveyPaper
https://github.com/AI-VTRC/CyberbiosecuritySurveyPaper
https://github.com/AI-VTRC/CyberbiosecuritySurveyPaper
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• Water Supply System; Water Distribution System; Water Treatment System; 
Water System 

• AI Assurance (see assurance list in Sect. 1.1) 
• Artificial Intelligence 

Because cyberbiosecurity is a new research field, we kept search criteria as broad 
as possible to include enough papers for a survey. Some focus on the medical 
fields, but we tried to find relevant discussions that could apply to AI assurance 
or water supply systems as much as possible. Some focus just on the concept of 
cyberbiosecurity in general, but we focus on how best to apply the concept to AI 
assurance and water supply systems. 

2 Survey Landscape 

The papers surveyed for this research included publications between 2000 and 2022 
(as of April 2022), but most are from 2016 onward. Figure 1 shows a histogram by 
publication year, and until 2016 there was not more than three publications per year 
that covered cyberbiosecurity, water systems, and AI assurance. There is a steady 
trend upward for the count of publications, and as cyberbiosecurity and AI assurance 
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Fig. 1 Count of the number of publications by year that were used in this survey
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Fig. 2 The count of publications by year for the sectors of cyberbiosecurity and water supply 
(either water treatment or water distribution) systems. Papers are not confined to a single sector, 
and some are counted both as cyberbiosecurity and water supply papers. Most papers published 
since 2012, so older publications omitted from this figure 

research continues to grow we expect the number of publications to continue to grow 
each year. 

Figure 2 shows the breakdown of publications by cyberbiosecurity and water 
sectors. Publications on water systems had a low but steady trend from the early 
2000s until about 2017 when they increased and held since. The year 2017 was also 
when the cyberbiosecurity term started showing in the scientific literature, and there 
is a sharp peak in 2019 before cyberbiosecurity publications return to a more steady 
pace. 

We break down the AI assurance publications by assurance pillars in Fig. 3. Here, 
a majority of the papers deal with safe and trustworthy AI, especially just before 
the term of cyberbiosecurity starts showing in 2017. As AI becomes more popular, 
especially with deep learning (since 2015), we see an increase in publications for all 
the pillars of AI assurance. 

Figure 4 shows a citation graph we created using Citation Gecko.1 The yellow 
nodes are surveyed papers, gray nodes are other papers which cite our surveyed 
papers, and edges (lines that connect the nodes) are the citation link between two 
papers. The cyberbiosecurity literature is relatively disjointed from the literature 
on water supply systems and attack/anomaly detection. Most of the AI assurance 
papers remain independent in this view from each other and other sectors, with the 
exception of some trustworthy AI papers that form a small network. This graph 
shows the relative separation of the cyberbiosecurity literature from water system 
security and attack/anomaly detection (which includes secure AI). There is one 
citation chain from cyberbiosecurity to water system security via Mueller [22], 
Schmale III et al. [23], Moyer et al. [24], and Housh and Ohar [25]. (note that Moyer 
et al. [24] is the oldest link in that chain.)

1 https://www.citationgecko.com/. 

https://www.citationgecko.com/
https://www.citationgecko.com/
https://www.citationgecko.com/
https://www.citationgecko.com/
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Fig. 3 The count of publications by year for the pillars of AI assurance. Papers are not confined 
to a single pillar, and some are counted for multiple. Most papers published since 2012, so older 
publications omitted from this figure 

Fig. 4 Connected citation graph of the papers survey for this work. Yellow nodes are surveyed 
papers, gray nodes are other cited papers, and edges represent a citation between two papers. The 
cyberbiosecurity literature is relatively disjointed from the literature on water supply systems, AI 
assurance, and attack/anomaly detection. Graph generated using and courtesy of CitationGecko 
https://www.citationgecko.com/

https://www.citationgecko.com/
https://www.citationgecko.com/
https://www.citationgecko.com/
https://www.citationgecko.com/
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3 AI Assurances for Cyberbiosecurity 

In the introduction section, we described cyberbiosecurity as the intersection of life 
sciences and IT, and to be a little more specific it is the intersection of cybersecurity, 
cyber-physical security, and biosecurity [2, 9]. One of the best definitions we found 
is from Murch and DiEuliis [26], who defined cyberbiosecurity as the 

understanding [of] the vulnerabilities to unwanted surveillance, intrusions, and malicious 
and harmful activities which can occur within or at the interfaces of commingled life and 
medical sciences, cyber, cyber-physical, supply chain and infrastructure systems, and  
developing and instituting measures to prevent, protect against, mitigate, investigate and 
attribute such threats as it pertains to security, competitiveness, and resilience. (emphasis 
ours). 

It is the vulnerabilities at the intersections of these cyber, physical, and biological 
systems that make cyberbiosecurity what it is, complex interactions between 
machines and biology that are open to disruption. This interaction creates unique 
vulnerabilities open to biological systems that make detection, attribution, and 
mitigation difficult in a timely manner [27]. Bernal et al. [28] recreated a Distributed 
Denial-of-Service (DDoS) attack using bacteria “engineered to act as biosensors” 
in a novel cyberbioattack, demonstrating the unique risks of the field and that 
traditional cybersecurity measures are not always adequate for cyberbiosecurity 
applications. The literature addresses these issues with a widespread call for 
action and collaboration—“We call for analyses and publications to fully scope 
cyberbiosecurity and identify a comprehensive strategy to establish the discipline’s 
goals and objectives” [2] and others, as called out by [29] and seen in [26]. 

The purpose of our survey is to find how cyberbiosecurity intersects with AI 
assurance; there are applications that go beyond applying security to biological 
applications, and here we are interested in answering the question: what makes 
cyberbiosecurity different than cybersecurity for biology? It is the assurances a 
cyberbiosecurity system brings to the continuing function of the bioeconomy and 
relevant infrastructure. This is summed up well in the paper from Schmale III 
et al. [23], and while cyberbiosecurity is only mentioned briefly, the goal of 
the water supply system discussed is to ensure the safety of the drinking water 
from naturally occurring harmful algal blooms and cyber-attacks. Cyberbiosecurity 
“models must capture the physical dynamics of the system as well as the cyber-
interconnections” [23]. 

Cyberbiosecurity systems that deal with supply chain and infrastructure systems 
have, or the potential to have, large impacts on the livelihood of people who rely 
on the system. All the residents of a city rely on its water distribution system to 
bring them water for drinking, cooking, and cleaning. A break down is not merely 
inconvenient but could be life-threatening, especially if the system is down for a long 
time or the water is contaminated. Even if AI is not considered for a cyberbiosecurity 
system, assurances are important to what cyberbiosecurity attempts to accomplish. 
AI brings an opportunity to add security or corrective actions in the event of any 
issues, and AI assurances validate their use for cyberbiosecurity applications. The
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end goal of any assurance (AI or not) is validating and verifying a system is working 
properly, so people have trust and adopt that system for use. 

Turning back to the example of a water distribution in a city, suppose an AI 
monitors the system for cyber-attacks or natural anomalies (e.g., low levels from 
draught, bacterial growth, broken equipment, etc.) and takes corrective actions. If 
the hypothetical water distribution AI meets all the criteria listed in Sect. 1.1, then 
there is assurance that it behaves in a way that benefits everyone it impacts (people 
in the city who rely on the system providing drinkable water on demand) and 
minimizes unintended consequences. There is also some assurance the AI mitigates 
issues or threats to the system that would endanger city residents. 

All these AI assurances are relevant to cyberbiosecurity, especially the secure 
assurance because the objective of cyberbiosecurity is “understanding the vulnera-
bilities” and developing “measures to prevent, protect against, mitigate, investigate 
and attribute such threats as it pertains to security. . . ” [26]. There is also the human 
side of cyberbiosecurity, Perakslis [30] included the field in their list of public 
interest technologies, which are technologies that focus on public good. Further 
emphasizing the need for assurances to validate any AI systems involved with 
cyberbiosecurity and help promote their adoption in cyberbiosecurity. AI systems 
need to be trustworthy and explainable so people want to use them knowing they 
can rely on them to operate correctly, and because cyberbiosecurity systems focus 
on biological systems, safety is a big issue in order to ensure people impacted are 
not threatened by AI making a wrong decision. Ethics and fairness are a large part 
of the safety assurance too, as AI needs to ensure it does not favor some people over 
others, that it is not designed to favor its developers and investors over everyone 
else. Ethics and fairness are ensuring equal safety for everyone impacted. 

4 AI Assurances for Open-Source Water Supply Testbeds 

Open-source information engages more researchers allowing them to build better 
tools, frameworks, and operational systems such as Git, PyTorch, or Linux. 
Similarly, open-source testbeds allow the community to contribute, propose, test, 
and improve upon ideas. Lack of real-world water and CPS datasets prevented 
significant research in security of these systems [31]. Data from real facilities cannot 
be shared for both security concerns and lack of accurate ground truth, so the 
availability of reliable, open-source water testbeds is critical for research. Open-
source datasets also allow hands-on experience and training scenarios needed for 
collaboration and understanding the security requirements of these systems [32]. 

Assurances for water systems closely match those of cyberbiosecurity systems 
discussed in Sect. 3. The two major assurances are the safety of the water quality 
and the security of the system’s operations. Explainability is another key assurance 
for water systems, so we can understand how the water and AI systems operate in 
order to ensure consistent and safe water supplies. This emphasizes the importance 
of open-source datasets to help the AI research community better understand the
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operation of water systems and develop explainable and interpretable AI that is open 
to the water industry. Here we present some open-source water distribution and 
treatment system (as defined in Sect. 1.1) testbeds available to researchers across 
the world [33]. 

4.1 Secure Water Treatment (SWaT) Dataset 

SWaT is a scaled down water treatment plant with real cyber and physical equipment 
to investigate cybersecurity research, which started in 2015 by Singapore University 
of Technology and Design [31]. The testbed consists of a six-stage water treatment 
process with modern-day components. The data collected from the testbed consists 
of eleven days of continuous operation, including seven days’ worth of data under 
normal operation and four days’ worth of data under attack. All network traffic, 
sensor, and actuator data was stored in the database. 

4.2 Water Distribution (WADI) Dataset 

Due to the success of the SWaT testbed, Singapore University of Technology and 
Design launched WADI in 2016 as an extension of SWaT to form a complete water 
treatment, storage, and distribution system [34]. Similar to SWaT, data collected 
for the WADI testbed consists of sixteen days of continuous operation, including 
fourteen days’ worth of data under normal operation and three days with attack 
scenarios. All network traffic, sensor, and actuator data were collected. 

4.3 Battle of the Attack Detection Algorithms (BATADAL) 
Dataset 

The BATADAL dataset is not based on real-world data, though it is considered 
realistic since it was constructed using the de facto standard simulation tool for water 
distribution system modeling, namely the open-source Matlab software package 
EPANET [35]. EPANET is a Windows based software application for simulating 
and representing water distribution systems used world-wide by engineers and 
researches to design new water infrastructure, update existing water systems, and 
develop more efficient solutions to solve water quality problems. The BATADAL 
dataset was constructed for a competition to compare the performance of algorithms 
for the detection of cyber-attacks on water distribution systems. BATADAL simu-
lates a fictional C-Town water distribution network, first introduced for the Battle 
of the Water Calibration Networks by Ostfeld et al. [36]. C-Town is based on a
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real-world, medium-size network which contains 388 nodes, 429 pipes, 7 tanks, 11 
pumps, and one actionable valve. 

4.4 Modbus Penetration Testing Framework (Smod) Dataset 

Laso et al. [37] created the Smod dataset was produced in 2017 to investigate 
how data and information quality estimation can detect anomalies and malicious 
acts in a CPS. The data were acquired using a cyber-physical subsystem con-
sisting of liquid fuel or water containers, along with its automated control and 
data acquisition infrastructure. The data consist of temporal series representing 
five operational scenarios—normal, anomalies, breakdown, sabotages, and cyber-
attacks—corresponding to fifteen different situations. To acquire the data, Laso et 
al. [37] used two tanks of different volumes for storage, one ultrasound depth sensor, 
four discrete sensors, and two pumps. 

4.5 Digital Hydraulic Simulation (DHALSIM) Framework 

DHALSIM is an upgraded framework of the BATADAL Framework, which uses 
the Water Network Tool for Resilience (WNTR) EPANET wrapper to simulate 
the behavior of the water distribution systems [38]. DHALSIM uses Mininet and 
MiniCPS to emulate the behavior of the Industrial Control System (ICS) controlling 
a water distribution system. This means that in addition to physical data, DHALSIM 
also provides network captures of the Programmable Logic Controller (PLCs), 
Supervisory Control And Data Acquisition (SCADA) server, and other network and 
industrial devices present in the system. Similar to BATADAL, DHALSIM can be 
integrated into a C-Town Network, using a Mininet network that connects the C-
Town PLCs and SCADA servers through Local and Wide Area Networks (LANs 
and WANs). In DHALSIM, each ICS equipment is a Mininet node running a script 
that represents the behavior of such equipment. In the C-Town network PLCs have 
private Internet Protocol (IP) addresses and NAT and port forwarding is used to 
connect the LANs. 

4.6 Datasets Comparison 

Figure 5 compares the number of total citations (labeled “General Citations”) to 
the number of cyberbiosecurity citations (labeled “Cyberbiosecurity Citations”) for 
the five datasets above. We obtained the number of cyberbiosecurity citations and 
general citations by counting the numbers of papers citing these datasets in our 
survey and by the count of citations from Google Scholar, respectively. We see the
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Fig. 5 Comparison between five open-sources water datasets in term of data usage 

SWaT dataset is used the most, while DHALSIM dataset is used the least in both 
types of citations. This difference could be explained due to the early deployment of 
the SWaT dataset and the continuing collection and publishing of more data to that 
dataset by the University of Singapore in the years since its initial release. Although 
SMOD, BATADAL, and WADI are all water distribution systems published in 2017, 
the SMOD dataset is used significantly less. This could be explained by the scale 
of the datasets, specifically, both BATADAL and WADI simulate water distribution 
systems of large towns with multiple sensors, nodes, pipes, and a large recording 
time. On the other hand, SMOD only simulates a two-tank system, although SMOD 
is focused on different attack and anomaly scenarios than BATADAL and WADI. 
This shows that the research community prefers a dataset that can simulate a large 
scale, high quality real-world water distribution systems (WADI and BATADAL) 
and water treatment plant (SWaT) as benchmarks for model development. 

5 AI Assurance Pillars 

AI offers both opportunity and risk to cyberbiosecurity systems. It has the potential 
to detect and mitigate cybersecurity threats [2, 39–42], but at the same time offers 
an avenue for attacks [43–45], such as “poison” and “evasion” attacks on data or 
“inversion” attacks on AI models [43]. The current state of the cyberbiosecurity 
literature, however, focuses more on creating awareness and calls for collaboration 
to mitigate security threats rather than discussing the direct use of AI or AI 
assurance. 

This supposition is not uniform, as Reed and Dunaway [40] praised the use of AI 
to “assist decision making. . . through the identification of cyberbiosecurity vulnera-
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bilities and by providing recommendations for their elimination and/or mitigation.” 
AI already brings a lot of benefit to the field of cyber and cyber-physical security, 
so the extension to cyberbiosecurity seems inevitable. However, with different 
physical, biological, and safety considerations required for cyberbiosecurity, there 
are no guarantees of success. This is where AI assurances come in to play a role, 
as they can help validate AI systems function as intended and aid in the responsible 
adoption of AI for the field of biology [1, 2, 46]. 

The multifaceted issues and solutions cyberbiosecurity systems face require 
interdisciplinary teams [47]. Solutions, therefore, cannot only be technical but 
require just as much of a human element [2, 47–49], and this is a more common 
topic in the surveyed papers than direct mentions of AI for cyberbiosecurity. 

Assurances aid the adoption of AI by evaluating them for the benefit of humans 
and not because they make a solution more efficient, cheaper, or faster. The pillars 
of assurance are ethical, fair, safe, secure, explainable, and trustworthy. With the 
exception of secure, they are completely human focused. Clark et al. [48] claimed 
that cyber-defense is comprised of three aspects: technology, people, and physical 
protection and that these applications rely on people merging their knowledge 
rather than solely relying on automation. AI assurance is the way of merging 
the technological solutions of AI with the human values of the people within the 
cyberbiosecurity ecosystem. Aguilar et al. [49] argued a more holistic approach 
is required to solve the issues with the bioeconomy, one that includes “science, 
technology, economy, environmental issues, rural and industrial development, 
regulatory processes and social sciences.” 

5.1 Ethical and Fair AI 

The most important question we can ask about AI is whether it works as intended 
or not. If not, how bad can the results be? And what kind of measures can we 
take in case of such a failure? In March of 2018, “an autonomous car operated by 
Uber—and with an emergency backup driver behind the wheel—struck and killed a 
woman on a street in Tempe, Arizona. It was believed to be the first pedestrian death 
associated with self-driving technology” [50]. This incident is a crucial example 
of when AI fails to make a safe decision. Although writing detailed contracts 
can legally reduce a manufacturer’s liability, it might be morally unethical for the 
company to avoid legitimate liability. 

With the growth of AI there are ethical and legal concerns regarding technology 
in areas, including how we can eliminate AI biases, ensure privacy, facilitate safety, 
and much more. AI should be made trustworthy, should be created and used with 
“an ethical purpose,” and created to do good in society, but there are lots of questions 
that come up with AI and robots, such as if we “[assume that] the robots cannot be 
morally responsible—who will be responsible?” [51]. Furthermore, AI is already 
used in automated decision-making, and in high-stakes scenarios their decisions can 
be impactful. One issue with algorithmic decisions is bias, which can be “cognitive
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biases of programmers,” “unrepresentative datasets used for training,” or “bias in 
the data used to make the decision” [51]. It is just as important to start with ethical 
considerations before AI is designed, let alone deployed, to ensure it is making fair 
and ethical decisions [51]. 

The concerns of inclusive, equitable, and correct decisions from AI are not 
solely left to industry, in fact it is gaining more ground in research from large 
tech companies and academics. The ambiguity of “fairer” decision-making systems, 
however, leaves fair AI as a broad open ended question without a real solution. 
Besides defining what “fair” means, researchers must deal with how to train systems 
for fair decisions or the fact that systems made fairer for one group can result in bias 
against another. 

One of the most common reasons for biased results is the under-representation 
of certain groups within a dataset. Increasing the representation of that group, for 
example, oversampling a certain demographic in certain areas predominantly held 
another, may be a solution to rectifying the data. When it is not possible to modify 
or edit data, the objectivity of the decision-making process can be resolved by 
adjusting the AI algorithm. For algorithms that learn from discriminatory practices 
it is possible to change the internal weights in a way that makes decisions more 
neutral. It is also possible to modify the decisions of AI algorithms directly to create 
more equitable outcomes. 

In some instances, it is not the lack of representation, but rather, the over-
representation on certain groups that can created biased results. In such fairness 
related cases, openness in the development and deployment of AI is required [52– 
55]. 

In short, it is possible for AI technologies to be more equitable, but this requires 
the cooperation of different stakeholders and a lot of work. Arnold et al. [56] pointed 
out the importance of ethical decision-making while raising critical questions for 
every AI developer. The authors also refer to relevant answers for these questions 
from the literature, making this article serve as a guidebook for comprehensive AI 
assurance deployment. 

Laplante et al. [57] investigated the causes that lead to unethical AI and its poten-
tial results. The authors saw the main reason as unbalanced or underrepresented 
data. [57] also emphasized the importance of ethical considerations for AI over its 
importance for classical software. 

Zicari et al. [58] provided a framework to assess the trustworthiness of AI 
systems. The parameters the authors investigated include, but are not limited to, 
ethical and fair AI. The article provided a lifecycle to ensure ethics in AI decision-
making. The authors emphasized the required absence of conflict for a reasonable 
assessment of ethical AI. 

Grady et al. [59] proposed an epistemic, ethical analysis framework; as the 
name suggests, the authors proposed ways to detect and analyze ethical issues in 
cyber-physical infrastructures including, but not limited to, water treatment and 
distribution systems. The article investigated the importance of ethical decision-
making and the roots of the problems in this topic.
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Freeman et al. [46] proposed a framework to investigate AI using AI assurance 
metrics. The authors brought together many AI measures on common ground in this 
work, challenged the readers, and provided answers to these AI assurance problems. 

Calvo et al. [60] investigated the algorithmic, environmental, and human impact 
assessment of AI systems. They proposed a measurement algorithm called Human 
Impact Assessment for Technology (HIAT) and discussed ways to build trust into 
the algorithm using this method. 

5.2 Safe AI 

One goal of cyberbiosecurity is ensuring the safety and well-being of those impacted 
by the system. This stems from the biosecurity aspect of the field [61] but naturally 
extends to any form of safety ensured by systems like water and food supply chains 
(and agriculture [62] as an aspect of these supply changes). The goal of the safe AI 
assurance is for AI to guarantee some level of safety to ensure the life and well-
being of anyone impacted by the AI. These two forms merge to, as Mueller [22] 
described cyberbiosecurity, develop, validate, and implement safety measures. 

Physical consequences, including harm to humans, are what separates cyber-
biosecurity from most forms of technological security. Walsh and Streilein [43] 
pointed out that “a successful cyber intrusion within the bioeconomy may yield 
a result that causes physical harm, something generally associated with biosafety 
and biosecurity but not cybersecurity.” Any interference with the bioeconomy 
has potential to harm, and while Walsh and Streilein [43] focused on illicit 
interference, this extends to unintentional interference as well. It is the ability for 
any cyberbiosecurity system to cause physical harm, intentional or otherwise, that 
safe AI and safety assurances need fortifying. 

Water and food supply systems are a prime example of a cyberbiosecurity 
systems where safety is a priority. Quality and supply from the system impact 
everyone in a service region, and both are affected by natural anomalies (algal 
blooms, weather, draughts, and floods) or cyber-attacks. Water supply systems 
require constant monitoring and threat mitigating to ensure safety of the water 
quality and supply [23, 63–79]. On the other hand, food supply relies less on 
technological innovations, whereas water systems have standardized the use of 
SCADA systems [48], food supply and agriculture have seen a more limited and 
hesitant adoption of technology, especially for small-scale farmers [9]. A more 
standardized approach to tech adoption helps by “securely sharing and interpreting 
data across sectors and identifying cyberbiosecurity risks,” ultimately improving 
food supply chains by designing “agricultural and food systems to better meet 
consumers’ need and protection of life science data” [80]. Data privacy is also 
a concern any time personal health information may be involved with genomic 
databases with the potential for cyber-attacks on lab automation [81, 82]. 

We found in the literature that water and wastewater sectors vary greatly in 
size, complexity, organization, security protocols, available resources, and even in
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imposed regulations [47, 48]. While the end goal of each water system is to supply 
clean water on demand, the approach each system takes is unique and requires 
different considerations, including adopting security measures specific to their 
organization [48]. This means that each system needs to take unique considerations 
to ensure to the quality of the water and consistency of the supply, posing a 
challenge to the field as a whole because standardized approaches to safety cannot 
be developed or relied on for all situations. 

The bioeconomy, too, consists of large and complex systems that intertwine and 
connect, and it “harbors unique features that have to be more critically assessed 
for their potential to unintentionally cause harm to human health or environment” 
[22]. Water systems supply water to farms that impact agricultural production 
which in turn impacts food supplies to retails (grocery stores), prices, and the 
ag-economy. Any hiccup along the way can have unforeseen consequences. The 
complexity, however, makes it difficult for any one person, or even organization, 
to understand what consequences their actions have. This means that changes 
for the sake of mitigating external threats could lead to unintended consequences 
[39]. Cyberbiosecurity cannot focus solely on cybersecurity and attack detection 
or, as mentioned in the previous section, on monitoring natural phenomena as 
interference. We need to implement assurances to guarantee the safety of a system 
(e.g., quality of water or food for human consumption) at all times. 

AI and other emerging technologies’ reliance on data provides both benefit 
and potential harm. The concern of unintentional errors can arise in the data 
used for Safe AI. Caswell et al. [83] pointed out the potential issues of errors in 
biological databases, but the concern is applicable to any data-driven analysis in 
cyberbiosecurity. While referring to synthetic biology, Li et al. [84] emphasized 
that unintentional risks can lead to food scarcity despite the efforts of biosafety 
and biosecurity to provide more. Similar concerns for unintended consequences of 
dealing with biological data have been expressed in [84, 85]. As these technologies 
are implemented more into cyberbiosecurity systems (such as precision agriculture) 
more emphasis needs to be placed on quality assurance of the data and safety 
assurances for the final product. 

5.3 Explainable AI 

In the introduction section we defined explainable AI as AI that can “explain, 
or be interpreted, to understand why it came to a decision or how the algorithm 
works.” Here, we expand this to include cyberbiosecurity systems in general because 
that is the environment the AI system operates in, the AI’s behavior is dependent 
on the larger system, and the end user needs to understand both in order to 
operate the system correctly. Even if a cyberbiosecurity system does not incorporate 
AI, human understanding is crucial to its operation. Therefore, we expand the 
definition of explainability to include “the process of making complex systems 
human intelligible.”
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The literature surveyed often mentions the lack of training, understanding, and 
even awareness of cyberbiosecurity and cybersecurity risks as a vulnerability. This 
means a lack of knowledge and human understanding of threats, how to recognize 
them, and what to do about them is one of the biggest hurdles for the cyberbiosecu-
rity field to overcome. Accordingly, a framework for making these complex systems 
understandable in order to avoid and mitigate risks is recommended. However, even 
in the biotechnology and cybersecurity realms “cyberbiosecurity is not well-known 
or understood” [86] and there is “a failure to recognize vulnerabilities” [40]. This 
lack of awareness is detrimental because cyberbiosecurity relies on understanding 
the vulnerabilities, threats, and risks to mitigate impacts [22, 26]. Even with the 
conventional cybersecurity approach, a “good cybersecurity plan is understanding 
the threat and establishing cybersecurity governance protocols” [47]. The mentioned 
approaches are not fully implemented or are done so inadequately resulting in 
“the failure of individuals to identify and address cybersecurity vulnerabilities” in 
cyberbiosecurity systems [40]. 

Part of this lack of awareness is from lack of education or training available in 
cyberbiosecurity [87]. Drape et al. [29] surveyed researchers from the agricultural 
sector attending a cyberbiosecurity workshop and found that no participants had 
cybersecurity training or resources, and attendees were uncertain about obtaining 
training or implementing solutions. Despite the research going into cyberbiosecurity 
vulnerabilities, there is no “one size fits all” solution, the difference in educational 
resources for agricultural security varies from county to county in the USA [29]. 
It is no stretch of the imagination to see that disparities exist country to country 
for agriculture, water supply, and food supply chains. These sectors are critical 
everywhere around the world, but the resources for cyberbiosecurity are not equally 
distributed, so a solution needs to be general and easy to implement and maintain. 
Authors in Duncan et al. [88], by focusing on the US food supply chain, stated that 
“this gap in education and training increases risks to the domestic [U.S.] food supply 
chain and the ultimate mission of securing the U.S. and global food supply.” 

Lack of understanding is a significant risk for any cyberbiosecurity system, 
but especially for small farms where available knowledge and resources are 
less than large infrastructure organizations (e.g., utility companies, and industrial 
farms). More needs to be done to explain cyberbiosecurity as a concept and raise 
awareness of the vulnerabilities it creates. Richardson et al. [2] point out that 
as agricultural becomes more reliant cyber-enabled systems the security of these 
systems is “unclear from a cyberbiosecurity perspective.” This is at the same time 
that technology is increasingly incorporated into water supply and food supply 
systems, creating similar vulnerabilities [9, 34, 43, 48, 89–91]. Although, Reed and 
Dunaway [40] were optimistic that technology would bring solutions without any 
vulnerabilities. 

As the size of an organization increases (e.g., industrial farms, utility water 
supplies, and the bioeconomy) so does complexity and difficulty in understanding 
how the system operates. Lack of understanding of minute details and intercon-
nectedness are a vulnerability, as even changes to mitigate external threats can lead 
to unintended consequences [39]. Imagine updating security software and a bug
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prevents water tanks in a system form relaying fill levels to the central control. 
More effort needs to be placed on understanding how the system actually operates 
and how best to explain that operation to the people it matters most. 

This approach needs to be done on a case by case basis, as the variability in 
each individual systems differs. Germano [47] and Clark et al. [48] both point 
out that differences among organizations and utilities in the water and wastewater 
sectors include size (employee count and water processed), management, available 
resources, regulatory oversight, and even security protocols. These differences make 
a unified approach to cyberbiosecurity in the water sector unfeasible, as each 
organization or utility needs to build their own approach to match their unique 
operation and threats. The water distribution system for a large city is going to 
vary in size, available resources, and security measures from that of a small rural 
county. This disparity exists in the other sectors of the cyberbiosecurity as well, no 
two farms, food supply chains, or any other large-scale infrastructure are going to be 
the same as the issues each one deals with greatly varies. Understanding the needs 
and shortcomings of each system is critical for cyberbiosecurity. 

Awareness of threats and how cyberbiosecurity systems operates is a form of 
threat mitigation, and several papers make the case for simply making people aware 
of the risks [26, 44, 45, 47, 92, 93]. Even something as simple as “understanding 
the threat and establishing cybersecurity governance protocols” is all it can take 
to protect these systems [47]. That said, understanding these complex systems is 
no trivial tasks. Both cyberbiosecurity and AI can benefit from the explainability 
assurance to make them human intelligible. Explainable AI systems are easier to 
understand how they operate and therefore understand what might negatively impact 
the system cyberbiosecurity systems, on the other hand, could be explained via 
machine learning techniques like clustering or even learning a Directed Acyclic 
Graph (DAG) of the data like Lin et al. [94] did for the SWaT dataset. 

The next step for building understanding of cyberbiosecurity systems is through 
education and training. Richardson et al. [87] call for a standardization of the 
training process, in the same manner as biosafety and cybersecurity, through creden-
tialing. They also called for integrating training into existing programs or relying 
on existing programs, as did [29], while others merely made a call for increasing 
education and awareness [95]. Another theme that emerged in the literature was a 
need for training across sectors in the water and agricultural industries, so employers 
training employees [45, 47], cross-sector training [80, 96, 97], government or 
university curated resources and training, both formal and informal [48, 88, 97], 
and even war-gaming [98]. 

5.4 Secure AI 

Undoubtedly, one of the most important factors in ensuring the security of water 
distribution systems is to detect anomalies that may occur in these systems or 
malicious attacks that may come from adversaries. Water treatment and distribution
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systems have been increasingly targeted by cyber-physical attacks in recent years 
[99]. This is partially due to the expansion of the Internet of Things (IoT) and 
proliferation of AI increasing the digitization of the decision-making processes 
and creating an adversarial attack opportunity following recent development in the 
machine learning field, which led to black-box adversarial methods that work well 
even with limited information [100]. 

The Kemuri Water Company (KWC) [101] attack in 2016 is a very important 
example of the risk these national infrastructures are under. The attack has resulted 
in more than 2.5 million records stolen, but more importantly, the attackers were 
able to change control data to manipulate the water supplied to the area. The attacks 
were halted before any public health damage occurred, nonetheless, it showed how 
vulnerable these infrastructures are and how important it is to ensure their safety. 

Another recent, important incident was the Florida Water Supply hack in 2021 
[21]. In this malicious attack, the hacker was able to gain remote access to the PLC 
(Programmable Logic Controller) unit that controls the sodium hydroxide level (also 
known as lye) of the water supplied to more than 15,000 residents in Tampa, Florida. 
The hacker was able to increase the amount of sodium hydroxide content of the 
water by 110 fold. Fortunately, the attack was mitigated before the poisonous levels 
of chemical diffused into the distribution network. 

Both of these incidents show how important it is to detect any anomaly or 
malicious attacks early to mitigate, or hopefully prevent, any damage. Taormina 
et al. [35] investigated the vulnerabilities of these critical infrastructures in-depth in 
their research. 

Pasqualetti et al. [102] investigated the detection and identification of CPS 
attacks from two different perspectives in their 2013 paper. They categorized 
the monitoring limitations from “graph-theoretic” and “system-theoretic” while 
proposing a mathematical framework for the problem’s solution. The framework 
they proposed considers the CPS as a linear time-invariant descriptor system. 
They then defined a comprehensive set of assumptions and equation systems to 
measure and detect the corrupted signals in the system. They have also made 
a theoretical quantification of the limitations of both monitoring approaches to 
determine undetectable and unidentifiable attacks boundaries. Their paper is also 
one of the earliest attempts to formally describe the attack detection against CPSs 
and in this sense, its importance in the field is substantial. 

Machine learning is a powerful and important tool for ensuring cyber-physical 
security. It is not surprising to see deep learning, more specifically Long-Short 
Term Memory Recurrent Neural Networks (LSTM-RNN), as efficient solutions 
to a problem with a time-dependent and high sequential relations such as attack 
detection [103]. Goh et al. [104] used the SWaT dataset [105] as a small-scale 
representation of a water treatment plant to detect anomalies and identify the sensors 
affected by this anomaly. They proposed to use the Cumulative Sum (CUSUM) 
method to mitigate the effects of an extremely unbalanced distribution of positive 
and negative classes (millions of negative samples to only thousands of positive 
samples with a sequential dataset). The SWaT dataset is a comprehensive and very
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important dataset for cyber-physical security research and the contributions of the 
authors and supporting organizations to the field should not be left unacknowledged. 

Inoue et al. [106] applied another deep learning approach in their 2017 paper. The 
authors used a Deep Neural Network (DNN) to evaluate the Support Vector Machine 
(SVM) method’s performance for anomaly detection problems. The paper also made 
a side-by-side comparison of the two models while discussing their advantages 
and disadvantages. Unlike Goh et al. [104], the authors did not address the data 
imbalance in the paper. The researchers used the SWaT dataset and the simulation 
to test the models. 

BATADAL is a planning and management competition for Water Infrastructures 
and it takes place as part of the Water Distribution Systems Analysis Symposium. 
This competition presents an imaginary C-Town as a water distribution network 
dataset to detect the real-life size and real-time, simulated data from this town 
(SCADA) [107]. The paper includes seven well-performing solutions to the problem 
on this dataset from the competitors. Others (Aghashahi et al. [108]) used a two-
stage approach to solve the anomaly detection problem. In the first stage they make 
a feature extraction, and in the second stage they use a supervised classification 
method, Random Forests, to detect attack instances. 

Brentan et al. [109] proposed a statistical approach to the problem. They used 
the sectioned nature of the problem environment and trained Recurrent Neural 
Networks (RNNs) to learn each district’s normal behaviors and then calculated the 
deviation from these expected normals to measure the anomaly levels on the system. 

Chandy et al. [110] used a similar two-staged approach to Aghashahi et al. [108]. 
Chandy et al. [110], however, first make a detection of the anomaly and then confirm 
or reject this detection is with a second model, a Convolutional Neural Network 
(CNN) Auto-Encoder, by calculating reconstruction probabilities. 

Giacomoni et al. [111] proposed another two-stage approach. In the first stage, 
the authors created a set of rules and calculated the integrity of the rules for 
each instance. In the second stage, they analyzed the dataset to calculate certain 
thresholds of normalcy. They also proposed using Principal Component Analysis 
(PCA) and convex optimization routine to perform this analysis [112]. 

Abokifa et al. [113] proposed a three-stage model and they classified different 
types of attacks on each stage of the process. In the first stage, the authors used 
statistical methods to detect local outlier events. In the second stage, they introduced 
a neural network to the process to detect operational outliers. In the third stage, they 
focused on the global scope to detect events that might affect more than one aspect 
of the system with PCA. 

Pasha et al. [114] introduced another three-stage method for anomaly detection. 
The first stage checked the consistency of the underlying rules of the water 
distribution system. The second stage checked each component for behavioral 
patterns to see if the system is following the normal patterns it is supposed to do. If 
any anomaly is detected in the first two stages, the third stage confirms the detections 
by comparing the estimations of the system made by the method. 

Housh and Ohar [25] used EPANET to create a simulation of a water distribution 
system’s behavior to calculate the difference between the SCADA and the expected
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values from the simulation to detect and locate anomalies in the systems. Housh 
and Ohar [115] also used a similar approach to detect contamination attacks against 
water distribution systems with successful results. 

Taormina et al. [107] have comparatively investigated all these proposed 
approaches, and many more, are discussed along with the advantages and 
disadvantages of the models. Even though the methods are very diverse, one 
common factor should not be unnoticed: each of the major competitors followed a 
direction of first discovering underlying behavioral principles of the system in some 
manner and then proposed ways to measure the diversion from these principles in 
anomalous scenarios. 

The BATADAL competition provides immense contributions to the cyber-
physical security field by providing a great dataset to the researchers as well as 
creating a valuable comparative environment for all the approaches to provide 
assurances methods for cyber-physical security [107], an approach (competitions) 
that proved successful in other areas of AI. Kravchik and Shabtai [116] investigated 
the attack detection problem from an ICS perspective in their 2018 paper. They used 
the SWaT dataset to train CNN and Long-Short Term Memory (LSTM) models to 
compare their effectiveness to detect anomalies. The experimental results showed 
that 1D CNNs can outperform RNN and LSTMs in more complex multivariate 
tasks. 

Umer et al. [117] investigated attack detection from a distributed system. In 
their work, they separated the endeavor into two categories: “design-centric” and 
“data-centric,” while proposing a model for each category. The research used the 
SWaT dataset [105] as a small-scale representation of a water treatment plant. The 
methods they proposed utilize Association Rule Mining (ARM). They also compare 
the advantages and disadvantages of the two approaches proposed in the paper. 

Junejo and Goh [118] proposed a behavior-based machine learning approach for 
the detection and classification of cyber-physical attacks. Their approach promised a 
low false-positive rate, which some of the other approaches discussed earlier suffer 
from, and still provided high recall and precision. They used the SWaT dataset 
to evaluate the effectiveness of nine different algorithms from supervised machine 
learning literature ranging from Bayesian networks, naive Bayes, logistic regression, 
neural networks, SVM, and more while making comparisons between models for 
advantages and disadvantages. 

Adepu and Mathur [119] proposed a Single-Stage Multi-Point (SSMP) type of 
attack with a distributed detection method. Even though they focus on single-stage 
attacks in their paper, the authors noted that they found it more effective to detect 
this kind of attack using the information from neighboring stages. The researchers 
used the SCADA dataset to create two invariants: State-Dependent (SD) and State-
Agnostic (SA). Later the authors combined both invariants to create a more efficient 
tool for distributed detection problems. 

In another paper, by Adepu and Mathur [120] authors used the SWaT dataset to 
investigate ways to improve cyber-physical security and attack detection problems 
by asking the following questions: “What attacker and attack models should be used 
to understand the behavior of a CPS?”, “How do cyber-attacks impact a specific CPS
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with respect to the number of actuators affected, state of a CPS when the attack is 
launched, and duration of the attack?”, and “Given the response of a CPS to one 
or more cyber-attacks, how does one design attack detection mechanisms using the 
physical properties of the system?”. While trying to answer these questions with 
experimental results the authors disclaimed the generalizability of their findings and 
stated that this research only targets the SWaT testbed. 

This disclaimer shows a very important direction that requires more attention in 
the field, which is the generalization of the proposed methods since almost all of 
the methods we discussed so far require prior knowledge of the attack samples to be 
effective in the first place. The need for generalizability of the proposed approach 
is the utmost importance since solutions cannot wait until the attacks happen on the 
real systems to collect the necessary data to train the models. 

Adepu and Mathur [121] must have seen this problem as well, as they tried to 
address it in their next work with a case study of their earlier distributed attack 
detection proposal [119]. Adepu and Mathur replicated real-life scenarios to test 
their improved attack detection mechanism and shared their findings with the 
strength and weaknesses of the model with an in-depth discussion [121]. 

As we pointed out earlier, fast adoption of automation and networking tech-
nology does not come without drawbacks. Al-Abassi et al. [122] tried to remark 
these issues and address the vulnerabilities created by another attack detection 
method while promising generalizability on the way. The researchers propose a 
combined model of DNN and Decision Tree with results that outperformed most of 
the conventional machine learning models including DNN and Random Forest. The 
authors also addressed the imbalanced class distribution and effective performance 
of the proposed approach with experimental results. 

5.5 Trustworthy AI 

AI is used in an increasing number of different systems, for example, autonomous 
vehicles, search engines, recommendation systems, medical imaging [123], public 
health [124], and others. It appears well-developed, yet there are still a lot of issues 
that need to be addressed and discussed, especially when it comes to the question 
can AI be trusted in “these scenarios that have life-critical consequences?” [125]. 
The foundation of societies, economies, and sustainable development is based 
on trust. If there is no trust the whole societal system would not grow or be 
stable [126, 127], and the same applies to cyberbiosecurity applications. Inderwildi 
et al. [128] discussed the impact of intelligent CPSs in energy provision and gave 
policy recommendations to lower potential risks. The same applies to AI systems, 
the idea of trustworthy AI is to build trust between users, developers, and the system 
itself [129]. 

Trust is a concept that is difficult to build, and trust in AI is even harder to 
address. The “black-box” characteristic is one of the most important reasons of 
mistrusting AI [130]. It is hard to build trust without knowing why the system
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makes its decision. We need to be able to explain the results, and this leads to the 
importance of explainable AI (see Sect. 5.3). Another situation where trust in AI 
faces scrutiny is ethical decisions, such as the trolley problem. What is the priority 
that the system should follow? Are there any guidelines to follow? There are so 
many different questions to address in order to build trust. 

In recent years, a significant amount of research on trustworthy AI has been 
conducted in different academic and industry areas (see Fig. 3). Each study 
focused on different aspects of trustworthy AI, for example, [131] focused on 
government guidelines, which advise how to establish a trustworthy AI system 
through rules and regulations, and other studies focused on the computational aspect 
of achieving trustworthy AI [132–137]. Most of the research agrees that trustworthy 
AI systems should include a set of properties: reliability, safety, security, privacy, 
availability, usability and can be extended to the following dimensions: accuracy, 
robustness, fairness, accountability, transparency, interpretability/explainability, and 
ethics [56, 125, 126, 129, 131–133, 138–141]. 

Trust is a complicated concept that combines numerous factors, and different 
researchers from various backgrounds would also see trustworthy AI from a diverg-
ing perspectives. Liu et al. [132] defined trustworthy AI from three perspectives: 
technical, user, and social. The system should focus on accuracy, robustness, and 
explainability from a technical perspective; while it should focus on availability, 
usability, safety, privacy, and autonomy from the user’s perspective. Whereas from 
the social perspective, there should be a guideline or regulation regarding legality, 
ethics, fairness, accountability, and environmental-friendliness. To have more clear 
guidelines for accomplishing trustworthy AI, the EU established the High-Level 
Expert Group (HLEG) to provide ethical guidelines, not just principles to follow 
but also concrete operational steps that allow an AI developer to examine when 
building and deploying an AI system [131]. Zicari et al. [58] proposed a state-
of-the-art process to evaluate the trustworthy AI based on applied ethics called 
“Z-Inspection,” which is also first process in practice that HLEG defined to evaluate 
the trustworthiness of AI. Z-Inspection consists of three processes: set-up, access, 
and resolve, and each phase breaks down into different aspects to examine whether 
the AI systems are trustworthy. 

Toreini et al. [133] pointed out that there are various AI policy frameworks to 
follow from different nations and organizations, and categorize those objectives into 
eight qualities: privacy, accountability, safety & security, transparency & explain-
ability, fairness & nondiscrimination, human control of technology, professional 
responsibility and promotion of human values. They further mapped these eight 
qualities with four principles, including fairness, explainability, auditability, and 
safety. The authors separate two main technologies of trustworthiness: Data-Centric 
Trustworthiness and Model-Centric Trustworthiness. 

Liu et al. [132] stated “Trustworthy AI are programs and systems built to solve 
problems like a human, which bring benefits and convenience to people with no 
threat or risk of harm.” They focused on six dimensions in achieving trustworthy AI 
including safety & robustness, nondiscrimination & fairness, explainability, privacy, 
accountability & auditability, and environmental well-being. Instead of focusing on
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policy framework or guidelines, they worked on specific computational solutions 
for each dimension for realizing trustworthy AI. 

Li et al. [138] mentioned AI practitioners, including researchers and developers, 
should focus on pursuing system performance as the main goal, whereas this is not 
sufficient to reflect the trustworthiness of an AI system. Therefore, they proposed 
a methodology that takes the entire lifecycle of AI systems into consideration, 
from data management to model development, deployment, and all the way to 
monitoring and governance. For the future research direction, while adopting this 
systematic approach, there are side-effects due to increased learning time and 
slowed development by using this new approach. 

We mentioned that the trustworthiness of AI is essential when it comes to AI 
systems related to life-critical consequences. There were incidences where critical 
CPSs came under attack [142] and affected the overall trust in CPSs. For example, 
an attack happened on a water treatment plant in Florida in 2021 and the level of 
sodium hydroxide in the water supply was increased over 100 times higher than 
usual [143]. There were also numerous cyber-attacks on Israel’s water system in 
2020 [144]. That exposes how vulnerable those CPSs are and the importance of 
the security of those systems [145–155]. There has been no lack of related research 
done in the area of anomaly detection in water system or its security challenges 
using machine learning methods [33, 107, 116, 156–190], statistical methods [191– 
198], or other tangential methods [106, 199–213]. 

Wang et al. [214] applied probabilistic model learning to probabilistically 
validate a real-world CPS. MR and Mathur [215] proposed “AICrit” to effectively 
detect anomalies in real-time with low false alarms. Another factor contributing 
to the complication of evaluating trustworthiness is that most of the research or 
review that discusses how to achieve trustworthy AI focuses more on social science 
topics, such as ethics and policy [59, 139]. Most of the frameworks or guidelines 
they proposed, however, do focus on the human factor. Uslu et al. [216] proposed 
a decision-making framework to manage Food-Energy-Water (FEW) resources. 
While developing the optimal solutions under different scenarios, they included 
humans in the framework to make the solutions more trustworthy. They introduced 
two new metrics, trust sensitivity and trust pressure, in the framework and used a 
game-theoretical tool to explore the relationship between trust sensitivity and the 
distance of community-desirable solutions. 

6 Discussion 

6.1 Attack Detection Models for Water Systems 

Cyberbiosecurity attack/anomaly detection research in the literature mainly focused 
on three datasets SWaT, WADI, and BATADAL which have been introduced in 
Sect. 4. These three datasets have become field leading benchmarks. As a part
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of the survey, we have created tables for each dataset. In order to make a fair 
comparison, we have used the most commonly reported statistical metrics to rank 
models proposed by researchers for attack/anomaly detection problem. For SWaT 
(Table 1) and WADI (Table 2) datasets it was F-Score (also known as F-measure, 
more specifically . F1 score) and for BATADAL (Table 3) we have used S score  
defined by Aghashahi et al. [108] and listed .ST T D (Time Taken for Detection) as 
well. For each dataset, state of the art over the years has been marked with bold 
fonts on Tables 1, 2, 3. 

Table 1 SWaT F1-Scores. a

Authors Model F1-Score Year 

Ayas and Ayas [63] Modified DenseNet 0.9999 2020 
Alqurashi et al. [184] MLP 0.9900 2021 

Krithivasan et al. [217] EPCA-HG-CNN 0.9805 2020 

Xu et al. [218] ATTAIN 0.9759 2021 

Li et al. [219] MAD-GAN 0.9517 2019 
Kravchik and Shabtai [116] 1D CNN 0.9200 2018 
Abdelaty et al. [220] DAICS 0.8890 2021 

Elnour et al. [221] DIF 0.8820 2020 

Kravchik and Shabtai [222] AE Frequency 0.8730 2019 

Kravchik and Shabtai [116] 1D CNN 0.8710 2018 

Sapkota et al. [163] CNN + LSTM w/ WT 0.8610 2020 

Perales Gómez et al. [223] MADICS 0.8510 2020 

Lin et al. [94] TABOR 0.8230 2018 

Zizzo et al. [224] LSTM 0.8170 2019 

Shalyga et al. [225] MLP 0.8120 2018 

Li et al. [226] GAN 0.8100 2019 

Shalyga et al. [225] CNN 0.8080 2018 

Inoue et al. [106] DNN 0.8030 2017 

Faber et al. [227] CNN 1D.b 0.8000 2021 

Inoue et al. [106] One-class SVM 0.7960 2017 
Shalyga et al. [225] RNN 0.7960 2018 

Inoue et al. [106] SVM 0.7960 2017 

Faber et al. [227] USAD 0.7900 2021 

Faber et al. [227] CNN 1D 0.7800 2021 

Goh et al. [104] LSTM-CUSUM 0.7754 2017 

Chakraborty et al. [228] Random Forest 0.7700 2021 

Li et al. [229] GAN-AD 0.7500 2018 

Toe et al. [70] MARS 0.7480 2020 

Faber et al. [227] LSTM-VAE 0.7200 2021 

Shalyga et al. [225] RNN 0.6900 2018 

Sapkota et al. [163] CNN 0.6500 2020 
a Disclaimer: These results are not validated as a part of this research
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Table 2 WADI F1-Scores.a Authors Model F1-Score Year 

Xu et al. [218] ATTAIN 0.7444 2021 
Goh et al. [104] LSTM-CUSUM 0.6595 2017 
Li et al. [219] MAD-GAN 0.5945 2019 

Faber et al. [227] CNN 1D 0.5400 2021 

Faber et al. [227] CNN 1D 0.5200 2021 

Faber et al. [227] USAD 0.4300 2021 

Faber et al. [227] LSTM-VAE 0.2800 2021 
a Disclaimer: These results are not validated as a part of this 

research 

Table 3 BATADAL S Scores. a

Authors Model S Score  .ST T D Score Year 

Brentan et al. [230] Statistical analysis 0.9730 0.1900 2021 
Housh and Ohar [25] MILP 0.9700 0.9650 2018 
Abokifa et al. [160] ANN and PCA 0.9660 0.9840 2019 

Abokifa et al. [113] ANN 0.9490 0.9580 2017 
Ramotsoela et al. [231] QDA 0.9400 0.9500 2019 

Tsiami and Makropoulos 
[232] 

TGCN 0.9310 0.9340 2021 

Giacomoni et al. [111] PCA 0.9270 0.9360 2017 

Ramotsoela et al. [231] MD 0.9100 0.9000 2019 

Ramotsoela et al. [231] iForest 0.9000 0.8600 2019 

Brentan et al. [109] RNN 0.8940 0.8570 2017 

Ramotsoela et al. [231] LOF 0.8700 0.8500 2019 

Ramotsoela et al. [231] SOD 0.8600 0.8300 2019 

Mahmoud et al. [233] SVM 0.8200 0.8400 2022 

Mahmoud et al. [233] 3NN 0.8200 0.7500 2022 

Mahmoud et al. [233] RForest 0.8200 0.7800 2022 

Mahmoud et al. [233] XGBoost 0.8200 0.7500 2022 

Mahmoud et al. [233] BOSS 0.8200 0.7100 2022 

Chandy et al. [110] Convolutional variational auto-encoder 0.8000 0.8300 2017 

Gjorgiev and Gievska 
[193] 

VAE-D 0.8000 0.9750 2020 

Gjorgiev and Gievska 
[193] 

VAE-D-C 0.7780 0.9870 2020 

Gjorgiev and Gievska 
[193] 

LSTM-VAE-C 0.7780 0.9990 2020 

Pasha et al. [114] Statistical analysis 0.7730 0.8850 2017 

Gjorgiev and Gievska 
[193] 

LSTM-VAE-2E-C 0.7610 1.0000 2020

(continued)
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Table 3 (continued)

Authors Model S Score  .ST T D Score Year 

Mahmoud et al. [233] 5NN 0.7600 0.6430 2022 

Choi et al. [234] SVM 0.7540 0.7220 2020 

Gjorgiev and Gievska [193] VAE-ReEncoder 0.7520 0.9350 2020 

Mahmoud et al. [233] 7NN 0.7500 0.6345 2022 

Ramotsoela et al. [231] Naive Bayes 0.7500 1.0000 2019 

Choi et al. [234] ANN 0.7490 0.7590 2020 

Gjorgiev and Gievska [193] LSTM-VAE 0.7350 0.9790 2020 

Mahmoud et al. [233] 1NN 0.7300 0.5720 2022 

Gjorgiev and Gievska [193] VAE-ReEncoder-C 0.7260 0.9400 2020 

Gjorgiev and Gievska [193] CNN-VAE-C 0.7130 0.9310 2020 

Ramotsoela et al. [231] OSVM 0.7100 0.6900 2019 

Ramotsoela et al. [231] LDA 0.6700 0.6500 2019 

Gjorgiev and Gievska [193] LSTM-VAE-2E 0.6640 0.8200 2020 

Choi et al. [234] ELM 0.5910 0.9410 2020 

Aghashahi et al. [108] RForest 0.5340 0.4290 2017 

Gjorgiev and Gievska [193] CNN-VAE 0.5230 0.5430 2020 

Choi et al. [234] 5NN 0.4180 0.3230 2020 
a Disclaimer: These results are not validated as a part of this research 

Throughout the years efficiency of the neural network based models have 
drastically increased over numerous problems and attack/detection is one of them 
as well. Looking at highest ranked models on the SWaT F1-Scores Table 1, it can  
be seen that deep learning had a huge impact on the problem and following the 
success of Inoue et al. [106] with One-class SVM, in last 4 years breakthroughs 
were achieved using Deep Learning models Kravchik and Shabtai [116], Li et al. 
[219] and Ayas and Ayas [63]. This dominance can further be verified with the 
successful state of the art models developed by Goh et al. [104] and Xu et al. [218], 
once again using DNN models. 

When it comes to the BATADAL dataset the picture slightly changes. Neural 
Network based models are still very effective on solving attack detection problem 
with BATADAL as well but they are not as dominant as they are with the other two 
datasets. Various types of approaches to the problem from many researchers provide 
a great understanding of the chaotic nature of data-driven problems on large physical 
systems. Dynamical essence of these systems requires researchers to approach the 
problem from many angles to ensure the models they would create to be trustworthy 
and secure. Some of the most successful researches to achieve these feats were, 
Abokifa et al. [113], Housh and Ohar [25] and Brentan et al. [230] as the state of  
the art holders.
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6.2 Assessing the Cyberbiosecurity Literature 

In this section, we discuss cyberbiosecurity further because it is a new discipline and 
there are different takes on exactly what it is. Unfortunately, most of the literature 
writes about cyberbiosecurity in a manner similar to cybersecurity for biological 
applications [8, 39, 81, 84, 90, 92, 95, 235–239]. 

This is not a fault, the focus of cyberbiosecurity is biology or related applications; 
however, most of the literature does not adequately define what sets cyberbiosecurity 
apart from IT or Computer Science in the life sciences. Gillum et al. [97] expressed a 
similar concern with the issues in the term “biosecurity,” established fourteen years 
prior to their work. Multiple papers in the literature call for action or collaboration— 
“We call for analyses and publications to fully scope cyberbiosecurity and identify 
a comprehensive strategy to establish the discipline’s goals and objectives” [2] and 
others, as called out by Drape et al. [29] and seen in Murch and DiEuliis [26]. 
This call from Richardson et al. [2] makes it seem like the field is still in the early 
planning stages, but this is not entirely true as there are papers that focus on concrete 
examples, lie case studies, surveys, and even one where the authors initiated an 
attack on a synthetic DNA supply chain that went undetected [29, 80, 86, 93, 97, 
238]. 

Cyberbiosecurity systems are rooted in the physical sciences, but they can 
include pure information systems like databases for pathogens, genomics data, and 
land use data [4, 44, 83, 235]. We focus, however, on the physical supply chains and 
infrastructure, specifically water and food supply systems. Here, cyberbiosecurity 
secures supply through “the design of digital strategies, business models, technolo-
gies, standards and regulations” [240]. This does not exclude systems that rely on 
data, as even food systems depend on sharing and gathering insights from data. 
For example, in Duncan et al. [80] the authors discuss the need for sharing and 
protecting data to “design promising agricultural and food systems to better meet 
consumers’ need.” Data is just as much a part of physical systems. 

Water systems are open to both natural anomalies and intentional attacks, 
something highlighted by Schmale III et al. [23], in their paper on a water supply 
system that is subject to harmful algal blooms, remote monitoring and control are 
incorporated to help ensure the water stays safe for drinking. However, this opens 
the system up to cyber-attacks, so cyberbiosecurity measures need to be taken to 
monitor and mitigate both sources of issues to ensure the safety of the water. 

These systems are complex and multifaceted, which makes protections harder to 
implement and formalize, and this sentiment is highlighted in Duncan et al. [9] 
where the authors state current protections are not enough and “do not broadly 
exist across the food and agricultural system,” and the “conversation on cyber 
security on the U.S. food and agricultural system (cyberbiosecurity) is incomplete 
and disjointed.” There is a critical need to better incorporate cyberbiosecurity into 
the water and food supply chain infrastructures. Something easier said than done 
as these systems have multiple layers of weaknesses at the software level, the 
interface of cyber and physical, and the biological level. A sentiment that was
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expressed in Farbiash and Puzis [238] for the synthetic DNA supply chain, as those 
authors demonstrated an attack can bypass cybersecurity and biosecurity screenings 
to generate an attack based on gene editing in the synthetic data. In Bernal et 
al. [28], the work presented used bacteria in a DDoS style attack to demonstrate 
the unique risks to cyberbiosecurity that traditional cybersecurity measures cannot 
accommodate. These papers highlight the fact that there are biological exploits 
available to cyberbiosecurity systems an attacker can use without ever having 
physical access to a system. The multifaceted supply chains allow for multifaceted 
attacks that can slip through the cracks of traditional cybersecurity and biosecurity 
efforts. 

6.3 Adoption of AI Assurance for Cyberbiosecurity 

The goal of AI assurance is to mitigate any potential drawbacks or failures of 
AI in high-stakes applications. Assurance is a way of validating AI operates in a 
human-centered manner, and likewise the goals of cyberbiosecurity are to protect 
people from biological threats in many forms, they just happen to focus on cyber-
systems and CPSs specifically. Despite this alignment of goals, we see little direct 
connections between cyberbiosecurity and AI in the surveyed papers (see the 
separation of cyberbiosecurity from the other papers in Fig. 4). There are, however, 
a handful of cyberbiosecurity papers we found that do overlap in topic with AI 
assurance, even if there is no connection via citations. Most of these papers deal 
with trustworthiness and safety [8, 28, 84, 241], and in fact these are also the 
most common assurances in the literature (see Fig. 3). Two of these papers also 
focus on fairness [84, 241], a little more surprising because fair AI was the least 
common assurance we found (again, see Fig. 3). There is one paper that focuses on 
explainability, specifically data and model transparency, in cyberbiosecurity [44], 
and how explainability ties more to security. The last paper focuses solely on 
trustworthiness in cyberbiosecurity [242]. 

Safety is a key AI assurance pillar (see Sect. 5.2), followed closely by trust-
worthiness (Sect. 5.5), that applies to cyberbiosecurity. The efforts of all the others 
are done in order to ensure the safety of the system or in the trust that the system 
operates in a safe manner. Ethical and fair AI (Sect. 5.1) ensures the AI system 
makes decisions that are correct and benefit everyone impacted equally, letting 
users trust that the AI makes safe decisions. Explainability (Sect. 5.3) gives us 
understanding of how the system operates and why it makes the decisions it does, 
letting users trust that the AI operates as it should to ensure the safety of those 
impacted. Secure AI (Sect. 5.4) ensures that if problems arise (anomalies or attacks) 
that the AI can handle them, either by correcting or mitigating negative effects, 
letting users trust that the AI system negates or limits possible harm to those 
impacted. Everything is done so we can trust the safety of the system. 

Safety in cyberbiosecurity is mostly concerned with biosafety, or the protection 
from biological threats. We believe there should be more focus in the literature
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on food and water safety from a cyberbiosecurity perspective, especially as more 
technology is adopted in the water and agriculture sectors. However, there are some 
existing safety measures that can be adopted, like the Hazard Analysis and Critical 
Control Points (HACCP) for food safety and management which could be used as a 
starting point for safety assurances [9, 88]. 

Policy and regulations need to be part of the cyberbiosecurity solution, in part 
for the need of creating standard practices and metrics across the whole bioecon-
omy, and in part because cyberbiosecurity threats pose national and international 
security risks [243]. Cyberbiosecurity should be part of the national strategy for 
cybersecurity, part of the “Defend Forward” idealogy of national security [244]. 
This approach, however, requires the need for understanding the cyberbiosecurity 
field to create regulation and policy for federal agencies, something which is still 
lacking as “cyberbiosecurity roles, practices and metrics have not been defined and 
federal agencies appear uncertain regarding how to proceed” [93, 245]. 

The current state of the cyberbiosecurity literature focuses more on creating 
systems of awareness or best practices for mitigating security or safety threats, 
and there is little direct discussion on using explainable AI for cyberbiosecurity. 
Explainable AI lacks discourse in the cyberbiosecurity literature but is discussed 
frequently in the medical AI domain, where the goal is to create trust in AI in 
order to facilitate adoption by medical practitioners and to create transparency and 
traceability in the decisions made by the AI [246]. Explainable AI also allows 
for the combination of an interpretable, knowledge-based approach with that of 
an efficient neural based approach [247]. This means explainable AI is a way of 
augmenting human understanding of a problem when it uses models designed for 
human comprehension. 

The augmentation of human intelligent via explainable AI feels like a particularly 
fitting application of AI for cyberbiosecurity. There is still more challenges to 
be addressed in the domain of explainable AI to show applicability in real-world 
deployments [246]; however, it does offer a lot of promise in applications where 
decisions are high-stakes, such as critical infrastructure including agricultural, food, 
and water supply chains. Richardson et al. [2] called for the implementation of 
“frameworks to facilitate responsible application of AI techniques to biology” and 
explainable AI is one way to do so. 

This is particularly important to cyberbiosecurity and parts of the bioeconomy, 
where the sheer size and complexity of systems creates the potential for uninten-
tional harm when trying to mitigate threats [22, 39]. Training and education of 
these systems (AI or otherwise) become a form of ensuring the continued safe 
operation of these complex systems. Training and education are also a form of 
creating awareness of threat mitigation to help ensure security. This is a common 
theme in the cyberbiosecurity literature [26, 29, 44, 45, 47, 80, 87, 88, 92, 95, 97]. 

All the pillars eventually boil down to ensuring trust that AI and cyberbiosecurity 
systems operate as intended. Section 5.5 discussed the connection of AI assurance 
to trustworthy AI. Society and the bioeconomy, in general, are built on trust, and 
if we do not trust them we will not use or participate in their activities. The same
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goes for AI in cyberbiosecurity, trust needs to be built so operators and all parties 
involved use them. 

Developments in AI for cybersecurity and cyber-physical security could protect 
water, food, or other supply chains from intentional interference, while devel-
opments in AI for anomaly detection could protect the supply from natural 
phenomena [23, 25, 94, 102, 104, 106, 114, 119, 121, 225, 248–254]. Despite a clear 
alignment of incentives, there is not much direct overlap between these approaches 
in the cyberbiosecurity literature (see the separation of between cyberbiosecurity 
and attack/anomaly detection in Fig. 4). We conclude that although more of the 
cyberbiosecurity papers clearly make a call for action [2, 26, 29, 255], there is at best 
merely a brief attempt over existing solutions like the National Institute of Standards 
and Technology (NIST) cybersecurity framework [43, 47, 95, 256]. The safety and 
continuing function of any and all systems in the bioeconomy are important but 
“currently protections are minimal and do not broadly exist across the food and 
agricultural system” [9]. 

6.4 Merging the Water Security and Cyberbiosecurity Fields 

Similar to AI assurance, there is not a large direct link in the literature between 
cyberbiosecurity and water systems. There is one series of links from cyberbiose-
curity to water systems via Mueller [22], Schmale III et al. [23], Moyer et al. [24], 
and Housh and Ohar [25]. When we broadened our definition of cyberbiosecurity 
a little more from the literature we see a broader connection of papers that link 
the topic with water supply systems [6, 9, 23, 47, 48, 257]. What is also interesting 
to note is that none of these papers uses the open-source datasets we discussed in 
Sect. 4, instead these papers focus on broad topics of water within the food and 
agriculture sector [6, 9, 257] or the security of water sources [23, 47, 48]. Most of 
the water supply-related papers deal with security and attack/anomaly detection, 
aligning them more with AI assurance, but we feel they apply just as much to 
cyberbiosecurity as well. 

There is not much existing cyber or cyber-physical security knowledge within the 
cyberbiosecurity field [2, 8, 29, 45, 86–88, 97]. This makes the openness of water 
supply testbeds and AI research critical, as these technologies can be developed 
and tested open-source in view of researchers focusing on cyberbiosecurity. More 
emphasis of the cyberbiosecurity research should be placed on using the open-
source water testbeds from Sect. 4. This is the only way that water security (as 
a form of cyberbiosecurity) research can be performed using relevant data, and it 
also allows for training and hands-on experience, something a large portion of the 
literature called for [26, 29, 44, 45, 47, 80, 87, 88, 92, 95, 97]. This development 
of human understanding of cyberbiosecurity and water systems is a form of 
explainability and it significantly benefits from open-source data on how these 
systems operate.
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6.5 Recommendations and Future Direction 

Much of the work regarding AI assurance and cyberbiosecurity occurred in the 
last few years and developed separately. Figure 4 shows one link connecting 
cyberbiosecurity to water systems, which is then tied to the large web of anomaly 
and attack detection papers. Cyberbiosecurity research, however, still has a long 
way to meet its goal of wider adoption, and while we cannot speak for all possible 
sources of cross-collaboration, the expansion of cyberbiosecurity into the domains 
of water supply systems and AI assurance is wide open for future research. 

Continuing the thread of expanding the research outside its immediate domain, 
cyberbiosecurity has a lot to gain from embracing open-source water supply 
testbeds. For one, the domain of water security is directly applicable to cyberbiose-
curity, despite not making up much of the research. The literature mostly focuses 
on biology applications, but this feels narrow and collaborating with the established 
field of water security would be a great way to apply all those lessons learned to 
cyberbiosecurity. Many of the papers in the cyberbiosecurity literature call for more 
training, education, and hands-on experience. Open-source testbeds are ideal for 
developing resources for training and education, as well as developing new research 
into secure AI and other forms of AI assurance. 

The goals of assurance are to validate AI aligns with the values of users impacted 
by an AI system, and likewise the goal of cyberbiosecurity is to protect users and 
citizens impacted by a biological system. AI has been instrumental in multiple 
agricultural applications [258–260] and offers many solutions to the threats of 
cyberbiosecurity but also includes several downsides; assurance nonetheless offers 
a way to apply AI to maximize its benefits while mitigating potential pitfalls. AI 
assurance should also be broadened to focus on the entirety of the system AI is 
deployed in, not just the assurance of the AI itself. For example, both applying AI 
to ensure the safety of drinking water via water quality monitoring and applying 
evaluation procedures to ensure the AI is operating properly are forms of assurance. 
In short, the cyberbiosecurity field should adopt AI measures to meet its goals and 
use AI assurance to validate both the AI employed is working properly and that the 
larger system the AI is used in is also operating properly. 

7 Conclusions 

In this survey, we investigated academic papers at the intersection of AI assurance, 
cyberbiosecurity, water and food supply systems. We assessed the application, both 
current and potential, of AI assurance to problems in cyberbiosecurity, specifically 
focusing on water and food supply systems. The survey focused on journal articles, 
conference proceedings, dissertations, books and book chapters, and industry white 
papers published from 2000 to April 2022 and at the intersection of two or more of 
the mentioned sectors.
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A survey landscape (Sect. 2) was performed for an overview of the literature, 
showing most of the papers included were published since 2016, as researchers 
started applying AI more broadly and investigating AI assurance. Soon after in 2017, 
the field of cyberbiosecurity had traction and more water supply system papers were 
published. The increase in water supply papers since 2016 seems in part due to the 
start of open-source testbeds (SWaT in 2015, WADI in 2016, BATADAL in 2016, 
Smod in 2017, and DHALSIM in 2020), and because we specifically focused on 
papers that intersected with AI and cyberbiosecurity fields, both of which have 
seen sharp increases in the past few years. Although, looking at Fig. 4, we see  
there is little connection between the literature of cyberbiosecurity with the other 
sectors. We discussed how the papers covering these topics connected and how 
AI assurances apply in these fields, followed by our recommendations for future 
directions. 

In the previous sections, we discussed the six pillars of AI assurance [1], the 
importance of each pillar, and the effects of the papers surveyed on water distribu-
tion systems and their applications. Figure 3, however, shows this distribution is not 
uniform. The pillars of Ethical AI and Fair AI were neglected, while the importance 
of these aspects kept growing over the last several years. This shows a great gap and 
opportunity for research in Ethical and Fair AI for agricultural and water systems. 

We found less collaboration among the fields of AI assurance, cyberbiosecurity, 
and water or food supply systems than we initially expected. Figure 4 shows this 
disjoint well, and the literature for cyberbiosecurity does not directly discuss AI 
much, let alone AI assurance. The cyberbiosecurity definition should adapt a little 
more, as it feels too focused on cybersecurity for the life sciences. There is some 
acknowledgement that the current literature is not broad enough [9], especially when 
there are biological processes that can be exploited [28, 238]. 

Further research should emphasize collaboration across sectors and the use of 
open-source datasets and testbeds. The call for collaboration already exists with 
the cyberbiosecurity field, and one of our proposed solutions to that is publishing 
open-source datasets online. These open the field to broader research and hands-
on training and experience, both of which have been expressed as needs for the 
cyberbiosecurity field. There are unique challenges, though these require expertise 
from biology, CPSs, and other domain specific knowledge for a desired application. 

Lastly, we recommend that the cyberbiosecurity field adopts AI and AI assur-
ances practices for better security while maintaining safe and trustworthy operations 
of these complex biological systems. There has been a lot of prior research applying 
AI for cybersecurity, and this would be a natural extension to incorporate into 
cyberbiosecurity. AI also offers more robust monitoring and an ability to make 
corrective actions, but this is not without issue as AI creates new vulnerabilities 
or failure modes. AI assurance can help mitigate these and help ensure the proper 
function of the overall cyberbiosecurity system. 
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intelligence in public health prevention of legionelosis in drinking water systems. Int. J. 
Environ. Res. Public Health 11(8), 8597–8611 (2014) 

125. J.M. Wing, Trustworthy AI. Commun. ACM 64(10), 64–71 (2021) 
126. S. Thiebes, S. Lins, A. Sunyaev, Trustworthy artificial intelligence. Electronic Markets 31(2), 

447–464 (2021) 
127. V. Morckel, K. Terzano, Legacy city residents’ lack of trust in their governments: An 

examination of flint, michigan residents’ trust at the height of the water crisis. J. Urban Aff. 
41(5), 585–601 (2019)



AI for Cyberbiosecurity in Water Systems—A Survey 257

128. O. Inderwildi, C. Zhang, X. Wang, M. Kraft, The impact of intelligent cyber-physical systems 
on the decarbonization of energy. Energy Environ. Sci. 13(3), 744–771 (2020) 

129. C.S. Wickramasinghe, D.L. Marino, J. Grandio, M. Manic, Trustworthy AI development 
guidelines for human system interaction, in 2020 13th International Conference on Human 
System Interaction (HSI) (IEEE, 2020), pp. 130–136 

130. R. Kaasschieter. The “why” in building trust in AI (2020). https://www.capgemini.com/ 
2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C 
%20fairness%2C%20etc,they%20will%20not%20buy%20it 

131. N.A. Smuha, The eu approach to ethics guidelines for trustworthy artificial intelligence. 
Comput. Law Rev. Int. 20(4), 97–106 (2019) 

132. H. Liu, Y. Wang, W. Fan, X. Liu, Y. Li, S. Jain, Y. Liu, A.K. Jain, J. Tang, Trustworthy AI: A 
computational perspective. Preprint (2021). arXiv:2107.06641 

133. E. Toreini, M. Aitken, K.P. Coopamootoo, K. Elliott, V.G. Zelaya, P. Missier, M. Ng, A. van 
Moorsel, Technologies for trustworthy machine learning: A survey in a socio-technical 
context. Preprint (2020). arXiv:2007.08911 

134. B.W. Israelsen, N.R. Ahmed, “dave... i can assure you... that it’s going to be all right...” 
a definition, case for, and survey of algorithmic assurances in human-autonomy trust 
relationships. ACM Comput. Surv. (CSUR) 51(6), 1–37 (2019) 

135. G. Bernieri, M. Conti, F. Turrin, Evaluation of machine learning algorithms for anomaly 
detection in industrial networks, in 2019 IEEE International Symposium on Measurements 
& Networking (M&N) (IEEE, 2019), pp. 1–6 

136. S.D. Anton, S. Kanoor, D. Fraunholz, H.D. Schotten, Evaluation of machine learning-based 
anomaly detection algorithms on an industrial modbus/tcp data set, in Proceedings of the 13th 
International Conference on Availability, Reliability and Security (2018), pp. 1–9 

137. H. Wiemer, A. Dementyev, S. Ihlenfeldt, A holistic quality assurance approach for machine 
learning applications in cyber-physical production systems. Applied Sciences 11(20), 9590 
(2021) 

138. B. Li, P. Qi, B. Liu, S. Di, J. Liu, J. Pei, J. Yi, B. Zhou, Trustworthy AI: From principles to 
practices. Preprint (2021b). arXiv:2110.01167 

139. J. Mökander, L. Floridi, Ethics-based auditing to develop trustworthy AI. Minds Mach. 31(2), 
323–327 (2021) 

140. E. Daglarli, Explainable artificial intelligence (xai) approaches and deep meta-learning 
models for cyber-physical systems, in Artificial Intelligence Paradigms for Smart Cyber-
Physical Systems (IGI Global, 2021), pp. 42–67 

141. D. Kaur, S. Uslu, A. Durresi, Requirements for trustworthy artificial intelligence—a review, 
in International Conference on Network-Based Information Systems (Springer, 2020), pp. 
105–115 

142. C. Louisell, K. Heaslip, Securing the digitally managed water supply, in World Environmental 
and Water Resources Congress 2020: Emerging and Innovative Technologies and Interna-
tional Perspectives (American Society of Civil Engineers Reston, VA, 2020), pp. 1–11 

143. J. Bergal, Florida hack exposes danger to water systems (2021). https://www.pewtrusts.org/ 
en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-
systems 

144. B. Kerstein, Israel thwarts major coordinated cyber-attack on its water infrastructure com-
mand and control systems (2020). https://www.algemeiner.com/2020/04/26/israel-thwarts-
major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/ 

145. M. Taddeo, T. McCutcheon, L. Floridi, Trusting artificial intelligence in cybersecurity is a 
double-edged sword. Nat. Mach. Intell. 1(12), 557–560 (2019) 

146. N. Nicolaou, D.G. Eliades, C. Panayiotou, M.M. Polycarpou, Reducing vulnerability to cyber-
physical attacks in water distribution networks, in 2018 international workshop on cyber-
physical systems for smart water networks (CySWater) (IEEE, 2018), pp. 16–19 

147. A. Khaled, S. Ouchani, Z. Tari, K. Drira, Assessing the severity of smart attacks in industrial 
cyber-physical systems. ACM Trans. Cyber Phys. Syst. 5(1), 1–28 (2020)

https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.capgemini.com/2020/09/the-why-in-building-trust-in-ai/#:~:text=Accountability2C%20transparency%2C%20fairness%2C%20etc,they%20will%20not%20buy%20it
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.pewtrusts.org/en/research-and-analysis/blogs/stateline/2021/03/10/florida-hack-exposes-danger-to-water-systems
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/
https://www.algemeiner.com/2020/04/26/israel-thwarts-major-coordinated-cyber-attack-on-its-water-infrastructure-command-and-control-systems/


258 D. Sobien et al.

148. F. Pasqualetti, F. Dörfler, F. Bullo, Cyber-physical security via geometric control: Distributed 
monitoring and malicious attacks, in 2012 IEEE 51st IEEE Conference on Decision and 
Control (CDC) (IEEE, 2012), pp. 3418–3425 

149. Y. Wu, H.N. Dai, H. Tang, Graph neural networks for anomaly detection in industrial internet 
of things. IEEE Internet Things J. (2021) 

150. B. Siegel, Industrial anomaly detection: A comparison of unsupervised neural network 
architectures. IEEE Sens. Lett. 4(8), 1–4 (2020) 

151. L. Rosa, T. Cruz, M.B. de Freitas, P. Quitério, J. Henriques, F. Caldeira, E. Monteiro, 
P. Simões, Intrusion and anomaly detection for the next-generation of industrial automation 
and control systems. Future Gener. Comput. Syst. 119, 50–67 (2021) 

152. L.A. Maglaras, J. Jiang, Intrusion detection in scada systems using machine learning 
techniques, in 2014 Science and Information Conference (IEEE, 2014), pp. 626–631 

153. C.M. Ahmed, G.R. MR, A.P. Mathur, Challenges in machine learning based approaches for 
real-time anomaly detection in industrial control systems, in Proceedings of the 6th ACM on 
Cyber-Physical System Security Workshop (2020), pp. 23–29 

154. J. Zhang, L. Pan, Q.L. Han, C. Chen, S. Wen, Y. Xiang, Deep learning based attack detection 
for cyber-physical system cybersecurity: A survey. IEEE/CAA J. Automat. Sin. 9(3), 377–391 
(2021) 

155. Y. Luo, Y. Xiao, L. Cheng, G. Peng, D. Yao, Deep learning-based anomaly detection in 
cyber-physical systems: Progress and opportunities. ACM Comput. Surv. (CSUR) 54(5), 1– 
36 (2021) 

156. N. Kadosh, A. Frid, M. Housh, Detecting cyber-physical attacks in water distribution systems: 
One-class classifier approach. J. Water Resour. Plann. Manag. 146(8), 04020060 (2020) 

157. D.C.L. Sung, G.R. MR, A.P. Mathur, Design-knowledge in learning plant dynamics for 
detecting process anomalies in water treatment plants. Comput. Secur. 113, 102532 (2022) 

158. D. Garcia, V. Puig, J. Quevedo, Prognosis of water quality sensors using advanced data 
analytics: Application to the barcelona drinking water network. Sensors 20(5), 1342 (2020) 

159. R. Taormina, S. Galelli, Real-time detection of cyber-physical attacks on water distribution 
systems using deep learning, in World Environmental and Water Resources Congress 2017 
(2017), pp. 469–479 

160. A.A. Abokifa, K. Haddad, C. Lo, P. Biswas, Real-time identification of cyber-physical attacks 
on water distribution systems via machine learning–based anomaly detection techniques. J. 
Water Resour. Plann. Manag. 145(1), 04018089 (2019) 

161. N. Neha, S. Priyanga, S. Seshan, R. Senthilnathan, V. Shankar Sriram, Sco-rnn: A behavioral-
based intrusion detection approach for cyber physical attacks in scada systems, in Inventive 
Communication and Computational Technologies (Springer, 2020), pp. 911–919 

162. J. Kim, J.H. Yun, H.C. Kim, Anomaly detection for industrial control systems using sequence-
to-sequence neural networks, in Computer Security (Springer, 2019), pp. 3–18 

163. S. Sapkota, A. Mehdy, S. Reese, H. Mehrpouyan, Falcon: Framework for anomaly detection 
in industrial control systems. Electronics 9(8), 1192 (2020) 

164. C.H. Yoong, J. Heng, Framework for continuous system security protection in swat, in 
Proceedings of the 2019 3rd International Symposium on Computer Science and Intelligent 
Control (2019), pp. 1–6 

165. L.H.A. Reis, A. Murillo Piedrahita, S. Rueda, N.C. Fernandes, D.S. Medeiros, M.D. 
de Amorim, D.M. Mattos, Unsupervised and incremental learning orchestration for cyber-
physical security. Trans. Emerg. Telecommun. Technol. 31(7), e4011 (2020) 

166. M. Gauthama Raman, N. Somu, A.P. Mathur, Anomaly detection in critical infrastructure 
using probabilistic neural network, in International Conference on Applications and Tech-
niques in Information Security (Springer, 2019), pp. 129–141 

167. S. Kim, W. Jo, T. Shon, Apad: autoencoder-based payload anomaly detection for industrial 
ioe. Appl. Soft Comput. 88, 106017 (2020) 

168. S.K. Alabugin, A.N. Sokolov, Applying of generative adversarial networks for anomaly 
detection in industrial control systems, in 2020 Global Smart Industry Conference (GloSIC) 
(IEEE, 2020), pp. 199–203



AI for Cyberbiosecurity in Water Systems—A Survey 259

169. D.D. Tiwari, S. Naskar, A.S. Sai, V.R. Palleti, Attack detection using unsupervised learning 
algorithms in cyber-physical systems, in Computer Aided Chemical Engineering, vol. 50  
(Elsevier, 2021), pp. 1259–1264 

170. W. Zhou, X.-m. Kong, K.-l. Li, X.-m. Li, L.-l. Ren, Y. Yan, Y. Sha, X.-y. Cao, X.-j. Liu, 
Attack sample generation algorithm based on data association group by gan in industrial 
control dataset. Computer Communications 173, 206–213 (2021) 

171. M.G. Raman, W. Dong, A. Mathur, Deep autoencoders as anomaly detectors: Method and 
case study in a distributed water treatment plant. Comput. Secur. 99, 102055 (2020) 

172. R. Taormina, S. Galelli, Deep-learning approach to the detection and localization of cyber-
physical attacks on water distribution systems. J. Water Resour. Plann. Manag. 144(10), 
04018065 (2018) 

173. H. Wijaya, M. Aniche, A. Mathur, Domain-based fuzzing for supervised learning of anomaly 
detection in cyber-physical systems, in Proceedings of the IEEE/ACM 42nd International 
Conference on Software Engineering Workshops (2020), pp. 237–244 

174. P. Schneider, K. Böttinger, High-performance unsupervised anomaly detection for cyber-
physical system networks, in Proceedings of the 2018 Workshop on Cyber-Physical Systems 
Security and Privacy (2018), pp. 1–12 

175. M. Elnour, N. Meskin, K.M. Khan, Hybrid attack detection framework for industrial control 
systems using 1d-convolutional neural network and isolation forest, in 2020 IEEE Conference 
on Control Technology and Applications (CCTA) (IEEE, 2020), pp. 877–884 

176. R. Alguliyev, Y. Imamverdiyev, L. Sukhostat, Hybrid deepgcl model for cyber-attacks 
detection on cyber-physical systems. Neural Comput. Appl. 33(16), 10211–10226 (2021) 

177. Z. Chen, D. Chen, X. Zhang, Z. Yuan, X. Cheng, Learning graph structures with transformer 
for multivariate time series anomaly detection in iot. IEEE Internet Things J. (2021) 

178. Y. Chen, C.M. Poskitt, J. Sun, S. Adepu, F. Zhang, Learning-guided network fuzzing for 
testing cyber-physical system defences, in 2019 34th IEEE/ACM International Conference 
on Automated Software Engineering (ASE) (IEEE, 2019), pp. 962–973 

179. A. Meleshko, V. Desnitsky, I. Kotenko, Machine learning based approach to detection of 
anomalous data from sensors in cyber-physical water supply systems, in IOP Conference 
Series: Materials Science and Engineering, vol. 709 (IOP Publishing, 2020), p. 033034 

180. P. Perrone, F. Flammini, R. Setola, Machine learning for threat recognition in critical cyber-
physical systems, in 2021 IEEE International Conference on Cyber Security and Resilience 
(CSR) (IEEE, 2021), pp. 298–303 

181. S. Athalye, C. Mujeeb Ahmed, J. Zhou, Model-based cps attack detection techniques: 
Strengths and limitations, in Security in Cyber-Physical Systems (Springer, 2021), pp. 155– 
187 

182. A. Robles-Durazno, N. Moradpoor, J. McWhinnie, G. Russell, Z. Tan, Newly engineered 
energy-based features for supervised anomaly detection in a physical model of a water supply 
system. Ad Hoc Networks 120, 102590 (2021) 

183. J. Sun, Z. Yang, Objsim: efficient testing of cyber-physical systems, in Proceedings of the 
4th ACM SIGSOFT International Workshop on Testing, Analysis, and Verification of Cyber-
Physical Systems and Internet of Things (2020), pp. 1–2 

184. S. Alqurashi, H. Shirazi, I. Ray, On the performance of isolation forest and multi layer percep-
tron for anomaly detection in industrial control systems networks, in 2021 8th International 
Conference on Internet of Things: Systems, Management and Security (IOTSMS) (IEEE, 
2021), pp. 1–6 

185. M. Balaji, S. Shrivastava, S. Adepu, A. Mathur, Super detector: An ensemble approach for 
anomaly detection in industrial control systems, in International Conference on Critical 
Information Infrastructures Security (Springer, 2021), pp. 24–43 

186. A.N. Jahromi, H. Karimipour, A. Dehghantanha, K.K.R. Choo, Toward detection and 
attribution of cyber-attacks in iot-enabled cyber–physical systems. IEEE Internet Things J. 
8(17), 13712–13722 (2021) 

187. M. Baptiste, F. Julien, S. Franck, Systematic and efficient anomaly detection framework using 
machine learning on public ics datasets, in 2021 IEEE International Conference on Cyber 
Security and Resilience (CSR) (IEEE, 2021), pp. 292–297



260 D. Sobien et al.

188. T. Chalongvorachai, K. Woraratpanya, A data generation framework for extremely rare case 
signals. Heliyon 7(8), e07687 (2021) 

189. G.R. MR, N. Somu, A.P. Mathur, A multilayer perceptron model for anomaly detection in 
water treatment plants. Int. J. Crit. Infrastruct. Prot. 31, 100393 (2020) 

190. P.F. de Araujo-Filho, G. Kaddoum, D.R. Campelo, A.G. Santos, D. Macêdo, C. Zanchettin, 
Intrusion detection for cyber–physical systems using generative adversarial networks in fog 
environment. IEEE Internet Things J. 8(8), 6247–6256 (2020) 

191. F. Turrin, A. Erba, N.O. Tippenhauer, M. Conti, A statistical analysis framework for ics 
process datasets, in Proceedings of the 2020 Joint Workshop on CPS&IoT Security and 
Privacy (2020), pp. 25–30 

192. G. Sebestyen, A. Hangan, Z. Czako, Anomaly detection in water supply infrastructure 
systems, in 2021 23rd International Conference on Control Systems and Computer Science 
(CSCS) (IEEE, 2021), pp. 349–355 

193. L. Gjorgiev, S. Gievska, Time series anomaly detection with variational autoencoder using 
mahalanobis distance, in International Conference on ICT Innovations (Springer, 2020), pp. 
42–55 

194. S. Chockalingam, W. Pieters, A. Teixeira, P. van Gelder, Bayesian network model to 
distinguish between intentional attacks and accidental technical failures: a case study of 
floodgates. Cybersecurity 4(1), 1–19 (2021) 

195. R. Qadeer, C. Murguia, C.M. Ahmed, J. Ruths, Multistage downstream attack detection in a 
cyber physical system, in Computer Security (Springer, 2017), pp. 177–185 

196. C.M. Ahmed, S. Adepu, A. Mathur, Limitations of state estimation based cyber attack 
detection schemes in industrial control systems, in 2016 Smart City Security and Privacy 
Workshop (SCSP-W) (IEEE, 2016), pp. 1–5 

197. C.M. Ahmed, M. Ochoa, J. Zhou, A.P. Mathur, R. Qadeer, C. Murguia, J. Ruths, Noiseprint: 
Attack detection using sensor and process noise fingerprint in cyber physical systems, in 
Proceedings of the 2018 on Asia Conference on Computer and Communications Security 
(2018), pp. 483–497 

198. T.K. Das, S. Adepu, J. Zhou, Anomaly detection in industrial control systems using logical 
analysis of data. Comput. Secur. 96, 101935 (2020) 

199. S. Adepu, J. Prakash, A. Mathur, Waterjam: An experimental case study of jamming attacks 
on a water treatment system, in 2017 IEEE International Conference on Software Quality, 
Reliability and Security Companion (QRS-C) (IEEE, 2017), pp. 341–347 

200. S. Liyakkathali, F. Furtado, G. Sugumar, A. Mathur, A mechanism to assess the effectiveness 
anomaly detectors in industrial control systems. J. Integr. Des. Process Sci. (Preprint), 1–26 
(2022) 

201. G. Sugumar, A. Mathur, Testing the effectiveness of attack detection mechanisms in industrial 
control systems, in 2017 IEEE International Conference on Software Quality, Reliability and 
Security Companion (QRS-C) (IEEE, 2017), pp. 138–145 

202. A. Mathur, Secwater: A multi-layer security framework for water treatment plants, in 
Proceedings of the 3rd International Workshop on Cyber-Physical Systems for Smart Water 
Networks (2017), pp. 29–32 

203. D. Dovžan, V. Logar, I. Škrjanc, Implementation of an evolving fuzzy model (efumo) in 
a monitoring system for a waste-water treatment process. IEEE Trans. Fuzzy Syst. 23(5), 
1761–1776 (2014) 

204. S. Adepu, S. Shrivastava, A. Mathur, Argus: An orthogonal defense framework to protect 
public infrastructure against cyber-physical attacks. IEEE Internet Comput. 20(5), 38–45 
(2016) 

205. S. Adepu, A. Mathur, Assessing the effectiveness of attack detection at a hackfest on industrial 
control systems. IEEE Trans. Sustain. Comput. 6(2), 231–244 (2018b) 

206. D. Urbina, J. Giraldo, N.O. Tippenhauer, A. Cardenas, Attacking fieldbus communications 
in ics: Applications to the swat testbed, in Proceedings of the Singapore Cyber-Security 
Conference (SG-CRC) 2016 (IOS Press, 2016), pp. 75–89



AI for Cyberbiosecurity in Water Systems—A Survey 261

207. K. Pal, S. Adepu, J. Goh, Effectiveness of association rules mining for invariants generation 
in cyber-physical systems, in 2017 IEEE 18th International Symposium on High Assurance 
Systems Engineering (HASE) (IEEE, 2017), pp. 124–127 

208. M.A. Umer, A. Mathur, K.N. Junejo, S. Adepu, Integrating design and data centric approaches 
to generate invariants for distributed attack detection, in Proceedings of the 2017 Workshop 
on Cyber-Physical Systems Security and Privacy (2017), pp. 131–136 

209. E. Kang, S. Adepu, D. Jackson, A.P. Mathur, Model-based security analysis of a water 
treatment system, in 2016 IEEE/ACM 2nd International Workshop on Software Engineering 
for Smart Cyber-Physical Systems (SEsCPS) (IEEE, 2016), pp. 22–28 

210. S. Shrivastava, G.R. MR, A. Mathur, Pcat: Plc command analysis tool for automatic incidence 
response in water treatment plants, in 2021 IEEE International Conference on Big Data (Big 
Data) (IEEE, 2021), pp. 2151–2159 

211. A. Robles-Durazno, N. Moradpoor, J. McWhinnie, G. Russell, I. Maneru-Marin, Plc memory 
attack detection and response in a clean water supply system. Int. J. Crit. Infrastruct. Prot. 26, 
100300 (2019) 

212. A. Agrawal, C.M. Ahmed, E.C. Chang, Poster: Physics-based attack detection for an insider 
threat model in a cyber-physical system, in Proceedings of the 2018 on Asia Conference on 
Computer and Communications Security (2018), pp. 821–823 

213. N. Chikhalia, Y. Dhawan, Security of industrial cyberspace: Fair clustering with linear time 
approximation, in Handbook of Big Data Analytics and Forensics (Springer, 2022), pp. 75–88 

214. J. Wang, J. Sun, Y. Jia, S. Qin, Z. Xu, Towards ‘verifying’ a water treatment system, in 
International Symposium on Formal Methods (Springer, 2018), pp. 73–92 

215. G.R. MR, A.P. Mathur, Aicrit: A unified framework for real-time anomaly detection in water 
treatment plants. J. Inf. Secur. Appl. 64, 103046 (2022) 

216. S. Uslu, D. Kaur, S.J. Rivera, A. Durresi, M. Babbar-Sebens, J.H. Tilt, A trustworthy human–  
machine framework for collective decision making in food–energy–water management: The 
role of trust sensitivity. Knowl. Based Syst. 213, 106683 (2021) 

217. K. Krithivasan, S. Pravinraj, V.S. Shankar Sriram, et al., Detection of cyberattacks in 
industrial control systems using enhanced principal component analysis and hypergraph-
based convolution neural network (epca-hg-cnn). IEEE Trans. Ind. Appl. 56(4), 4394–4404 
(2020) 

218. Q. Xu, S. Ali, T. Yue, Digital twin-based anomaly detection in cyber-physical systems, in 
2021 14th IEEE Conference on Software Testing, Verification and Validation (ICST) (IEEE, 
2021), pp. 205–216 

219. Z. Li, J. Li, Y. Wang, K. Wang, A deep learning approach for anomaly detection based on sae 
and lstm in mechanical equipment. Int. J. Adv. Manuf. Technol. 103(1), 499–510 (2019) 

220. M.F. Abdelaty, R.D. Corin, D. Siracusa, Daics: A deep learning solution for anomaly 
detection in industrial control systems. IEEE Trans. Emerg. Top. Comput. (2021) 

221. M. Elnour, N. Meskin, K. Khan, R. Jain, A dual-isolation-forests-based attack detection 
framework for industrial control systems. IEEE Access 8, 36639–36651 (2020) 

222. M. Kravchik, A. Shabtai, Efficient cyber attack detection in industrial control systems using 
lightweight neural networks and pca. IEEE Trans. Dependable Secure Comput. (2021) 

223. Á.L. Perales Gómez, L. Fernández Maimó, A. Huertas Celdrán, F.J. García Clemente, 
Madics: A methodology for anomaly detection in industrial control systems. Symmetry 
12(10), 1583 (2020) 

224. G. Zizzo, C. Hankin, S. Maffeis, K. Jones, Intrusion detection for industrial control systems: 
Evaluation analysis and adversarial attacks. Preprint (2019). arXiv:1911.04278 

225. D. Shalyga, P. Filonov, A. Lavrentyev, Anomaly detection for water treatment sys-
tem based on neural network with automatic architecture optimization. Preprint (2018). 
arXiv:1807.07282 

226. D. Li, D. Chen, B. Jin, L. Shi, J. Goh, S.K. Ng, Mad-gan: Multivariate anomaly detection 
for time series data with generative adversarial networks, in International Conference on 
Artificial Neural Networks (Springer, 2019), pp. 703–716



262 D. Sobien et al.

227. K. Faber, M. Pietron, D. Zurek, Ensemble neuroevolution-based approach for multivariate 
time series anomaly detection. Entropy 23(11), 1466 (2021) 

228. S. Chakraborty, A. Onuchowska, S. Samtani, W. Jank, B. Wolfram, Machine learning for 
automated industrial iot attack detection: an efficiency-complexity trade-off. ACM Trans. 
Manag. Inf. Syst. (TMIS) 12(4), 1–28 (2021) 

229. D. Li, D. Chen, J. Goh, S.k. Ng, Anomaly detection with generative adversarial networks for 
multivariate time series. Preprint (2018). arXiv:1809.04758 

230. B. Brentan, P. Rezende, D. Barros, G. Meirelles, E. Luvizotto, J. Izquierdo, Cyber-attack 
detection in water distribution systems based on blind sources separation technique. Water 
13(6), 795 (2021) 

231. D.T. Ramotsoela, G.P. Hancke, A.M. Abu-Mahfouz, Attack detection in water distribution 
systems using machine learning. HCIS 9(1), 1–22 (2019) 

232. L. Tsiami, C. Makropoulos, Cyber-physical attack detection in water distribution systems 
with temporal graph convolutional neural networks. Water 13(9), 1247 (2021) 

233. H. Mahmoud, W. Wu, M.M. Gaber, A time-series self-supervised learning approach to 
detection of cyber-physical attacks in water distribution systems. Energies 15(3), 914 (2022) 

234. Y.H. Choi, A. Sadollah, J.H. Kim, Improvement of cyber-attack detection accuracy from 
urban water systems using extreme learning machine. Applied Sciences 10(22), 8179 (2020) 

235. B.A. Vinatzer, L.S. Heath, H.M. Almohri, M.J. Stulberg, C. Lowe, S. Li, Cyberbiosecurity 
challenges of pathogen genome databases. Front. Bioeng. Biotechnol. 7, 106 (2019) 

236. J. Diggans, E. Leproust, Next steps for access to safe, secure dna synthesis. Front. Bioeng. 
Biotechnol. 7, 86 (2019) 

237. R. Puzis, D. Farbiash, O. Brodt, Y. Elovici, D. Greenbaum, Increased cyber-biosecurity for 
DNA synthesis. Nature Biotechnology 38(12), 1379–1381 (2020) 

238. D. Farbiash, R. Puzis, Cyberbiosecurity: Dna injection attack in synthetic biology. Preprint 
(2020). arXiv:2011.14224 

239. S. Mueller, On DNA signatures, their dual-use potential for gmo counterfeiting, and a cyber-
based security solution. Front. Bioeng. Biotechnol. 7, 189 (2019) 

240. D. Guttieres, S. Stewart, J. Wolfrum, S.L. Springs, Cyberbiosecurity in advanced manufac-
turing models. Front. Bioeng. Biotechnol., 210 (2019) 

241. Z. Li, H. Zhao, J. Shi, Y. Huang, J. Xiong, An intelligent fuzzing data generation method 
based on deep adversarial learning. IEEE Access 7, 49327–49340 (2019) 

242. P. Rana, L.R. Varshney, Trustworthy predictive algorithms for complex forest system 
decision-making. Front. Forests Global Change, 153 (2021) 

243. A.M. George, The national security implications of cyberbiosecurity. Front. Bioeng. Biotech-
nol. 7, 51 (2019) 

244. X.L. Palmer, S. Karahan, Defending forward: an exploration through the lens of biocybersecu-
rity, in ICCWS 2020 15th International Conference on Cyber Warfare and Security (Academic 
Conferences and Publishing Limited, 2020), p. 373 

245. X.L. Palmer, L. Potter, S. Karahan, On the emerging area of biocybersecurity and relevant 
considerations, in Future of Information and Communication Conference (Springer, 2020), 
pp. 873–881 

246. A.F. Markus, J.A. Kors, P.R. Rijnbeek, The role of explainability in creating trustworthy 
artificial intelligence for health care: a comprehensive survey of the terminology, design 
choices, and evaluation strategies. J. Biomed. Inf. 113, 103655 (2021) 

247. A. Holzinger, C. Biemann, C.S. Pattichis, D.B. Kell, What do we need to build explainable 
AI systems for the medical domain? Preprint (2017). arXiv:1712.09923 

248. M. Quiñones-Grueiro, A. Prieto-Moreno, C. Verde, O. Llanes-Santiago, Decision support 
system for cyber attack diagnosis in smart water networks. IFAC-PapersOnLine 51(34), 329– 
334 (2019) 

249. S. Adepu, A. Mathur, Using process invariants to detect cyber attacks on a water treatment 
system, in IFIP International Conference on ICT Systems Security and Privacy Protection 
(Springer, 2016), pp. 91–104



AI for Cyberbiosecurity in Water Systems—A Survey 263

250. M. Macas, C. Wu, An unsupervised framework for anomaly detection in a water treatment 
system, in 2019 18th IEEE International Conference On Machine Learning And Applications 
(ICMLA) (IEEE, 2019), pp. 1298–1305 

251. A. Deng, B. Hooi, Graph neural network-based anomaly detection in multivariate time series, 
in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 35 (2021), pp. 4027– 
4035 

252. C. Gehrmann, M. Gunnarsson, A digital twin based industrial automation and control system 
security architecture. IEEE Trans. Ind. Inf. 16(1), 669 (2019) 

253. Y. Jia, J. Wang, C.M. Poskitt, S. Chattopadhyay, J. Sun, Y. Chen, Adversarial attacks and 
mitigation for anomaly detectors of cyber-physical systems. Int. J. Crit. Infrastruct. Prot. 34, 
100452 (2021) 

254. J.H. Moon, J.H. Yu, K.A. Sohn, An ensemble approach to anomaly detection using high-and 
low-variance principal components. Comput. Electr. Eng. 99, 107773 (2022) 

255. R.S. Murch, W.K. So, W.G. Buchholz, S. Raman, J. Peccoud, Cyberbiosecurity: an emerging 
new discipline to help safeguard the bioeconomy. Front. Bioeng. Biotechnol., 39 (2018) 

256. D.S. Schabacker, L.A. Levy, N.J. Evans, J.M. Fowler, E.A. Dickey, Assessing cyberbiosecu-
rity vulnerabilities and infrastructure resilience. Front. Bioeng. Biotechnol. 7, 61 (2019) 

257. K. Demestichas, N. Peppes, T. Alexakis, Survey on security threats in agricultural iot and 
smart farming. Sensors 20(22), 6458 (2020) 

258. S. Gurrapu, F.A. Batarseh, P. Wang, M.N.K. Sikder, N. Gorentala, M. Gopinath, Deepag: 
Deep learning approach for measuring the effects of outlier events on agricultural production 
and policy. in 2021 IEEE Symposium Series on Computational Intelligence (SSCI) (IEEE, 
2021), pp. 1–8 

259. M. Gopinath, F.A. Batarseh, J. Beckman, Machine learning in gravity models: An application 
to agricultural trade. Tech. rep., National Bureau of Economic Research (2020) 

260. A. Monken, F. Haberkorn, M. Gopinath, L. Freeman, F.A. Batarseh, Graph neural networks 
for modeling causality in international trade, in The International FLAIRS Conference 
Proceedings, vol. 34 (2021)



Artificial Intelligence and the 
Weaponization of Genetic Data 

Sterling Sawaya, Erin Kenneally, Demetrius Nelson, and Garrett Schumacher 

Abstract Advancements in genetics have the ability to rapidly improve medicine, 
with a number of factors converging to push the integration of genomics into 
mainstream healthcare. As technologies that use genetic data begin to expand, so 
does exposure to risks. The cost and harms from the misuse of genetic data can be 
latent. The immutability, uniqueness, and information-rich nature of DNA renders it 
a high-value target. Knowledge and control asymmetries exist between individuals, 
industry, and governments. Genetic data’s value as an asset is mirrored in the 
potential degree of harm if abused. This article highlights the critical threats and 
vulnerabilities associated with genetic data risk, from identification and profiling, 
to exposure of health and medical conditions and susceptibility, as well as to the 
broader social welfare risk associated with biowarfare. All of these threats are 
rapidly actualizing from the advancement of artificial intelligence (AI). Here we 
outline the ways in which data science is improving genetics and how that can 
ultimately lead to its weaponization. 
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1 Introduction and Background 

New risks are emerging as the collection and use of genetic data becomes com-
monplace. These emerging risks are partially due to the rapid drop in the cost 
of DNA sequencing as well as advances in synthetic biology. Whole genome 
sequencing has reached $100 per genome,1 down from nearly $1K over the past 
few years and around $1B just over twenty years ago2 [61]. Furthermore, the use of 
microarray technology allows millions of genetic variants, called single-nucleotide 
polymorphisms (SNPs), to be genotyped rapidly and inexpensively. Consequently, 
genetic data has become increasingly available from multiple sources. Private 
industry is collecting genetic information, from direct-to-consumer (DTC) genetic 
and genealogy services to pharmaceutical companies collecting consumer and 
healthcare data. Data is also being generated through research funded by the United 
States government, much of which is made available to the public alongside other 
information about study participants, for example, from the 1000 Genomes project 
and data on dgGap [42, 66]. Currently, two large programs seek to expand these 
databases: the National Institute of Health’s (NIH) All of Us program obtaining 
genetic data from one million civilian participants, and the Veteran Affairs’ Million 
Veterans Program obtaining genetic data from one million former military service 
members. These research programs have great potential to advance science and 
medicine. Through a better understanding of the way genetics can influence and 
cause disease, we can improve our ability to predict disease susceptibility and 
provide genetic-specific treatments. These advancements require large genetic 
databases that include a variety of personal data, ranging from health data to lifestyle 
choices. 

Such databases are typically “anonymized,” or de-identified, by simply replacing 
participants’ names with a numeric identifier. Unfortunately, as we detail in this 
article, this data can be easily re-identified. As far back as the early 2000s, the 
identifiability of poorly-anonymized data was recognized, and the threat landscape 
has become appreciably richer since then [11]. Furthermore, security around the 
generation and storage of genetic data is typically weak, and a number of potential 
attack vectors exist [14, 18, 50]. A myriad of techniques have been disclosed that 
adversaries can use to compromise genetic data [64], such as exploiting API-
enabled features that are created for third-party data uses [14, 50]. This insecurity 
is compounded because third-party access to genetic information does not have 
adequate oversight. In the U.S., DTC companies are outside the purview of 
the Health Insurance Portability and Accountability Act (HIPAA). Similarly, the 
Genetic Information Non-discrimination Act does not limit data access; it only 
prohibits employers and health insurers from using that data for discrimination in 
certain contexts. Researchers obtaining federal funding are bound by the Common

1 https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/. 
2 https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data. 

https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.technologyreview.com/s/615289/china-bgi-100-dollar-genome/
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data


Artificial Intelligence and the Weaponization of Genetic Data 267

Rule’s3 requirement to obtain informed consent from data subjects, but this protec-
tion is rife with substantive and procedural deficiencies4 Furthermore, Certificates 
of Confidentiality5 issued by NIH to safeguard research subjects’ privacy do 
not prevent the discretionary release of data by principal researchers and their 
institutions. NIH’s Genomic Data Sharing Policy6 provides soft law guidelines for 
protecting subject privacy, but not all data is deemed controlled access. 

When it comes to advances in biometric-data-specific privacy laws or amend-
ments to existing laws, the EU under the General Data Protection Regulation 
(GDPR) and about half of states in the U.S. have hard laws on the books governing 
genomic privacy and penalize the illegitimate use of genetic data (e.g. the California 
Consumer Privacy Act, CCPA). However, there are inconsistencies and a lack of 
uniformity regarding triggering provisions such as the scope of what is unauthorized 
(collection, analysis and/or disclosure), the conditions for consent requirements, 
and enforcement provisions. As well, not all include genetic data or DNA in their 
definitions of biometrics, limiting the scope to physiological and behavioral data. 
While the GDPR and CCPA do cover biological data collection, including genetic 
data and sale for commercial purposes, GDPR does not apply to non-EU individuals, 
and CCPA is not germane to the large corpus of research data that comprise the bulk 
of publicly available genetic databases. Lastly, there are no protections in place for 
the genetic privacy of relatives of individuals who choose to disclose their own data; 
any rights afforded only apply to the person who is the data source. Absent a legal or 
market-based force to drive the protection of these data, entities stewarding genetic 
data lack incentives to bear the cost of security protections, especially if it impedes 
their time-to-market or competitive advantage. 

The threats surrounding these insecure databases are compounded with advance-
ments in AI, especially in machine learning, the subset of AI that learns from data. 
The application of machine learning to genetic data is rapidly advancing the ability 
of medical science and clinical practice to generate genetic-based diagnostics and 
therapeutics. At the same time, these advancements open up dangerous opportuni-
ties for adversaries to exploit genetic data to cause harm (Fig. 1). Machine learning 
allows adversaries to amplify threats by improving their ability to identify targets 
within genetic databases, uncover sensitive information from the data, and then 
weaponize that data for exploitation. Genetic data has become the latest target in 
the cat-and-mouse game that is information security, and the risks that are emerging 
are amplified by developments in data science. The immutability of DNA leads 
us to consider threats that not only exist today or in the near future; threats that 
are over twenty years away must also be considered, especially when handling the 
genetic information of children. A recent article discusses the threats outlined here, 
highlighting the challenges that arise when advances in AI and genetic data are made

3 http://www.hhs.gov/ohrp/humansubjects/commonrule/index.html. 
4 http://irb.ufl.edu/irb02/informed-consent-instructions-procedures/ifcprob.html. 
5 https://grants.nih.gov/policy/humansubjects/coc.htm. 
6 https://www.genome.gov/about-nhgri/Policies-Guidance/Genomic-Data-Sharing. 
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Fig. 1 The application of AI to genetic information will lead to great advancements that can also 
be weaponized. Advances in genetic medicine will lead to healthier lives, but these advances can 
also be used to make us ill. Advances in biotechnology will lead to revolutionary cures, but some 
of these advances can also be utilized for the development of bioweapons. Advances in genealogy 
are giving us an unprecedented understanding of our history but can lead to the loss of anonymity 

open source [34]. Here, we expand on their research, discussing specific examples 
of current and future dangers surrounding genetic information. 

2 Identifiability 

Genetic information along with other biometrics, such as face, fingerprints, retina-
scans, and voiceprints, are natural constructs—they are inherent and unique to 
individuals. Individuals are also identifiable from socioeconomic constructs, such 
as income, education, employment, and age. All of these data, known as personally
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identifiable information (PII), comprise a mosaic of our respective identities. 
Consequently, databases that contain PII can be traced back to individuals. Database 
structures that link PII to information in another data repository can allow adver-
saries to obtain sensitive information. Genetic data is distinct from other types 
of personal information. It is inherently PII and also contains protected health 
information (PHI), information about relations between individuals, and other 
potentially sensitive information about individuals or populations. Genetic data is 
also immutable and remains with an individual for his or her entire life, tying it 
intrinsically to our identity. Due to this immutability, genetic data breaches can have 
long-lasting consequences and must be considered distinct from other types of data 
breaches. 

Genetic data is shared between family members, so a genetic data breach for 
one individual can be transitive to his/her relatives [17]. This has a significant effect 
on identifiability. If a distant relative has his/her genetic data released or breached, 
then many related individuals become easier to identify via familial matching of 
genetic data [17]. Consequently, genetic data insecurity will have lasting effects 
for generations. A number of open and semi-open genetic databases are already 
available publicly [2, 22, 25], and other databases have been found to be vulnerable 
to unauthorized access [14, 50]. Using this data, many individuals can already be 
identified by their DNA alone. For example, the Golden State Killer was recently 
caught because DNA he left at a crime scene could be traced to a relative that was 
in a genetic database [26]. 

Even if one’s relatives are not present in an open database, genetic data can 
still be identifiable. These databases often contain other potentially identifying 
information, such as age or other demographic information, so re-identification can 
occur using rather trivial methods [15, 16, 62]. Here, identity can be uncovered by 
matching metadata in the genetic database (e.g. demographics or health conditions) 
with publicly available demographic identifiers (physical location, race, age or 
date of birth, gender, etc.) from voter registries, public record search engines, 
and/or social media [16, 66]. The likelihood of re-identification increases if a 
genetic database contains phenotypic information or other health information 
[15, 28, 32, 62]. Moreover, genetic data can also be re-identified by estimating an 
individual’s surname [27], so individuals with unique surnames become uniquely 
susceptible. Similarly, ethnicity and ancestry can be estimated with genetic data, 
so individuals with a unique ethnicity become easily identifiable with genetic 
data, particularly within certain geographies. Consequently, even unsophisticated 
analyses can already uncover the identities of at least a portion of most genetic 
databases. 

Importantly, genetic data contains information about an individual’s traits, such 
as height or hair color. Simply estimating these traits can facilitate re-identification 
for individuals with unique traits. Furthermore, advances in trait prediction through 
machine learning are rapidly improving the ability for individuals to be identified 
from genetic information. For example, using machine learning methods height can 
be estimated to within a few centimeters [39]. Complex traits can also be predicted 
with machine learning, and facial features can even be reconstructed [43, 45]. If a
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database of faces attached to names is available, such as a driver’s license photo 
database, then genetic data can be directly re-identified with machine learning[65]. 
As we increasingly place our photographs in the public domain,7 we improve the 
likelihood that our genetic data can be re-identified. Individuals with unique traits or 
with a wealth of publicly available photographs are more susceptible to this type of 
re-identification. This methodology is being utilized by law enforcement to identify 
suspects [73]. Other advances in re-identification will inevitably be developed in this 
area, again enabled by machine learning and AI. Due to its inherent identifiability, 
a genetic data breach can have widespread and long-lasting consequences. 

3 Exposure of Medical Information 

The use of machine learning on genetic data is rapidly improving our ability 
to predict disease predisposition, as well as other traits of interest in humans 
[5, 7, 9, 13, 19, 31, 33, 39, 40, 48, 54–56, 63, 77] and agriculture [3, 23, 24, 29, 55, 69]. 
The highly accurate predictions made by machine learning are perhaps surprising, 
considering that the genetic architecture of many genetic diseases remains limited, 
often referred to as the “missing heritability problem” [46]. The ability for machine 
learning to pick up information about culture, epigenetics, and ethnicity can lead 
to models that make accurate predictions, even for traits that do not have high 
genetic heritability. The ability to predict one’s susceptibility to disease will become 
essential to the practice of medicine, allowing preventative medicine to supplant 
reactive disease treatment [56]. For example, one’s susceptibility to cancer can be 
strongly influenced by genes such as BRCA1 and BRCA2 [10]. Furthermore, as 
environmental and behavioral cofactors are added into the predictive model, the 
power of these predictions increases [40]. Analysis of these cofactors can help 
medical practitioners make lifestyle suggestions to prevent and/or treat diseases. 
For example, the genetic predisposition to Crohn’s disease can be predicted with 
near-clinical significance using machine learning on only SNP data [7, 63], and such 
predictions may eventually allow disease symptoms to be avoided through early-life 
intervention. Genetic models can also predict susceptibility to osteoporotic fracture, 
which could be used to prevent dangerous bone fractures in elderly patients [19]. 
These capabilities highlight the genetic advancements that can be expected in the 
near future. As full genome sequence data replaces SNP data, these predictors will 
rapidly improve (e.g.,[45]). 

Although some studies have shown that clinical genetic predictions will be soon 
available [19, 48], many of these machine learning predictions are far from clinical 
relevance. However, the capability to make even weak disease predictions en masse 
can allow adversaries to target weaknesses within groups or populations. Genetic 
prediction can be used on a population to uncover a range of potential targets.

7 https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html. 
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Even if the genetic predictor lacks clinical accuracy, the efficacy of the attack could 
increase by targeting individuals with the predicted genetic weakness. Thus, for 
many genetic predictions the overall risk of harm to any given individual may be 
low, but the risk of damage at a population level may remain significant. Causing 
disease in even a small percentage of a population can induce both economic and 
societal disruption, especially if the affected group is a high-value political, military, 
or industrial target. Perhaps for these and other reasons, the Department of Defense 
recently released a memo advising service members to avoid genetic testing because 
of their potential to “create unintended security consequences and increased risk to 
the joint force and mission.”8 

The prediction of behavioral traits is particularly troubling in this regard. 
Mental diseases, such as bi-polar disorder and schizophrenia, have a strong genetic 
component, and genetic data can be used to predict susceptibility to and severity of 
these diseases [9, 52, 77]. At an individual level, for most people, these relatively 
weak predictors are unlikely to be a threat. At the population level, however, these 
predictions could allow an adversary to generate an enriched list of targets or find 
vulnerable sub-populations. Other behavioral diseases, such as post-traumatic stress 
disorder, can have a measurable genetic influence [21], and these diseases may 
be exploited, especially in vulnerable populations like military veterans. A wide 
range of behavioral traits must be considered when assessing this threat, not simply 
known behavioral diseases. The accuracy of these predictions is certain to improve 
as technology advances and more data is generated. These predictions, even when 
imperfect, allow an adversary to increase their success rate by targeting a small 
number of potentially susceptible individuals instead of the population at large. 

Diseases can be influenced by environmental factors that have a greater effect 
on individuals if they are genetically susceptible. A concerning example is found 
in the effect of metals on a wide range of diseases (reviewed in [67]). Metal 
accumulation and toxicity has a genetic component and is influenced by a range of 
several different genes [51, 71]. Furthermore, some metals are a dietary necessity, 
such as zinc, and optimal intake can depend on an individual’s genetic variants [12]. 
However, adversarial knowledge about an individual’s genetic metal tolerance could 
be used to induce disease. Machine learning applied to protein-metal interaction 
has improved our understanding of how different genetic variations influence 
the binding of metals to proteins [38]. Large genetic studies are therefore not 
necessarily required to uncover novel genetic variants related to metal toxicity. 
Introducing toxic metals into a population could induce a range of diseases [67], and 
susceptible individuals could be targeted. For example, Alzheimer’s disease may be 
influenced by dietary aluminum [47, 70]. Similarly, some individuals are genetically 
susceptible to mercury poisoning, causing an increased vulnerability to a range of 
neurological disorders [1]. Hence, genetic susceptibility to metals, or other potential

8 https://www.military.com/daily-news/2019/12/27/pentagon-leaders-tell-troops-stop-using-
mail-genealogy-dna-kits.html. 
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environmental toxins, can be determined from genetic data and can be used to cause 
harm. 

An understanding of how our DNA can influence disease will be necessary for 
the advancement of medicine. However, the potential misuse of these scientific 
advances is widely being ignored. If we allow this genetic information to be obtained 
by adversaries, they will have deep knowledge about the weaknesses of individuals 
and populations. When this knowledge is clear, such as with Huntington’s disease 
[58], exploiting it may be as simple as blackmailing an individual with the threat of 
publicly releasing the weakness. However, strong genetic prediction is not required 
for a population-level attack. By neglecting genetic information security, our health 
information can be exploited, directly harming susceptible individuals and putting 
entire populations at risk. 

4 Bioweapons Utilizing Genetic Data 

The threat from biological weapons has been long standing, with international 
treaties signed banning them from 1925 and 1972 [20]. Most of the biological 
weapons that have been stockpiled are non-contagious organisms, such as anthrax, 
which can kill individuals without the possibility of spreading the infections. These 
non-contagious organisms avoid the threat of a blowback, in which a contagious 
weapon damages the group or country that uses it. Furthermore, should they 
accidentally escape from their containment in the lab, pathogens could directly harm 
the groups that are attempting to develop them. 

The risk that we may face dangerous and highly contagious pathogens is 
rapidly increasing, driven by the advancements in synthetic biology [8, 30, 34, 49] 
and access to human genetic information [6]. Advancements in CRISPR-Cas9 
techniques allow scientists to genetically modify organisms with ease and precision. 
Organisms can now be designed to have specific genes, and there is widespread fear 
that dangerous diseases could be engineered by genetically modifying a similar yet 
benign organism [68]. This genetic modification requires DNA to be synthesized 
and implanted in a microbe. A proposed method to prevent the development of these 
dangerous organisms is monitoring of DNA synthesis to prevent the DNA found in 
dangerous genes from being generated [37, 74]. However, this preventative measure 
will not be easy to implement when DNA synthesis becomes widely available on-
site [57]. Therefore, in the very near future, small groups will have the capability 
to secretly generate dangerous pathogens with only limited resources. Recently, 
the COVID-19 pandemic is instructive, demonstrating the wide-scale health and 
economic damage that can be caused by a pathogen. Designer pathogens could 
potentially be more difficult to detect and treat than COVID-19 and could therefore 
cause significantly more damage. 

Adversarial groups have various methods by which they can avoid blowback 
from designer pathogens. The development of vaccines for designer pathogens is 
one possibility, but this would require significant resources and also run the risk
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of vaccine failure. Another possibility is for the group to remain isolated after 
they release their pathogens, but indefinite isolation becomes a challenge for larger 
groups and is nearly impossible for nation states. Alternatively, designer pathogens 
can be engineered so that they only threaten individuals with specific genetics that 
are not shared by the adversary. Hence, a group could design a pathogen so that they 
are naturally resistant, while other groups or ethnicities are naturally vulnerable. 
Note that designing a bioweapon for which an adversarial group is not susceptible 
is easier for small groups than large groups or nations. 

Designing targeted pathogens requires knowledge about how proteins fold to 
understand how they interact with our immune system and infect our cells. Protein 
folding is complicated and can be difficult to estimate [75]. However, as more 
information about protein evolution and protein sequence is made available, the 
accuracy of these predictions will improve [44]. Utilizing these advances in machine 
learning, novel drugs or disease agents can be generated with the ability to bind to 
specific proteins. Accurate prediction of protein folding remains limited, but recent 
advancements by AlphaFold demonstrate rapid development of protein prediction 
[35]. The source code for AlphaFold has recently been released [36], and researchers 
were able to reproduce these capabilities using only a description of the algorithm 
[4]. For at least some types of proteins, this method will soon approach accuracy 
found in traditional, labor intensive methods of protein folding prediction. As this 
technology advances further, scientists will be able to design organisms with a range 
of properties, including novel enzymatic activity and the ability to infect a range of 
different cell types. 

Recent advances in machine learning also allow the design of metabolic path-
ways [60, 76]. This can facilitate the design of organisms that produce highly toxic 
chemicals. While these poison producing microbes are unlikely to become highly 
contagious, they may nevertheless be used in targeted attacks, potentially targeting 
politicians and other high profile individuals [59]. Designing these organisms 
to become dangerous weapons remains a challenge, but motivated groups could 
leverage advancements in AI to compensate for their lack of domain expertise. 
These capabilities could expand to non-state-actors, making them difficult to 
regulate or control, introducing an emerging challenge that needs to be addressed 
[41, 72]. 

5 Conclusion 

The threats outlined here either presently exist or have a strong probability of man-
ifesting just over the horizon. As biotechnology advances, we may also face more 
dangerous threats that are not currently contemplated or defy current imagination, 
the proverbial unknown-unknowns. While a range of measures can be applied to 
avoid or mitigate these threats,9 including design trade-offs that limit AI model

9 https://councilonstrategicrisks.org/2020/03/09/release-can-the-u-s-make-bioweapons-obsolete/. 
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deployments [34], risk prevention should be considered concomitant with biotech 
innovation, and a framework needs to be developed that includes a multidisciplinary 
effort [53]. Critically, genetic information must be protected from adversarial 
exposure, and the sharing of genetic information must be limited to organizations 
and persons with legitimate and authorized use purposes. Advancements in AI will 
usher in medical breakthroughs as well as the weaponization of genetic information. 
These advancements must be considered as we seek to balance the need to access 
genetic data with the need to keep it secure. Genetic data sharing and technology 
advancement cannot and rightfully should not be stopped. However, they should 
be responsibly controlled and governed. The individuals, populations, and nations 
for whom this data and technology are not appropriately governed will be the most 
vulnerable and exploited. 

Once an individual’s genetic data is breached it can no longer be protected, so 
we cannot for harm to manifest before we take systemic measures to protect our 
genetic information. The uncontrolled public sharing of genetic databases needs 
to be assessed and corrected proportional to the risk it poses, and controlled 
sharing of private genetic databases must be appropriately secured. Ultimately this 
problem stems from a lack of awareness. Individuals and institutions need to be 
educated about these threats, but awareness of the problem is just the first step. 
Methods to secure genetic data need to be thoroughly evaluated, implemented, 
continuously reviewed, and meaningfully enforced. This security paradigm for 
genetic data will require a multi-stakeholder effort, appropriate resources, and 
widespread acknowledgement that genetic information is critical infrastructure 
that demands security considerations paid to other essential assets. Standards and 
regulations will be necessary to ensure that institutions that handle genetic data are 
taking appropriate precautions. Any groups or institutions that collect, use, or share 
genetic information must work together to generate and implement these standards. 
We hope the threats outlined in this article will advance the dialog about the nature 
of the risk, raise awareness about the gaps in our current capabilities, and encourage 
action to be taken before it is too late. 
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Abstract Robotic liquid handlers save human effort and are, in many cases, faster 
and more precise than a human operator. They can be operated and controlled 
remotely and do not require technical programming skills from their operators. 
Unfortunately, like many other high-tech products, robotic wet lab automation may 
have exploitable vulnerabilities and design weaknesses that allow subversion by 
an adversary. The distributed nature and remote control capabilities of wet lab 
automation expand its attack surface increasing the opportunities for an attack to 
interfere with the executed biological protocols, affect medical products, and alter 
test results. Perimeter defenses are known to be insufficient for proper protection 
of systems. Security needs to be considered throughout the entire pipeline of wet 
lab operations, including machinery, local- and cloud-based software, and even 
biological protocols. In this chapter, we review the most prominent types of robots 
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1 Introduction 

Pipetting, preparing, and transferring liquids require considerable time and effort in 
a traditional wet lab environment. Robotic liquid handlers save human effort and are, 
in many cases, faster and more precise than a human operator. Wet lab automation 
goes further, allowing a biologist to automate experiments or production via robotic 
control. It does not require technical programming skills and saves time and effort 
allowing the biologist to focus on the experimental design and data analysis. Wet lab 
automation frameworks can be operated and controlled remotely via a local network 
[1, 2] or even through a cloud [3, 4]. 

The core component of wet lab automation solutions is the lab robot. These 
robots have different capabilities, such as precise work with a pipette, liquid 
temperature control module, and precise liquid distribution, which can replace and 
scale up the work of a human lab technician. These robots carry out multiple steps 
in a biological protocol pipeline, starting with external biological inputs and ending 
with biological products, scientific data, or even clinical recommendations. 

Unfortunately, like many other high-tech products, wet lab automation may 
have exploitable vulnerabilities and design weaknesses that allow subversion by 
an adversary. Regardless of the financial, ideological, or political motivation of 
the attackers, control over the production or experimental pipeline may result in 
serious adverse impacts ranging from disruption of the production to unintended 
and unanticipated dangerous biological byproducts. 

The more distributed a wet lab automation control system is, and the more it 
is exposed to the Internet, the higher is the risk of an attack. Attacks can interfere 
with biological processes, affect medical products, and alter test results. Perimeter 
defenses, such as password-protected access and encrypted communication, are 
known to be insufficient for proper protection of systems. Security needs to be con-
sidered throughout the entire pipeline of wet lab operations, including machinery, 
local- and cloud-based software, and even biological protocols. Cross-site scripting, 
insecure applications, and insecure Internet-of-Things (IoT) controllers wired to the 
robots are just a few examples of potential attack vectors. 

While there are many articles on cyberbiosecurity [5], biosafety and biosecurity 
[6, 7], cyberbiosecurity for DNA synthesis [8], assessing cyberbiosecurity vulnera-
bilities [9], protecting US food and agricultural system [10], harmful algal blooms 
(HABs) and the cyberbiosecurity of freshwater systems [11], and risk perceptions in 
the biotech sector [12], nevertheless, no previous work has discussed the particular 
security context of wet lab automation throughout the multiple steps of running the 
protocol pipeline. 

In this research, we try to bridge this gap and try to shed light on the dangers and 
possible impacts of intervening with the running of a biological protocol in wet lab 
automation and the need to secure its proper execution. 

Our contributions are as follows: First, we build a wet-lab automation ecosystem 
taxonomy and expand on each variable in the taxonomy. We also review a number of 
diverse robots in the field of biological laboratory automation and their capabilities. 
Next, we build and examine the pipeline of a running protocol, mapping the relevant



The Attack Surface of Wet Lab Automation 281

parts for each step in the pipeline, and we describe what its role in the pipeline. 
For each step in the pipeline, we examine if it may be vulnerable and describe the 
required permission and access conditions which enable an adversary to attack this 
step. We create the connection between wet lab automation capabilities and the 
attack vectors, which attack vector can affect which capability. Finally, we perform a 
case study on several important lab automation protocols and show how an attacker 
can adversely intervene with them and what are the possible impacts of such attacks. 

Wet lab automation is becoming more widespread supporting increased number 
of applications and deployment possibilities. Thus, it is important to consider the 
security aspects of wet lab automation as early as possible. By doing so, the 
community can prevent security-related configuration blunders with possibly fatal 
consequences. 

2 The Wet Lab Automation Ecosystem 

In this section, we analyze and present the taxonomy of the wet lab automation 
ecosystem as demonstrated in Fig. 1. The taxonomy shows the ecosystem of wet lab 
automation in general. Each leaf in the graph is variable of robot’s criteria. Each wet 
lab automation robot can omit or add the variable in the taxonomy and implement 
him in his way. We present the different implementations and the generic way to 
implement it for each node in the taxonomy tree. The taxonomy breaks down the 
robot into logical parts, the ecosystem part that contains the hardware and software 
of the robot, and its commercial part. 

2.1 Hardware 

This section describes the hardware and physical (nonprogrammable) capabilities 
and component specification of the robot. This section is divided into several 
subsections; each subsection describes the hardware, ability, or physical feature of 
the robot. 

2.1.1 Deployment 

Deployment of robots involves placing the robots and their resources in specific 
location where they can perform their intended tasks. When you are setting up 
the robot laboratory infrastructure, you will be faced with multiple decisions, 
convenience, cost, and quality. There are two main options standing for you: on-
premise robots and cloud robots (lab as a service). In this section, we introduce 
these two options and compare them.
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Fig. 1 Criteria hierarchy for wet lab automation ecosystem 

On-Premise Most of the robots are 3D robots that provide open-source 3D models 
for do it yourself. You need to build the robots and store it in your lab. This requires 
you to access a 3D printer. You’ll need to reserve an area in your lab for the robot 
and make sure you have basic knowledge of hardware assembly. You may need 
to purchase IoT devices (e.g., Arduino) for robot control and other connectable 
modules, for example, tip racks, well plates, and a syringe reactor. These robots 
are more dynamic and can be modified more easily and adapted to the needs of the 
laboratory, but they are less quality and simpler. 

Cloud Lab Automation as-a-Service (CLAaS) Another type of robots are the 
CLAaS. These robots contain work cells that are woven together by an integrated 
stack of control software. A robotic cloud lab is a deeply integrated technology stack 
of biology, hardware, and software made available to its users via the cloud. Unlike 
traditional on-premise robots, a robotic cloud lab flexibly supports multiple assay 
types and is built from the ground up to be controlled remotely. These robots are 
more complex and have more capabilities and are usually also of better quality, but 
sometimes it is more difficult to adapt them to the needs of the laboratory. 

On-premise robots in contrast to CLAaS are more available because the robot 
is located in your lab and can easily adapt to your purpose. But on the other side, 
CLAaS is more maintained and the quality is higher. On-premise lab prices are
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according to the level of equipment of the robot and quantity of the pluggable 
modules you buy. There are robots that you can buy from the company instead of 
assembling it yourself (i.e., OT-2). 

2.1.2 Biological and Perishable Components 

Here we list the physical components required to operate biological protocols. 

Single and Multichannel Pipette A pipette is a laboratory instrument used to 
measure out or transfer small quantities of liquid. Multichannel pipettes generally 
come with either 8 or 12 pipette heads, easily allowing for a single device to fill 
multiple wells at a single time. 

Pipette Tip Pipette tips are disposable attachments for the uptake and dispensing 
of liquids using a pipette. 

Tip Racks Holders and replacement trays for disposable pipette tips are designed 
and packaged to facilitate the reuse of pipette tip boxes to reduce the overall amount 
of plastic waste. 

Well Plates The well plate is a flat plate that looks like a tray with multiple wells 
that are used as small test tubes. 

Tube Rack Test tube racks are laboratory equipment used to hold upright multiple 
test tubes at the same time. They are most commonly used when various different 
solutions are needed to work with simultaneously, for safety reasons, for safe storage 
of test tubes, and to ease the transport of multiple tubes. 

2.1.3 Compute Units 

Next is a list of common hardware compute units that are responsible for communi-
cation, processing, and control of the robot actuators. 

Stepper Motor Driver Carrier (i.e., DRV8825) Stepper motor drivers are specif-
ically designed to drive stepper motors, which are capable of continuous rotation 
with precise position control, even without a feedback system. Stepper motors 
are used for moving the robots in multiple axes (2 and 3 axes) separately and 
simultaneously. 

Arduino Arduino is an open-source electronic platform based on easy-to-use hard-
ware and software. It’s intended for anyone making interactive projects. Arduino can 
be used for two purposes: as an endpoint that can be connected to robots via Wi-Fi 
and an actuator that communicates with the robots via a proprietary protocol. 

Raspberry Pi Raspberry Pi is a tiny computer about the size of a deck of cards. 
It uses what is called a system on a chip, which integrates the CPU and GPU in a 
single integrated circuit, with the RAM, universal serial bus (USB) ports, and other
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components soldered onto the board for an all-in-one package. Raspberry is used for 
communicating withrobots, that is, EvoBot Raspberry sends the G-code commands 
to the robot through a USB connection. 

2.1.4 Liquid Handling 

Liquid handling is the act of transferring liquid from one location to another in 
a laboratory, usually for testing purposes. The robots have varied types of liquid 
handling capabilities: 

Shake the Tube A hardware module controlled by firmware that is designed to mix 
liquids in different frequencies. 

Vacuum Aspiration A hardware module for pulling liquid up into the pipette tip. 

Blow Out A hardware module for pushing an extra amount of air through the 
pipette tip, so as to make sure that any remaining droplets are expelled. 

Dispense Liquids A hardware module for pushing out liquid from the pipette tip 
into plate or another implement. 

2.1.5 Auxiliary Products 

Some of the robots came with connectable modules that optimize and help with the 
experiment. We mention a short list of these products: 

Camera Module Some robots have the ability to put a camera on top of the robot 
that will record all the experiments; this helps in exploring and understanding the 
experiment. 

Microscope Module It is a pluggable module that helps biologists better observe 
the liquid during the experiment. It is an instrument used to examine objects that 
are too small to be seen by the naked eye. The camera and microscope can combine 
together by recording the experiment through the microscope. 

Temperature Module It is a pluggable module that can control accurately the 
temperature of the liquids. Temperature module is a hot and cold plate module. 

Magnetic Module The magnetic module is a magnetic bead-based chemistry 
block for extraction and purification. It automatically engages and disengages high-
strength magnetic bars to seated well plates for magnetic bead-based purification 
protocols. 

Thermocycler Module Thermocyclers are instruments used to amplify DNA and 
RNA samples by the polymerase chain reaction. 

High-Efficiency Particulate Air (HEPA) Module HEPA is an efficiency standard 
of air filter.
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Sensors In addition to the auxiliary components listed above, some robotic frame-
works for the wet lab also include various sensors, such as: motion sensor, ultrasonic 
sensor, sound sensor, and light sensor. 

2.2 Software 

This section describes the programmable parts in the robot, according to the 
taxonomy tree in Fig. 1. Programmable parts could be software, firmware, or even 
the protocol between the components of the robot. Each subsection describes these 
programmable parts. 

2.2.1 Control Protocol 

The robots use various control protocols, some of which are proprietary and some 
are known standards. 

G-code G-code is a software programming language used to control a computer 
numerical control (CNC) machine. It is used mainly in computer-aided manufactur-
ing to control automated machine tools and has many variants. Raspberry Pi sends 
the G-code commands to the robot through a USB connection. 

uArm Swift Pro Protocol The uArm Swift Pro is an open-source Arduino-based 
robot arm designed for desktop use. Based on the standard G-code protocol, they 
add a new protocol head in front of the G-code so that it can be more easily used 
and debugged. What is more, it is designed to be compatible with the standard G-
code. 

Proprietary Protocols Some robot designers created their own simple control 
protocols suitable for their robot. They programmed Arduino using the analog write 
and read pin functions. 

2.2.2 Software Development Kit (SDK) 

SDK is a collection of software development tools in one installable package. The 
robots provide an SDK for controlling the robots; most of the robots provide a 
python SDK. The SDK contains functionality for full control of the robots. Usually 
the SDK simply sends a hypertext transfer protocol (HTTP) request to a server that 
actually controls the robots, but some run on the computer that controls the robots. 
In some devices, the SDK command translates to Extensible Markup Language 
(XML)-Remote Procedure Call (RPC) (XML-RPC), a protocol that uses XML to 
encode its calls and HTTP as a transport mechanism. You can automate the robot 
action and create protocols by python script and API the robots reveals to the user.
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On-premise robots can be modified, and you can automate it yourself because you 
have the firmware of the IoT devices. 

2.2.3 Operating System (OS) 

Arduino lacks a full operating system, usually writing code that is interpreted by 
its firmware. However, Raspberry Pi has all the features of a computer; it needs an 
operating system to run and comes with a fully functional operating system called 
Raspberry Pi OS. In addition, sometimes there is a personal computer (PC) that 
controls robots or runs the HTTP server; its operating system can be any operating 
system that runs python (especially Windows or Linux). 

2.2.4 User Interface (UI) 

Several robots have interactive webpage graphical user interface (GUI) to control 
the robot, and some have smartphone applications. The GUI displays the entire 
protocol and robot control process and can be changed in any time. Behind the 
scenes, the beautiful GUI is converted to either code running on the IoT device or to 
Application Programming Interface (API) commands. OpenLH, for example, builds 
their GUI with Google’s Blockly interface [13] which is converted to python code 
running on the computer which controls the arm of the robot. Another type of UI 
is the command-line interface (CLI); some robots provide commands that you can 
run from the CLI and automate the robots with it. Another type of robot does not 
provide GUI or CLI; the programmer needs to write the protocol using integrated 
development environment (IDE). 

2.2.5 Access Control 

For most of on-premise robots, there are no security aspects in the software. Some 
of them [1] created an open Wi-Fi by one of the IoT devices, and everyone in the 
same local area network (LAN) can control the robot. Others just need to connect 
to HTTP server through specific port, and you are free to go and run every protocol 
you want. However, CLAaS place more emphasis on security and use well-known 
security models such as hypertext transfer protocol secure (HTTPS) and two-factor 
authentication (2FA); 2FA is a security method that adds an additional layer of 
protection on top of just your username and password. It is a method of verifying 
that the person who is trying to access your account is who they say they are.
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2.3 Commercial Aspects 

This section describes the commercial aspect of the robots. This section describes 
the price ranges of wet lab automation robot types, the support that the developers 
of the robot give, and the community and the distribution of the robots. 

2.3.1 Price 

The robot prices range from $400 for open source and do-it-yourself robots to 
$9000 for robots that you got full assembly with multiple hardware components as 
described above. There are open-source robots that offer you full assembly instead 
of do-it-yourself. CLAaS robots are for subscription. 

2.3.2 Support 

Commercial robots run by companies are including contact support, return policy, 
warranty, and documentation. In contrast, open-source robots are less maintained; 
this is reflected in the lack of good documentation, contact support, and quality. 

2.3.3 Community 

Commercial robots are widely distributed; there are many companies that collabo-
rate with the company that builds the robot; either it’s CLAaS or on-premise. But 
some robots (do-it-yourself) are less distributed, and there are not too many sources 
on the community of these robots. 

2.4 Summary 

Detailing and mapping the taxonomy of wet lab automation ecosystem help us 
to understand better how the robots are built and what their capabilities are. It 
sheds light on where the security failures may be found and where a potential 
attacker could intervene in the system. We analyzed each property in the taxonomy 
considering whether this property may have security failures and whether an 
adversary can utilize it to his advantage.
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3 Biological Laboratory Robots 

In this section, we present some examples of wet lab automation robots. For each 
of them, we detail about its capabilities, hardware, and software. We showcase the 
uniqueness of each robot and how it differs from the other robots shown in this 
section. Furthermore, we attached figures of the robots and links for their open 
source and cited academic articles if exist. 

Review Methodology In order to obtain the information about the robots, we read 
datasheets and published articles describing the robots [1, 14, 15]. To understand 
the developer’s perspective on creating and running custom protocols, we examine 
the robots’ APIs [16, 17] and attempt using the API ourselves. Further, in order to 
understand how a reviewed framework operates behind the scenes, we inspect the 
open-source code of the robots [18–22]. Such inspection often reveals issues not 
listed in the datasheets and API specifications. This review methodology is limited 
in a sense that we did not have access to the source code of all robots. The close 
source robots were examined in a less profound way. In Sect. 6, we elaborate the 
limitations in more detail. 

3.1 Fully Integrable Noncommercial Dispensing Utility System 
(FINDUS) 

FINDUS [1] is an on-premise open-source [20] 3D Printable Liquid-Handling 
Workstation for Laboratory Automation in Life Sciences. FINDUS hardware 
contains: (i) 3D-printed parts with an Anycubic 4Max printer; (ii) four stepper 
motors, for XY drives, Z drive, and pipet drive; (iii) DRV8825 controller boards 
and controlled stepper motors using a motor library provided by Laurentiu Badea; 
and (iv) two Arduino NodeMCU 1.0 (ESP-12E Module). 

FINDUS software builds from python package for controlling the robot from PC 
through Wi-Fi and Arduino code that implements API server for commands from 
PC and controls the movements and shakers. 

FINDUS is able to (i) start/stop shake the tube; (ii) start/stop vacuum aspiration; 
(iii) move in X, Y, and Z axes; (iv) move pipet; (v) move in X and Y axes 
simultaneously; and (vi) set position for X, Y, and Z axis pipette. 

We  can  see in Fig.  2 the FINDUS workstation and its components. There are 
three-axis motion motors, syringe reactor, tip rack, and shaker motor, and more. 

3.2 EvoBot 

EvoBot [14] is an open-source [19], modular, liquid-handling robot for scientific 
experiments. Figure 3 shows a schematic view of the electronics of EvoBot and
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Fig. 2 FINDUS workstation, from FINDUS [1] 

its different printed circuit boards (PCBs). The core of the electronics is based on 
electronics used in the open-source 3D printer community. EvoBot is built from the 
following, as shown in Fig. 4: 

(i) Three layers: an actuation, an experimental, and an observation layers. 
(ii) Actuation layer holds modules and can be moved in the horizontal plane by 

using two stepper motors. 
(iii) Experimental layer supports the objects of the experiment such as petri dishes, 

microscope slides, or tubes. 
(iv) Observation layer is optional, and most modules plugged into this layer are 

used to sense or observe the ongoing experiments, for example, camera and 
microscope.
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Fig. 3 EvoBot electronic schematic view, from EvoBot [14] 

Fig. 4 EvoBot liquid-handling robot, from EvoBot OpenLH [14] 

(v) Three different kinds of modules: a syringe module, a pump-based dispensing 
module, and a heavy payload module (microscope, three-dimensional scan-
ner). 

(vi) Arduino and Raspberry Pi 3. 
(vii) Stepper motors. 

EvoBot includes a software part that contains the following: 

(i) Arduino runs a modified version of the Marlin firmware, which is widely used 
to control 3D printers using G-code. 

(ii) Raspberry Pi sends the G-code commands to the robot through a USB 
connection. 

(iii) Python API gives users access to control the robot.
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Fig. 5 OpenLH, from Ref. [21]. (a) uArm Swift Pro. (b) OpenLH blockly interface 

(iv) Users can interact directly with the robot using a GUI, or they can run programs 
directly on the Raspberry Pi. 

EvoBot is able to perform the following: 

(i) The syringe module moves liquids with precision, it can move the syringe up 
and down in addition to the movement of the plunger. 

(ii) The syringes can be easily replaced by just loosening and tightening one screw. 
(iii) The dispensing module can pump up to four liquids and is used to wash Petri 

dishes or dispense pure reagents into vessels’ start/stop vacuum aspiration. 
(iv) Heavy payload module to hold a 3D scanner. 

3.3 OpenLH 

The OpenLH [15] is an open-source [21] liquid-handling system based on an avail-
able robotic arm platform (uArm Swift Pro) which allows for creative exploration by 
biologists and bio-enthusiasts. OpenLH is built from three main parts: (i) an open-
source robotic arm, uArm Swift Pro [18]; (ii) a linear actuator-operated syringe 
pump; and (iii) the custom-made liquid-handling attachment, as can be seen in 
Fig. 5a. 

The uArm runs on top of an Arduino Mega 2560 with a custom version of Marlin 
firmware (available under GPL license). The robot operates using G-code definitions 
sent through universal asynchronous receiver transmitter (UART) protocol. OpenLH 
software is built from several parts as the following: 

(i) The user may generate different programs manipulating the arm using 
Google’s Blockly interface [13] as can be seen in Fig. 5b. 

(ii) The generated program is then compiled to python code, using the Swift API 
(which compiles to G-code commands). 

(iii) It is possible to save programs for later use and upload images for the Bitmap 
to bioprint feature. 

OpenLH has the following main features:
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(i) Move To: Move the arm to a specific location. To use it, just generate a 
new move to block (from “Robot” section) as well as the relevant coordinate 
block (from “Robot” section). In the coordinate block, X Y Z stands for the 
coordinates, E for extrusion level, and S for movement speed. 

(ii) Move Wrist: Rotate arm’s wrist with the required angle. It is useful to drop 
used tips from the arm to a disposal area. 

(iii) Bitmap to Bioprint: It is an interface that would load a portable network 
graphics (PNG) bitmap, select all the pixels of a single color, and print these 
pixels with the OpenLH. To use it, just generate a new image block (from 
“Image” section) as well as the relevant coordinate blocks (from “Robot” 
section). 

(iv) Manual Position: Puts the arm in disjoint mode, allowing the user to move it 
around manually and sample coordinates. After reaching a desired location, a 
tip to pick up, for example, hit set button to generate the location’s coordinates 
as a new usable block. 

3.4 Opentrons OT-2 

Opentrons [2] OT-2 is an open-source [22] liquid-handling robot. Opentrons OT-2 
is built from following three sections: 

(i) Labware – You must tell the protocol context about what should be present on 
the deck (well plate, tube rack), Labware Library. 

(ii) Pipettes – You define the instruments required for your protocol. You tell the 
protocol context about which pipettes should be attached and which slot they 
should be attached to (11 slots on the deck). 

(iii) Commands define the commands that make up the protocol. The most common 
commands are aspirate, dispense, pickup tip, and drop tip. Opentrons OT-
2 pipette configurations: Single- and eight-channel pipetting, two-pipette 
mounts, for a configuration of one or two single- or eight-channel pipettes. 
Pipettes are easily interchangeable. Opentrons OT-2 contains 11 deck slots 
that enable countless configurations; deck slots are compatible with standard 
SBS dimensions. Deck also includes a removable trash bin. Its connectivity 
is through Wi-Fi 2.4 GHz IEEE 802.11b/g/n, USB 2.0. It can be applied to 
connectable pluggable hardware modules; modules are peripherals that attach 
to the OT-2 to extend its capabilities: (i) temperature, (ii) magnetic, and (iii) 
thermocycler modules, as shown in Fig. 6b. 

Opentrons OT-2 is an open-source do-it-yourself but can be bought from 
Opentrons starting at $5000. The OT-2 Python Protocol API is a simple python 
framework designed to make writing automated biology lab protocols easy. The 
python script is running by Opentrons App. 

Opentrons OT-2 has advanced control: sometimes, you may write a protocol that 
is not suitable for execution through the Opentrons App. Perhaps it requires user
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Fig. 6 Opentrons, from Ref. [2]. (a) OT-2 (b) Pluggable Modules 

input; perhaps it needs to do a lot of things it cannot do when being simulated. 
There are two ways to run a protocol on the OT-2 without using the Opentrons App: 
Jupyter Notebook and CLI. 

Opentrons OT-2 can be used for many purposes, for example, the following 
articles [23–25] show how it was used for COVID-19 polymerase chain reaction 
(PCR) testing automation. 

3.5 Strateos 

Strateos [3, 26] is a CLAaS [27] solution provider. The company’s platform enables 
scientists to design, run, and analyze experiments remotely utilizing Strateos’ 
robotic cloud labs. In addition, Strateos designs, builds, and implements modular 
cloud labs in their clients’ facilities. Clients have the option of toggling between 
their own on-site facilities and Strateos’ remote-controlled cloud labs for small 
molecule drug discovery, biologics, and synthetic biology workflows, advancing the 
digitization of laboratories via a hybrid lab solution. 

Strateos’ core technology is their lab control software that integrates and controls 
various instrument types, ranging from liquid handlers, bioreactors, and high content 
imagers to an array of ultrahigh-throughput screening instruments and devices. This 
modular, cloud-based software addresses common challenges in research operations 
and scientific experiment execution, even in labs with no automation currently. 
Strateos’ software also focuses on solving operational challenges found in labs, 
such as managing experimental requests, asset and workflow calendaring, and 
executing between teams and individual users and enabling automatic data capture 
and centralization of scientific workflows to accelerate the design-make-test-analyze 
cycle and generate AI-enabled data that will aid in the discovery of new scientific 
insights. The software is modular and scalable from control of work cells to multiple 
client facilities as can be seen in Fig. 7b.
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Fig. 7 Strateos, from Ref. [3]. (a) Strateos CLAaS solution. (b) Strateos work cell 

Strateos developed and maintained Autoprotocol [28], as the open-source stan-
dard helping define experiments that are run over the Internet on remote robotic 
automation, moving research into the cloud. Open-source software packages are 
used to organize a collection of protocols and allow customers to build protocols 
using Python, or alternatively clients can access Strateos GUI to build and automate 
protocols. Autoprotocol is a JavaScript Object Notation (JSON) formatted data 
structure that provides a precise way of describing and automating biological and 
chemical protocols in the lab. A run can be submitted by posting properly formatted 
Autoprotocol to the server via the Strateos API. 

3.6 Summary 

In Table 1, we summarize the main components of each robot. Most solutions are 
deployed on-premise with a great deal of customization and lack of standardized 
security controls. This naturally increases the attack surface of open-source wet lab 
automation frameworks. Access control in majority of the solution is based on plain 
HTTP allowing man-in-the-middle attacks. We also observed high similarity among 
the biological protocol processing, server components, and control in different solu-
tions. Vulnerabilities in the implementation and processing of biological protocols 
as well as components responsible for the protocol’s execution may have the most 
severe impacts and thus deserve the most attention of security researchers. 

4 Attack Surface 

This section describes the potential attack vectors among the wet lab automation 
ecosystem. In this section, we analyze each entry point of the system and the all-
pipeline of running protocol from his design and planning until it is running. We 
examine and describe each step in the pipeline and analyze whether it is possible
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Table 1 Comparison of wet lab automation solutions 

Component Robot 

FINDUS EvoBot OpenLH 
Opentrons 
OT-2 Strateos 

Deployment On-premise On-premise On-premise On-premise CLAaS 
Auxiliary 
products 
(short) 

None Camera Sensors, 
temperature, 
electromagnet, 
and camera 

Magnetic, 
thermocycler, 
temperature, 
and HEPA 

Magnetic, 
thermocycler, 
temperature, 
and Illumina 
sequence 

Control 
proto-
Col 

Proprietary 
protocol 

G-code G-code G-code Secretive 

SDK Python 
SDK 

Python SDK 
and API 

Python SDK 
and API 

Python SDK 
and API 

Python SDK 
and API 

OS Arduino Marlin 
firmware and 
raspberry pi 
OS 

Marlin 
firmware 

Proprietary 
embedded 
hardware 

Secretive 

UI IDE GUI GUI GUI and CLI GUI and CLI 
Access 
control 

Open Wi-fi XML-RPC HTTP server HTTP server HTTPS server 
and 2FA 

Fig. 8 Attack surfaces on wet lab automation ecosystem 

to intervene at this step in the final protocol, and if possible, we describe how can 
adversary do this. 

We can see in Fig. 8 the pipeline of running protocol and the potential 
intervention of adversary. The bottom items describe the physical components and 
their connection to the proper step in the pipeline of running protocol. Each step is
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accompanied by a description and variable in the taxonomy tree in Fig. 1. The upper 
arrows coming out of each step express the possible intervention in the protocol or 
in the laboratory spec at this step. The variables that accompanied each step were 
designed to explain which parts are relevant to the intervention at this step. There 
are several articles that describe similar general structures such as on cyber-physical 
system (CPS) networks [29] but not on wet lab automation ecosystem. 

4.1 Design 

When the biologists start planning their protocol, mostly they have two main options 
to design the protocol as described in taxonomy Sect. 2: SDK or UI. Adversary that 
aims to change the protocol can do it with a grip on the biologist’s computer by the 
following techniques: 

Script Injection Adversary can inject himself to protocol script and inject his steps 
to protocol flow and prevent some steps in the protocol. This technique assumes that 
the adversary knows the protocol and knows how to replace specific steps to gain 
his goal. 

Script Generator Intervention Adversary can inject himself to the UI application 
that generates protocol script and controls the protocol that will be generated. This 
technique doesn’t assume anything about the knowledge of the adversary with the 
generated protocol; if the adversary knows the protocol the biologist intends to 
create, he can replace only specific steps with minimal intervention to gain his goal. 
But if he doesn’t know the protocol the biologist intends to create, he can replace 
the generated protocol file to gain his goal. 

Script Replacement If the adversary doesn’t know the biologist’s protocol, the 
adversary can treat the protocol file as a black box, and instead of intervening in 
an existing protocol, he can replace the protocol file with another file as he wishes. 
This technique assumes that the adversary doesn’t know the protocol the biologist 
intends to create. 

Labware Spec Intervention Some robots use labware spec or manifest. The spec 
uses to provide metadata and parameters and describes both labware’s dimensions 
and properties. Adversary can intervene in this manifest and manipulate it in a 
malicious way to influence or damage the results of the protocol. 

Affected Capabilities Design state script manipulation can influence among other 
things the following capabilities: 

(i) Temperature module. Adversary can change the temperature of the temperature 
module and affect the proper procedure of the protocol. 

(ii) Magnetic Module. Adversary can raise the magnets to induce a magnetic field 
in the labware.
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(iii) Thermocycler module. Adversary can change the temperature of the block in 
which samples are located and temperature of the lid heating pad. 

(iv) Vacuum aspiration. Adversary can change the amount of liquid that pulls into 
the pipette tip. 

(v) Dispense liquids. Adversary can change the amount of liquid that push out 
from pipette tip into plate. 

(vi) Blow Out. Adversary can prevent from blowing out the remaining droplets. 

4.2 Deployment 

After the biologist created the protocol script, either by SDK or UI, he needs to send 
the protocol (the script itself or JSON file that represents the protocol (Autoprotocol 
[28])). Adversary that aims to change the protocol can do it with a grip on the 
biologist’s lab network/LAN by the following techniques: 

Man in the Middle (MITM) Attack MITM is a known approach in many cases 
including CPS networks [30, 31]. Most of the open-source on-premise robots come 
with unsecured Wi-Fi and HTTP server and not HTTPS which reveals the biologist 
to MITM attacks. In such robots, adversary can perform MITM between the 
biologist’s computer to HTTP server and modify the command the protocol that is 
sent to the server without the knowledge of the biologist. In addition, the attacker can 
change the labware spec to manipulate the lab environment for malicious purpose 
and damage or manipulate experiment results. 

Impersonate Biologist Due to insecure control on on-premise robots, adversary 
can impersonate biologist’s computer and control the robot and run any protocol he 
wants. This technique assumes that adversary has grip on some device in biologist’s 
lab, that is, another computer in the network, the access point (Arduino). 

Wi-Fi Sniffing Adversary can sniff the traffic on an open Wi-Fi using grip if 
a malware is present on some computer near the robot. Operating sniffing tools 
in a monitoring mode to collect traffic in open Wi-Fi networks does not require 
authentication. Thus, unencrypted Wi-Fi channel opened by one of the robot’s 
components facilitates leakage of information about the running protocols in the 
lab and their results. 

4.3 Execution 

Finally, the protocol (Python script or JSON file) arrived to server that controls the 
robot and runs the protocol. Because in some robots the protocol represents using 
python script that runs as is in the server, adversary could run an arbitrary code 
(remote code execution (RCE)) in the server without the knowledge of the biologist. 
Running on the server that controls the robot could lead to dire consequences on the
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lab and protocol results. Execution is too late for intervention in the labware spec. 
Adversary with a grip on the server can make the following actions: 

File System Manipulation Adversary that changed the protocol using one of the 
ways we mentioned above can manipulate the file system by inserting python 
commands into the protocol that accesses the file system. Adversary can do this 
because script execution is performed in an unsafe environment and not using 
restricted python [32]. Lack of restricted python and trust in the script itself without 
integrity validation of the script can lead to unwanted results of the protocol and 
leakage of results of previous protocols running on the robot. This attack vector 
assumes that adversary has grip on the server that runs the protocols and the 
protocols are sent to the server, which is a Python script that the server is running. 

G-Code Command Intervention Most of the robots are controlled by G-code 
commands as mentioned in the taxonomy of wet lab automation. The server that 
runs the protocol actually sends G-code commands to the robot according to the 
command in the script. Adversary with knowledge on the G-code commands that 
are sent to the robot, which is not an unfounded requirement because all the robots 
we mention are open-source, with grip in the server can create its own G-code 
commands and send them to the robot to manipulate the running of the protocol 
or run preliminary steps to control the results of the protocol that the server intends 
to run. 

Actuator Hijacking Actuator is the controller (Arduino/Raspberry Pi) that actu-
ally moves the robot in axes and controls the liquid handling. Those actuators are 
usually unsecured and written in the simplest way; in most of the types, it is Arduino 
that gets the G-code commands through USB or UART. If the adversary could hijack 
actuator through a vulnerability he exploits via USB or UART, he can run arbitrary 
code on the actuator and actually do whatever he wants, run commands as desired, 
skip commands from the biologist, and even leak the protocol using Wi-Fi that is 
sometimes found on these actuators. Adversary can control the Arduino using one 
of the vulnerabilities it exposed as detailed in security analysis and exploitation of 
Arduino devices in the Internet of Things [33]. 

5 Misuse Cases 

In this section, we describe several automation processes in the biological field; we 
explain the process and how automation fits into them and its importance. In each of 
the processes, we explain how an attacker can intervene in it and what the possible 
damages are to such an attack.



The Attack Surface of Wet Lab Automation 299

5.1 Personalized Medicine 

As genetic technology is improving, personalized medicine will replace conven-
tional treatment [34, 35]. Together with the great hopes of tailor-made medicine, we 
identify a greater potential of damage due to automation failures. 

For example, tissue testing is applied in cases of cancer to choose the best 
biological chemotherapy or its combined treatment using automated screening 
methods to comply each specific case. 

DNA or RNA aptamer use for general and personalized therapeutics has shown 
great promise [36, 37]; production of template RNA/DNA aptamers is commonly 
done using automated DNA synthesis methods [38] that produce the required 
strands in a sequential way. 

Attack on the DNA synthesis is presented in [39], who show acoustic side-
channel attack methodology which can be used on DNA synthesizers to breach their 
confidentiality and steal valuable oligonucleotide sequences. The potential attack 
could result in null effect of the treatment or damage to the tissue. 

High-throughput screening of dedicated medicine and factors including repur-
posing of generic drugs to measure hit conformation with a robust effect on the 
tested tissue. 

Intervention in personalized medicine process can be performed by the follow-
ing: 

(i) Damage of the tissue while using nondrug-related influence and temperature 
can cause mismatches of hit confirmation and treatment of patients using 
noneffective drugs. 

(ii) Damage the process of the drug administration for the screening. 
(iii) Its weak point is its flexibility because it supports many types of treatments, so 

it can be disrupted relatively easily and substances can be omitted or added to 
the drug if adversary has grip on the robot. 

5.2 COVID-19 PCR Tests 

Automation of PCR testing [40, 41] is already used everywhere. PCR is the 
duplication and amplification of short and long DNA oligos. This process allows for 
the detection of minuscule samples of DNA [42] and is used to detect the presence 
of the COVID-19 virus in human samples. The impact of mistakes here could be 
dramatic on public health. 

Intervention in automation of PCR testing can cause several damages as the 
following: 

(i) Integrity. Adversary can damage the integrity of the test through swapping 
the samples of people and cause impairment of the test’s integrity. Moreover, 
adversary can damage the integrity using malware on the PCR reader that alters
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the screening report and swapping people results. Adversary using a malware 
on the robot can manipulate the liquid’s temperature and cause false-negative 
or positive results. 

(ii) Confidentiality. Adversary with grip on the automation ecosystem can release 
the PCR test results to the public. 

5.3 Sportsmen Doping Test Control 

Doping is an old well-known issue in professional sport [43]. Throughout the 
process of competitive competition, many drug tests are conducted. The process 
includes sampling the sportsmen and women and identifying illegal substances 
in their blood or urine. The preparation and measurements of the samples using 
automated measures could provide a solution for many cases where the results are 
needed in a short time. While automation provides great advantages, it also poses 
risks to the integrity and coding of the samples and possibilities of cyber-attacks that 
can meddle in the analysis and reporting process of the results. 

Similar to PCR tests, adversary can swap the samples of sportsmen and cause 
impairment of the test’s integrity, swapping test of sportsmen that took drugs with 
test of clean sportsmen to evade punishment. In addition, adversary can contaminate 
the test with the standard that the test compares to and cause to a clean athlete to be 
considered to have taken drugs. 

5.4 On-site Drug Production and Dispensing 

In many cases, on-site production is necessary [44, 45]. It can reduce shipping 
costs and improve the quality of multiple products, especially medicine, such as 
vaccines that need special preserving conditions. The on-site robots will prepare the 
drugs using liquid and powder handling automation. Furthermore, they will provide 
necessary dispensing of ready-made tablets and liquids per client. 

While providing great economic advantages, on-site production also poses 
threats through cyber-attacks that interfere or meddle in the preparation or tagging 
process of the prepared drugs. 

Because of the automation of the process, adversary can cause robots to return 
the wrong type of medicine without the knowledge of the patient. Adversary also 
can damage the production of the medicine by omitting important substances of the 
medicine. Moreover, adversary could change the labels of allergen on the medicine 
package and cause people to have allergic reaction that could endanger their lives.
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6 Summary and Conclusions 

Key Takeaways In this chapter, we have analyzed the potential attack surface in the 
wet lab automation ecosystem. The most important finding from the analysis is that 
the biological protocol implemented as a Python script is dangerous. Vulnerabilities 
in the protocol editing tools, components that interpret and execute the protocols, 
and components operated by the protocols can lead to severe adverse consequences 
as described in Sect. 5. Some consequences can be prevented digitally by signing 
the protocol and executing it in a secured environment such as restricted python 
[32]. In general, a user-provided script should never be considered trusted. 

Furthermore, many components in the robot environment are distributed and 
wireless. This allows the attacker to intervene with the robot operation in several 
stages. Therefore, secure operation of the robot requires hardened communication 
between the components. 

Limitations Our collection data methodology for each device has some limitations 
because there are robots we haven’t their source code and only API and datasheet 
documentations. It could be that some of the data we had on the rest of the robots 
does not quite fit these robots. Moreover, we didn’t actually implement a real attack 
on these robots; it could be that the vulnerabilities we mentioned are not existing in 
some robots also because of a possible mismatch between the design of the system 
and its actual implementation. On the one hand, the attacks can be less deadly and 
dangerous than we have described, but on the other hand, the opposite is also true 
and attacks can be even more dangerous than we described. 

Related Work Cyberbiosecurity is proposed as a new discipline at the interface of 
cybersecurity, CPS, and biosecurity to help safeguard the bioeconomy [5]. The first 
paper on cyberbiosecurity was focused on biotechnology and its security concerns 
[6]; it explained that biotechnology workflows are cyber-physical processes and 
illustrated with biomanufacturing process [7]. map the cyberbiosecurity landscape, 
in biotechnology and digitization of traditional technology. They explained about 
biosecurity on automation processes similar to us and cyberbiosecurity on artificial 
intelligence (AI) techniques across the biology sector [8]. illustrate malicious DNA 
injection performed by a remote cyber-criminal in DNA synthesis process and offer 
some mitigations. Protecting US food and agricultural system is reviewed [10], 
the cyberbiosecurity concepts from food production to the end user are explored, 
challenges are described, and solutions to integrate cyberbiosecurity in food and 
agricultural sectors are recommended. According to [12], cyberbiosecurity risks are 
difficult to characterize due to their diversity in types of threats, targets, and potential 
impacts. 

Future Work The prevalence of attack vectors in wet lab automation frameworks 
suggests that we cannot rely only on perimeter protection and standard security 
controls. In order to continue providing the flexibility and power of custom design of
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biological protocols, future wet lab automation frameworks should be robust against 
subversion of their components. 

Future research is required to illustrate the dangers of cyber-attacks on biological 
protocols and offer better protections of the wet lab automation systems: (i) 
identifying vulnerable protocol whose results can be manipulated without alerting 
the biologist, (ii) investigating process signing approaches for biological protocols, 
and (iii) designing adversary resilient distributed wet lab automation systems where 
every component ensures the correct operation of other components. 
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