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Abstract The slug flow is one of the most complex flow patterns due to the unstable 
behavior of phase distribution. This pattern occurs in a wide range of flow rates and 
therefore is observed in different industrial processes. The prediction and under-
standing of the hydrodynamic parameters of this flow regime have a significant 
engineering value. In this context, Computational Fluid Dynamics (CFD) has been 
shown to be an efficient tool for the prediction of this type of flow. However, to 
ensure the accuracy of the numerical solution, adequate modeling of interfacial prop-
erties transfer is necessary. One of the most important interface transfer phenomena 
is momentum transfer between phases. Therefore, it is necessary to use a robust 
approach to model the gas–liquid interface region. The aim of this study is to eval-
uate the effect of adding the damping of turbulent diffusion at the interface on flow 
modeling. For this, different cases of simulations were elaborated for a pipe with 2 m 
in length and 26 mm inner diameter. In all the cases, the multiphase approach used 
was the Volume of Fluid (VOF) with the Geo-Reconstruct scheme. The interface 
between the fluids was modeled with constant surface tension equal to 0.0728 N/m. 
The discontinuities present at the interface were treated in a “continuous surface 
stress” (CSS) manner. The turbulence was modeled using kω-SST with and without 
turbulence damping. The independence of the numerical solution in relation to the 
grid was evaluated by the Grid Convergence Index (GCI) method in which four 
levels of grid were used. Preliminary results showed that, in the cases with turbu-
lence damping, a better representation of the flow pattern morphology was obtained. 
Regarding the quantitative parameters, the prominent frequency of the Power Spec-
tral Density (PSD) of the pressure signal was under-predicted when the turbulence 
damping was not used.
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2.1 Introduction 

Two-phase flows are observed in numerous industrial and natural processes. Due to 
the surface tension force, an interface between the fluids is created and the fluids flow 
separately such as bubbles and droplets. Additionally, the gravity force segregates 
the flow by differences in density. As a result, horizontal two-phase flow is naturally 
stratified. However, the difference in fluid density also induces velocity and pressure 
gradients between phases. The instabilities generated by the gradients develop very 
small waves. Depending on operating conditions, the mass and momentum transfer 
between interfacial microwaves develop two-phase flow patterns. 

Regarding the gas–liquid flow patterns, intermittent flow is one of the most 
observed in industrial processes. The slug and plug flows are characterized by a 
wave that closes the pipe cross-sectional area. The difference between plug and slug 
flows is the presence of gas bubbles in the liquid slug. Based on the gas quantity 
inside the liquid slug, the flow is subclassified in low- and high-aerated slugs. Slug 
flow is characterized by the occurrence of high pressure, velocity, and volume frac-
tion oscillations. High slug frequency not only increases the pressure loss (drop) 
but also increases the material injury. Because of that, slug flow is undesirable in 
the majority part of industrial processes such as boilers, refrigeration systems, and 
several processes in the gas–oil industry. An exception is the two-phase flow in multi-
channel reactors, in which some authors related that the slug flow pattern increases 
the liquid–gas mixture in the reactor channels and the efficiency consequently also 
increased (Tonomura et al. 2018). 

In the last century, several experimental studies have been conducted in order to 
understand the onset and development of the slug flow, mainly with flow studied 
in pipelines. Experimental studies commonly use volume fraction and pressure 
measurements to identify and classify the flow pattern. In addition, a flow visualiza-
tion study helps to identify the pattern. Besides that, researchers developed charts to 
predict the gas–liquid flow patterns transition based on both phase-operating condi-
tions (Baker 1953). One of the first explanations for slug formation was conducted 
by Taitel and Dukler (1976). They explain the formation of slug flow patterns due to 
the Kelvin–Helmholtz (KH) instabilities. Classical KH instabilities provide stability 
criteria of infinitesimal amplitude waves to be formed at the free surface. 

Several authors have been conducted to propose empirical correlations to predict 
important parameters in two-phase flow such as frequency. This is one of the most 
important parameters due to the direct impact on pressure loss and material damage in 
industrial devices caused by the passage of slugs in the pipes. Empirical correlations 
based on non-dimensional numbers, such as the Strouhal and Froude numbers, were 
developed to predict the slug frequency. Gregory and Scott (1969) were the first 
authors to calculate the slug frequency based on non-dimensional slug frequency. 
Fossa et al. (2003) were the first author to propose an empirical correlation for slug
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frequency based on the Strouhal number. They proposed that the Strouhal number for 
slug flow is dominated by the gas velocity. Wang et al. (2007) modified the Strouhal 
number correlation considering the liquid velocity as well. 

Recently, an empirical correlation for slug frequency was proposed by Thaker 
and Banerjee (2015). They assumed that the non-dimensional frequency is a product 
of Strouhal and Froude numbers. The non-dimensional frequency is obtained by 
an empirical correlation based on gas and liquid Reynolds numbers and the non-
dimensional length. The empirical coefficients were obtained by linear regression 
of experimental measurements. The experiments were conducted in a wide range of 
Reynolds numbers for both phases (1400–18,500 for water and 390–7500 for air). 
The experimental data were obtained in a 25.4 mm pipe diameter and 8 m pipe length. 
The authors relate that the correlations prediction is in accordance with experimental 
observations such as the frequency decrease with the length. 

Other experimental investigations were carried out in order to develop models to 
predict other important properties of slug flow, such as slug length, liquid holdup, 
pressure drop, velocity, and others (Barnea and Brauner 1985; Barnea and Taitel 
1993; Cook and Behnia 2000; Gregory and Scott 1969; Greskovich and Shrier 1971; 
Nydal et al. 1992; Scott et al. 1989; Van Hout et al. 2002). Over time, several numer-
ical strategies have been developed to predict the behavior of this flow pattern in a 
more detailed way. 

For a better understanding of the phenomenon, computational fluid dynamics 
(CFD) have been used for decades to be able to predict the behavior of this type of 
flow. Although the one-dimensional (1D) numerical models are capable to predict 
pressure loss, they are not capable to predict the two-phase flow patterns. However 
interesting results are reported when a two-dimensional (2D) model is applied. One 
of the first studies involving two-phase flow 2D interfacial modeling was conducted 
by Lun et al. (1996). The researchers found a high dependence between numerical 
results and mesh quality. They showed that a very coarse mesh results in numerical 
oscillations called wiggles. Wiggles can result in false pressure and volume fraction 
oscillations and can be wrongly interpreted as a slug flow pattern. On the other 
hand, when the finest and high-quality mesh was applied, the wave flow pattern was 
predicted for equal operational conditions. 

Regarding the tridimensional (3D) two-phase flow modeling, Vallée et al. (2008) 
conducted experimental and numerical experiments of gas–liquid flow in a horizontal 
channel with a rectangular cross section. Optical techniques were applied to measure 
the dynamic pressure and the results were synchronized with a high-speed camera 
system. The Euler–Euler two-phase model was applied using the ANSYS CFX code. 
The turbulence was modeled for each phase separately using the k-ω SST model, 
but turbulence damping was not considered. The numerical results showed a good 
qualitative agreement between experimental and numerical data. On the other hand, 
the slug flow was generated based on a variable liquid holdup for the inlet boundary 
condition, equal to the experimental measurements. 

Self-generated slugs were modeled by Bartosiewicz et al. (2010). The 3D numer-
ical simulations were carried out with different mathematical modeling and validated
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with experimental data. The first experimental slug generated was observed at 0.3– 
0.7 s and the onset of slug was at 1.5 m. The VOF approach was simulated with 
laminar, k-ε, k-ω, and k-ω SST, and the slug generation was not observed. The two-
fluid model was applied with k-ω and a special turbulence damping function at the 
interface and a slug was obtained after 16.65 s at 3.5 m from the inlet. In addition, a 
2D simulation was conducted using the multi-fluid VOF method and k-ε turbulence 
model with a Large Interface Model (LIM) for modeling the momentum transfer 
through the interface and the slug flow was initiated earlier at 1.6 s and 1.5 m from 
inlet. On the other hand, Shirodkar (2015) performed a 2D slug flow modeling using 
the multi-fluid VOF method, symmetric drag law, and k-ω with turbulence damping. 
It was reported as a reasonable match with the available experimental data in the 
literature, modeling the first slug at 0.87 s and 1.7 m from inlet. 

Friedemann et al. (2019) conducted gas–liquid slug flow validation study in a 
concentric annulus geometry. Periodic boundary conditions were applied to alleviate 
the computational requirement. The VOF model was applied with a compressive 
method to reduce the numerical diffusion at the interface. The k-ω RANS model was 
used to solve the turbulence and no damping method was mentioned. The researchers 
concluded that the solution had a strong dependence on the mesh density and domain 
length. 

Akhlaghi et al. (2019) conducted numerical simulations of the plug and slug flows 
regimes solving the VOF and multi-fluid VOF models. The k-ω SST model was 
applied to solve the turbulence, but no turbulence damping model was mentioned. 
The researchers reported that the multi-fluid VOF model provided a larger agreement 
with experimental data in comparison to the VOF model. On the other hand, the 
computational time requirement was increased 14 times. 

Although a very fine mesh is recommendable to correctly simulate the two-phase 
interface, they are impracticable for industrial applications. Due to the high compu-
tational time requirement, industrial applications are normally conducted in coarse 
meshes. Because of that, the RANS turbulence models are applied, but additional 
equations are needed to model the turbulence near the interface. In a recent work, 
Frederix et al. (2018) presents the Egorov approach. The Egorov approach is a 
traditional method to model the turbulence damping. On the other hand, a high 
mesh dependence has been reported and Frederix et al. (2018) modified the turbu-
lence damping model to be mesh independent and extended to the k-ε turbulence 
model. In addition, Höhne and Porombka (2018) improved the turbulence modeling 
by introducing a model for sub-grid size waves induced by Kelvin–Helmholtz 
instabilities. 

The purpose of the present work is to simulate the turbulent two-phase flow in 
a high-aerated slug pattern in a horizontal pipe. This also involves a comparison 
between results with and without an additional equation to damp the turbulent at the 
gas–liquid interface. In addition, discretization errors were estimated, and numerical 
data was validated against experimental data available in the literature.
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2.2 Mathematical Modeling 

In the numerical studies carried out in this research, the fluids were assumed to be 
immiscible, and without phase change. The VOF (Hirt and Nichols 1981) approach is 
a classical method used to solve stratified flows. The VOF method tracks the interface 
between fluids by the solution of Eq. (1), which is the continuity equation for the 
volume fraction of one of the phases. 

∂ 
∂t

(
αq ρq

) + v · ∇αq ρq = 0, (1) 

where αq and ρq are the volumetric fraction and density for phase q, respectively, t 
is the time, and v is the average velocity vector. 

In classical VOF, a single momentum equation is solved, Eq. (2), and the two 
fluids share the same transport equation. Recently, researchers have been using a 
multi-fluid VOF (Cerne et al. 2001) method to solve dispersed flows, but the authors 
emphasized the needed additional computational efforts. 

∂ 
∂t 

(ρv) + ∇  ·  (ρvv) = −∇  P + ∇  · [
(μ + μT )

(∇v + ∇vT
)] + ρg + F, (2) 

where μ is the fluid viscosity, μT is the turbulent viscosity, P is the average static 
pressure, F is the surface tension, and ρ is density. 

The fluid properties (density and viscosity, for example) were calculated by 
Eq. (3). 

φ =
∑

αq φq , (3) 

where φ is a generical mixture property. 
Although density was treated as a constant, gas phase was assumed to be an ideal 

fluid. Thus, the energy transport equation, Eq. (4), must be solved. 

∂ 
∂t 

(ρ E) + ∇  ·  [v(ρ E + p)] = ∇  ·  (keff∇T ), (4) 

where E stands for energy, which was calculated by Eq. (5), T is the temperature, 
and keff is the effective thermal conductivity. 

E =
∑n 

q=1 αq ρq Eq
∑n 

q=1 αq ρq 
, (5) 

where Eq is based on the specific heat of each phase and the shared temperature. 
The turbulent viscosity was calculated by Eq. (6), using the two-equation model 

k-ω SST (Menter 1994).
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μT = ρa1k 

Max(a1ω; SF2) 
, (6) 

where k is the turbulent kinetic energy, which was calculated by Eq. (7), ω is the 
specific turbulence dissipation rate which was calculated by Eq. (8), F2 is a weighting 
function that is one for boundary-layer flows and zero for free shear layers, S is the 
strain rate magnitude, and a1 is a constant. 

∂ 
∂t 

(ρk) + ∇  ·  (ρvk) = ∇  ·  (�k∇k) + Gk − Yk, (7) 

where �k is the effective diffusivity of k, Gk is the production of k, and Yk is the 
dissipation of k due to turbulence. 

∂ 
∂t 

(ρω) + ∇  ·  (ρvω) = ∇  ·  (�ω∇ω) + Gω − Yω + Dω + Sω, (8) 

where �ω is the effective diffusivity of ω, Gω is the production of ω, Yω is the 
dissipation of ω due turbulence, Dω is the cross-diffusion term, and Sω is a source 
term. 

Although this model has a good agreement for near and distant from the wall 
turbulence, an additional problem is observed in two-phase flow: the gas velocity near 
the interface reduces and a near-wall comportment was observed. Thus, a damping 
model was used to correctly compute the turbulence quantities at the interface region. 
The Egorov approch included the damping turbulence as a source term (Sω) in the 
ω equation, calculated by Eq. (9) 

Sω = A�nβρ

(
6Bμ 

βρ�n2

)2 

, (9) 

where A is the interfacial area, which was calculated by Eq. (10),�n is the cell height 
normal to interface, β is a k-ω coefficient, and B is the damping factor 

A = 2αq

∣∣∇αq

∣∣. (10) 

Additional models were necessary to solve the cells containing the interface. The 
Geo Reconstruct method, a piece-linear model, was used to solve the numerical 
diffusion and reconstruct the interface. The surface tension term was modeled in 
a continuous surface stress (CSS) manner instead of the continuous surface force 
(CSF), as described by Gueyffier et al. (1999).
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2.3 Methods 

The computational domain consisted of a pipe with an inner diameter of 26 mm 
and 2 m in length. Varying mesh densities were generated to evaluate the effect of 
the mesh resolution and quality on the numerical solution. Firstly, the cross section 
of pipe was divided into 320 face elements and the longitudinal divisions varied 
between 60 and 480, allowing to assess the impact of the aspect ratio on the solution. 
Based on mesh 04, coarse, fine, and extra fine meshes were generated varying all 
the tridimensional divisions with a constant ratio of approximately 1.3. Additionally, 
a special attention was paid to the first wall element length in order to solve the 
turbulence near the wall. A comparison between meshes is presented in Fig. 1 and 
the mesh information is summarized in Table 1. 

The boundary conditions were set as no-slip at the wall and zero pressure at the 
outlet. The inlet face was horizontally divided into two equal, where air enters the 
upper part and water in the lower part. The superficial velocities were applied as 
boundary conditions at the entrance resulting in 9 m/s for air and 0.8 m/s for water 
phase. The simulation was initialized with a fully developed airflow. The time step 
was set as a variable with the maximum Courant number equal to 2 and the flow was 
simulated for 20 s, which was considered sufficient to observe a significant number of 
slugs. However, the first 2 s, correspondent to 4.9 residence times, were discarded to

Fig. 1 Mesh. a Coarse mesh (mesh 05); b intermediate mesh (mesh 04); fine mesh (mesh 06); 
extra fine mesh (mesh 07) 

Table 1 Mesh information 

Mesh Face elements Longitudinal divisions Total elements First wall element 

01 320 60 18,880 0.00020 

02 320 120 38,080 0.00020 

03 320 240 76,480 0.00020 

04 320 480 153,280 0.00020 

05 180 360 64,620 0.00030 

06 672 625 419,328 0.00015 

07 1216 815 989,824 0.00010 
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prevent the initial condition’s influence on the analysis. The pressure was monitored 
at the center and along the pipe length, at 0, 0.5, 1.0, and 1.5 m. 

The pressure measurements were analyzed in other to determine the slug 
frequency. An algorithm was implemented in the software MATLAB to calculate 
de PSD prominent frequency and realize a count of the pressure peaks. Also, the 
translational slug velocity was determined. These methods were widely described 
by Becker (2020). 

2.4 Results and Discussion 

The first results presented in this paper deal with the longitudinal mesh refinement 
influence on the slug frequency and onset. Figure 2 presents the results for slug 
frequency calculated as the normalized PSD for pressure oscillations at the pipe inlet. 
It can be observed that the slug frequency increases according to the longitudinal 
mesh refinement. Figure 3 shows the volume fraction contours at the plane normal 
to the gravity force and flow direction, showing a high influence of the longitudinal 
refinement on slug onset. Thus, it can be concluded that a large longitudinal element 
length postpones the onset of slug to the end of the pipe. A possible explanation for 
this is that large elements do not capture accurately the small oscillations that precede 
slug onset. Due to these preliminary analyses, it was clear that a high-quality mesh 
was necessary to accurately predict the slug flow, and the most longitudinal refined 
mesh was chosen as a base to the other meshes proposed. 

Varying the global mesh refinement, a similar behavior on the slug frequency 
and its onset is also observed. Figure 4 shows the slug frequency calculated as the 
normalized PSD for pressure oscillations at the pipe inlet and Fig. 5 shows the 
passage of slugs in the contours of the volumetric fraction of liquid to meshes 05,

Fig. 2 Slug frequency (PSD) at the pipe inlet. Analysis considering longitudinal mesh refinement 
with turbulence damping
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Fig. 3 Results for air volume fraction contours with turbulence damping. Comparison between the 
onset of slug. Analysis of the influence of longitudinal mesh refinement. a Mesh 01; b mesh 02; c 
mesh 03; d mesh 04

04, 06, and 07. According to mesh refinement, higher values of slug frequency were 
measured, but it appears that an asymptotic profile was reached, and this shows that 
the extra thin solution is close to being independent of the mesh. In addition, the grid 
index convergence was calculated, and it showed that the extra fine mesh result is 
close to the extrapolated mesh. The present results were compared to the empirical 
correlation predictions by Thaker and Banerjee (2015), and a difference of 9.3% was 
observed. 

On the other hand, simulations were conducted using equal mesh refinement but 
without turbulence damping at the interface, and an interesting result is observed. 
Figure 6 shows the results for the counted slug frequency for simulations without 
turbulence damping. Results for coarse and intermediate meshes indicate that there 
is the formation of slugs and their frequency decreased with the refining of the mesh. 
However, when fine and extra fine meshes were used, slug flow was not observed, 
only wavy flow was observed. This observation is in opposite direction to the simu-
lations with damping turbulence model and confirms the Lun et al. (1996) research, 
showing that when a poor-quality mesh is used, wiggles are generated. In this case, 
the numerical instabilities generated by the coarse mesh were confounded with real

Fig. 4 Slug frequency (PSD) at the pipe inlet. Analysis for three-dimensional mesh refinement 
with turbulence damping
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Fig. 5 Results for air volume fraction contours with turbulence damping. Comparison between 
the onset of slug. Analysis for tridimensional refinement influence. a Coarse mesh (mesh 05); b 
intermediate mesh (mesh 04); c fine mesh (mesh 06); d extra fine mesh (mesh 07)

slugs in the statistical analyses. Despite that, when a fine mesh was used, numerical 
instabilities decreased and, consequently, oscillations were not propagated. 

Results obtained in the mesh analyses were presented in terms of static pressure 
oscillations at the pipe inlet. The pipe inlet analyses can represent the slug frequency 
as shown by Tonomura et al. (2018) with pressure measurements and visual obser-
vations. On the other hand, when other measured points along the pipe length are 
observed a different result is obtained, depending on the mesh refinement. Results 
for slug frequency along the pipe length are presented in Fig. 7, for simulations 
considering damping turbulence at the interface. These results showed that when 
a coarse and intermediate mesh were used a very similar result for slug frequency 
is calculated along the pipe. However, according to the mesh refinement, the slug 
frequency is damped along the pipe length and it corroborates with experimental 
observations related by Thaker and Banerjee (2015). It is important to add that this 
observation is valid for zero pressure at the pipe outlet, but when the pipe has a curve 
at the outlet, it can modify the flow characteristics (Santos 2019).

Another interesting result was obtained for the results with damping turbulence 
model and the finest mesh. In the last point, higher PSD frequencies are observed.

Fig. 6 Slug frequency (counted) at the pipe inlet. Analysis for three-dimensional mesh refinement 
without turbulence damping 
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Fig. 7 Results for slug frequency at the pipe feed, simulations considering damping turbulence at 
the interface. Comparison between PSD prominent frequency and pressure peak counter. a Coarse 
mesh; b intermediate mesh; c fine mesh; d extra fine mesh

Contrary to the coarse mesh, PSD frequencies between 100 and 500 Hz are observed 
in the last measured point. It possibly means that a different flow pattern is occurring 
at the final tube region (Ujang et al. 2006). Although the VOF method used in this 
study is not indicated to model dispersed flow, it can be presumed that due to the 
mesh refinement, large bubbles and droplets are generated due to the slug break up 
and this explains the high-frequency oscillations. The results are shown in Fig. 8. 

Fig. 8 Results for pressure oscillations (Pa) and PSD frequency at pipe position 1.5 m. Results for 
extra fine mesh



28 H. H. Parno et al.

Table 2 Computational time 
requirement for simulations 
with turbulence damping 

Mesh Total elements Number of 
processors 

Time requirement 
(Days) 

04 153,280 12 6.30 

06 419,328 24 17.79 

07 989,824 28 54.22 

A comparison between the computational times required to obtain numerically 
20 s of flow is presented in Table 2. The high computational time requirement for 
the extra fine mesh helps justify the choice of the VOF model to perform this study. 
After all, Akhlaghi et al. (2019) reported that the multi-fluid VOF model results in 
a 14 times larger computational time requirement in comparison to the VOF model, 
as mentioned earlier. 

2.5 Conclusions 

This study provided an analysis about mathematical modeling and solution methods 
applied to the intermittent two-phase flow patterns. It also included an overview 
about additional models involved in interfacial turbulence modeling. In addition, not 
only the spatial discretization independence was analyzed but also a validation study 
was conducted concerning the slug frequency. Both statistical methods used for the 
slug frequency analysis are shown to be useful. 

Regarding mesh size uncertainty, the results showed that according to the longi-
tudinal refinement, the frequency increased, and slugs were formed close to the pipe 
inlet. Moreover, high-frequency phenomena were modeled using the global mesh 
refinement. 

An important conclusion provided by this research was that the flow was depen-
dent on the interfacial turbulence model. The turbulence damping at the interface 
achieved better results, closer to the experimental observations (Thaker and Banerjee 
2015). When this turbulence correction was not applied, the slug flow was not 
predicted. 

The present results contradicted Bartosiewicz et al. (2010) ones, showing that the 
classical VOF method is a useful tool to predict the slug flow, even in high velocities. 
For this reason, the classical VOF method with turbulence damping at the interface is 
a viable method to be used industrially due to the lower computational cost obtained 
when compared with other models. 

Investigating other turbulence models and the multi-fluid VOF method are sugges-
tions for future work. Besides that, further studies should include the inlet geometry 
to ensure that the inlet condition does not influence the results. 
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