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Preliminary Study of the Opportunity 
to Predict Changes in Rock Samples 
Inner Structure Caused by Triaxial 
Loading Based on Stress–Strain 
Relationship 

N. V. Dubinya, D. E. Beloborodov, M. A. Krasnova, A. M. Leonova, 
and S. A. Tikhotsky 

Abstract The paper presents a mathematical model for interpreting the stress–strain 
curve obtained from triaxial loading tests performed on cylindrical rock samples. The 
suggested model provides an opportunity to predict tendencies in sample’s inner 
structure changes caused by loading: relative fractions of shear fractures of various 
spatial orientations are evaluated for the inelastic strain accumulation process. The 
model is based on non-associated plastic flow law with friction hardening. The model 
fracture development predictions are proved by measurements of sample’s acoustic 
properties before, during, and after loading. The paper presents the experimental 
setup used for application and verification of the suggested mathematical model. 
Limestone samples of the Domodedovo quarry (moscovian stage) were studied 
following the proposed experimental scheme. The paper presents the interpretation 
of the obtained experimental results, highlights the main tendencies in fracture devel-
opment at different loading stages, demonstrates the observed relationship between 
changes in elastic waves velocities in the studied rocks and evolution of their inner 
structure. The recommendations on applying the proposed model for solving the 
geomechanics problems are formulated alongside with the experimental scheme 
necessary for obtaining the reliable results on fracture prediction in rock masses 
using the proposed model. 

Keywords Geomechanics · Fractures · Plastic flow · Hardening · Triaxial loading

N. V. Dubinya (B) · D. E. Beloborodov · M. A. Krasnova · A. M. Leonova · S. A. Tikhotsky 
Schmidt Institute of Physics of the Earth of the Russian Academy of Sciences, Moscow, Russia 
e-mail: dubinya.nv@gmail.com 

N. V. Dubinya · S. A. Tikhotsky 
Moscow Institute of Physics and Technology (National Research University), Moscow, Russia 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
V. I. Karev (ed.), Physical and Mathematical Modeling of Earth and Environment 
Processes—2022, Springer Proceedings in Earth and Environmental Sciences, 
https://doi.org/10.1007/978-3-031-25962-3_1 

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25962-3_1&domain=pdf
mailto:dubinya.nv@gmail.com
https://doi.org/10.1007/978-3-031-25962-3_1


2 N. V. Dubinya et al.

1 Introduction 

Mechanical properties of rock samples subjected to triaxial loading are studied in 
the current paper. Inelastic deformation is the main focus of the research alongside 
with induced changes in rock inner structure associated with plastic strain localization 
effect [1]. Localization of irreversible strain in rock masses can be related to different 
processes including initiation of new fractures, development of pre-existing natural 
fractures and loss of stability at weak bedding planes [2, 3]. It is a complicated task 
to mathematically describe these processes due to their spatial and temporal scaling: 
microscopic mechanical processes lead to macroscopic effects, so the mathematical 
models for plastic deformation are to be scalable [4]. At the same time, changes in 
microscopic inner structure of rocks cause variations of their mechanical, rheolog-
ical, and filtration properties—this effect is both proved to take place in laboratory 
conditions [4, 5] and under real-life conditions at hydrocarbon reservoirs [6] and 
geothermal fields [7]. Prediction of natural fractures in rock masses is closely related 
to this problem, as natural fractures can be considered as result of irreversible strain 
localization during the mechanical processes that have taken place for the consid-
ered rock. This problem is especially important for hydrocarbon and geothermal 
fields exploration and development, as fracture presence affects the filtration paths 
in naturally fractured rocks [8], while knowledge of their stress–strain state allows 
to predict, which fractures are hydraulically conductive [9]. 

Current research is aimed at creating and verifying a mathematical model capable 
of finding the main tendencies in rock inner structure evolution caused by applied 
loads. The changes of rock samples inner structure are related to macroscopic param-
eters of the samples, starting, from stress vs. strain curves that can be obtained from 
experiments. Stress–strain states of the rock samples are limited to triaxial state 
within this paper. While existing laboratory equipment makes it possible to analyse 
true triaxial stress states [4], we have studied the simpler, triaxial loading to obtain 
the various mechanical properties with necessary precision [10] to verify model 
predictions. 

Preliminary results of interpreting experimental data on triaxial loading of rock 
samples to predict relative development of variously oriented shear fractures using 
non-associated plastic flow law [11, 12] are presented in the paper. The experiments 
have been carried out using laboratory equipment belonging to shared research facil-
ities “Petrophysics, geomechanics and paleomagnetism” of the Schmidt Institute of 
Physics of the Earth RAS [10] using the samples of limestone of the Moscovian stage. 
Mathematical description of theoretical model, geological description of the studied 
samples, experimental setup, obtained results, and their discussion are presented 
below. The opportunities of applying the suggested model to predict natural fracture 
systems development for reservoir geomechanics problem solutions are discussed in 
detail alongside with the experimental scheme necessary for model to be established.
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2 Mathematical Model 

The mathematical model used for analysis of triaxial loading results is based on 
non-associated plastic flow law [11, 12]. The model itself is discussed in detail in the 
paper [13]; only its key features important for the current study are described below. 

Mohr–Coulomb or Drucker-Prager conditions are often used to describe plastic 
deformation of rock masses 

T + ασ = c, (1) 

where T = (sijsij)1/2 is shear stress intensity (sij = σij − δijσ—are components of stress 
tensor σij deviator, δij is Kronecker delta; not saturated rocks are considered from 
now on, so effective stresses are equal to total stresses; Einstein summation notation 
is utilized for summation indices i,j = 1, 2, 3); α = sin ϕ is friction coefficient (ϕ is 
friction angle); σ = (σ1 + σ2 + σ3)/3 is mean stress (σ1, σ2, and σ3 are maximum, 
intermediate, and minimum principal stresses respectively, compressive stresses are 
positive); c is cohesion. 

Tensor components of stress increments dσij and strain increments dεkl in inelastic 
deformation zone, i.e. when condition (1) is fulfilled, can be written as 

dσi j  = Ei jkldεkl , (2) 

where Eijkl are current elastic moduli that can be obtained as [14, 15]: 

Ei jkl  = G
{[(

δikδ jl  + δil  δ jk
) +

(
K 

G 
− 

2 

3

)
δi j  δkl

]

− G 

(H + G) + α△K

(
Ni j  + 

K 

G 
△δi j

)(
Nkl + 

K 

G 
△δkl

)}
, (3) 

where G is shear modulus, K is bulk modulus, H is modulus of plastic hardening, △ 
is coefficient of dilatancy, Nij = sij/T. 

Coefficient of dilatancy in Eqs. (2) and (3) △ characterizes inelastic change of 
volume caused by shear deformation and is defined as the proportional coefficient in 
dεpl = △dGpl, where dεpl is the change in the first invariant of plastic strain tensor 
(which is equal to the difference between total and elastic strains); dGpl is plastic shear 

strain increments intensity: d� pl = 2
[(

dε
pl 
i j  − 1 3 δi j  dεpl

)(
dε

pl 
i j  − 1 3 δi j  dεpl

)]1/2 
. 

Plastic hardening modulus H connects increments of mean stress dσ and shear 
stress intensity dT with plastic shear strain increments intensity dGpl as: 

d� pl = 
1 

H 
(dT  + αdσ). (4)
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It is worth mentioning [11, 13], that plastic hardening modulus is not constant if 
non-associated plastic flow law is used, so it changes with irreversible strain accu-
mulation [11]. Note that the value of hardening modulus depends both on the current 
stress–strain state and the trajectory of its evolution from the initial state in stress 
space to the current one. 

Generally speaking, both friction coefficient α and cohesion c can be functions 
of accumulated irreversible strain [11], while hardening modulus depends on α [13]. 
Friction angle and cohesion hardening cases can be considered separately [11]. In 
the current study we assume that cohesion does not depend on inelastic strain c = 
const, while friction angle depnds on both mean stress and accumulated shear strain 
α = α(Gpl, σ). in this case integrated form of Eq. (4) is the same as Drucker-Pruger 
condition (1) with hardening and dilatancy: 

T + ασ =
∫

� pl 

Hd� pl +
∫
α 

σdα + c. (5) 

Given the mentioned assumptions on hardening parameters evolution, Eq. (5) can 
be rewritten in a form allowing for a construction of an explicit function for hardening 
modulus calculation from mean stress, friction coefficient, and shear strain intensity 
increments [13]: 

H = −σ 
dα 
d� pl 

. (6) 

This equation makes it possible to use experimental data from triaxial loading to 
calculate hardening modulus. The increments of strains and stresses obtained from 
the loading experiment are connected through Eqs. (2) and (3); elastic moduli are 
calculated from the linear elastic zone of stress–strain curve; dilatancy coefficient 
is obtained from the relationship between mean strain and shear strain intensity 
increments. Only hardening coefficient H and friction coefficient α, depending on 
each other through Eq. (6), are the single parameters remaining unknown in Eq. (3). 
Nevertheless, condition (5) fulfilment at every point of loading curve in its inelastic 
zone makes it possible to define friction coefficient as a function of the current stress 
state. 

This calculation had been completed in paper [13] for triaxial loading of cylin-
drical samples (σ2 = σ3 = const). Coefficient Nα, depending on friction coefficient 
as Nα = (1 + α)/(1 − α), can be obtained as: 

Nα = 
σ1σ3 + 2c2 1(1 −

/
c2 1 + σ1σ3) 

σ2 
3 

(7) 

where c1 is cohesion, found at the first moment of nonlinear behaviour of the stress 
curve:
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c1 = 
σel 
1 − σ3 
2 

(8) 

where σ1 
el is the maximum axial stress in the sample allowing for linear behaviour 

of axial stress vs. axial strain deformation curve. Solution (8) is used in Eq.  (7) under 
the assumption that inelastic deformation starts when condition (1) is fulfilled for 
zero friction coefficient α. So, within the proposed model, friction angle ϕ remains 
zero until irreversible strain starts accumulating in the rock sample. Then it starts 
gradually increasing following Eqs. (7) and (8), while Eq. (6) provides corresponding 
changes in plastic hardening modulus H. As a result, all variables in Eq. (3) can be 
obtained providing an opportunity to use Eq. (2) to set the direct relationship between 
stresses and strains in the rock sample. 

Paper [13] suggested the match between the real stress vs. strain curves and their 
reproductions using the described equations as a criterion for model verification. The 
proposed model was proved to be reliable for plastic deformation process of rock 
samples subjected to triaxial loading. 

Calculation of friction angle ϕ is important for problems associated with fracture 
system predictions. Evolution of this angle makes it possible to deal with fractures 
in the following way. It is clear [11] that friction angle ϕ stands for the spatial 
orientations of the planes, where slip occurs during brittle irreversible deformation 
process. E.g., for a cylindrical sample subjected to triaxial loading (axial stress is 
maximum principal stress), if linear Mohr–Coulomb angle is applicable, the angle 
ψ between sample axis and poles to the planes where slip occurs resulting into shear 
fracture development, is: 

ψ = π/4 + ϕ/2. (9) 

If friction angle ϕ is known as a function of accumulated irreversible strain, Eq. (9) 
can be used to predict the preferable angle of shear fracture development as function 
of accumulated strain as well. In other words, the proposed model makes it possible 
to predict the preferable spatial orientations of developing fractures from stress vs. 
strain curve at any point of loading. 

Fracture development intensity can be analysed alongside with it preferable spatial 
orientation. There are developed energy-based methods of dealing with fracture prop-
agation. According to these approaches, fracture development is associated with 
change in the curvature of the stress vs. strain curves caused extra energy needed to 
create extra free surface in the medium [16]. Change in curvature results into increase 
in inelastic energy which is equal to the difference between total deformation energy 
Etotal  =

∫
σi j  dεi j  and elastic energy Eelastic = ∫

E0 
i jkmεkmdεi j  , where E0 

ijkm are 
elastic moduli tensor components that can be obtained at linear zone of deformation 
curve. As a result, loading curve can be interpreted in a following way: inelastic 
energy can be calculated for each value of friction angle. This energy can be asso-
ciated with fracture development intensity, as it is closely related to the free surface 
emerging during shear fracture propagation. The model suggests that every point
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of loading is characterized by its own friction angle (7) and corresponding prefer-
able fracture development angle (9), while fracture system development intensity is 
governed by the current fraction of irreversible energy in total energy. So, loading 
curve interpretation makes it possible to compare differently oriented systems of 
fractures and deal with the statistical tendencies in fractures distributions for various 
spatial orientations. 

This model application has several limitations. First of all, the whole irreversible 
energy is associated exclusively with shear fracture development, yet there in general 
exist other mechanisms of irreversible deformation of rock masses, as paper [2] 
points out. This limitation can be overcome in future due to calculations of the rock 
brittleness index [17] allowing for estimation of portion of irreversible energy of 
free surface increase. Secondly, only triaxial loading case with all loads increments 
being functions of a single parameter (time) was proved to be a suitable scenario 
for this model to provide reliable results. We expect to generalize this model for 
true triaxial loading conditions in future with corresponding changes in Eqs. (7)–(9). 
Next, the proposed model only gives insights on fractures preferable orientations, but 
not their sizes and shapes. This limitation can be partially overcome by using theory 
of effective medium approaches. Finally, only not saturated media are considered in 
the current study, saturating fluid effect on the rock properties and inner structure is 
within the scope of the current study. 

A set of experiments was carried out for the samples of limestone of the Moscovian 
stage in order to demonstrate the application of the model to predict fracture system 
development and prove the reliability of the obtained results. 

3 Material Under Study 

The samples of limestone of the moscovian stage (C2m) were studied. A litho-
logical macro description was carried out for saw cuts. According to lithological 
characteristics, 4 varieties of carbonate rocks were distinguished (Fig. 1).

Group 1 includes dolomitic and dolomitic yellowish-white organogenic-detrital 
limestones, medium-fine-grained, massive, indistinctly bedded, with psammitic, 
pelitic and polydetrital structure. Group 2 is represented by calcareous, cavernous, 
massive, indistinctly bedded dolomite with large leaching voids. Dolomite powder is 
present in the voids. Group 3 is characterized by white, coarse-grained sorted layered 
limestone with psammitic and polydetrital structure, organogenic-detrital, predom-
inantly foraminiferal limestone, represented by Fusulinella bocki (Moeler, 1878), 
Fusulina cylindrica (Moeler, 1878) and some others. There are black siliceous frag-
ments of crinoids, poorly preserved segments, and fragments of brachiopods Choris-
tites sp. Group 4 includes dolomitic yellowish-white organogenic-detrital limestones 
with siliceous nodules and concretions. The structure is psammitic and pelitic. The 
rocks are characterized as indistinctly layered and massive.
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Fig. 1 Differences of carbonate rocks. 1. Dolomitic limestone 2. Cavernous dolomite 3. 
Foraminiferal limestone 4. Limestone with siliceous nodules

The setting of the formation of the studied carbonate rocks is characteristic of 
the shallow part of the epicontinental basin of the southern flank of the Moscow 
syneclise. 

4 Experimental Setup 

A complex experimental program has been carried out in order to achieve the stated 
goals of the study. Despite the fact that the mathematical model described above 
is primarily focused at triaxial loading tests performed with cylindrical samples, 
verification of its application results required studying dynamic elastic properties as 
well. 

Cylindrical samples (length of 60 mm, diameter of 30 mm) have been made 
from the described limestones. First of all, their filtration properties were measured: 
volumetric method was used to measure open porosity; absolute gas permeability 
was measured using unsteady flow method. 

Figure 2 presents the results of filtration properties measurement with distinction 
between defined groups.

The next step of the experimental procedure following filtration properties 
measurement consisted in samples analysis with regard to dynamic elastic prop-
erties. P- and S-wave velocities were measured along three trajectories: along axis 
of the sample and two perpendicular diameters [18] providing an opportunity to 
evaluate anisotropy of each sample before loading. 

After these preliminary measurements had been completed, each sample was 
subjected to uniaxial or triaxial stress state using GCTS RTR4500 testing system
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Fig. 2 Interrelationship between porosity and permeability for the studied samples

belonging to shared research facilities “Petrophysics, geomechanics and paleomag-
netism” of the Schmidt Institute of Physics of the Earth RAS [10]. This system allows 
for loading tests of rock samples under normal and in-situ conditions. The overall 
experimental setup is given in the left part Fig. 3, details are highlighted in its right 
part. 

Each sample has been subjected to triaxial or uniaxial loading with axial stress of 
σa applied to its base; normal radial stress σr acts along the side surface. The sample 
is not saturated, principal stresses acting in the sample are equal to σ1 = σa, σ2 = σ3 = 
σr (the condition of σa ≥ σr is maintained during the loading procedure). The applied 
loads were varied during the experiment. Stress and strain tensor components were 
measured at any loading point. Moreover, P- and S-wave velocities sensors were 
installed at top and bottom bases of the sample providing an opportunity to monitor 
velocities along axis during loading. 

Three different schemes of axial stress evolution were considered with respect 
to typical experiments that are carried out for rock mechanical properties 
analysis [4, 8]:

1. Unconfined compressive strength test (UCS). Radial stress remains zero for this 
case, while axial stress is being gradually increased until sample failure.

Fig. 3 General scheme of servo-hydraulic test system GCTS RTR-4500 (at the left part of figure) 
and layout of sensors on a rock sample during geomechanical testing. Abbreviations: PPI—pore 
pressure intensifier, AS—axial stress, RS—radial stress 
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2. Single-stage test (SST). Radial and axial stress are being increased simultane-
ously at the initial step of the loading procedure until reaching a certain value. 
Afterwards, axial stress is being increased until sample failure. 

3. Multi-stage test (MST). After the simultaneous increase in axial and radial stress, 
axial stress is being gradually increased up to the elasticity limit. Then it is 
decreased down to the level of radial stress, which remains constant during the 
stage. The next stage starts with another simultaneous increase in radial and axial 
stresses of a relatively small value (0.5 MPa), following by another axial stress 
increase and decrease cycle. The stages are repeated several times; axial stress 
is increased until sample failure at the final stage. 

The samples were unloaded after failure and elastic waves velocities were 
measured in three directions under atmospheric conditions once more. This proce-
dure provided an opportunity to find the change in sample anisotropy caused by 
loading and verify the mathematical model described above. 

Figures 4, 5 and 6 represent the experimental setups described above. Principal 
stresses are plotted as functions of time at the left parts of the corresponding figures, 
and as functions of axial (blue), radial (red), and volumetric (purple) strains at the 
right parts of the figures. 

Fig. 4 Typical interrelations of principal stresses on time and strains for UCS test 

Fig. 5 Typical interrelations of principal stresses on time and strains for SST test
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Fig. 6 Typical interrelations of principal stresses on time and strains for MST test 

5 Results 

The described experimental scheme was successfully applied for the study of the 
samples identified on the basis of a lithological description to four groups of 
lithological varieties: 1—dolomitic organogenic-detrital limestones; 2—cavernous 
dolomites; 3—foraminiferal limestones; 4—dolomitic limestones with siliceous 
nodules. Based on the geological study, for each sample produced, the spatial orien-
tation relative to the plane of probable bedding was determined: further, the Z 
symbol marks the samples whose axis is perpendicular to the bedding plane, the 
X and Y symbols indicate the samples whose axes are in the bedding plane and are 
perpendicular to each other. 

Figure 7 represents the measured compressional Vp and shear Vs elastic waves 
velocities. Horizontal axis gives the number of the sample and the experimental 
scheme carried out for the corresponding sample following the proposed notation. 
Blue colour shows the measured P-wave velocities; red colour is used for S-wave 
velocities. Same vertical axis is used for both velocities. Dots represent the measure-
ments performed before loading, arrows give an understanding of velocities changes: 
they point at the measured velocities in the same directions after loading. Most 
samples are characterized by total of six measurements: three measurements in three 
perpendicular directions before loading and three after loading. It was impossible to 
carry out measurement due to presence of inner inhomogeneities preventing elastic 
waves from propagation.

The obtained results show that most samples were characterized by low degree of 
anisotropy before loading, some of them could be considered as isotropic. Triaxial 
loading of the sample and its failure results in a considerable jump in elastic waves 
velocities and growth of anisotropy—samples 1-X and 1-Y represent this effect to 
the highest degree. Their comparison with sample 1-Z belonging to the same group 
is discussed below. 

P-wave velocity absolute value is way more sensitive to changes in inner structure 
due to loading compared to S-wave velocity. This result is in agreement with existing 
theoretical ideas. 

Figure 7 also proves that loading tests tend to decrease the velocities of elastic 
waves in all directions. It is worth mentioning that velocities measured along radial



Preliminary Study of the Opportunity to Predict Changes in Rock … 11

Fig. 7 Dynamic elastic properties measurements results

directions tend to change more than velocities in axial direction. We assume that this 
effect is associated with development of fractures with planes close to sample axis: 
the closer fractures are to the axis of the sample, the greater is the difference between 
changes in velocities in radial and axial directions. At the same time, considerable 
change in axial velocity suggests a possibility of loss of stability at weak bedding 
planes [2]. 

Figure 8 presents the results of experimental results interpretation for typical 
experiment (sample 3-X2—see Fig. 7 for notation—the last loading cycle is 
considered) using the proposed mathematical model.

Initial data obtained directly from the experiments are shown in Figs. 8a–c. 
Figure 8a consists of the obtained axial stress vs. axial (blue curve) and radial (red) 
strain. Dotted lines give the linearized curves: as it can be seen from Eq. (7) and 
condition (8), it is important to properly find the elasticity limit for the sample. Slope 
of theses linearized curves provide necessary information to find elasticity moduli 
used in Eq. (3). The elastic P- and S-waves velocities are given as green and red lines 
in Figs. 8b, c respectively as functions of sample axial strain. 

The following procedure was used to apply the proposed mathematical model for 
inelastic deformation of the sample. Equation (7) was used to find the current friction 
angle at each time point after elasticity limit—this angle is shown as function of axial 
strain in Figs. 8b, c. Equation (9) was consequently used to define the preferable angle 
of fracture propagation ψ—an angle between sample axis and pole to the fractures 
planes. It should be mentioned that only one angle can be obtained for triaxial loading 
conditions, as the second angle can be estimated if true triaxial loading conditions 
are considered. Energetic concept can be used to estimate the relative intensity of
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Fig. 8 Triaxial loading test result interpretation

differently oriented fracture systems developing at each point of loading. The possible 
range of angles ψ was split into discrete sub-ranges ψk with equal step △ψ (ψk+1 = 
ψk + △ψ). Accumulated inelastic energy was calculated for each sub-range as: 

Einel |ψ∈[ψk;ψk + 1] = 

ε(ψk+1)∫

ε(ψk ) 

σ : dε − 
1 

2

(
σ
(
ψk+1

) − σ(ψk )
) : E−1 : (

σ
(
ψk+1

) − σ(ψk )
)
. (10) 

Component-free treatment of stress σ and strain ε tensor operations is used here for 
simplification; symbol: stands for tensor double contraction. Tensor E−1used in this 
equation is the inverse of elastic moduli tensor calculated at the linear zone of stress vs. 
strain curve. The interval of integration is defined by strain state ε(ψk) corresponding 
to fracture orientation-governing angle ψk (with stress state being defined as σ(ψk)) 
and strain state ε(ψk+1) corresponding to fracture orientation-governing angle ψk+1 

(with stress state being defined as σ(ψk)). All this energy is assumed to be associated
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with initiation and propagation of fractures with orientation being between ψk and 
ψk+1. This allows analysing the statistical aspects of development of fracture systems 
of different spatial orientations. 

Four dots—D1, D2, D3, and D4—are chosen in Fig. 8a in order to illustrate the 
described analysis. Evolution of friction angle can be defined for each of these points: 
Eq. (10) is used to define the whole inelastic energy accumulated in the sample until 
the considered point of time alongside with its portions accumulated during angle 
changes within the defined sub-ranges ψk . Figure 8D1–D4 show the histograms 
characterizing the statistical properties of differently oriented fractures: horizontal 
axis gives the angles ψk; vertical axis stands for a specific parameter which is the 
relative fraction of fractures developed during the angle ψ increase from ψk to ψk+1; 
this fraction is assumed to be equal to the ratio between energy obtained from Eq. (10) 
and total inelastic energy accumulated in the sample. 

The tendency shown in Fig. 8D1–D4 remains true for the majority of the studied 
samples. During the first stages of inelastic loading (point D1) no prevailing frac-
ture orientation can be distinguished. During inelastic energy accumulation and 
approaching the failure point (D2) the angle between the sample axis and fracture 
poles increases; a local maximum appears for the distribution. This maximum is 
assumed to be associated with the direction of the major fault causing failure. It is 
worth mentioning that the proposed model is proved to be reliable for post-failure 
zone as well [13]: friction angle starts decreasing after faiure. Fractures formed in 
the zone close to failure start reactivating at this stage of loading (Fig. 8D3). The final 
deformation stages (Fig. 8D4) are characterized by reactivation of fractures formed at 
the earlier stages of loading: local maxima of fracture fraction in the range between 
49 and 52° coincide. The similar tendencies remained true for the other samples 
without regard to the loading conditions and experimental scheme. 

Measurements of the current elastic waves velocities carried out during loading 
made it possible to evaluate the contribution of changes in sample inner structure 
into the dynamic elastic moduli. Velocities of both P- and S-waves velocities can 
be seen to decrease with inelastic strain accumulation, including the fact that the 
maxima of waves velocities coincide with the end of linear elastic part of the loading 
curve—this result is in total agreement with the proposed mathematical model. The 
rates of velocities decrease depend on the rate of friction angle change proving the 
reliability of the model. 

6 Discussion 

Different samples have been interpreted with the help of the proposed mathematical 
model as well. Some observed tendencies are discussed below. 

Figure 9 presents the comparison between the results obtained for similar samples 
with close dynamic elastic properties—samples 3-X1 and 3-X2 (foraminiferal 
limestone, Fig. 7) with different loading schemes.
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Fig. 9 Effect of preliminary loading on fracture development 

The sample 3-X1 (Fig. 9A, A1 and A2) was loaded until failure without preliminary 
loading; sample 3-X2 (Fig. 9B, B1 and B2) was loaded following the multistage 
loading scheme MST. Two points (A1 and B1 for samples 3-X1 and 3-X2 respectively) 
were chosen in the vicinity of failure point in a way similar to Fig. 8; points A2 

and B2 were chosen in post-peak zone. The corresponding histograms lead to the 
conclusion that the mean stress level and preliminary loading cycles provide fracture 
systems with less distinct preferable direction; some of the fractures are reactivated 
after failure. At the same time, fracture system development without radial stress and 
preliminary loading provide has a more distinct preferable direction, but failure takes 
place for one of them. Slip continues along this plane even in post-peak zone—no 
reactivation of previously formed fractures emerges. 

Comparison of three samples 1-Z, 1-Y, and 1-X (highly anisotropic dolomitic 
limestone, Fig. 7) is shown in Fig. 10. Sample 1-Y was characterized by the lowest 
elastic waves velocities, sample 1-X had the highest velocities. These two samples 
were subjected to unconfined compressive stress test (UCS), while the sample 1-Z 
with the average velocities was subjected to multi-stage triaxial test (MST). The figure
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Fig. 10 Relationship between elastic wave velocities and fracture systems development 

gives an overview of statistical estimations of the fracture systems development at 
failure point (left part) and in post-peak zone (right part). 

The tendency revealed in Fig. 9 appears to remain true for these samples as well, 
yet sample 1-X is characterized by local maxima in the left part of the histogram 
after failure. Moreover, elastic wave velocities seem to have an effect on preferable 
fracture system development angle: the higher velocities are, the higher is the angle 
between fracture plane pole and axis of the sample, proving the possibility to use 
dynamic elastic properties for fracture system development prediction. 

7 Conclusions 

The paper presents a method to apply non-associated plastic flow law with fric-
tion angle hardening in order to predict fracture system development in rock mass 
according to its stress state evolution. 

The limitations of the model are related to the simple loading of non-saturated 
media case and assumption of all inelastic energy association with fracture develop-
ment. These limitations can be overcome after modifying the suggested experimental 
setup. Dynamic elastic moduli analysis step can be expanded in future: measure-
ments along three directions can be replaced by multi-level ultrasonic scanning of 
the sample along a variety of directions. These measurements application before and
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after loading provide an opportunity to use effective medium theory to establish the 
relationship between changes in the rock inner structure and observed variations in 
dynamic elastic moduli. 

Extra information on fractures and verification of the relationship between 
inelastic energy and relative fraction of fractures can be obtained from triaxial loading 
tests complemented with acoustic emission registration, so that inelastic energy losses 
can be quantitatively related to slips along weak planes of known spatial orientations. 

The proposed model can be successfully used for the case of true triaxial loading 
test as well. In general, the developed algorithm provides an opportunity to estimate 
fracture system development in rock mass for the case of known stress state evolution. 
As a result, various geomechanical problems suggesting numerical modelling of 
mechanical behaviour of the rock mass, can be supplemented by oriented fracture 
systems development. 
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Estimates of the Periodicity 
of Atmospheric Blockings Over 
Kazakhstan in the Spring–Summer Time 
According to Era 5 Reanalysis Data 

A. V. Kholoptsev and Zh. K. Naurozbayeva 

Abstract The article estimated the frequency of atmospheric blockings over 
different regions of Kazakhstan for the spring and summer months. Its regions are 
identified, where during periods of these phenomena lasting 10 days or more, the 
greatest increase in average daily air temperatures occurs. This fact may contribute 
to the occurrence of drought. 

Keywords Atmospheric blockings · Atmospheric pressure · Isobaric surfaces ·
Reanalysis · Air temperatures · Drought 

1 Introduction 

Atmospheric blockings (AB) of long duration are formed in the spring–summer 
months over the territories of the temperate climate zone. It is capable of causing 
drought that threatens the population, agriculture, forestry and water sectors of the 
economy, and can lead to landscape fires. Therefore, the assessment of the frequency 
of ABs of different duration for such territories is an urgent problem of meteorology 
and agroclimatology. 

The greatest interest in solving this problem arises in regions where the continental 
climate and agriculture is the basis of their economy. These include many regions of 
Kazakhstan. The basis of the economy of Kazakhstan is agriculture (grain farming), 
and the damage from droughts and fires, as a rule, exceeds the damage caused by 
other natural hazards [1–5]. 

Many domestic and foreign authors have devoted their research work to revealing 
the role of AB in the occurrence of droughts [6–10]. Scientists have found that the 
risks associated with droughts and landscape fires increase as the duration of AB
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increases. The reason is that during the AB there is no precipitation, in the surface 
layer of the atmosphere the air temperature rises significantly. 

When assessing the risk of drought, scientists consider the characteristics of 
meteorological conditions—the Selyaninov hydrothermal coefficient (SHC), the 
Rochevoi index, the Palmer Drought Severity Index (PDSI), the standardized precip-
itation index (Standardized Precipitation Index, SPI), the Pedia index and others 
[11–13]. When assessing the fire hazard, the Nesterov method is used [1, 11]. 

All of these characteristics are very informative, reliable and successfully used 
in agroclimatology and pyrology. However, they are all local. This fact compli-
cates too much the risk assessment of the considered natural phenomena over large 
areas. Because it is necessary to take into account the relationship between hydrom-
eteorological processes not only at their monitoring points. When we take into 
account synoptic information as well as changes in the frequency of macrocirculation 
processes, which include AB, we can achieve significant success in the development 
of such forecasts [14, 15]. 

Modern ideas about the causes of AB and their consequences are presented in 
the scientific works of many domestic and foreign authors [16–20]. It follows from 
them that processes of two types can serve as the causes of AB. 

The territories of the Urals and Kazakhstan are characterized by blocking of the 
meridional type. It may be due to the peculiarities of the flow around the Earth’s 
orography by air currents. The reason for the appearance of blocking can also be the 
large-scale instability of the zonal flow, which leads to the formation of a powerful 
system of interacting anticyclones and cyclones (split-type blocking) or a powerful 
ridge and two cyclones (omega-blocking). 

Blocking of the meridional type is formed as a result of intrusions of arctic air, 
which has a low temperature and absolute humidity. The Arctic air mass has a high 
density and quickly moves to low latitudes, directly above the underlying surface 
and, at the same time, flows around the unevenness of its relief. The resulting air 
flow is turbulent. On its upper part, a turbulent boundary layer is formed in which 
the arctic air is exchanged with the surrounding air. This air exchange leads to the 
gradual penetration of arctic air into the layers of the atmosphere located above it, 
which causes an increase in atmospheric pressure in them. The air from these layers 
is drawn into the Arctic air mass and leads to an increase in temperature and humidity 
of the air that moves south. 

The vertical dimensions of the turbulent boundary layer increase as the arctic air 
moves to low latitudes. At this time, the Arctic air is additionally heated as a result 
of heat exchange with the earth’s surface. This process leads to a significant decrease 
in the relative humidity of the air. 

Thus, the air mass in a few days reaches the periphery of the subtropical anticy-
clone. This leads to the formation of a baric ridge that connects this anticyclone with 
the Arctic anticyclone and stops the Western transfer. The upper boundary of such 
a baric ridge reaches the tropopause and the lower stratosphere. Along the eastern 
periphery, Arctic air continues to flow into low latitudes, which leads to the formation 
of a high and inactive blocking anticyclone here.
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Along the western periphery of the formed baric ridge, moist air approaching it 
from the west moves northward. This causes its thermal transformation and increased 
precipitation. In a blocking anticyclone, the air warms up quickly, however, its density 
remains high, because it remains practically dry. This, with a long period of its 
existence, can lead to drought. 

Atmospheric blockings of the meridional type were first studied in the first half 
of the twentieth century [22–24]. B. L. Dzerdzeevsky considered the location of 
such blocks in the Northern Hemisphere as one of the main features underlying the 
typification of the macrocirculation processes occurring here. He established that 
blockings are capable of existing and maintaining their location for 5–10 days. They 
affect meteorological conditions more if they exist longer. 

Synoptic maps and the results of global atmospheric reanalyses can be used to 
identify atmospheric blockings [25–28]. However, earlier the values of the frequency 
of AB of different duration, which occurred in the spring–summer months over the 
territories of Kazakhstan, were not estimated. The regions where air temperatures 
increase most significantly during the period of AB existence have not been identified 
either. 

The reason for the insufficient knowledge of AB over the territories of Kazakhstan 
is the imperfection of the existing methods for their detection [5, 6, 15, 17], which 
manifests itself quite noticeably where other processes can also lead to an increase 
in air temperatures in the summer months [3, 29]. 

Climate characteristics (including AB frequency) are recommended to be assessed 
over a 30-year time interval. At the same time, under the conditions of accelerating 
ongoing climate change, the estimates of AB recurrence obtained in this way are 
not very relevant, since they actually describe not the present of the processes under 
study, but their past. Considering this, as well as the change in circulation epochs 
[30–35], it seems more adequate to estimate the frequency of AB, which correspond 
to the period 2010–2020. 

The purpose of the research work is to estimate the frequency for the specified 
period of AB of one or another frequency occurring over Kazakhstan for the spring– 
summer months. And also the identification of its regions, where the influence of 
AB on the thermal regime is strong. 

To achieve this goal, the following tasks were solved: 

· assessment for 2010–2020 of the frequency of AB of different duration for the 
spring–summer months over Kazakhstan; 

· identification of the regions of Kazakhstan, where the impact of AB on changes 
in their thermal regime is the strongest. 

2 Materials and Methods 

To identify AB, the technique proposed by Dzerdzeevsky [22, 23]. In accordance 
with this technique, detection of AB is carried out based on the results of the analysis
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of a surface synoptic map, which reflects the distribution of atmospheric pressure 
reduced to sea level in the Northern Hemisphere. 

The decision to detect an AB over the study area is made if there is a baric ridge 
on the map in the corresponding range of longitudes, extending between the Arctic 
and the Subtropical anticyclone (approximately between 70 and 40° north latitude). 
In this case, baric ridges are taken into account, in which the reduced atmospheric 
pressure exceeds 1015 hPa by some given value L > 0. 

The advantage of this technique is its visibility and the possibility of implementa-
tion without using a computer. One of its disadvantages is that the analysis of synoptic 
maps has to be carried out manually, where a person can make mistakes. The second 
disadvantage of this technique is the possibility of taking other baric formations for 
AB. 

This disadvantage cannot be eliminated even if the relevant reanalysis results are 
used as factual material. One such reanalysis is ERA 5 (maintained by Copernicus) 
[25]. Information is presented for all nodes of the coordinate grid with a step of 0.25°, 
as well as for each hour relating to the period 00.01.01.1959 and up to the present. 

Another common method for detecting AB is based on the application of the 
criterion proposed by Lejenas and Okland [16]. It is based on the fact that during AB, 
in the troposphere of temperate latitudes of the Northern Hemisphere, the Western 
transfer of air masses prevails, and the meridional gradient of the geopotential is 
directed towards the equator. 

The value of the modulus of this gradient is maximum in the latitudinal zone 
40–60° north latitude. The decision to detect AB is made if, within at least 5 days: 

ϕ(500) = [I(l − 10) + I(l) + I(l + 10)] < 0 (1)  

where I(l) = H(l, 40 °C.x.)—H(l, 60 °C.x.)—index by Lejenas H. and Okland H., 
H—isobaric surface height 500 mb, l- longitude. 

This method can be done without human intervention and eliminates mistakes. At 
the same time, the method also does not allow us to exclude the possibility of taking 
other baric formations for a high anticyclone. 

In this research work, for the detection of AB, we applied a technique that 
combines the above methods and is partially free from the indicated disadvantages. 
In accordance with it, the decision to detect an AB over the area under consideration 
is made if, for at least 5 days at all nodes of the reanalysis coordinate grid located 
between the parallels of 40° latitude and 47° latitude on meridian l: 

· reduced to sea level atmospheric pressure exceeds 1015 hPa by a given value L; 
· geopotential values of isobaric surfaces of 300, 500 and 850 hPa, where on the 

considered dates the average monthly values of these indicators are more than 
200 m2/s2; 

· the criterion by Lejenas H. and Okland H. is fulfilled for isobaric surfaces not 
only 500 hPa, but also 300 and 850 hPa. 

The obvious disadvantage of this method is its high complexity. At the same time, 
the mentioned properties of the meridional-type AB are taken into account in it more
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fully. Therefore, the probability of making false decisions about the presence of AB 
may be less. 

Taking into account the features of the proposed method for detecting AB, when 
solving the first task, the ERA 5 reanalysis information on changes in the atmospheric 
pressure reduced to sea level in the surface layer, as well as the geopotential values 
of the isobaric surfaces of 300, 500, and 850 hPa, was used as factual material. It 
was assumed that L = 5 hPa.  

As an indicator of the frequency of AB in a month, for each meridional stripes 
0.25° wide, the total number of days of this month averaged over 2010–2020, during 
which AB with a long duration were found in it, was estimated. If an AB started in 
one month and ended in another, when calculating the frequency, the duration of this 
AB was taken into account for the month to which most of it belonged. Dependences 
of the frequency of AB (l) were studied for each month, as well as for cases where 
the minimum duration of AB was 5, 6, 8 and 10 days. 

When solving the second task for the points of all regions of Kazakhstan, where 
the units of Kazhydromet in 2010–2020 carried out systematic monitoring of air 
temperatures, for the months of April-August of each year, the values of the following 
indicators were calculated: 

T1—the average value of the average daily air temperature, which is determined 
taking into account all the dates of a particular month related to the period of existence 
of the AB with a duration of at least 9 days; 

T2—the average value of the average daily air temperature, which is determined 
taking into account all other dates of the same month; 

At the same time, the daily data of 15 Kazhydromet stations on air temperature 
for all months from April to August related to the specified period, the location of 
which is shown in Fig. 1, was used as factual material.

As can be seen from Fig. 1, the considered stations are located in all regions of 
Kazakhstan. The Dixon and Smirnov-Grubbs tests were used to assess the quality 
and homogeneity of the data [36]. According to the Fisher (F) and Student (St) 
criteria, an estimate of the uniformity of average air temperatures was calculated. 
According to the Dixon and Smirnov-Grubbs criteria, an assessment was made of 
the homogeneity of the empirical distribution of air temperatures at meteorological 
stations. When checking the extremum, it was found that the significance level is 
more than 10%. Therefore, the considered data can be recognized as homogeneous 
with a high degree of reliability. 

3 Research Results and Analysis 

When solving the first task, using the described methodology, all AB that were in 
the spring–summer months over the territory of Kazakhstan were identified. For 
each month, the dependencies of the frequency of blockings, the minimum duration 
of which exceeded one or another value, were studied. Figure 2, as an example,
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Fig. 1 Location of hydrometeorological stations

shows the frequency dependences of AB (l) over the territory of Kazakhstan, for 
April-August, when the minimum duration of blocking was 5, 6, 8 and 10 days.

Figure 2a–e shows that in any month the frequency of AB is the least with a long 
duration by day. The frequency of AB with a minimum duration of 10 days or more 
is on average 2–3 cases per month over the entire study area. The frequency of AB 
with such a duration is maximum in July (up to 5–7 cases). 

Figure 2a shows that in April the highest frequency of AB with a minimum 
duration of 8–10 days is observed in the territories of the Petropavlovsk, Akmola 
and Central Kazakhstan regions. 

From Fig. 2b, it is clear that the highest values of the frequency of AB with a 
minimum duration of 8–10 days are observed in Western Kazakhstan. 

Figures 2c and d show that in June and July the frequency of the considered AB 
is increased for the western and eastern regions of Kazakhstan. 

Figure 2e indicates that in August the frequency of AB lasting 8–10 days is 
maximum over the western regions of Kazakhstan and decreases towards the east. 

From the comparison of Figs. 2a–e, it is clear that the highest values of the 
frequency of AB exceeding 10 days per month, and hence the likelihood of droughts, 
are in July. In April, the frequency of such AB increased for the regions of 
Petropavlovsk, Akmola and Central Kazakhstan. In May, it was increased for the 
West Kazakhstan region. For June, the frequency of the considered AB is the highest 
in the territories of the regions of West Kazakhstan, Pavlodar and East Kazakhstan. 

In July, a similar feature is typical for the regions of West Kazakhstan, Pavlodar 
and East Kazakhstan. In August, the highest values of the frequency of the studied 
AB are observed in the West Kazakhstan region. When solving the second task for 
each year, the values of T1 and T2 are determined for each month and all the points
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Fig. 2 Dependences of the frequency of atmospheric blockings on longitude in the territory of 
Kazakhstan. a April, b May, c June, d July, e August

of the Kazakhstan. For the entire period 2010–2020, April-August were the warmest 
in 2012. Therefore, for the specified year, Table 1 compares the values of the average 
air temperature for the period with AB lasting 10 days or more (T1) and for the period 
without AB (T2).

Table 1 shows that in the research years, the average air temperatures, which were 
estimated for all months for periods with AB with a minimum duration of 10 days, 
everywhere significantly exceeded the values of this indicator for periods without 
AB. In April, the T1-T2 difference is maximum in 2012 for Uralsk station, 15.7 °C. 

In May, the highest values for Petropavlovsk station are 14.8 °C. In June, there 
were no long periods without AB. 

The highest T1-T2 values for July were in Zhezkazgan, 6.3 °C. 
For August, the maximum value of T1-T2 was observed in Aktobe, 8.4 °C. 
Table 1 shows that, on average, for all monitoring points, the highest values of 

T1-T2 were in July and August, and the lowest in April.
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Table 1 T1 and T2 values in 2012, for monitoring points on the territory of Kazakhstan 

Region Station April May June July August 

T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 

West Aktau – 8.5 24.0 20.5 23.5 – 27.5 – 30.1 24.3 

Uralsk 18.6 2.9 19.0 – 24.2 – 22.6 – 28.4 20.5 

Atyrau – 8.4 24.4 – – – 27.5 – 32.6 24.6 

Aktobe 18.5 3.7 – – 27.6 – – – 29.7 21.3 

North Kostanay 15.3 2.1 – – 21.7 – – – – 18.7 

Petropavlovsk 13.3 3.0 22.3 7.5 – – 24.5 20.1 – 15.9 

Kokshetau 13.4 5.9 21.6 8.6 – – 25.1 20.0 – 17.8 

Nur-Sultan – 7.6 22.5 11.9 – – 27.8 21.8 – 20.3 

Karaganda – 7.0 19.9 13.3 – – 24.4 18.4 – 19.6 

Pavlodar – 7.9 21.4 12.1 – – 26.2 21.7 – 19.0 

South Shymkent – 15.9 23.6 16.6 – – 28.0 24.8 – 26.9 

Taraz – 13.7 23.1 16.8 – – 25.9 23.8 – 25.2 

Kyzylorda – 15.2 25.3 20.3 – – 31.7 – 29.1 27.4 

Zhezkazgan – 10.1 22.8 15.1 – – 29.2 22.9 26.9 23.6 

Turkestan – 13.8 26.2 19.5 – – 30.6 25.4 – 28.4 

Almaty – – 21.4 16.6 26.2 24.7 – 26.0 

East Ust-Kamenogorsk – 10.2 – 15.0 – – 22.3 – – –

In other years, this regularity also manifested itself, but the average values of 
T1-T2 were lower. From the comparison of Fig. 2 and Table 1, it follows that the 
highest values of the T1-T2 difference correspond to monitoring points located in 
the territories of the regions of Kazakhstan, over which the frequency of AB lasting 
10 days or more was increased, which contributed to an increase in evapotranspiration 
and could lead to droughts. It should be noted that in all the years under consideration, 
almost everywhere during the periods of existence of the research AB, precipitation 
ceased, which given the long duration of these periods, also contributed to an increase 
in the risk of droughts. 

Thus, when solving the tasks set, it was found that between the obtained estimates 
of the frequency of AB over different regions of Kazakhstan and the occurrence in 
their territories of meteorological conditions that contribute to the occurrence of 
droughts, there is a place to be. This confirms the expediency of taking into account 
the identified patterns when predicting the risks of hazardous natural phenomena 
in a particular region. The regions of Kazakhstan were also identified, where the 
frequency of occurrence of AB lasting 10 days or more, and hence the risks of 
droughts, in certain months in 2010–2020 were increased. 

Consequently, the tasks set are solved, and its goal is achieved.
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4 Discussion 

The results obtained correspond to the existing ideas about the effect of AB on 
weather conditions in the territories of the climatic zone [17, 19, 21], as well as 
about the causes of spring–summer droughts in them. 

The novelty of the results obtained is that for the first time estimates of the 
frequency of AB of various durations for all regions of Kazakhstan. This makes 
it possible to compare the risks of droughts, extremely high air temperatures and 
other dangerous meteorological phenomena. 

5 Conclusion 

As the results of the research showed, the applied method for detecting atmospheric 
blockings makes it possible to identify periods of time during which air temperatures 
significantly increase on the territory of Kazakhstan from April to August, for a 
period of 5 days or more. The features of these periods correspond to existing ideas 
about the possible consequences of the formation of atmospheric blockings over 
Eurasia sectors. Therefore, both the ERA-5 reanalysis and the proposed method 
for detecting atmospheric blockings are quite suitable for their detection over the 
territory of Kazakhstan. 

The actual problem of protecting the population, agriculture and forestry of the 
regions of Kazakhstan is the development of a methodology for predicting the 
frequency of spring–summer droughts. 
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Relations of Interannual Variability 
of Topography of Water Surfaces 
of Oceanic Regions with Solar Activity 
on the Example of Black and Azov Seas 

A. V. Kholoptsev and S. V. Palaev 

Abstract We studied the relations of “smoothed” in sliding windows of a particular 
duration, changes in the average annual water surface levels of various sections of 
the waters of the Azov and Black Seas, as well as solar activity. The example of these 
seas tested the validity of the hypothesis that the reason for the presence of these 
connections is the influence on solar activity and the dynamics of the topography of 
the water surface of some regions of the World Ocean, translational movement in its 
orbits of the giant planets of the solar system. 

Keywords Black and Azov seas ·Water surface level · Solar activity · Total 
momentum · Connections 
The effectiveness of engineering protection of the coasts of any regions of the World 
Ocean from their flooding, which may be caused by an increase in the levels of 
the water surface (WSL) of the adjacent waters, is largely determined by the accu-
racy of estimates of the locations of their areas that are most at risk. Therefore, the 
improvement of methods for predicting the dynamics of the topography of their water 
surface is an urgent problem not only of hydrography and oceanography, but also of 
environmental and man-made safety. 

The complexity of its solution is largely due to the fact that hydrometeorological 
factors have the most significant impact on the variations in the WSL of many oceanic 
regions. Changes in the future characteristics of these factors largely depend on the 
scenario of further changes in the regional climate, which will actually be realized. 
Since such a scenario of these changes is not predetermined [1, 2], it is customary
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to develop ultra-long-term forecasts of the dynamics of the topography of the water 
surface of a particular oceanic region for various alternative scenarios. Such forecasts, 
as a rule, differ significantly, and it is impossible to give preference to any of them. 
Therefore, the use of such forecasts in the selection of areas of coasts subject to 
priority protection seems problematic. 

According to existing ideas about the factors of changes in the topography of the 
water surface of oceanic regions [2–4], some of them do not depend on the scenario of 
further climate changes, and their dynamics can be predicted with sufficient advance. 
Given such factors, it is possible to predict changes in the topography of the water 
surface of the studied region and determine those coastal areas for which the WSL 
could further increase. Such forecasts will correspond to a scenario in which the 
characteristics of changes in the regional climate in the future will remain the same 
as in the period taken into account when verifying the relevant prognostic models. 

The justifiability of such forecasts, as well as the feasibility of taking them into 
account when making any economic decisions, depends on how significant such 
factors are and how accurate their forecasts, which have the required advance, can 
be. Therefore, the study of the associations of WSL variations with such factors is 
relevant. 

One of the natural processes independent of the scenario of further climate changes 
and capable of influencing some natural processes in many regions of our planet is 
variations in solar activity (VSA) [5]. 

The reasons that give rise to VSA have not been established, however, the hypoth-
esis that the reason for their cyclicity is movement in their orbits of the planets of 
the solar system was first expressed by Wolf [6]. 

Wolf mistakenly explained the connection of the VSA with the movement of 
planets by the occurrence of tides on the Sun, which are due to the influence of their 
gravitational fields. 

It has now been established [7–9] that due to the movement of planets in their 
orbits, the resulting forces of attraction of the Sun, as well as their total moment of 
inertia (TMI), change accordingly. The most significant influence of giant planets. 

Under the influence of the forces of attraction to them, the center of mass of the 
Sun moves relative to the barycenter of the solar system along a complex trajectory. 
According to estimates [10, 11], in the twentieth century, in this process, the distance 
between them sometimes exceeded the equatorial radius of the photosphere by 1.5 
times (0.6955 million km [12]), which is 1.0433 million km or about 1% of the 
average distance between the Earth and the Sun. Due to the unevenness of these 
movements of the Sun, inertia forces arise in its bowels, which affect many physical 
processes that occur in it. Perhaps this was how VSA could be formed. The latter 
suggests that there is a significant link between variations TMI and VSA. 

Due to the movements of the center of mass of the Sun, changes in the distance 
between it and the Earth occur according to laws that are somewhat different from 
Kepler’s laws. As a result of this influence of TMI variations on the unevenness of the 
translational movement of our planet, in all geographies, including in the waters of the 
World Ocean, there are components of inertia forces that affect the location and flow 
of ocean currents. The latter, as well as the presence of significant statistical links of
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the VSA with some components of the water balance of a number of oceanic regions 
[13, 14], suggests that there are significant statistical links between variations of 
the TMI and VSA, as well as changes in the WSL of some areas of their water 
area. 

The validity of the hypotheses put forward was not previously assessed, but it was 
established that the Azov-Black Sea region also belongs to such oceanic regions. 

TMI values can be calculated with high accuracy for decades to come using 
the methodology [15]. Therefore, if the validity of the hypotheses put forward is 
confirmed, the connections between the changes in the TMI and the VSA, as well as 
the TMI and the WSL, could be used in the development of ultra-long-term forecasts 
of both the VSA and the WSL. Therefore, testing the validity of these hypotheses is 
of both theoretical and practical interest. 

The purpose of this work is to check the fairness of the hypotheses put forward for 
the Azov-Black Sea region, as well as to identify the locations of sections of the Black 
and Azov Seas, for which the reliability of the conclusion about the significance of 
statistical links between variations of the WSL and the VSA, as well as the WSL and 
the exceeds certain values. 

To achieve this goal, the following tasks have been solved: 

1. Study of the peculiarities of the links between the states of the VSA and the TMI 
for the period 1740–2021. 

2. Assessment of the significance of statistical links between variations of WSL 
and VSA, as well as VSA and TMI in the present period (1993–2021). 

When solving these problems as an actual material, information on changes in 
the WSL of various sections of the water area of the Azov and Black Seas, as well 
as time series of the average annual values of Wolf numbers [16] (characterizing the 
state of the VSA) and the average annual values of TMI obtained from [15] are used. 

Information on WSL changes in the region under study is obtained from the 
results of global oceanic re-analysis of GLORYS12.v.1 [17], which is supported by 
Copernicus. 

The study method assumed formation of time series of the WSL from the specified 
actual material. 

When solving the first problem, the years for which the extremes of the time series 
of the VSA and the TMI fell were compared. Correlation analysis of synchronous 
statistical connections between different fragments of 28-year length is also carried 
out. 

When solving the second problem, the time series of WSL, VSA and TMI were 
“smoothed” in “sliding windows” lasting from 2 to 8 years. The latter made it possible 
to weaken the components of the variability spectrum of WSL with periods shorter 
than the duration of the considered “window,” as well as to reduce the values of the 
ratio of their capacities to the capacities of components with large periods present in 
the spectra of VSA and TMI [18]. 

For all smoothed time series obtained by their autocorrelation functions, the 
number of degrees of freedom and threshold values of their correlation coefficient
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Fig. 1 Long-term changes in the average annual values of Wolf numbers (W), as well as TMI 
(taking into account information on TMI variations obtained from [15]) 

are determined, which correspond to the reliability of the conclusion about their 
significance of 0.85; 0.9 and 0.95 [19]. 

As a result of solving the first problem, it was established that all extremes of 
dependence on the time of the TMI and the VSA coincide in time. This is not 
difficult to see from Fig. 1, in which the mentioned time dependencies are compared 
with each other. 

From Fig. 1, it can be seen that the dependence on the time of the average annual 
values of Wolf numbers (W), as well as the TMI, are complex fluctuations, in which 
there is a component with a period close to 11.8 years (the period of revolution of the 
planet Jupiter). The extremes of both fluctuations practically coincide, which indi-
rectly confirms the validity of the conclusions [8], but the nature of such coincidences 
depends on the period of time in which they occur. 

The highs of the VSA, which corresponded to 1761, 1778, 1788, 1804, 1816 
and 1830. corresponded to the highs of the TMI. At the same time, the maxima of 
the VSA, which fell on 1748, 1769, 1837, 1848 and 1860, meet the minima of the 
TMI. The highs of the VSA, which took place in 1870, 1883, 1893, 1905 and 1917 
again correspond to the highs of the TMI. At the same time, the highs of the VSA 
observed in 1928 and 1938 coincided with the lows of the TMI. The highs of the
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Fig. 2 Dependence of correlation coefficient (K) between time-matched segments, time series of 
VSA and TMI containing 11 members, on the year of the beginning of these segments 

VSA, recorded in 1947, 1957 and 1968, fell on the highs of the TMI. In 1979, the 
maximum of the BSA corresponded to the intermediate value of the TMI (close to 
the maximum, but not coinciding with it). In the years 1989, 2000 and 2014 the 
highs of the VSA corresponded to the lows of the TMI. Nevertheless, in 2022, the 
maximum of the VSA again coincides with the maximum of the TMI. Consequently, 
from time to time, communications between the VSA and the TMI are “inverted.”

Figure 2 shows the correlation coefficient (K) relation between the time-matched 
time-series segments of VCA and TMI containing 11 members from the start year 
of these segments for the period 1973–2021. 

As can be seen from Fig. 2, the correlation coefficient values between the time-
matched segments, the time series BCA and the 11-member TMI are substantially 
dependent on the start year of the segments. For the segments of the series in question 
corresponding to the time periods when the TMI highs are at BSA highs, their 
correlation is positive and close to 1. Their segments related to periods when the TMI 
maxima correspond to BCA minima correspond to correlation coefficient values, 
which are close to K-1. 

During both “inversion” periods present in this figure, the correlation coefficient 
of the corresponding VSA and TMI series segments is not significant, and its sign 
changes to the opposite. As can be seen from Figs. 1 and 2, “inversion” occurs in the 
current VSA cycle. Judging by the background of the “inversions” that took place 
in 1730–2021. It can be assumed that, at least in the next cycle of solar activity, its 
maxima will coincide in time with the maxima of the TMI, which will clarify the 
forecasts of the VSA developed using methods [20], according to information about 
the TMI. 

Since time series modeling is effective only taking into account predictors associ-
ated with them quite strongly [21], VSA prediction, according to information on the 
background of TMI variations, is possible only for its cycles in which “inversion” 
does not occur. Therefore, the development of a technique for predicting “inversions” 
would be of theoretical and practical interest.
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Fig. 3 The regions of the black and Azov Seas, within which the modules of the correlation 
coefficient of the time series of WSL and VSA, “smoothed” (with a window length of 5 years), 
exceed certain values 

When solving the second problem for smoothed rows of WSL, as well as VSA and 
TMI TMI corresponding to different lengths of the “sliding window,” the locations 
of sections of the water area of the Azov-Black Sea region, where statistical relations 
between them have one or another force, are determined. It was established that 
areas of the water area of the considered seas, where the validity of conclusions 
about the significance of the connection between the “smoothed” in the “window” 
with a duration of less than 5 years by the specified rows, exceeds 0.9, were not 
revealed. With the lengths of this “window” 5 years or more, the desired areas exist. 

Figure 3 shows the locations of areas of the Azov and Black Seas, within which 
the correlation coefficient of the time series of WSL and VSA “smoothed” (with a 
window of 5 years) exceeds certain values. 

As can be seen from Fig. 3, in the entire water area of the studied region, the 
correlation of time series of WSL and VSA smoothed in a window with a length of 
5 years is positive (the degrees of freedom of such series are 7). Areas of the Black 
Sea water area, for which the validity of the conclusion on the significance of the 
relationship between the “smoothed” time series of the WSL and VSA exceeds 0.9, 
(the threshold value of the correlation coefficient is 0.8) exist. They are located in 
the deep water areas of the Western and Eastern parts of the Black Sea. 

Areas of the Black Sea where the reliability of the conclusion on the significance 
of the correlation of the studied series exceeds 0.85 (the threshold value of the corre-
lation coefficient is 0.7) are more numerous. They are located around the indicated 
areas. Similar sections of the Sea of Azov are located in Sivash Bay and off its 
northern coast in the area near the port of Berdyansk.
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Fig. 4 Areas of the black and Azov Seas, within which the modules of the correlation coefficient 
of time series of WSL and TMI, “smoothed” with a window length of 5 years, exceed certain values 

Figure 4 shows the locations of areas of the Azov and Black Seas, within which 
the correlation coefficient of the time series of the WSL and TMI “smoothed” (with 
a window length of 5 years) exceeds certain values. 

Figure 4 shows that correlation of “smoothed” time series of WSL and TMI is 
negative in all areas of the Black and Azov Seas. Areas of the sea within which 
the validity of the conclusion on the significance of connections between these time 
series exceeds 0.85 are located in the area of the main Black Sea current. It should be 
noted that among these areas there are those for which the reliability of the specified 
conclusion exceeds 0.9. 

In the Sea of Azov, areas where the reliability of the conclusion about the signif-
icance of ties between the same time series exceeds 0.85 are located off its northern 
coast, as well as the Taganrog and East Sivash bays. At the same time, no areas where 
the reliability of such a conclusion exceeds 0.9 have been identified. 

From the comparison of Figs. 3 and 4, it follows that the sections of the water area 
of the Azov-Black Sea region, where the reliability of statistical conclusions about 
the significance of the connections between the smoothed time series of the WSL, 
as well as the VSA and the TMI exceed 0.9, exist in the modern period. 

Similar patterns are manifested for the time series of the processes studied, which 
are smoothed out in “sliding windows” 6–8 years long. 

From the results presented, it follows that both hypotheses put forward are valid, 
and the goal of the work is fully achieved. 

The results obtained correspond to the ideas about the links between the VSA 
and the TMI [8]. They have not only theoretical, but also practical significance, 
determining the relevance of further research aimed at testing the possibility of using



38 A. V. Kholoptsev and S. V. Palaev

VSA and the TMI as predictor processes, in the ultra-long-term prediction of the 
WSL of the studied seas. 

The new facts established in this work are: 

· statistical relationship of VSA, as well as changes in WSL of some sections of the 
Black Sea is significant (and their correlation is positive) only at time intervals in 
which VSA maxima correspond to TMI maxima; such coincidences are likely in 
the next cycle of solar activity; 

· the possible reason for the significant statistical relationship of changes in the 
WSL in such areas of the water area of the studied region, as well as the VSA, 
which takes place at the specified time intervals, is the causal relationship of both 
of these processes with TMI variations; 

· in addition to such time intervals, there are also significant periods when the 
maximum VSA corresponds to the minimum TMI, or there is an “inversion” of 
the studied connections; during such periods, the correlation between the WSL 
and VSA rows becomes significantly less strong and even changes its sign; 

· at such time intervals, the correlation between the variations of WSL and VSA is 
positive, and with changes in the TMI is negative; 

· long-period components, significantly statistically related to variations of the 
WSL and TMI, are present in long-term changes in the WSL of some areas of 
the Black and Azov Seas; these components can be extracted by “smoothing” the 
corresponding time series in a “sliding window” of 5–8 years, and possibly more; 

· in 1993–2020 the mentioned areas prevailed in the region of the main Black Sea 
current; 

· the location of the identified sites indicates that the direct reason for the connection 
of the changes in the Black and Azov Sea with the VSA is the water exchange 
between the shallow areas of these seas, as well as the deep-sea part of the Black 
Sea, which is controlled by the TMI variations. 

Thus, it was established that variations in solar activity relate to significant factors 
of time variability in the water surface level of some sections of the Azov-Black Sea 
region only during periods when the maxima of its cycles coincide in time with the 
maxima of dependence on the time of the total momentum of the giant planets of 
the solar system. Statistical relations between these processes are due to the causal 
relations of each of them with variations in the total momentum of the giant planets 
of the solar system. 

At other periods of time, the maxima of variations in the total momentum of 
the giant planets of the solar system correspond to the minima of solar activity, 
or “inversion” occurs, as a result of which the statistical connections between the 
studied processes are not significant, and their use to predict changes in the level of 
the world ocean is impossible. 

The location of the areas of the Azov and Black Seas in which such areas are 
localized indicates that the reason for the connection between the studied processes 
is the influence of the TMI on the inertia forces acting on both their waters and solar 
activity. The findings suggest that similar patterns may be evident in some other 
regions of the world’s oceans.
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The presence of identified areas of its water area in the Azov-Black Sea region 
indicates the relevance of research aimed at developing a methodology for predicting 
“inversions” of connections between TMI and VSA. 
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Filtration of Salt Solutions Taking 
into Account the Osmotic Effect 

M. M. Ramazanov, N. S. Bulgakova, and S. R. Gadzhimagomedova 

Abstract Based on the previously proposed mathematical model of solution filtra-
tion with regard the osmotic effect in porous media with semipermeable inclusions, 
several problems have been solved. Characteristic distributions of salt concentration 
and pressure are given, estimates of filtration rates caused by osmosis are found. The 
solutions obtained make it possible to better understand the mechanism of osmotic 
filtration and may be of great practical importance. 

Keywords Osmosis · Filtration of solution · Porous media · Generalized 
mathematical model 

1 Introduction 

The phenomenon of osmosis has been known since the eighteenth century. Usually, 
osmosis is understood as a phenomenon consisting in the fact that if there are aqueous 
solutions of salts with different concentrations on different sides of a semi-permeable 
membrane capable of passing only water molecules, water molecules will move 
through the membrane from a weakly concentrated solution to a more concentrated 
one. There are forward osmosis and reverse osmosis. Semipermeability is defined 
as the ability of a material to prevent the passage of a solute without affecting the 
passage of a solvent. The osmotic effect can manifest itself when a thin membrane 
is missing, namely in low-permeable porous media. For example, clays can act as 
semi-permeable membranes and therefore can induce osmotic transport of water [1]. 
In this case, along with the pressure gradient, the driving force for the solvent can be 
the salt concentration gradient in the solution (chemical osmosis) [2], the temperature 
gradient (thermal osmosis) [3], and the electric field gradient (electroosmosis) [4]. In
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[5], based on the results of laboratory tests, it was shown that the osmosis coefficient 
of some natural rocks and grouting materials can exceed the filtration coefficient by 
tens or even hundreds of times. The paper [6] indicates the order of magnitude of the 
thermal osmosis coefficient within the limits of 10−9 to10−5 m2/(K · day). 

The study of chemical and thermal osmosis is carried out both theoretically based 
on the principles of nonequilibrium thermodynamics [7–10] and experimentally in 
laboratory conditions [11, 12]. The phenomenon of osmosis is used in various scien-
tific and technical fields. For example, in Norway, near the city of Tofte, Statkraft 
has launched the world’s first power plant is a prototype, which uses the osmosis 
phenomenon to generate electricity, which occurs due to the difference in salt concen-
tration in salty sea water and in fresh water of the fjord. In marine geology, osmosis 
explains the “buoyancy” effect of ferromanganese nodules [13], which do not sink 
in loose sedimentary layers on the ocean floor on geological time scales [14, 15]. 

It is possible that osmosis is directly related to the process of melt migration in 
the Earth’s mantle, meaning the “dissolution-reprecipitation” mechanism [16, 17], 
where the driving force of melt migration is assumed to be a chemical potential 
gradient depending on the concentration of the dissolved component [18]. 

There are a number of scientific areas where the osmotic effect should also be taken 
into account. For example, when modeling the processes of degradation of permafrost 
rocks, it is necessary to take into account the peculiarities of the interaction of salt 
solutions with frozen soils [19]. There are experimental studies of this interaction 
[20], which indicate a significant influence of the osmotic mechanism of solution 
transfer together with the processes of adsorption and desorption of salts. 

It should be noted that understanding the properties of solution filtration with 
allowance for the osmotic effect is an urgent task. In this regard, in this work, using 
a mathematical model of filtration of solutions in a medium with semipermeable 
inclusions [10], we solved several stationary problems of filtration of salt solutions 
taking into account the osmotic effect, which make it possible to better understand 
the mechanism of osmotic filtration and may be of great practical importance. The 
tasks are considered in order of increasing complexity. The resulting solutions can 
also be useful in the educational and methodological plan. 

2 Stationary Problems 

Problem 1 Figure 1 shows a scheme of the problem. There is a porous layer saturated 
with solution of salt. The specified concentrations and pressures are maintained at the 
horizontal permeable boundaries of the layer. It is assumed that the concentration 
of salt at the upper boundary is greater than at the lower, so there is an upward 
flow of the solution caused by osmosis (concentration gradient). It is required to 
find a solution to the problem, i.e. the filtration rate of the solutions, as well as the 
distribution of salt concentration and pressure fields depending on the permeability 
and other parameters of the problem.
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Fig. 1 Staging drawing for the first problem 

Solution. Counting the pressure from the hydrostatic one, we have the following 
equations [10] 

v = −  
k 

η

(
ρ 

∂μ 
∂c 

c′ + p′
)

v1 = const 
vc′ = Dc′′ (1) 

Here, the prime means the derivative with respect to the z coordinate directed upwards 
Fig. 1. 

Let us introduce the scales of quantities 

[z] = h, [v] = −  
k 

ηh 
ρ 

∂μ 
∂c 

c0, [p] = −ρ 
∂μ 
∂c 

c0 (2) 

Then problem (1) can be written in the dimensionless form as follows 

μ′′
1 = 0, v = μ′

1, μ1 = c − p 
v = v0 = const 
Pev0c

′ = c′′ (3) 

Pe  = 
[v]h 

D 
= −  

ρkc0 
ηD 

∂μ 
∂c 

, 
∂μ 
∂c 

< 0 

Here μ1 is dimensionless velocity potential. 

Boundary conditions 

z = 1 : c = c10, p = p10 
z = 0 : c = c20, p = p20 (4) 

By direct substitution, it is easy to verify that problem (3)-(4) has the following 
solution
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v0 = c10 − c20 + p20 − p10 

c = c20 + (c10 − c20) 
ePev0z − 1 
ePev0 − 1 

p = c − μ1 = (c10 − c20)
(
ePev0z − 1 
ePev0 − 1 

− z
)

+ p20(1 − z) + p10z 

μ1 = c20 − p20 + v0z (5) 

The solution in dimensional form can be written as follows 

v0 = 
k 

ηh

[
−ρ 

∂μ 
∂c 

(c10 − c20) + p20 − p10
]

c = c20 + (c10 − c20) 
ev0z/D − 1 
ev0h/D − 1 

p = p20
(
1 − 

z 

h

)
+ p10 

z 

h 
− ρ 

∂μ 
∂c 

(c10 − c20)
(
ev0z/D − 1 
ev0h/D − 1 

− 
1 

h 
z

)
(6) 

Problem 2 There are two layers, lower thickness and upper thickness, with different 
permeabilities and thermophysical coefficients (Fig. 2). All layer boundaries are 
permeable. The pressure and salt concentration are given at the upper and lower 
boundaries of the two-layer formation. It is required to find a stationary solution to 
the problem. 

In area 1 

v1 = −  
k1 
η

(
ρ 

∂μ 
∂c 

c′
1 + p′

1

)

v1 = const 
v1c1 = D1c

′′
1 (7)

Fig. 2 Staging drawing for the second problem 
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In area 2 

v2 = −  
k2 
η

(
ρ 

∂μ 
∂c 

c′
2 + p′

2

)

v2 = const 

v2c
′
2 
∂c2 
∂z 

= D2c
′′
2 (8) 

We count the pressure from the hydrostatic pressure, the concentration from the 
concentration at the lower boundary, and introduce the scales 

[z] = h2, [v] = −  
k1 
ηh 

ρ 
∂μ 
∂c 

c0, [p] = −ρ 
∂μ1 

∂c 
c0 

Then 

In area 1 

μ′′
1 = 0, v1 = μ′

1, μ1 = c1 − p1 
v1 = const 
Pev1c1 = c′′

1 

Pe  = 
[v]h 

D 
= −  

ρkc0 
η D 

∂μ 
∂c 

, 
∂μ 
∂c 

< 0 (9)  

In area 2 

μ′′
2 = 0, v2 = kμ′

2, μ2 = c2 − p2, k = 
k2 
k1 

v2 = const 

Pev2c
′
2 = dc′′

2 , d = 
D2 

D1 
(10) 

Boundary conditions 

z = 1 + h1 : c1 = c10, p1 = p10 
z = 1 : v1 = v0, c1 = c2, p1 = p2, 

Pev0c1 − c′
1 = Pev0c2 − d ′c2 

z = 0 : c2 = 0, p2 = p20 

Here, the continuity conditions for the pressure, concentration, and mass flux of the 
solutions are specified on the common boundary.
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Solution in area 1 

v1 = v0, μ1 = v0(z − 1 − h1) + c10 − p10 

c1 = c10 + (c11 − c10) 
ePev0(z−1−h1) − 1 
e−Pev0h1 − 1 

, p1 = c1 − μ1 

p1 = c10 + (c11 − c10) 
ePev0(z−1−h1) − 1 
e−Pev0h1 − 1 

− [v0(z − 1 − h1) + c10 − p10] 

Solution in area 2 

v2 = v0, μ2 = v0 
z 

k 
+ c20 − p20 

c2 = c20 + (c21 − c20) 
ePev0z/d − 1 
ePev0/d − 1 

, p2 = c2 − μ2 

p2 = c20 + (c21 − c20) 
ePev0z/d − 1 
ePev0/d − 1 

−
(
v0 

z 

k 
+ c20 − p20

)

From the boundary conditions 

v0 = 
p20 − p10 + c10 − c20 

1 
k + h1 

c11 = c21 = cξ =
(
c20 

ePev0/d 

ePev0/d − 1 
+ c10 

1 

ePev0h1 − 1

)(
ePev0/d 

ePev0/d − 1 
+ 1 

ePev0h1 − 1

)−1 

p11 = p1(1) = c11 − [−v0h1 + c10 − p10] 

p21 = p2(1) = c21 −
(
v0 

1 

k 
+ c20 − p20

)

p21 − p11 = c21 − c11 − c10 − c20 + p20 − p10 − v0
(
1 

k 
+ h1

)

The filtration rate in dimensional form is written as 

v0 = k1k2 
η(k1h + k2h1)

[
−ρ 

∂μ 
∂c 

(c10 − c20) + p20 − p10
]

Problem 3 There are two layers, lower thickness and upper thickness, with different 
permeabilities and thermophysical coefficients Fig. 3. The upper boundary of the 
upper layer and the lower boundary of the lower layer are permeable. The common 
boundary of the layers is semipermeable, i.e. permeable to water and impermeable 
to salt. At the upper and lower boundaries of the two-layer formation, the pressure 
and salt concentration are given. It is required to find a stationary solution to the 
problem.

We look for a one-dimensional solution of the problem that depends on the z 
coordinate.
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Fig. 3 Staging drawing for the third problem

In area 1 

μ′′
1 = 0, v1 = μ′

1, μ1 = c1 − p1 
v1 = const 
Pev1c1 = c′′

1 

Pe  = 
[v]h 

D 
= −  

ρkc0 
ηD 

∂μ 
∂c 

, 
∂μ 
∂c 

< 0 (11) 

In area 2 

μ′′
2 = 0, v2 = kμ′

2, μ2 = c2 − p2, k = 
k2 
k1 

v2 = const 

Pev2c
′
2 = dc′′

2 , d = 
D2 

D1 
(12) 

Boundary conditions 

z = 1 + h1 : c1 = c10, p1 = p10 
z = 1 : v1 = v0, Pev0c1 − c′

1 = 0, Pev0c2 − dc′
2 = 0 

v0 = β(c11 − p11 − c21 + p21) 
z = 0 : c2 = 0, p2 = p20 

Solution in area 1 

v1 = v0, μ1 = v0(z − 1 − h1) + c10 − p10 
c1 = c10ePev0(z−1−h1) , p1 = c1 − μ1 

p1 = c10ePev0(z−1−h1) − [v0(z − 1 − h1) + c10 − p10] (13)
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Solution in area 2 

v2 = v0, μ2 = v0 
z 

k 
+ c20 − p20 

c2 = c20ePev0z/d , p2 = c2 − μ2 

p2 = c20ePev0z/d −
(
v0 

z 

k 
+ c20 − p20

)
(14) 

From the boundary conditions 

v0 = 
p20 − p10 + c10 − c20 

1 
k + h1 + 1 

β 

(15) 

c11 = c10e−Pev0h1 , c21 = c20ePev0/d 

p11 = c10e−Pev0h1 − [−v0h1 + c10 − p10] 

p21 = c20ePev0/d −
(
v0 

1 

k 
+ c20 − p20

)

The filtration rate in dimensional form is written as 

v0 = k1k2 
η
(
k1h + k2h1 + k2h/β

)
[
−ρ 

∂μ 
∂c 

(c10 − c20) + p20 − p10
]

3 Discussion 

The calculations in Figs. 4, 5 and 6 are given in dimensionless form for the values 

Pe  = 
vi h 

D 
= 1; 5, h1 = 1, c01 = 1, c02 = 0.3, p01 = 0, p02 = 0, k2/k1 = 3

Here it is assumed that hydrostatic pressures are maintained at the boundaries of the 
layer, and the salt concentration at the upper boundary is taken as one. 

Figure 4 shows the vertical distributions of the reduced salt concentration in the 
solution for the three problems solved above, respectively. The dimensionless layer 
thickness is taken equal to two in all cases. It can be seen that the curves for the 
first two problems are close despite the fact that in the second case the permeability 
of the upper layer is half as much. In the third problem, there is a jump in the salt 
concentration at the boundary of the layers associated with the semipermeability 
of the boundary. Comparing Fig. 4a, b, we see that the jump in concentration when 
crossing the semipermeable boundary from bottom to top occurs in the opposite way; 
in the case of small Peclet numbers, Pe towards an increase, and in the case of large 
Pe, towards a decrease.
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Fig. 4 Vertical distribution of the reduced salt concentration in the solution for three problems, 
respectively: a Pe = 1; b Pe = 5 

Fig. 5 Vertical distribution of overhydrostatic pressure for three problems, respectively: a Pe = 1; 
b Pe = 5

The dimensionless filtration rates in the three problems are respectively equal: 

v1 = 0.7; v2 = 0.53; v3 = 0.3 

Thus, in the case of a semi-permeable boundary, the velocity is minimal, other 
things being equal. 

Figure 5 shows the vertical distributions of the overhydrostatic pressure for three 
problems, respectively, for two different Peclet numbers. As in the case of the salt 
concentration, in the third problem the pressure suffers a discontinuity at the semiper-
meable boundary. Moreover, the pressure jump for small Peclet numbers and large
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Fig. 6 Vertical velocity 
potential distribution for 
three problems, respectively

ones occurs in different directions, just like the concentration. In the second problem, 
the pressure at the boundary is continuous, but the pressure gradient undergoes a 
discontinuity, which is associated with different permeability of the upper and lower 
layers. 

Finally, Fig. 6 shows the velocity potential distributions for the three considered 
problems. The velocity potential also gets a jump at the semipermeable boundary. 
Note that in the dimensionless form, the velocity potential does not depend on the 
Peclet number, as can be seen from the solutions obtained above. 

We give an estimate of the filtration rate and the Peclet number for the following 
parameter values: 

ki = 10−20 m2 , η  = 10−4 Pa · s, ρ  = 103 kg/m3 , 
γc = 35 · 10−3 kg/(kg · m), R = 8.3 J/mol · K, 
T0 = 300◦ 

K, i = 2, m1, m2 − molar masses Na  and Cl 

Using the formula, 

vi = 
k 

η 
ρ RT 

i 

2

(
1 

m1 
+ 

1 

m2

)
γc 

with D ∼ 10−9 m2/s for filtration rate, coefficient of chemical osmosis and the Peclet 
number, we obtain the estimates 

vi ∼ 6 · 10−10 m/s = 2 · 10−2 m/year,
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K f ∼ 5.5 · 10−1 m2 /year = 1.5 · 10−3 m2 /day, 
h = 1 m 

Pe  = 
vi h 

D 
∼ 1 

Thus, at these values, the filtration rate is about 2 cm per year, and the Peclet 
number is about unity. If the layer permeability is one or two orders of magnitude 
higher, then these values will be, respectively, one or two orders of magnitude higher. 

4 Conclusion 

Several problems of solution filtration caused by chemical osmosis are considered. 
In one of the tasks, the influence of not only the concentration gradient (spatial 
osmosis), but also the presence of a semi-permeable boundary is considered. Char-
acteristic distributions of salt concentration and pressure are given, their jumps at 
the semipermeable boundary are shown. For the characteristic values of the parame-
ters, estimates of the filtration rates caused by osmosis and the corresponding Peclet 
diffusion numbers are obtained. 
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Investigation of Features of Water 
Circulation in the Northern Part 
of the Black Sea on the Basis 
of the Assimilation of Observational Data 
in the Autumn–Winter Season of 2016 

S. G. Demyshev , N. A. Evstigneeva , and O. A. Dymova 

Abstract A four-dimensional and energy analysis of hydrophysical fields in the 
limited area of the Black Sea was carried out on the basis of assimilation of hydrolog-
ical data in the numerical model (autumn–winter season of 2016). The Rim Current 
was clearly reconstructed. Multi-scale eddies could be generated between the shore 
and the Rim Current during some weakening of the wind forcing. Cyclonic and anti-
cyclonic eddies were noticed in the western area, they could merge into larger one 
during the further calculation. The most energetically significant components in the 
kinetic and potential energy budget equations were found and analyzed from 15th of 
November to 5th of December, 2016. Possible mechanisms of circulation features of 
the Black Sea were determined, analyzing of energy fields (for example, baroclinic 
and/or barotropic instability). The obtained results were compared with all available 
data of instrumental measurements. 

Keywords Black Sea · Numerical Modeling · Assimilation of Observational 
Data · Energy Analysis · Mesoscale and Submesoscale Eddies 

1 Introduction 

Nowadays, Marine Hydrophysical Institute (MHI) of the Russian Academy of 
Sciences actively continues to conduct oceanographic research in the Black Sea. 
The obtained experimental data on the distribution of thermohaline characteristics 
and current velocities expanded the information about the structure and variability of 
the thermohydrodynamic fields of the Black Sea on the various scales for example, 
[1–4]. 

The results, obtained during the 81st cruise of the research vessel (R/V) “Pro-
fessor Vodyanitsky”, showed that the influence of interannual and synoptic variability 
formed differences in hydrological fields from the climatic norm. The analysis of 
water circulation during the 87th of the R/V “Professor Vodyanitsky” revealed that
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western flows prevailed, which were a manifestation of the Rim Current (RC). Several 
branches of the RC, a clearly defined Sevastopol anticyclone and an anticyclone near 
the southeastern coast of Crimea were recorded. Investigations of hydrological fields 
and water dynamics in the northern part of the Black Sea, carried out in 2016 on 
the R/V “Professor Vodyanitsky”, were presented in [3, 4]. The seasonal signal 
manifested itself in a successive decrease in the average temperature of the upper 
quasi-homogeneous layer, an increase in the temperature in the core of the cold 
intermediate layer and an increase in the depths of the lower boundary of the upper 
quasi-homogeneous layer. 

The application of hydrodynamic models with the assimilation of observational 
data made it possible to use the collected information more efficiently. Contin-
uous dynamics and energy of the marine environment, close to observed, could 
be reproduced in the survey area. 

The problem of the complex use of measurement data of temperature, salinity 
and current velocity during their assimilation on the basis of the Kalman filter in 
a hydrodynamic model was considered in [5]. The system of oceanographic data 
assimilation, developed in the Hydrometeorological Center of Russia, was presented 
in [6]. Hydrophysical and energy fields were reconstructed in [7] with the help of the 
MHI hydrodynamic model of the with the assimilation of observational data from 
surveys of 2007 and 2009 near the coast of the western Crimea and in the region of 
Sevastopol. The calculated fields of currents were characterized by mesoscale eddy 
formations and jet currents. 

That work continued the cycle of work on the processing of hydrological survey 
in 2016, the purpose of which was to study the patterns of formation of circulation 
features depending on the season. Features of Black Sea circulation in the autumn– 
winter season of 2016 were investigated on the basis of a four-dimensional analysis of 
hydrophysical fields using temperature and salinity data, received in the expedition 
on the R/V “Professor Vodyanitsky”. Hydrological measurements in November– 
December of 2016 were made at the stations, which were shown on Fig. 1. To  
interpret the reconstructed features of the water circulation, the fields of potential 
and kinetic energy budget components were calculated.

2 Selected Model Parameters and Description of the Data, 
Measured in 91st Cruise of the R/V “Professor 
Vodyanitsky” 

The detailed specification of the eddy-resolving hydrodynamic model, developed at 
MHI, was given in [8]. Its original feature was the exact correspondence of discrete 
energy equations to the difference equations of hydrodynamics. As a procedure for 
assimilation of data from field observations, the Kalman filter algorithm technique 
was used. It was based on solving equations for the dispersion of errors in estimates of
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Fig. 1 Station’s map in the 91st cruise of the R/V “Professor Vodyanitsky” in the autumn–winter 
period of 2016

temperature and salinity fields [9, 10]. We also calculated the terms in the equations 
for the change in kinetic and potential energy [11]. 

We had set the following model parameters (1.64 km was the horizontal step of the 
model, 27 vertical horizons, the time step was 96 s, νH = 1016 cm4/s, kH = 1016 cm4/s 
were the values of coefficients of turbulent viscosity and horizontal diffusion). The 
Mellor-Yamada 2.5 parametrization [12] was applied for calculation of coefficients 
of turbulent momentum exchange and vertical diffusion. The total integration time 
of the model equations was 20 days (from 15th of November to 5th of December, 
2016). 

The thermohydrodynamic fields, obtained in our previous calculations for 15th of 
November, 2016, were used to set the initial conditions. The data of the Greek Center 
for Atmospheric Predictions SKIRON (1/10º) [13] were used to specify atmospheric 
effects on the sea surface. Northeast wind acted from 15 to 17th of November with 
maximum values of velocity 10 m/s, western, northwestern and southwestern winds 
prevailed from 18th of November to 3rd of December (maximum values could reach 
17 m/s). 

Hydrological work (105 stations) was carried out using the CTD SBE 911plus 
complex on the R/V “Professor Vodyanitsky” from 16th of November to 3rd of 
December (91st cruise), 2016 in the northern part of the Black Sea. Soundings were 
performed to the depths 30–1000 m. 

Our numerical experiment was performed for the entire Black Sea. The area, 
limited between the meridians 31 and 37° E and parallels 43 and 45.5° N, was 
chosen for the analysis in the next section.



56 S. G. Demyshev et al.

3 Analysis of the Fields of Currents and Fields 
of Components of the Kinetic Energy Budget 
in the Autumn–Winter Season of 2016 

In order to identify the most significant energy characteristics, we analyzed the 
change over time of the integral components of the KE budget equation [11] from  
15th of November to 5th of December, 2016 (Fig. 2). P ↔ E was the work of the 
buoyancy force, DissVer(E) and DissHor(E) was the energy dissipation due to vertical 
and horizontal internal friction, τ → E = u0τ x + v0τ y was the term, determining 
the contribution to kinetic energy from the wind. 

It was found that the principal contribution to the kinetic energy was made by the 
work of the wind force ( τ → E). The work of the buoyancy force (P ↔ E) began 
to exert a predominant influence only with a decrease in wind velocity. 

Significant variability of work of the buoyancy force with time was noted from 
Fig. 2. The values of energy dissipation due to vertical and horizontal internal friction 
were negative. With an increase in inflow from the wind, the modules DissVer(E) and 
DissHor(E) also increased. 

Figure 3 demonstrated the reconstructed fields of currents at a depth of 5 m on 
15th, 21st, 25th of November and 5th of December.

Anticyclonic eddies near Sevastopol and along the eastern Crimean coast, as well 
as small eddies in the western part in the upper horizons, were observed on 15th of 
November (Fig. 3a). 

The RC was reconstructed from 20 to 30th of November (the jet was clearly traced 
to a depth of 100 m). Its maximum velocity was 52 cm/s at the upper horizon. Due 
to some weakening of the wind effect from 1st to 5th of December, the RC was 
less distinguishable (Fig. 3d) and anticyclonic eddies of different scales could be 
generated and transformed along the eastern Crimean coast.

Fig. 2 Change over time of 
the integral components of 
the KE budget equation, 
normalized to the volume of 
the computational domain, in 
the autumn–winter season of 
2016 
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Fig. 3 Calculated fields of currents (cm/s) at a depth of 5 m on 15th of November (a), 21st of 
November (b), 25th of November (c) and 5th of December (d)

A cyclonic eddy with a radius of about 50 km was observed in the center of 
deep-water region (observed to a depth of 500 m) from 21st of November to 5th of 
December. 

Meandering of the RC could lead to the generation of eddies of different rotation 
signs in the eastern part (for example, Fig. 3c). We also noted the formation and 
development of small-scale cyclonic and anticyclonic eddies in the western part 
(Fig. 3b, c) due to the RC flow around the uneven coastline. Large eddies in the 
western area (Fig. 3a–c) were observed from 15 to 28th of November, and then they 
merged into one over the next few days, for example, as in Fig. 3d (5th of December). 
An anticyclonic eddy near Yalta was noticeable from 30th of November to 5th of 
December (Fig. 3d). 

In order to find out the possible mechanisms of formation of features of circulation, 
the fields of energy characteristics of the circulation were investigated. Figure 4 
demonstrated the reconstructed fields of τ → E , P ↔ E and DissVer(E) on 25th of 
November and 5th of December.

Processes of shear instability evolved in the coastal areas, for example, in the 
eastern part of the region both on 25th of November and 5th of December (Fig. 4a, 
b). Negative values of τ → E meant that directions of the wind and currents on the 
surface were opposite. 

Baroclinic instability could be observed along the eastern coast of Crimea and 
in the western part of polygon (Fig. 4c, d). Zones with negative values of P ↔ E 
expanded (for example, Fig. 4c, d) with some weakening of the wind effect.
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Fig. 4 Calculated fields of currents and energy characteristics on 25th of November and on 5th of 
December

The eastern coast of Crimea (Fig. 4e and f) and the area, corresponding to the loca-
tion of the RC jet (Fig. 4e), were characterized by kinetic energy loss due to vertical 
friction. Max|DissVer(E)| was 2·10−1erg /(s·cm3) on 25th of November, 2·10−1erg 
/(s·cm3)—on 5th of December. 

The constructed maps of currents supported the results, discussed in [3, 4], 
according to which the RC intensification to the south-west, the presence of the 
RC cyclonic meander and the Sevastopol anticyclone on the shelf to the west of 
Kalamitsky bay were noted. 

To summarize the conclusions: the features of water circulation in the limited part 
of the Black Sea (between the meridians 31 and 37° E and parallels 43 and 45.5° N) 
were investigated using the MHI model of the and expeditionary data on temperature 
and salinity (91st cruise of the R/V “Professor Vodyanitsky”) in the autumn–winter 
season of 2016. 

It was noted from the analysis of the integral components of the budget equation 
that the wind force made a significant contribution into kinetic energy, as well as the 
buoyancy force (with a decrease in wind forcing). Horizontal and vertical internal 
friction reduced energy. 

The RC had a distinct jet character (a maximum of velocity was 52 cm/s, wind 
velocity 17 m/s). With some weakening of the wind impact, eddies of different 
scales were reconstructed between the shore and the RC. Anticyclonic eddies with 
horizontal dimensions about 30 km were observed to the west, near Sevastopol and 
near Yalta. A cyclonic eddy with a radius of about 50 km was located in the central 
deep-water part of the region. Small-scale cyclonic and anticyclonic eddy formations 
were reproduced and developed along the western shore.
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Performed energy analysis showed that the processes of shear instability (wind 
and currents had various directions on the surface) could develop in the coastal zone. 
Crimean coast could be zone of baroclinic instability (transition from kinetic energy 
to potential). 

Acknowledgements The fields of currents were calculated within the framework of the state 
assignment on topic No. FNNN-2021-0003 (code “Operational Oceanology”). The energy char-
acteristics of circulation were investigated the framework of the state assignment on topic No. 
FNNN-2021-0004 (code "Oceanological processes"). 
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Propagation of Tsunami Waves 
in a T-shaped Bay 

A. Yu. Belokon, V. V. Fomin, and D. I. Lazorenko 

Abstract Based on the  SWASH numerical hydrodynamic model, a study was made 
of the penetration of tsunami waves into a T-shaped bay, which has the character-
istic dimensions and configuration of the Sevastopol Bay. To model the propagation 
of tsunami waves in the bay, a non-linear hydrodynamic non-hydrostatic SWASH 
model was used. To determine the boundary conditions at the liquid boundary of 
the computational domain, using the Black Sea tsunami model, we calculated sea 
level fluctuations at the entrance to the Sevastopol Bay during the propagation of 
tsunami waves from three hypothetical earthquake foci with magnitude M = 7. As 
a result of the penetration of a tsunami into a T-shaped bay of height waves increase 
by 2–2.5 times compared to the heights on the seashore of the bay. At the same time, 
at the top of the bay, the amplitude of sea level fluctuations can reach 0.8 m. The 
most intense fluctuations are observed in the first three hours of the tsunami action. 
Tsunamis from different foci cause seiche oscillations in the bay with periods of 
49.1 min, 19.3 min, 9.2 min, 6.8 min. At the same time, the amplitude-phase charac-
teristics of the tsunami have a significant effect on the redistribution of wave energy 
between the modes of seiche oscillations. Numerical experiments have shown that 
the presence or absence of protective breakwaters at the entrance to the bay does not 
lead to significant changes in the wave field and sea level heights during tsunami 
propagation inside the bay. 

Keywords Numerical simulation · Tsunami · SWASH · Sevastopol Bay · South 
Bay · T-shaped Bay 

1 Introduction 

It is known that tsunamis present the greatest danger when approaching the coast, 
where their propagation velocity and length decrease, and their height increases 
significantly. Especially it concerns the penetration of tsunami waves into narrow

A. Yu. Belokon (B) · V. V. Fomin · D. I. Lazorenko 
Marine Hydrophysical Institute of the Russian Academy of Sciences, Sevastopol, Russian 
Federation 
e-mail: aleksa.44.33@gmail.com 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
V. I. Karev (ed.), Physical and Mathematical Modeling of Earth and Environment 
Processes—2022, Springer Proceedings in Earth and Environmental Sciences, 
https://doi.org/10.1007/978-3-031-25962-3_6 

61

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25962-3_6&domain=pdf
mailto:aleksa.44.33@gmail.com
https://doi.org/10.1007/978-3-031-25962-3_6


62 A. Yu. Belokon et al.

bays, straits, channels, river mouths, where the presence of lateral boundaries can 
lead to focusing of wave energy and an increase in wave heights. 

The phenomenon of a tsunami is characteristic not only of the oceans, but also of 
inland seas, although not with such catastrophic consequences. In the Black Sea, 50 
cases of tsunamis are known that have occurred over the past 3000 years [1]. Most of 
them were of a seismic nature, some of them were of a landslide or meteorological 
nature. A number of works, some of them [2–7], are devoted to the study of tsunamis 
in the Black Sea with the help of numerical simulation. However, coastal areas with 
complex geometries, especially bays and gulfs, require a more detailed study, since 
when waves penetrate them, significant increases in sea level fluctuations can occur. 

According to [8], during a strong earthquake with magnitude M ≥ 7, which 
occurred in 103 in the area of the Sevastopol Bay, the water in the sea receded 
from 500 m to 3–4 km, while the height of the arriving waves was at least 2 m. 
In [9], an earthquake of magnitude M = 6.0 ± 0.2 was mentioned on November 
11, 1869, which caused waves in the sea near Sevastopol. A destructive underwater 
earthquake of magnitude M ≥ 6.5 occurred on September 11, 1927, 30 km southeast 
of Yalta. Unusual waves during calm were observed in different places and after 
strong shocks. Subsequent weaker shocks with foci near Sevastopol and Balaklava 
caused water to move away from the coast and solitary waves to run-up to the coast 
[10]. On December 26, 1939, a strong earthquake M = 8 occurred in the city of Fatsa 
(the coast of Turkey). According to eyewitnesses, the sea receded by 50 m, and then 
flooded the coast by 20 m. Tsunami waves crossed the Black Sea and were recorded 
by tide gauges in Sevastopol, where the wave height was 50 cm [8]. 

The Sevastopol Bay is an estuary-type water area with limited water exchange 
with the open sea due to the presence of two protective breakwaters [11]. The length 
of the Sevastopol Bay is 7 km, the width is about 1 km, the depth varies from 20 m 
at the entrance to 4 m at the top, the average depth is about 12 m. The South Bay 
adjacent to it has a length of about 2 km. It was shown in [12] that during wind waves, 
the protective breakwaters installed at the entrance to the Sevastopol Bay have the 
maximum protective effect in the case of a westerly wind. 

The Sevastopol Bay is a partially enclosed basin. In such reservoirs, seiches can 
occur—standing fluctuations in the mass of water in the entire reservoir or in a 
separate part of it [13]. They differ from seiches in completely enclosed water bodies 
in that they can be excited by long waves from the open sea through a liquid boundary. 
In this case, the loss of wave energy occurs due to its radiation through the open 
boundary [14]. In such bays, in contrast to closed reservoirs, the Helmholtz mode 
is generated. This mode usually dominates over all other modes and determines the 
general character of movements in the bay [13, 15]. The danger of seiches is that 
they can generate intense periodic currents that pose a threat to coastal infrastructure 
and ships [16]. In [17], a seiche with a period of about 50 min was identified based 
on field observations. This seiche is observed almost constantly in the Sevastopol 
Bay and can be classified as the Helmholtz mode. 

Thus, taking into account the above, there is a need to conduct numerical experi-
ments to study the penetration of tsunami waves into a bay similar to Sevastopol and 
the possibility of seiche formation in the bay.
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This article considers a model T-shaped bay, which has the configuration and 
characteristic dimensions of the Sevastopol Bay. The results of numerical simulation 
of the penetration of tsunami waves into a T-shaped bay are presented. Three variants 
of hypothetical tsunami foci in the Black Sea caused by underwater earthquakes were 
used as forcing. The spectra generated by the tsunami and seiche oscillations in the 
bay are compared for different foci. 

2 Mathematical Model 

To study the tsunami, we used the nonlinear hydrodynamic model Simulating WAves 
till SHore (SWASH) [18, 19], which takes into account nonhydrostatic effects. The 
computational area was a rectangular T-shaped basin of constant depth H = 12 m, 
consisting of a large and a small bay (Fig. 1). The large bay had the characteristic 
dimensions and configuration of the Sevastopol Bay, the small bay had the character-
istic dimensions and configuration of the South Bay. Two cases of the computational 
domain were considered: with the presence of protective breakwaters at the entrance 
to a large bay and without. 

On the western boundary of the computational domain (x = 0), sea level fluctu-
ations were set, obtained using the tsunami propagation model for the entire Black 
Sea [20]. Three cases of tsunami occurrence in the Black Sea with M = 7 were  
modeled. The parameters of tsunami generation foci were determined by empirical 
formulas [21]. The foci had an elliptical shape and were oriented along the 1500 m 
isobath, since all known Black Sea earthquakes that led to tsunamis occurred on the 
continental slope along isobaths not exceeding this depth value. The position of the 
considered model earthquake foci is shown in Fig. 2.

Fig. 1 The relief of the bottom of the computational domain and the position of the sensors C1 
and C2 
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Fig. 2 The position of three hypothetical tsunami foci in the Black Sea: 1—the nearest focus in 
relation to the Sevastopol Bay; 2—focus similar to the one that caused the Yalta earthquake on 
September 12, 1927; 3—remote focus. Sevastopol Bay is marked with a red circle 

On liquid horizontal boundaries, the radiation condition was used. On solid 
sections of the boundary, the impermeability condition was set. All calculations 
using the SWASH model were performed for a time period of 9 h with a spatial 
step of 10 m and a time integration step of 0.5 s. The bottom roughness was taken 
into account using the Manning parameter n = 0.019 m −1/3 s. The coefficient of 
horizontal turbulent viscosity was determined by the Smagorinsky formula. Changes 
in the water level at the tops of the large and small bays were recorded by virtual 
sensors C1 and C2 (Fig. 1). 

3 Results of Numerical Experiments 

Sea level fluctuations near the Sevastopol Bay for three tsunami generation foci are 
shown in Fig. 3 (western boundary of the computational domain, depth 50 m). Their 
comparison shows that for the nearest tsunami focus (1 in Fig. 2) the maximum sea 
level rise on the approach to the bay is 0.3 m, the maximum decrease is 0.15 m; for 
the tsunami focus located in the Yalta seismically active zone and the distant tsunami 
foci (2 and 3 in Fig. 2), the sea level deviations were about ± 0.05– ± 0.07 m. Such 
small amplitudes of level fluctuations for foci 2 and 3 are explained by the fact that 
the Sevastopol Bay is protected by Cape Chersonesus from waves coming from the 
south and southeast. Thus, the maximum tsunami energy from these foci falls on the
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southern coast of Crimea. The seashores of the Sevastopol Bay are reached only by 
the waves that go around Cape Chersonesus. 

On Fig. 4 shows the evolution of a tsunami in the bay from focus 1. As can be 
seen, the wave enters the computational region, where its amplitude increases and its 
length decreases due to a decrease in depth (Fig. 4a), when approaching the coast, 
the wave is partially reflected, and partially penetrates into a large bay (Fig. 4b), and 
then into a small one (Fig. 4c). Further, wave disturbances propagate to the tops of 
the bays, where they are amplified upon reflection from a vertical wall (Fig. 4d). 
Reflected waves from both bays move in the opposite direction and form a local rise 
at the entrance to the small bay (Fig. 4e), which is replaced by a local decrease in 
sea level (Fig. 4f). In this case, the wave velocity is directed in opposite directions: 
part of the wave energy leaves the large bay into the open sea through the outlet, 
and part propagates towards the tops of the large and small bays (Fig. 4g, h). These 
fluctuations continue for a long time, their amplitude decays over time.

Fig. 3 Sea level fluctuations on the coast of the Sevastopol Bay caused by tsunami foci 1–3 
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Fig. 4 Tsunami evolution in a T-shaped bay for focus 1 

The travel time of tsunami waves from generation focus 1 to the entrance to the 
bay is 18 min; from focus 2 is 30 min; and from focus 3 is 45 min. 

Numerical calculations have shown that the presence or absence of protective 
breakwaters at the entrance to the bay does not lead to significant changes in the 
wave field and sea level heights during tsunami propagation inside the bay. 

On Fig. 5 shows sea level fluctuations at the tops of the large and small bays 
(points C1 and C2). As can be seen, for both bays, the wave amplitudes increase by 
more than 2.5 times compared with the amplitudes at the western boundary of the 
computational area. The most intense fluctuations are observed during the first three 
hours of the tsunami, then their amplitude begins to decay.
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Fig. 5 Sea level fluctuations at points C1 and C2 caused by focus 1 

For the remaining two foci, sea level fluctuations at the tops of the large and small 
bays are also calculated. They are shown in Figs. 6 and 7. The maximum amplitudes 
of level fluctuations in both cases amounted to 0.1–0.2 m. From here it can be seen 
that for foci 1 and 3, the maximum sea level rises are observed during the propagation 
of the first—the main wave. In the case of focus 2, the first wave is not maximum, 
which is a consequence of the anisotropy of the elliptical focus of tsunami generation.

As is known [19], tsunami waves can excite seiche oscillations in bays. To estimate 
the periods of seiche sea level fluctuations in the basin under consideration, time series 
at points C1 and C2 were used, 9 h long and with a discreteness of 0.5 s. The spectra 
were calculated using the scripts given in [22]. On Fig. 8 shows the energy spectra
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Fig. 6 Sea level fluctuations at points C1 and C2 caused by focus 2

for points C1 and C2 and three tsunami foci. The spectra show four characteristic 
peaks with periods: T1 = 49.1 min; T2 = 19.3 min; T3 = 9.2 min; T4 = 6.8 min.

The considered basin is a system of two connected bays. Each bay has its own set 
of natural oscillation periods. Since the bays are connected, the periods of natural 
oscillations of both bays should appear in the spectra. Merian’s one-dimensional 
formula [23] and the results of numerical experiments, in which the small bay was 
not taken into account, were used to determine the belonging of the proper periods 
to each of the bays. The following was established. Period T1 corresponds to the 
Helmholtz mode of a large bay, period T2 corresponds to the Helmholtz mode of a 
small bay. The periods T3 and T4 are identified as the periods of the two-node and 
three-node large bay modes, respectively. With a nearby tsunami focus, fluctuations
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Fig. 7 Sea level fluctuations at points C1 and C2 caused by focus 3

corresponding to period T4 dominate in a large bay (Fig. 8a). In other cases, the T1 
mode dominates (Fig. 8b) or the T1 and T4 modes have the same energy (Fig. 8c). 
In the small bay, the mode with period T2 prevails in all cases (Fig. 8d–f). 

Analysis shows that the spectrum of seiche oscillations has the same periods for 
different tsunami foci. In this case, the amplitude-phase characteristics of the tsunami 
have a significant effect on the redistribution of wave energy between the modes of 
seiche oscillations.
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Fig. 8 Spectra of sea level fluctuations in bay tops for three tsunami foci

4 Conclusions 

The results of numerical simulation of the penetration of tsunami waves into a 
T-shaped bay, which has the characteristic dimensions and configuration of the 
Sevastopol Bay, are presented. At the first stage, using the Black Sea tsunami model, 
the evolution of tsunami waves from three hypothetical foci caused by an earthquake 
of magnitude M = 7 was studied. Time dependences of sea level fluctuations at
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the entrance to the Sevastopol Bay were obtained. At the second stage, these mare-
ograms were used as boundary conditions on the liquid boundary of the computational 
domain, for which, using the SWASH model, numerical simulation of tsunami wave 
propagation in the model bay was performed. 

It has been established that inside the bay, tsunami heights increase by a factor 
of 2–2.5 compared to the heights on the coast of the bay. At the top of the bay, the 
amplitude of sea level fluctuations can reach 0.8 m. The most intense fluctuations 
are observed in the first three hours of the tsunami. 

The seiche oscillations caused by the tsunami have the same periods for different 
tsunami foci. At the same time, the amplitude-phase characteristics of the tsunami 
have a significant effect on the redistribution of wave energy between the modes of 
seiche oscillations. 

Acknowledgements The investigation was carried out within the framework of the state assign-
ment on theme No. 0555-2021-0005. Mathematical modeling was performed on the MHI computing 
cluster (www.hpc-mhi.org). 
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The Features of Simulation of Radar 
Altimeter Return Waveform Using 
Hermite Polynomials 

V. M. Burdygov 

Abstract Currently, the main approximations of sea surface elevation in remote 
sensing problems are the Gram–Charlier and Edgeworth distributions. These distri-
butions are expansions of the probability density function into an infinite series over 
Hermite polynomials, whose coefficients are determined by known cumulants. A 
limited number of known cumulants leads to distortions at the tails of the distribu-
tion. A change in the shape of the reflected pulse of an radio altimeter mounted on a 
spacecraft is simulated depending on the boundaries of the truncation of the distri-
butions of elevation of the sea surface. The change in the shape of the reflected pulse 
of the radio altimeter installed on the spacecraft is modeled depending on the bound-
aries of the truncation of the distribution of the sea surface elevation. The ranges of 
skewness and kurtosis are chosen on the basis of wave measurement data in different 
areas of the World Ocean, for skewness the range is − 0.2 to 0.3, for excess kurtosis 
the range is − 0.4 to 1.1. It is shown that the distribution truncation effect manifests 
itself in the case when the truncation boundary satisfies the condition ξb < 3 (here, 
ξ is normalized to the rms value of the sea surface elevation). The simulation results 
are compared with sea level calculations in the case when the probability density 
function of sea surface elevations is described by a Gaussian mixture. A significant 
dependence of the calculated sea level on the choice of the distribution model is 
shown. Differences in sea level obtained using the distribution in the form of a Gaus-
sian mixture and the Edgeworth distribution with the same values of the first four 
cumulants may exceed 20%. 

Keywords Space altimeter · Sea surface level · Sea wave · Gaussian mixture ·
Edgeworth distribution
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1 Introduction 

In modern radio oceanography, the problem of increasing the accuracy of determining 
sea level from spacecraft is one of the most urgent, as evidenced by a large number 
of publications devoted to its solution (see [1–3] and the bibliography to them). 
In the present paper, the error caused by the deviation of the distribution of sea 
surface elevation from the Gauss distribution is considered [4, 5]. The error arises 
as a result of the fact that the median of the distribution of sea surface elevation 
does not coincide with the average surface level [6]. The dependence of the shape 
of the reflected pulse of the radio altimeter on the distribution of elevation of the 
sea surface, in principle, allows us to solve the inverse problem, to restore the senior 
statistical moments characterizing the nonlinearity of the wave field [7, 8]. 

The accuracy of calculating the altimeter return waveform is determined by how 
correctly the characteristics of the reflecting surface are set, primarily the probability 
density function of its elevation. Currently, to approximate the probability density 
function of sea surface elevation, truncated Gram–Charlier or Edgeworth series are 
used. These series are decompositions by Hermite polynomials, with coefficients 
calculated from statistical moments or cumulants of surface elevation [9]. The use 
of Hermite polynomials in truncated series imposes restrictions associated with the 
appearance of negative values of the probability density function, as well as with the 
appearance of several local maxima [10–12]. 

The shape of a short radio pulse reflected from the sea surface can be described 
by convolution of two functions [13] 

V (t) = F1(t) ∗ F2(t), (1) 

where t is time, the function F1(t) is determined by the technical characteristics of 
the radio altimeter and the spacecraft (the height of the orbit); the function F2(t) is 
determined by the distribution of the height of the mirror reflection points; the symbol 
* means convolution. In turn, the function can also be represented as a convolution 
of two functions, one of which describes the shape of the probing pulse, the other 
describes the shape of the pulse reflected from a flat surface [14, 15]. Expression (1) 
describing the shape of the reflected pulse is integral, so the question arises to which 
transformation of the leading edge of the reflected pulse of the radio altimeter leads 
to distortion of the probability density function of surface elevation caused by a low 
order of truncation of the approximating series. 

2 Approximation of the Probability Density Function 
by Hermite Polynomials 

In general, the Gram–Charlier and Edgeworth distributions represent the expansion 
into an infinite series of the desired function by the derivatives of the function [9]
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In practice, a truncated series is used. If the first four statistical moments are 
known, after the introduction of normalization for the elevation of the surface, which 
leads it to a unit variance, the approximations of the Gram–Charlier and Edgeworth 
distributions have the form, respectively [10] 
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where λ3 and λ4 are cumulants of the third and fourth orders„ H3(ξ ) = ξ 3 − 3ξ , 
H4(ξ ) = ξ 4 − 6ξ 2 + 3 and H6(ξ ) = ξ 6 − 15ξ 4 + 45ξ 2 − 15 are orthogonal Hermite 
polynomials of the third, fourth and sixth orders. The normalized random variable 
is described as 

ξ = η
/〈

η2
〉0.5 

, (5) 

where η is the elevation of the sea surface;
〈
η2

〉
is variance, < >  means averaging. 

The expressions in square brackets in (3) and (4) (denote them as RGC and 
RE ) are respectively truncated Gram–Charlier and Edgeworth series. The multi-

plier (2 π )−0.5 exp
(
− ξ 2 

2

)
= PG (ξ ) describes the Gaussian distribution. Cumulant 

λ3 =
〈
ξ 3

〉
is the skewness and λ4 =

〈
ξ 4

〉
is excess kurtosis. The distortions of the 

probability density function caused by the low order of truncation of the approx-
imating series are stronger the greater the deviations of the cumulants from zero 
values corresponding to the Gaussian distribution. 

The conditions of wave formation in different regions may differ significantly, 
respectively, the parameters characterizing the nonlinearity of the wave field differ. 
This is especially evident in the coastal zone, where orography has a significant 
influence on the wind field. Table 1 shows the ranges of changes in cumulants λ3 and 
λ4, determined on the basis of measurements carried out by different researchers in 
different areas of the World Ocean. Several types of equipment were used for wave 
measurements: a wave staff, a down-looking radar and a directional wave rider. The 
variation ranges of λ3 and λ4 are determined by the graphic images given in the 
works indicated in the right table column.

In further analysis, we will consider the ranges 

−0.2 < λ3 < 0.4, −0.4 < λ4 < 1.1. (6)



76 V. M. Burdygov

Table 1 Variation ranges of 
cumulants λ3 and λ4 

Range λ3 Range λ4 Area Source 

− 0.05 to 0.4 − 0.4 to 0.6 North Sea [18] 

− 0.05 to 0.3 − 0.4 to 0.4 Black Sea [19] 

− 0.2 to 0.4 Black Sea [20] 

− 0.05 to 0.25 − 0.3 to 0.5 North Sea [21] 

− 0.1 to 0.4 0.1 to 1.1 North Sea 

− 0.05 to 0.3 − 0.2 to 1.0 Gulf of Mexico 

− 0.2 to 0.3 − 0.3 to 0.6 Sines in Portugal

The probability density functions PGC (ξ ) and PE (ξ ) and, constructed for the limit 
values of the ranges (6), are shown in Fig. 1.

Since the correlation between cumulants λ3 and λ4 is low, four combinations of 
them are considered here, which are given in Table 2. As can be seen from Fig. 1, 
with some combinations of cumulants in the areas of function and can take negative 
values. As can be seen from Fig. 1, for some combinations of cumulants at |ξ | > 2.5, 
the functions PGC (ξ ) and PE (ξ ) can take negative values. Previously, it was shown 
that the appearance of negative values of the function F2(t) leads to a non-physical 
effect, which manifests itself in the form of negative values in the calculated form of 
the reflected radio pulse [5].

The function is obtained by a standard procedure for change of variable probability 
density function of surface elevation. The transition from P(η) to F2(t) is carried 
out using a relation linking spatial and temporal coordinates η = (

c
/
2
)
t , where c 

is the speed of light. 
Distributions (3) and (4) are applicable only in the range of variation of a dimen-

sionless random variable |ξ | < b, where b ≈ 2.5. The function constructed on the 
basis of these distributions is valid for 

|t | < b
(
2
/ 
c
)〈
η2

〉0.5 
. (7) 

3 Numerical Simulation of the Reflected Radio Pulse Shape 

Let’s analyze how changes in parameter b affect the calculated shape of the short 
radio pulse reflected from the sea surface. In calculations, we will use the character-
istics of the radio altimeter installed on the SEASAT-1 spacecraft. As a parameter 
characterizing the wave energy, we use a significant wave height HS , which we 
assume to be equal to 4 m. The dispersion of sea surface elevations is related to the 
parameter HS equation HS = 4

〈
η2

〉0.5 
. For a given value of the parameter, taking into 

account that the speed of light is 0.3 m/ns, condition (7) takes the form | t | < 6.67 b 
where t has dimension ns.
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Fig. 1 Probability density functions PE (ξ ) and PGC (ξ ). Curves 1–4 correspond to the combina-
tions of cumulants shown in Table 2, curve 5 is the Gaussian distribution 

Fig. 2 Truncated rows RE (ξ ) and RGC (ξ ). Curves 1–4 correspond to the combinations of 
cumulants λ3 and λ4 shown in Table 2
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Table 2 A table of combinations λ3 and λ4 for calculating the functions presented in Figs. 1 and 2 

Combinations 1 2 3 4 

λ3 − 0.2 − 0.2 0.4 0.4 

λ4 1.1 − 0.4 1.1 − 0.4

The changes in the leading edge of the reflected pulse of the radio altimeter, 
calculated in the absence of restriction (7), are shown in Fig. 3. Changing the sign 
of skewness leads to the fact that the error in determining the level of the sea surface 
also changes the sign. 

The error in determining the sea surface level caused by a deviation from the 
Gaussian distribution is defined as 

△L = (c/2)△t, (8) 

where △t is the displacement of the leading edge of the reflected pulse in its central 
part relative to the front of the pulse reflected from the Gaussian surface. We introduce 
truncated distributions

Fig. 3 The leading edge of the reflected radio pulse, constructed according to models (3) and  
(4). Curves 1–4 correspond to combinations of cumulants λ3 and λ4 shown in Table 2, curve  5  
corresponds to the Gaussian distribution 
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Fig. 4 Dependences of the error △L in determining the level of the sea surface on the boundary 
of the truncation of the distribution of elevations of the sea surface b. Curves 1–4 correspond to the 
combinations of cumulants λ3 and λ4 given in Table 2 

P̃E (ξ,  b) =
{
PE (ξ ) i f  ξ ≤ ξb 
0 i f  ξ >  ξb 

, (9) 

P̃GC (ξ,  b) =
{
PGC (ξ ) i f  ξ ≤ ξb 
0 i f  ξ >  ξb 

, (10) 

and calculate for them the dependence on the truncation boundary ξb. The results are 
shown in Fig. 4. 

A comparison of the errors and calculated from two distributions of sea surface 
elevations shows that at extreme values of asymmetry and kurtosis of surface 
elevations, the discrepancies in the error values calculated from truncated and 
non-truncated distributions can be about 30%. 

4 Model of Sea Surface Elevation in the Form 
of a Gaussian Mixture 

Taking into account the limitations of the Gram–Charlier and Edgeworth distributions 
noted above, it is necessary to compare the estimates obtained for them with the results 
of calculations in the framework of models free from these restrictions. We define 
the probability density function of surface elevation in the form of a two-component 
Gaussian mixture PS(η). For a Gaussian mixture, the condition PS(η) > 0 is met for 
all values η. A two-component Gaussian mixture is the sum of two Gaussians with 
unequal weights and has the form [24] 

PS(ξ ) = 
α1 √
2πσ1 

exp

(
− 

(ξ − m1) 2 

2σ 2 1

)
+ α2 √

2πσ2 

exp

(
− 

(ξ − m2) 2 

2σ 2 2

)
, (11)
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Fig. 5 Probability density functions PS(ξ ) of sea surface elevation in the form of a Gaussian 
mixture 

where αi is the weight of the i–th component, mi is the mean, is σ 2 i the variance. The 
weight coefficients satisfy the condition α1 + α2 = 1. 

The calculation of the function PS(ξ ) parameters, as in modeling using Gram– 
Charlier or Edgeworth series, is carried out using known cumulants. The procedure 
for calculating the parameters of the function PS(ξ ) is described in [25]. A two-
component Gaussian mixture poorly approximates the probability density function 
with significant deviations from the Gaussian distribution [26]. Therefore, here we 
will limit ourselves to relatively small values λ3 and λ4. 

Examples of a two-component Gaussian mixture calculated for several values of 
cumulants and are shown in Fig. 5. The selected values of cumulants lie within the 
ranges in which they change according to the wave measurements carried out on the 
Black Sea. 

The results of calculations of deviations △L of the calculated sea level due to non-
zero values and at different levels of truncation of the distributions of sea surface 
elevation are presented in Fig. 6. When ξb > 2.5–3 changing the truncation boundary, 
it practically does not affect the calculated value of sea level. Comparing the depen-
dences obtained using approximations of sea surface elevation PE (ξ ) and PS(ξ ), it  
should be noted their significant difference in the range.

The condition ξb > 2.5–3 roughly corresponds to the condition H > 1.5HS . 
This means that abnormal waves whose height satisfies the condition H > 2HS [27] 
do not affect the accuracy of determining the level. Perhaps this is due to the low 
probability of the appearance of abnormal waves. 

It should also be noted a significant discrepancy in estimates △LS and △L E with 
the same values of statistical moments. This indicates a strong dependence of the 
calculated level on the choice of a model for the distribution of sea surface elevation.
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Fig. 6 Dependences of the deviation of the calculated sea level △L from the boundaries of the 
truncation ξb of approximations PS (ξ ) and PE (ξ ), 1—Gaussian mixture; 2—Edgeworth distribution

5 Conclusion 

The analysis of the error of remote determination of sea level caused by incorrect 
description of statistical characteristics of the sea surface is carried out. For the 
analysis, the ranges of changes in skewness and excess kurtosis determined for several 
water areas of the World Ocean were used. 

The currently existing statistical models of sea surface distributions are based on 
approximations that use Gram–Charlier or Edgeworth series, which are decomposi-
tions by Hermite polynomials. The coefficients of the Gram–Charlier and Edgeworth 
series are calculated from known cumulants. A low order of series truncation leads 
to distortions at the tails of the distribution. 

For Gram–Charlier or Edgeworth series it is shown that the distribution trunca-
tion effect manifests itself in the case when the truncation boundary ξb satisfies the 
condition ξb < 3. The simulation results are compared with sea level calculations in 
the case when the probability density function of sea surface elevations is described 
by a Gaussian mixture. A significant dependence of the calculated sea level on the
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choice of the distribution model is shown. Differences in sea level obtained using the 
distribution in the form of a Gaussian mixture and the Edgeworth distribution with 
the same values of the first four cumulants may exceed 20%. The discrepancy in sea 
level estimates calculated using the Gram–Charlier and Edgeworth series does not 
exceed 5%. 

Acknowledgements This work was carried out as part of a state assignment on the topic No. 
0555-2021-0004 “Fundamental studies of oceanological processes which determine the state and 
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Abnormal Statistics of Sea Waves 

A. S. Zapevalov 

Abstract The statistics of waves in situations that are relatively rarely observed at 
sea are investigated. The probability and conditions of the occurrence of situations in 
which the ratio of the maximum crest and maximum trough during the measurement 
period (ratio R) is less than one are analyzed. The condition R < 1 means that the 
trough is larger than the crest. The data of direct wave measurements obtained in the 
coastal zone of the Black Sea (depth ~ 30 m) were used. It is shown that the average 
probability of occurrence of values for an ensemble of situations is 13%. It is shown 
that as the wave steepness ε increases, the conditional probability Pε = P(R < 1|ε ) 
also increases. The dependence of the conditional probability Pζ = P(R < 1|ζ ) on 
the inverse wave age ζ is observed only for developing waves at ζ >  1.5, at later 
stages of the wave field development it is absent. There is also a dependence of the 
probability of occurrence of values on the cumulants of sea surface elevations of 
the third λ3 and fourth λ4 orders (skewness and excess kurtosis). When λ3 changing 
from − 0.1 to 0.3, the conditional probability Pλ3 = P(R < 1|λ3 ) increases by 
about five times, when λ4 changing from − 0.4 to 0.4, the conditional probability 
Pλ4 = P(R < 1|λ4 ) increases by about one and a half times. 

Keywords Remote sensing · Altimetry · Sea surface · Brown model · Distribution 
of surface elevations 

1 Introduction 

The problem of statistical description of the sea surface is one of the most important 
tasks of oceanography. One of the components of this task is the description of 
anomalous wave statistics, which are relatively rarely observed at sea. In the present 
work, we restrict ourselves to the analysis of the crest/trough ratio. 

The classical nonlinear sea wave has a shape close to a trochoid, a sharp crest 
and a flat trough. The crest is larger than the trough. This representation of sea
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waves suggests that the skewness of sea surface elevations λ3 always has a positive 
sign [1]. However, the range of skewness variation following from classical theory 
is not always consistent with wave measurements. The data obtained in different 
areas of the World Ocean indicate that there are situations when the skewness of sea 
surface elevations is negative [2, 3]. According to measurements from a stationary 
oceanographic platform located on the Black Sea, the probability of occurrence of 
values is about 15% [4]. 

Deviations from the classical wave theory were also noted in the analysis of 
abnormally high waves, i.e. waves whose height is more than twice the significant 
height. It has been shown that abnormally high waves can have three forms: positive, 
negative and sign-variable [5, 6]. A wave shape is called positive if the crest is one 
and a half times larger than the trough; negative is the form in which the crest is 
one and a half times smaller than the trough. Accordingly, at intermediate ratios, the 
form is sign-variable. According to wave measurements, 63% of abnormal waves 
had a positive form, 19.5% negative shape and 17.5% sign-variable shape [6]. The 
measurements were carried out in the coastal zone of the Baltic Sea, where the depth 
was 2.7 m. The shallow depth at which these results are obtained leads to the fact 
that the waveform is influenced by their interaction with the bottom. 

In this paper, the relationship between the maximum crest and maximum trough 
is analyzed for deep water. The data of direct wave measurements performed on 
the stationary oceanographic platform of the Marine Hydrophysical Institute of the 
Russian Academy of Sciences are used. The platform is located on the Black Sea 
near the southern coast of Crimea. The depth at the point where the platform is 
located is ~ 30 m [7]. For characteristic waves of the Black Sea, the indicated depth 
corresponds to the condition of deep water. The equipment, measurement conditions, 
as well as the features of the wind regime in the vicinity of the platform are described 
in [4, 8, 9]. 

2 Dependence of Crest/Trough Ratio on Wave Steepness 
and Inverse Wave Age 

Let’s analyze how the crest/trough ratio changes in different situations. The 
crest/trough ratio is denoted as 

R = Cmax 
/ 
Dmax, (1) 

where Cmax is the highest wave crest during the measurement session, Dmax is the 
deepest trough during the measurement session. The procedure for calculating the 
parameter R is similar to the standard procedure for calculating the abnormality index 
for extremely high waves, in which the largest values of wave characteristics during a 
measurement session are determined [10]. In further analysis, we will consider only 
situations in which a significant wave height exceeds 0.5 m.
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Fig. 1 Probability density 
function 

The values of the parameter R calculated from the wave measurements are in the 
range from 0.68 to 3.17, with an average value of 1.3. On average, for an ensemble of 
situations, the probability that a condition R < 1 is met for a series of measurements 
lasting 20 min is 13%. The empirical probability density function P(R) is shown in 
Fig. 1. 

Comparing the results of the study of wave forms obtained in shallow water 
with the results obtained in deep water, the following can be noted. According to 
the measurements in shallow water [6], three types of extremely high wave forms 
were identified. One of the types, called negative shape, corresponds to the condition 
R < 1 

/ 
1.5 ≈ 0.667. When measured in deep water, the values of R < 0.68 were 

not observed, i.e. there are no extreme waves of negative shape in deep water. 
A dimensionless measure of the nonlinearity of surface waves is their steepness, 

which can be defined as [11] 

ε = σ k0, (2) 

where σ is the standard deviation of surface wave elevations, k0 is the wave number 
of the peak of the wave spectrum. For gravitational waves in deep water, the wave 
number k0 is related to the angular frequency of the spectral peak ω0 by the dispersion 
relation ω2 

0 = gk0, here g is the gravitational acceleration. Hence it follows that 
Eq. (2) can be rewritten in the form ε = σω2 

0 

/ 
g, which makes it possible to determine 

the wave steepness from measurements at one point. The wave steepness ε is a small 
parameter; under field conditions, its values generally do not exceed the level of 0.1 
[7]. 

Another factor determining the nonlinearity of sea waves is their interaction with 
near surface wind. This interaction is different at different stages of the wave field 
development. The stage of development of the wave field is usually characterized by 
the inverse wave age [12, 13] 

ζ = U10 
/ 
C0, (3)
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where U10 is the wind speed at a height of 10 m, C0 is the phase velocity of wave with 
a wave number k0. An earlier stage of development corresponds to a greater value ζ . 
It is generally assumed that waves are fully developed if ζb = 0.83. We will assume 
that at ζ >  ζb, the wave is windy, and at ζ <  ζb, it is swell. Since the swell is almost 
always observed on the sea surface, this separation can be considered conditional. 

We now examine the dependence of the ratio R on two dimensionless parameters 
of the wave steepness ε and the inverse wave age ζ . The dependences of the ratio R 
on the ε and ζ are shown in Fig. 2. The dependencies R = R(ε) and R = R(ζ ) are 
characterized by a large spread at fixed values of the parameters ε and ζ , respectively. 
The correlation coefficient between the parameters R and ε is 0.08, between the 
parameters R and ζ is 0.15. Both the lower and upper limits of the range of variation 
R practically do not depend on the wave steepness and inverse wave age. 

Let’s evaluate the conditions on which the probability of occurrence of values 
R < 1 depends. To do this, we will divide the areas in which the values of the wave 
steepness ε and inverse wave age ζ change into ranges and calculate the conditional 
probability for each of them. For the wave steepness, the width of the range in

Fig. 2 Dependence of the 
ratio of the height of the crest 
and the depth of the trough R 
on the wave steepness ε and 
inverse wave age ζ 
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Fig. 3 Conditional probability of occurrence of values of parameter R less than one in different 
ranges of wave steepness ε and inverse wave age ζ 

which the conditional probability Pε = P(R < 1|ε ) is considered is 0.0125, for 
the inverse wave age, the width of the range in which the conditional probability 
Pζ = P(R < 1|ζ ) is considered is 0.3. The results are shown in Fig. 3. 

With increasing wave steepness, i.e. with increasing nonlinearity, there is an 
increase in the conditional probability of situations in which R < 1. Depending 
on the range ε, the conditional probability Pε varies more than twice. The depen-
dence of the conditional probability Pζ on the inverse wave age takes place only for 
developing wind waves, at ζ >  1.5. 

Note that the correlation between the parameters ε and ζ depends on the wave 
regime. For wind waves, the correlation coefficient between and is 0.65; for swell, it 
is 0.15 [7]. 

3 Dependence of Crest/Trough Ratio on Skewness 
and Excess Kurtosis 

Along with the wave steepness, the parameters describing the influence of nonlin-
earity on the geometric characteristics of waves are skewness and excess kurtosis, 
which can also be used as a measure of nonlinearity [14]. The weak nonlinearity 
of sea surface waves leads to the fact that the distributions of sea surface elevations 
deviate from the Gaussian distribution [15]. Skewness λ3 and excess kurtosis λ4 are 
defined as 

λ3 = μ3 

/ 
μ
3/ 2 
2 , (4) 

λ4 = μ4 
/ 

μ2 
2 − 3, (5) 

where μn is the statistical moment of sea surface elevations of order n.
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Fig. 4 Dependence of the 
ratio of the height of the 
creastand the depth of the 
trough from the coefficients 
of skewness λ3 and excess 
kurtosis λ4 

Dependencies R = R(λ3) and R = R(λ4) are shown in Fig. 4. As in Fig.  2, 
there is a large variation in the values of R. The correlation coefficient between the 
parameters R and λ3 is 0.18, between the parameters R and λ4 is 0.4. 

Let us consider how the conditional probability Pλ3 = P(R < 1|λ3 ) and Pλ4 = 
P(R < 1|λ4 ) of occurrence of values in different ranges of skewness and excess 
kurtosis changes. The width of the ranges for λ3 is 0.1, for λ4 it is 0.15. 

As follows from Fig. 5, with large values of the parameters λ3 and λ4, the condi-
tional probabilities Pλ3 and Pλ4 the occurrence of a situation when R < 1 are 
higher.

4 Conclusion 

Earlier studies have shown deviations of the real field of sea waves from its classical 
representation, in which the wave has a shape close to a trochoid, a pointed crest and
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Fig. 5 Conditional probability of occurrence of values of the parameter R less than one in different 
ranges of variation of the skewness λ3 and excess kurtosis λ4

a flat trough. In different regions of the World Ocean, situations were recorded when 
the skewness of sea surface elevations had a negative sign. There were also situations 
in which the shape of abnormally high waves was characterized by an excess of the 
depth of the trough over the height of the crest. 

These studies stimulated the analysis presented in this paper of the ratio of the 
maximum height of the creast/maximum depth of the trough. Data from direct wave 
measurements were used for the analysis. Wave parameters were determined to record 
measurements, lasting 20 min. Records were analyzed when the significant wave 
height exceeded 0.5 m. 

According to measurements carried out in the coastal zone of the Black Sea, the 
probability of occurrence of values R < 1 is 13%. As the wave steepness ε increases, 
the conditional probability Pε = P(R < 1|ε ) also increases. The dependence of the 
conditional probability Pζ = P(R < 1|ζ ) on the inverse wave age ζ is observed 
only for developing waves at ζ >  1.5, at later stages of the wave field development it 
is absent. There is also a dependence of the probability of occurrence of values on the 
cumulants of sea surface elevations of the third λ3 and fourth λ4 orders (skewness and 
excess kurtosis). When λ3 changing from − 0.1 to 0.3, the conditional probability 
Pλ3 = P(R < 1|λ3 ) increases by about five times, when λ4 changing from − 0.4 to 
0.4, the conditional probability Pλ4 = P(R < 1|λ4 ) increases by about one and a 
half times. 
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Emission of Nanoparticles During 
Loading Rock Salt 

S. D. Viktorov and V. P. Malyukov 

Abstract Experimental studies of particle emission during loading of rock salt have 
been carried out. The phenomenon of emission of nanoparticles in the process of 
loading a sample of rock salt has been discovered. The parameters of a significant 
emission of nanoparticles under uniaxial compression of a crystalline rock (rock salt) 
have been determined. The phenomenon of phased emission of nanoparticles during 
loading of rock salt has been discovered. 

Keywords Rock salt · Physical modeling · Sample loading · Nanoparticle 
emission · Liesegang spherical clay formations · Halitization 
Rock salt is a crystalline rock, consisting of crystals with an average size of 3– 
5 mm (a spar structure, which forms at great depths, has a larger grain size). When 
developing large-scale models of horizontal mine workings-tanks for storing hydro-
carbons in rock salt from an adit in the Khoja-Mumyn salt mountain (Tajikistan) 
with the hydrodynamic effect of the solution (water supply through the well) [1], 
after the completion of work and opening the working, spherical clay formations 
of Liesegang, which, when exposed to a solution, were destroyed into particles, 
including nanoparticles [2]. Perhaps this is one of the first manifestations of the 
formation of nanoparticles during the hydrodynamic action of the solution on rock 
salt with inclusions. 

At the Russian Research Center “Kurchatov Institute”, the dependence of particle 
generation upon stretching of a metal rod was experimentally discovered [3]. Later, in 
the laboratory of IPKON RAS, studies were carried out on the developed installation, 
the results of which confirmed the formation of particles in the range of 0.3–5.0 μm 
from the surface of samples of various rocks under uniaxial compression (Fig. 1).

Such a phenomenon is observed in underground workings in the form of detach-
ment of parts of the rock from the walls of the workings and from rocks with high
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Fig. 1 Schematic diagram of a device for determining the parameters of particle emission during 
loading of rock samples 1-object of study (rock sample), 2-press plates, 3-through hole created in 
the object under study, 4-sampling tube, 5-aerosol particle counter, 6-high-performance air filter

natural gas content (including from rock salt [1] with high gas content), and on a 
microscale this phenomenon is known as fractoemission-shear and detachment of 
micro- and nanostructural fragments [4–9]. Under the influence of static and dynamic 
loads, rocks around workings and wells pass into the limit state and can be destroyed 
under conditions of inhomogeneous volumetric stress states. Using the facility devel-
oped at IPKON RAS, the authors carried out research and established new quanti-
tative dependences of nanoemission of particles on the loading of a rock salt core 
under uniaxial compression by recording the emission of submicron particles [10]. 

A rock salt sample (core) was subjected to uniaxial stepped compression and 
the parameters of particle emission were continuously recorded. The results of 
experimental studies were processed using a computer program developed by S. 
D. Viktorov. Functional dependence of the number of particles on the relative level 
of loading is displayed in formula (1). 

Y = A
(
eX

k − 1
)

(1) 

where A and k—functional dependence coefficients, X—relative loading level, (X 
= σ/σ*); σ—effective compressive stress in the sample; σ*—is the limiting value of 
the compressive stress. 

Figures 2, 3, 4, 5, 6, 7 and 8 show the distribution of the emission of fine particles 
during uniaxial compression of a rock salt sample at stages 1–7 depending on the 
magnitude and time of compression when the sample is loaded up to 100 kN (in the
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Fig. 2 Graphic representation of the dependence of the emission of the number of particles at the 
first stage of sample compression

figures on the right), along the abscissa axis—the observation time t, sec, number of 
particles N, pcs. (left). 

At all stages of loading, the maximum release of nanoparticles with a size of 
0.3–0.5 μm was noted. This phenomenon differs from previous work performed at 
IPKON in the study of particle emission during uniaxial compression of various 
rocks (granite, urtite, dolomite, ferruginous quartzite, dunite, serpentine, limestone, 
marble, sandstone) with a wide range of particle sizes formed and with a maximum 
amount of emission particles with a size of 0.5–5.0 μm. The phenomenon of emission 
of mainly nanoparticles with a size of 0.3–0.5 μm during uniaxial compression of 
a rock salt sample was discovered—the phenomenon of emission of nanoparticles 
during uniaxial compression of a rock salt sample. 

Figure 9 shows the average number of nanoparticles with a size of 0.3–0.5 μm, 
formed at stages of loading from 1 to 7: the first stage-206, the second stage-76, 
the third stage-48, the fourth stage-46, the fifth stage-63, the sixth stage-230, the 
seventh stage-903. Accordingly, the maximum number of nanoparticles with a size 
of 0.3–0.5 μm at the stages of loading: the first stage-488, the second stage-123, the 
third stage-73, the fourth stage-76, the fifth stage-90, the sixth stage-945, seventh 
stage-966. The minimum number of nanoparticles with a size of 0.3–0.5 μm at the  
stages of loading: the first stage-12, the second stage-37, the third stage-25, the fourth 
stage-29, the fifth stage-32, the sixth stage-45, seventh stage-800. The ratio of the
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Fig. 3 Graphic representation of the emission dependence of the number of particles at the second 
stage of sample compression 

Fig. 4 Graphical representation of the emission dependence of the number of particles at the third 
stage of sample compression
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Fig. 5 Graphic representation of the emission dependence of the number of particles at the fourth 
stage of sample compression

number of nanoparticles with a size of 0.3–0.5 μm to the total number of particles 
is approximately 93%, plus an additional number of nanoparticles from the range of 
0.5 to 5.0  μm.

Under uniaxial compression of a rock salt sample, the predominant formation of 
nanoparticle emission was noted. 

Figure 9 shows the average number of particles with a size of 0.5–5.0 μm, formed 
at stages of loading from 1 to 7: the first stage-25, the second stage-9, the third 
stage-5, the fourth stage-5, the fifth stage-5, the sixth stage-20, the seventh stage-
61. Accordingly, the maximum number of particles with a size of 0.5–5.0 μm at  
the stages of loading: the first stage-54, the second stage-23, the third stage-13, the 
fourth stage-14, the fifth stage-13, the sixth stage-101, the seventh stage-93. The 
minimum number of particles with a size of 0.5–5.0 μm at the stages of loading: 
the first stage-2, the second stage-2, the third stage-1, the fourth stage-1, the fifth 
stage-1, the sixth stage-1, the seventh stage-45. 

The average value of the number of formed particles > 5 μm in size is less than 
unity, therefore this dependence is not graphically presented in Fig. 9. 

The maximum number of particles > 5 μm in size formed during loading of the 
sample was noted at the 4th cycle and amounted to 12. 

From the analysis of the graphic dependence presented in fig. It follows from 
Fig. 9 that under uniaxial compression of a rock salt sample, three stages of emission 
of fine particles are noted: from the first to the third stage, there is a period of decrease 
in the emission of particles from the surface of the rock—the stage of mass transfer



96 S. D. Viktorov and V. P. Malyukov

Fig. 6 Graphical representation of the emission dependence of the number of particles at the fifth 
stage of sample compression 

Fig. 7 Graphic representation of the emission dependence of the number of particles at the sixth 
stage of sample compression
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Fig. 8 Graphical representation of the emission dependence of the number of particles at the seventh 
stage of sample compression

Fig. 9 Distribution of the average emission of fine particles during uniaxial compression of a rock 
salt sample at stages 1–7 of sample loading up to 100 kN, with the formation of the number of 
particles N, pcs. (in the figure on the left), along the abscissa axis—the stages of loading the sample
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of particles (emission of particles) from the surface of rock salt when loading the 
sample (initial detachment of particles); from the third to the fourth stage, there 
is a process of stable emission of particles—the stage of stable mass transfer of 
particles from the surface of rock salt when loading the sample (stable detachment 
of particles); after the fourth stage, including 5–7 stages, the process of cracking the 
surface of the sample under loading (increase in the mass transfer surface or, which 
is the same—the surface of the emission of particles, the surface of the separation of 
particles) occurs with a significant increase in the emission of particles—the stage 
of significant mass transfer of particles from the surface of rock salt during loading 
sample with cracking (significant detachment of particles during cracking). 

The intensity of particle emission during cracking can be characterized by several 
stages. 

When performing hydraulic fracturing (HF) in mining and oil and gas business, 
it is possible to divide the process into initial hydraulic fracturing (HF-1), hydraulic 
fracturing (HF-2). A similar process was considered during fluid infiltration into rock 
salt [9]. 

By analogy with hydraulic fracturing, when a solution is exposed to rock salt, it 
is possible to separate the loading process (under uniaxial compression) of a rock 
sample (rock salt core) into the initial load cracking of the rock (separation of particles 
during the formation of rock cracking, from the fourth to the sixth stage of loading)-
(NRP-1) and load rupture of the rock, from the sixth to the seventh stage (in case of 
rock failure)-(NRP-2). 

Loading of rock salt and other salts in real conditions of mine workings-tanks, 
brine chambers, as well as salt inclusions in productive hydrocarbon beds [11] and 
halitization of a number of deposits in Eastern Siberia with the possible formation of 
nanoparticles is of practical importance. For example, with various combinations of 
pressure from overlying rocks and back pressure on the surface of the rock salt of the 
working during construction, operation of the working-tank, with natural loading 
factors (earthquakes), man-made loading factors (perforation, blasting of various 
intensity, including nuclear charges). 

When salt is loaded with the formation of nanoparticles, nanoparticles can get 
into the salt solution or the stored product, into hydrocarbons with the corresponding 
manifestations. 

The conducted studies have shown a significant emission of nanoparticles during 
uniaxial compression of a crystalline rock (rock salt). Phenomenon of phased 
emission of nanoparticles under rock salt loading discovered. 
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Retrospective Analysis Methods 
in the Study of the Existence 
of Anomalous Processes in Geodynamic 
Systems 

V. K. Kazankov and S. E. Kholodova 

Abstract The problem of the methodology for predicting a special nonlinear effect 
that occurs in the marine environment, called “Rogue waves”, is considered. Rogue 
waves are a phenomenon that cannot be described by means of the apparatus of the 
linear theory of waves, the existence of which is beyond doubt. The paper presents a 
formal apparatus that generalizes the concept of a dynamic system, and demonstrates 
a method for studying a dynamic system based on the analysis of time series. 

Keywords Mathematical modeling · Rogue waves · Dynamic processes in 
geomedia · Dynamic systems · Time series 

1 Introduction 

Dynamic processes are an integral part of the physical world. Their mathemat-
ical models are widely used both in theoretical research and in the introduction 
of advanced technologies into production. Despite the peculiarities of subject areas, 
the classical way to describe the dynamics in a system is to use the apparatus of 
differential equations. Each dynamic system consists of some objects, their states 
and time flow. 

There is a phenomenon that until recently was considered a feature of exclusively 
hydrodynamic systems, but it turned out that the root cause of its occurrence lies in 
the structure of the dynamics of the system itself. The phenomenon is called-rogue 
wave [1, 2], it occurs, as a rule, in systems with nonlinear dynamics. Quite recently, 
full-scale experiments were carried out, which made it possible for the first time to 
generate a rogue wave in a pool when a pair of waves intersect at certain angles [3]. 
The peculiarity of killer waves lies in the suddenness of their appearance and huge 
size. The unpredictability of their appearance is also due to the fact that the life cycle 
of a rogue wave is a periodic alternation of an increase and decrease in amplitude. 
Phenomenologically, the observation of rogue waves of large size can, in turn, be
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related to the fact that the nature of such waves is related to the total energy of all 
waves of a selected continuous medium. 

However, the appearance of rogue waves is possible not only in liquid media 
described by classical hydrodynamics, but also in various quantum mechanical 
processes that are constant relative to the energy reserve of the system. At the moment, 
there are several directions in the study of rogue waves: the study of the equations of 
mathematical physics along with the structure of their solution, as well as predicting 
the occurrence of rogue waves. The papers [4–8] investigate nonlinear equations 
corresponding to models of quantum mechanics, the solution of which gives rise to 
rogue waves. Thus, particular solutions of the Schrödinger equations of a non-linear 
form provide the necessary, from the point of view of mathematical modeling, struc-
tures for constructing a model of rogue waves. Also, the study of solutions to the 
generalized Hirota equation showed the presence of rogue waves [9, 10]. 

To structure knowledge about rogue waves, an apparatus was developed that 
generalizes the concept of a dynamic system, in which it was possible to formulate 
the necessary conditions for the existence of rogue waves [11]. The paper formulated 
a hypothesis about the periodic occurrence of rogue waves, which is consistent with 
the results of [12]. There is a need to form key criteria for predicting the occurrence 
of rogue waves, taking into account the possible periodicity of their occurrence. Of 
no less interest is the relationship between the statistical indicators of the amplitudes 
among the waves and their relationship with each other. 

In this paper, it is proposed to confirm the applicability of the theory of rogue 
waves by considering a dynamical system that does not explicitly obey hydrodynamic 
laws. It is expected that within the framework of such input conditions it is possible to 
find dynamical systems in which the structural components necessary for describing 
rogue waves are easily distinguished. As a research tool, a prognostic model is 
proposed that allows, using a retrospective analysis, to imagine the possibility of 
the appearance of rogue waves in the current system. From the point of view of 
mathematical modeling methods, a class or classes of functions will be proposed 
that have a number of characteristics sufficient to describe the present model. 

2 Mathematical Model 

Consider a continuous medium V , consisting of several waves. Let vi i-th wave. Let 
us define for each vi wave a linear functional Jt : V → K ⊂ R, for which the 
parameter t ∈ T ⊂ R+ describes continuous time. Denote by wi (t) the amplitude 
of the wave vi at time t , determined by the formula: 

Jt (vi ) = wi (t). 

Denote by W the set of all estimates wi (t). Moreover, for any t , the inequality 
holds
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∑

vi∈V 
Jt (vi ) ≤ sup K < ∞. 

In what follows, we will assume that each wave vi can transfer energy, and hence 
increase the height of any wave v j , where vi , v  j ∈ V . Such a dynamic structure 
formally corresponds to a complete graph. 

A sequence u = (
vi , v  j

)
is called connected at time t, if there is an energy 

exchange between elements vi and v j at time. t. 
Let in a dynamical system for any element wi (t) ∈ W there exists a two-parameter 

family of closed operators D = {
Du 

t : W → W
}
u∈G, such that for 

t = 0Du 
0 = I, t = 0 and D ⊂ C1 (T ). 

The result of the operator Du 
t characterizes the dynamics in the system over time. 

Let further the behavior of the operator Dt , at time t depends only on time t . Then 
the operator Dt can be treated as a Markov process. Under the rogue wave we mean 
the wave v_i, for which the amplitude criterion µ(vi ) ≥ 2.1 [13]. 

Example Let V = {A, B, C}, then G = {AA, BB, CC, AB, BA, CB, BC, AC, CA}. 
The amount of energy in the system supK = 15, a Jτ ( A) = 5, Jτ (B) = 8, Jτ (C) = 
2, Jt (A) = 7, Jt (B) = 3, Jt (C) = 5− energy estimates of volumes at times τ and 
t , respectively. 

Then
∥∥DBA  

t

∥∥
H =

∥∥DBC 
t

∥∥
H =

∥∥DBB  
t

∥∥
H = 5,

∥∥DAB 
t

∥∥
H =

∥∥DAC 
t

∥∥
H =

∥∥DAA  
t

∥∥
H = 2,

∥∥DCC 
t

∥∥
H =

∥∥DCB  
t

∥∥
H =

∥∥DCA  
t

∥∥
H = 3. 

For each x D̂a 
t , D 

b 
τ ∈ D define the composition of operators as D̂a 

t D 
b 
τ = D̃a◦b 

t+τ , 
at τ ≤ t and a ◦ b = c ∼ u ∈ G. 

Let △τ− a period of time taken as a conventional unit, then the following entry 
describes the dynamic process: 

(Dn△τ (w))n = Jt (vi ), 

where n ∈ N number of time slots. The value of △τ can also be interpreted as a 
sampling parameter of time t, so if t → ∞, then n → ∞. Among the operators 
Dt ∈ L, an ordered hierarchy of classes of operators [Dt ] = Li arises with respect 
to the growth rate of energy estimates. 

Let 2w 
= 0− a conventional unit of energy measurement that can be registered, 
then the exact upper bound of the class S will be a representative of the class of 
operators L1 such that, if Dt ∈ L1,, then 

||Dt||H ≤ 2w + . . .  + 2w︸ ︷︷ ︸
t 

= 2wt = O(t).
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Since for each conditional time interval △τ the amount of energy increases by a 
constant value 2w, then 

sup S = O(t). 

Consider supL1. Assuming that at time t the amount of energy change is 2w, for  
any Dt ∈ L1 the estimate 

||Dt||H ≤ 2w + 2 · 2w +  · · ·  +  t · 2w = (2w + w(t − 1))t = w(t + 1)t = O
(
t2

)
, 

and for any operator Dt ∈ L2, such that at each moment of time the change in the 
amount of energy will be 2w times greater than at the previous moment of time t , 
the estimate is correct: 

||Dt||H ≤ 2w + (2w)2 +  · · ·  +  (2w)t = 
2w

(
1 − (2w)t

)

1 − 2w
≤ Aeαt = O

(
eαt

)
, 

where A = 2w 
2w−1 and α = ln(2w). An arbitrary operator Dt from the class Ln„ at  

≥ 2 satisfies the estimate 

||Dt||H ≤ 
t∑

k=1 

2w ↑n−1 k, 

where <<↑n−1>> −  hyperoperator notation in Knuth’s annotation [14]. 

3 Time Series Study 

In [15, 16], computational experiments were carried out. The resulting waveform is 
shown in Fig.  1. We will interpret it as a time series Xt .. We introduce an estimate 
of the amplitude of each wave according to the following formula: 

Jt = xmx  −
(
xm f  + xms

)
/2. 

Fig. 1 Visualization of the computational experiment
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Fig. 2 Wave height 

Figure 2 shows the result of converting the time series Xt to Yt , which displays 
the change in wave height over time. 

According to the amplitude criterion, 25 rogue-waves were recorded in the Yt 
time series. For the time series Yt , we define the estimate of local uniformity μ(Un), 
as the standard deviation calculated for the set Un ⊂ Yt , where n—is the number of 
elements in the set Un. 

The Yt time series consists of 29,103 elements, and rogue-waves occurred only 
at time points 

t = [26925; 27164; 27198; 27232; 27403; . . .  ; 28429; 28463; 28497; 28531]. 

Denote by Tr the set of all instants of time when rogue waves occur. Let us 
introduce a set P consisting of time intervals during which rogue-waves appeared 
according to the following rule: 

pi = ti+1 − ti pi = ti+1 − ti , 

where ti , ti + 1 ∈ Tr . 
We assume that the dynamic process contains cycles, which means that the occur-

rence of a killer wave must be systematic. At the same time, it is much more impor-
tant that in each cycle there is only one rogue-wave or there are none at all. Such an 
assumption corresponds to the idea of a possible missed registration of a rogue wave. 
There are several possible options for choosing the value of the number n. First, let’s 
assume that n = 67, since the average of all elements of the set P is equal to 66.917, 
up to three decimal places, where n ∈ N. Also pay attention to the value 34, which 
is often found in the set P, so it can be n = 34. Note that the average value of the 
elements of the set P is close to twice the value of the most encountered element, 
decomposing which into prime numbers, we get 17 and 2, hence n = 17. 

Figures 3, 4 and 5 below show graphs of μ(Un) for n = 67, 34, 17. The blue 
color shows the change in the value of μ(Un), denoted as “Origin”. “Trend” denotes 
the result of exponential smoothing “Origin” with parameter α = 0.02. The red line 
marks the moment of registration of the first Killer Wave, while it starts from the 
value of the indicator μ(Un) and ends at the maximum possible value of μ(Un).

Figure 5 shows the epoch, which explicitly consists of a cyclic component in the 
form of a sinusoid and a trend in the form of an exponent. The presented profile
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Fig. 3 Change μ(Un) over time at n = 67 

Fig. 4 Change in μ(Un) over time at n = 34 

Fig. 5 Change μ(Un)) over time at n = 17

allows us to put forward a hypothesis about the existence of some periodicity in a 
nonlinear dynamic process. 

It is assumed that the occurrence of a rogue-wave should be a systematic 
phenomenon, that is, for all rogue waves, there is some periodicity. And if this 
is so, then you can choose n such that the value of μ(Un) will be minimal at all times 
of the occurrence of a rogue wave. The solution of this problem is reduced to the 
construction of the objective function ρ(n) and its minimization. Let the objective
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Fig. 6 Dot plot µ(U_17) 

function have the form 

ρ(n) = 
1 

25

∑

t∈T 
(μt (Un))

2 → min . 

Before starting the optimization, it is necessary to determine the range of accept-
able values. Let n ∈ [3500]. By a particle we mean the implementation of the 
annealing simulation method for the objective function ρ(n). The smallest value of 
the objective function ρ(n) is achieved at n = 17. This value was the most common 
and had the lowest value of all obtained as a result of launching a swarm of 60 
particles. 

Figure 6 shows the function μt (Un) for n = 17. 
The use of the local uniformity function ρ(n) makes it possible to display the initial 

time series into another one, which has a more pronounced periodic dynamics. In 
[17], the Portevin–Le Chatelier effect was studied. During the study of the effect, a 
methodology was developed for processing time series, using the hypothesis of the 
periodicity of the occurrence of rogue waves. 

Figure 7 shows the wave amplitude distributions obtained from the Yt time series. 
The horizontal axis shows the amplitude of the waves in meters, and the vertical 
axis shows the frequency of occurrence. It can be seen from the figure that the 
distribution of wave amplitudes resembles a superposition of the normal law with 
several Rayleigh distributions. Thanks to the use of the central limit theorem for this 
system, we can conclude that in this dynamic system there is a pronounced dynamics, 
which is described by the Rayleigh distribution laws. In this case, it is the Rayleigh 
distribution law that is used to describe the distribution of wave amplitudes in linear 
wave theory.

It is also worth noting that Fig. 8 shows a graph of the distributions of values, 
a graph of the function μ(U17), where the frequency of the value is marked on the 
vertical axis, and the relative value of the function μ(U17), is marked on the horizontal 
axis. The distribution profile is very reminiscent of the Rayleigh distribution law, from 
which we can conclude that using the function μ(Un) to transform the time series 
Yt allows one to go from describing the nonlinear dynamics of the system to some 
representation of it, consistent with the linear theory of waves.
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Fig. 7 Distributions of wave amplitudes in the time series Yt

Fig. 8 Distribution of function μ(U17) 

4 Conclusion 

The constructed mathematical apparatus, which allows us to consider an arbitrary 
dynamic system through the interaction of objects, and their energy exchange, is 
an opportunity to prove the existence for some differential operators of a special 
nonlinear effect that occurs in a continuous medium, called rogue waves. The pecu-
liarity of building a model helps to extend the methodology for processing time 
series to any dynamic system and predict the possibility of occurrence of anomalous 
phenomena in it.
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The Analysis of the Ice Edge Position 
Variability in the Arctic Seas Depending 
on Different Types of Winter Severity 

M. S. Teider, N. S. Frolova, N. A. Podrezova, and K. V. Kravtsova 

Abstract The article presents the results of research on the ice cover changes in 
the Arctic basin according to the satellite data. Light cloud cover satellite images of 
the MODIS spectroradiometer were used to estimate the parameters of the ice cover 
of the Arctic seas. QueryThe images of the Landsat-8 satellite were used to refine 
the data obtained from the MODIS spectroradiometer (Terra satellite) because of 
their better spatial resolution. The classification according to the severity of winter 
seasons for the White, Kara, Laptev and East Siberian Seas is also described in the 
article. 

Keywords Arctic · Sea ice area · Sea ice concentration · Fast ice width · Sea ice 
edge · Severity of winter seasons 
The introduction of remote sensing from Space has presented new opportunities in 
the study of the ice cover of the Arctic seas. The use of satellites has undeniable 
advantages due to their significant spatial coverage tied to a coordinate grid and 
short time interval of measurements. 

It is also worth considering that in the harsh conditions of the Arctic, contact 
measurements are quite difficult to carry out, and in some areas it is simply impos-
sible. Currently, remote sensing data is an indispensable source of information for 
conducting production and research activities in the Arctic region. With the help of 
remote sensing, through the analysis of the ice situation, the issues of navigation 
support and economic activity and the tasks of determining the total area, concen-
tration and climatology of ice formations are solved. Remote sensing methods are 
divided into the following types: passive methods which record thermal, visible and 
natural gamma radiation from the water surface; semi-active methods which analyze 
the signal received after irradiation of the sea by an electromagnetic radiation source 
in a wide spectral range; active methods which register reflected radiation, fluores-
cence, or combination scattering after irradiation by a radiation source at a given 
spectral composition [1].
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The visible range is the part of the electromagnetic spectrum that is perceived 
by the human eye (0.4–0.7 µm). Sensing in this range is carried out using various 
satellites with different temporal and spatial resolution. Obtained in cloudless and 
well-lit conditions, the images allow us to identify various characteristics of the ice 
cover, such as cracks, chips, shape, etc., and thereby contribute to the attribution of 
ice floes to a certain type. However, there is no possibility of sensing in the condi-
tions of the polar night, and the daytime weather conditions are often not favorable 
because of thick clouds. This leads to a decrease in possibility of obtaining high-
resolution images, and at the same time it becomes difficult to determine the quality 
and development of ice floes. 

The infrared range is the electromagnetic range from 0.78 to 1000 µm. Sea ice 
chart composition is carried out in the IR range of 10.5–12.5 µm, because spectral 
differences in absorption, reflection and scattering of radiant energy from ice, snow 
and water surfaces are maximally pronounced in this range. So, all young types of 
ice are well recognized. 

IR sensors (in the wavelength range over 3 µm) has no restrictions on the time of 
day. However, thick clouds can become a strong barrier to infrared remote sensing. 
Temperatures above − 6 °C also have a direct effect on the sensors. 

According to the obtained images, it is possible to determine the thickness and 
some types of ice. When the air temperature drops below zero, it means the following: 
the thicker the ice, the lower the surface temperature. When the air temperature rises, 
the ability to determine the ice thickness decreases, because the sea ice surface 
begins to melt. The water, produced by surface melting, prevents ice from emitting 
electromagnetic radiation. 

In the range 1 mm–1 m the microwave brightness temperature is measured. This 
parameter depends on the physical properties of water and ice, such as the pres-
ence and height of snow cover, its annual evolution, radiation, and the influence of 
the atmosphere. The water surface has a high reflectivity and strong polarization. 
The radiation of annual ice is quite strong with weak polarization. Because of their 
long wavelengths, compared to the visible and infrared, microwaves have special 
properties that are important for remote sensing. Longer wavelength microwave 
radiation can penetrate through cloud cover, haze, dust, and rainfall. It is possible to 
detect microwave energy under almost all weather and environmental conditions so 
that data can be collected at any time. Microwave sensing includes both active and 
passive methods. Passive microwave sensing is similar to thermal one. The sensor 
detects the naturally emitted microwave energy within its field of view. This emitted 
energy is related to the temperature and moisture properties of the emitting object or 
surface. Oceanographic applications of passive microwave sensing include mapping 
sea ice, evaluation of sea ice concentration, and detection of ice hummocks. Active 
microwave sensors provide their own source of microwave radiation to illuminate 
the target. These sensors are generally divided into two distinct categories: imaging 
and non-imaging. The most common form of imaging active microwave sensors 
is radar. It transmits a microwave (radio) signal towards the target and detects the 
backscattered portion of the signal. The radar images are used to detect ice (mostly
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old), determine the thickness of the ice cover and find the presence of certain types 
of ice formations such as icebergs and ice fields. 

Non-imaging microwave sensors include altimeters and scatterometers. Radar 
altimeters transmit short microwave pulses (more than 1700 pulses per second) and 
measure the round trip time delay to targets to determine their distance from the 
sensor. Altimeters measure the thickness of a part of the ice above the water, the 
thickness and density of snow using the assessment of climatic data [1–5]. 

The NASA National Snow and Ice Data Center Distributed Active Archive 
Center (NASA NSIDC DAAC) includes near-global passive microwave data from 
1978 to present [6]. These data products are derived from the Scanning Multi-
channel Microwave Radiometer (SMMR) instrument on the Nimbus-7 satellite 
and the Special Sensor Microwave/Imager (SSM/I) and Special Sensor Microwave 
Imager/Sounder (SSMI/S). The data have a number of errors, including underesti-
mation of sea ice concentration of the broken ice during melting, false effects in 
coastal areas and zones of polar cyclones’ movement, as well as the lack of data due 
to various spots on the images. 

Light cloud cover satellite images of the MODIS spectroradiometer were used to 
estimate the parameters of the ice cover of the Arctic seas. MODIS has a wide field 
of view which allows us to determine the position of the edge and the residual forms 
of ice only in summer. Observation of the Arctic in polar winter is difficult because 
of the long-continuing darkness while the sun is below the horizon. Satellite images 
in the visible wavebands are not useful during polar nights. The data are selected 
using EOSDIS Worldview [7]. A combination of 3–6-7 “false” colors according to 
the RGB model was used. This combination is used to map snow and ice. Snow and 
ice are very reflective in the visible part of the spectrum (Band 3), and very absorbent 
in Bands 6 and 7 (short-wave infrared, or SWIR). This band combination is good 
for distinguishing liquid water from frozen water, for example, clouds over snow, 
ice cloud versus water cloud. Consequently, the more snow and the thicker ice, the 
stronger the absorption in the SWIR bands, and the more red the colour. Thick ice and 
snow appear vivid red (or red–orange), while small ice crystals in high-level clouds 
will appear reddish-orange or peach. For further work the images from Worldview 
were decomposed into multiple layers (Fig. 1).

The images of the Landsat-8 satellite were used to refine the data obtained from the 
MODIS spectroradiometer (Terra satellite) because of their better spatial resolution 
[8]. 

Ice concentration is the ratio of an area of ice to the total area of water surface 
within some large geographic locality. Seasonality has a significant effect on the ice 
conditions of the Arctic region, therefore the changes in this parameter for every 
summer month are considered. 

The calculations of concentration were performed in the UNESCO Bilko software, 
where image histograms of pixel intensity corresponding to water, ice and different 
types of clouds were drawn for each of the Arctic seas on a monthly basis during 
the summer period. An example is shown in Fig. 2. The month of September was 
excluded from the investigation because in most seas the water surface was already
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Fig. 1 Terra/MODIS satellite image of the Chukchi Sea on July 4, 2009 (top) and image 
decomposition in the ArcSoft PhotoStudio program (bottom)

Fig. 2 Process of determining ice concentration in the Chukchi Sea (on the selected fragment) 
using a Bilko software histogram. Terra/MODIS composite grayscale image with combined bands 
(July 4, 2009) 

ice-free in August. The Lincoln Sea was not included in the calculations, as the trend 
analysis has shown that the ice cover in this sea has not changed since 1979 [9]. 

The obtained results of sea ice concentration (in %) in the Arctic region for the 
period from 2009 to 2019 are recorded in Table 1, where 0 means absolutely clear 
water free of ice cover, and 100—fast ice.
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June is characterized by the maximum sea ice cover in the Arctic Ocean over 
the entire summer season. The high-concentration ice extends from the central and 
eastern part of the Siberian shelf (from the Kara Sea to the East Siberian Sea inclu-
sive) across the entire ocean to Greenland and the Canadian Arctic Archipelago, 
partly including the Beaufort Sea, where the ice fields break up at this time, and 
the Greenland Sea shelf area. The Barents Sea ice is characterized by reduced ice 
concentration (20–45%). The White Sea and Norwegian Sea are completely ice-free. 
Relatively low concentration is observed in the Baffin and Bering Seas. 

In July, total sea ice concentration continues to decrease rapidly: seas influenced by 
warm Atlantic waters are almost or completely cleared of ice, a significant reduction 
is also observed on the Siberian shelf. Ice concentration in areas belonging to the USA 
and Canada changes little, but the trend persists (the index decreases by 10–30%). 

August is characterized by an even greater reduction in ice cover: ice has melted 
in the Barents and Kara Seas, and ice with a concentration of 40% remains only in 
the north part of the Laptev Sea—almost the entire Russian Arctic sector is free for 
ship navigation. The highest concentration is noted in the Greenland and Beaufort 
Seas [4]. 

Regarding the interannual variation of the parameter, a significant decrease in the 
Arctic sea ice concentration value is observed from 2009 to 2019. Firstly, during the 
summer months of this period, the White and Norwegian Seas are absolutely free of 
ice. The same situation is also expected in the near future in the Bering Sea, where 
severe ice conditions were observed only in 2012 (77%), and there was almost no 
ice in any other year during the period under investigation. Secondly, in the Siberian 
seas, the rate of melting in July has increased significantly, although the figures for 
June remain about the same. While the 2009 July sea ice concentration is 60–70%, 
in 2019 it is only 20–30%. The Greenland and Beaufort Seas are also characterized 
by a decrease in the monthly concentration—it has become about 1.5–2 times less. 
However, the situation is rather stable in the Baffin and Labrador Seas. It is possible 
that for these seas, the eleven-year time interval is insufficient for analysis and a 
longer interval is required, or the area chosen for the study is relatively stable. 

A straight line cut through the combined color image was plotted in the UNESCO 
Bilko software in order to determine the width of the fast ice (Fig. 3). Such lines 
are called transects. Google Earth Pro was used for checking purposes (Fig. 4). 
Calculations were made for all seas in the Arctic region for each summer month 
from 2009 to 2019. The results are summarised in Table 2, where 0 means ice-free 
water.

June is characterized by maximum fast ice widths. The greatest sea ice melting 
occurs in July, which is quite noticeable in the seas of the Russian Arctic. In August, 
the melting rate slows down significantly. 

The Greenland Sea is characterized by minimal reductions in the fast ice width. 
The maximum difference between June and August is 1/3 of the length, while in 
other areas the ice melts almost completely. 

The coordinates of the ice edge position were taken for each of the seas using 
Google Earth. The results are recorded in Table 3.
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Fig. 3 The process of determining the fast ice width in the Chukchi Sea on a selected transect in 
the UNESCO Bilko software (July 4, 2009) 

Fig. 4 The process of determining the length of the ice edge in the Chukchi Sea (in the highlighted 
section) using Google Earth (July 4, 2009)

According to the results obtained, the ice edge is in constant motion –summer 
melting shifts the southern ice edge closer and closer to the pole. At the same 
time, melting during the season occurs at different rates, which is determined by 
the geographical peculiarities of the area. Thus, the most pronounced change in the 
position of the ice edge during the summer months occurs in the Greenland, East
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Table 3 Edge position coordinates for the Arctic seas during the summer period 

Year Sea 

Greenland Barents Kara Laptev East 
Siberian 

Chukchi Beaufort 

June 

2009 71° 53' N 73° 12' N 75° 2' N 74° 20' N 69° 44' 
N 

70° 3' N 70° 53' N 

2010 72° 29' N 72° 16' N 73° 10' N 72° 17' N 69° 44' 
N 

69° 23' 
N 

72° 18' N 

2011 72° 19' N 73° 14' N 74° 26' N 73° 46' N 70° 46' 
N 

71° 26' 
N 

71° 12' N 

2012 73° 6' N 74° 33' N 75° 40' N 75° 4' N 72° 1' N 69° 37' 
N 

72° 15' N 

2013 74° 39' N 76° 41' N 76° 47' N 74° 49' N 71° 57' 
N 

68° 49' 
N 

70° 28' N 

2014 75° 52' N 76° 2' N 76° 11' N 75° 22' N 72° 15' 
N 

71° 51' 
N 

73° 4' N 

2015 75° 11' N 81° 11' N 78° 2' N 76° 13' N 73° 0' N 70° 3' N 73° 24' N 
2016 76° 24' N 81° 47' N 77° 7' N 75° 1' N 75° 6' N 71° 4' N 72° 58' N 
2017 74° 19' N 79° 58' N 79° 51' N 77° 5' N 76° 58' 

N 
71° 43' 
N 

73° 45' N 

2018 76° 8' N 82° 8' N 79° 20' N 78° 8' N 77° 16' 
N 

71° 36' 
N 

72° 49' N 

2019 77° 9' N 82° 6' N 78° 32' N 79° 13' N 77° 6' N 72° 0' N 73° 5' N 
July 

2009 73° 6' N 74° 31' N 75° 45' N 76° 37' N 72° 14' 
N 

71° 37' 
N 

71° 42' N 

2010 74° 0' N 76° 33' N 76° 2' N 77° 43' N 73° 24' 
N 

70° 58' 
N 

74° 23' N 

2011 74° 29' N 75° 8' N 76° 30' N 77° 15' N 72° 4' N 72° 35' 
N 

71° 48' N 

2012 75° 18' N 76° 12' N 77° 1' N 76° 14' N 73° 6' N 71° 36' 
N 

74° 26' N 

2013 74° 21' N 77° 11' N 77° 55' N 78° 2' N 75° 11' 
N 

69° 22' 
N 

71° 5' N 

2014 76° 43' N 77° 42' N 76° 45' N 77° 13' N 74° 23' 
N 

72° 18' 
N 

74° 33' N 

2015 77° 29' N 78° 32' N 78° 54' N 77° 21' N 75° 24' 
N 

71° 45' 
N 

74° 8' N 

2016 78° 32' N 81° 52' N 77° 49' N 79° 5' N 76° 3' N 71° 46' 
N 

73° 17' N 

2017 80° 9' N 80° 17' N 80° 4' N 78° 43' N 78° 24' 
N 

72° 47' 
N 

73° 53' N

(continued)
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Table 3 (continued)

Year Sea

Greenland Barents Kara Laptev East
Siberian

Chukchi Beaufort

2018 81° 33' N 82° 22' N 81° 7' N 79° 11' N 77° 5' N 73° 35' 
N 

73° 9' N 

2019 82° 9' N 82° 11' N 80° 4' N 80° 13' N 78° 13' 
N 

72° 51' 
N 

74° 0' N 

August 

2009 74° 11' N 75° 48' N 76° 20' N 77° 10' N 74° 2' N 72° 57' 
N 

72° 6' N 

2010 75° 19' N 78° 43' N 76° 58' N 78° 6' N 75° 49' 
N 

71° 43' 
N 

75° 7' N 

2011 76° 4' N 77° 33' N 78° 7' N 79° 53' N 74° 54' 
N 

72° 55' 
N 

73° 9' N 

2012 77° 13' N 80° 42' N 77° 21' N 77° 51' N 75° 29' 
N 

72° 50' 
N 

75° 5' N 

2013 75° 12' N 79° 31' N 77° 5' N 79° 3' N 77° 8' N 70° 3' N 72° 18' N 
2014 77° 11' N 80° 1' N 79° 8' N 79° 10' N 76° 45' 

N 
72° 36' 
N 

75° 21' N 

2015 78° 9' N 81° 6' N 78° 15' N 80° 17' N 77° 2' N 74° 22' 
N 

74° 59' N 

2016 80° 19' N 82° 4' N 78° 37' N 81° 33' N 78° 51' 
N 

73° 5' N 73° 41' N 

2017 82° 58' N 81° 31' N 77° 4' N 80° 9' N 79° 2' N 74° 0' N 75° 1' N 
2018 83° 57' N 83° 9' N 80° 22' N 81° 12' N 79° 34' 

N 
73° 19' 
N 

74° 1' N 

2019 84° 9' N 83° 42' N 82° 20' N 81° 53' N 80° 8' N 74° 3' N 74° 58' N 
Longitude 16° 55' W 21° 13' E 59° 31' E 134° 23' E 177° 32' 

E 
173° 15' 
W 

127° 26' 
W

Siberian and Laptev Seas. The position of sea ice edge shifts on average approxi-
mately 458, 449 and 441 km between the sixth and eighth month of the year for the 
above-mentioned seas. 

Regarding the temporal variability on a large scale, namely between 2009 and 
2019, it is worth noting that the difference is strongest between August of the first year 
and the last year. The edge position lines presented in Fig. 5 are relatively similarly 
located along the entire border in June. At the same time, August is characterized by 
a stronger shift of the edge towards the north in the eastern Arctic.

We also classify winter seasons of the Russian Arctic seas by their severity. At first, 
the data, which represent the daily values of atmospheric temperature in the Arctic 
seas, were used for calculating the cumulative freezing-degree days (CFDD). At the 
second stage, the results were summarized in dendrograms using Ward’s hierarchical 
clustering method.
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Fig. 5 Arctic residual ice edge position

The White Sea. In this research, we summarized negative air temperatures of winter 
seasons from Arkhangelsk in the period from 1885 to 2005. As a result, the following 
classification was obtained according to the severity of winter [10]: mild winter— 
up to 1052 CFDD, moderate winter—1053–1578 CFDD, severe winter—more than 
1579 CFDD. The minimum value recorded in the winter of 1936/37 is 760 CFDD. 
The maximum value recorded in the winter of 1901/02 is 2288 CFDD. During the 
study period, moderate winters were observed in 57% of cases, while severe and 
mild winters—in 33% and 10%, respectively. 

The Kara Sea. To classify the severity of winters in the Kara Sea, meteorological 
data from 1978 to 2017 from the port Dickson were used. As a result, the following 
classification of winters was obtained [11]: mild winter—up to 3300 CFDD, moderate 
winter—3301–4500 CFDD, severe winter—more than 4501 CFDD. It should be 
noted that in the period from 2004 to 2016, there was no severe winter, while a mild 
winter with a minimum value of 2058 CFDD was recorded in the winter of 2013/14. 
The maximum value recorded in the winter of 1978/79 was 5426 CFDD. During the 
study period, mild winters were observed in 46% of cases, severe winters—in 36% 
and mild winters—in 18%. It should be noted that mild winters have been recorded 
since 1993–94, while severe winters have not been recorded since 2004. 

The Laptev Sea. To classify the severity of winters in the Laptev Sea, weather data 
from meteorological station Tiksi in the period from 1936 to 2018 were used. As 
a result, the following classification of winters was obtained: mild winter—up to 
4900 CFDD, moderate winter—4901–5650 CFDD, severe winter—more than 5651 
CFDD. The minimum value—4454 CFDD was recorded in the winter of 1942/43. 
The maximum value - 6210 CFDD was recorded in the winter of 1940/41. During 
the study period, mild winters were observed in 64% of cases, while severe and mild 
winters—in 20% and 16%, respectively. It should be noted that in the period from 
2004 to 2017 there was no severe winter, and in the period from 2013 to 2016 there 
were only mild winters. 

The East Siberian Sea. To classify the severity of winters in the East Siberian Sea, 
meteorological data from the weather achieve on Wrangel Island were used in the 
period from 1960 to 2017. As a result, the following classification of winters was 
obtained: mild winter—up to 3850 CFDD, moderate winter—3851–4500 CFDD,
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severe winter—more than 4501 CFDD. The minimum value 2649 CFDD was 
recorded in the winter of 2017/18. The maximum value 4957 CFDD was recorded in 
the winter of 1975/76. During the study period, mild winters were observed in 57% 
of cases, while mild winters—in 33% and severe winters—in only 10% of cases. It 
should be noted that in the period from 1984 to 2017 no severe winters were recorded, 
and from 2001 to 2017 only mild winters were recorded. 

Summing up, we can say that the decrease in the sea ice area and fast ice width is 
directly related to climate change in the Arctic region. The results are consistent with 
the presented classification, which shows an increase in mild winters in the Arctic 
seas during the period under investigation. 
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Interannual Variability of Ice Coverage 
in the Area of the Franz Josef Land 
Archipelago 

N. A. Podrezova and M. I. Zemilova 

Abstract This paper presents and analyzes the results of the study of ice coverage 
changes in the area of the Franz Josef Land archipelago according to the data of the 
Arctic and Antarctic Research Institute archive (AARI World Data Center for Sea 
Ice, [1]) over the period 1979–2018. Descriptive statistics and trends were used as 
statistical research methods. The paper also provides a classification by the severity 
of winter for the study area. 

Keywords Arctic · Franz Josef Land archipelago · Area of ice coverage ·Winter 
severity · Classification of winters 
For most of the year the straits of the Franz Josef Land archipelago (FJL) are 
completely covered with fixed first-year ice. The shore begins to freeze in mid-
September, and in early October, ice is spreading across the entire water surface. Sea 
ice has its maximum thickness in the end of the winter period (in April) and can be 
up to 1.5 m thick in bays and along shores, but in some straits, it can be quite thin 
(20–40 cm). The melting and destruction of first-year ice are most intense in July and 
August. The archipelago’s straits become ice-free by mid-August [2]. The Atlantic 
waters have a noticeable warming effect on the areas to the south of the archipelago. 

To calculate cumulative freezing-degree days (CFDD), daily data of the average 
air temperature at the E. Krenkel station on Heiss Island were taken. The data used 
for obtaining the necessary information is located at the site [3] of the Climate Data 
Library. Surface water temperature values were also obtained from the E. Krenkel 
station. 

For calculations and plotting, three quasi-homogeneous regions were identified 
near the FJL archipelago—northern, eastern, southern (Fig. 1). The eastern region, 
which is significantly affected by the ice carried from the Kara Sea. The southern 
region, which is affected by Atlantic waters spreading in the northeastern part of the
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Fig. 1 Quasi-homogeneous areas of the Franz Josef Land archipelago water area 

Barents Sea. The northern region, which is influenced by the export of perennial ice 
from the central part of the Arctic basin [4]. 

The linear trend of the ice coverage characteristic was calculated for the FJL 
archipelago water area in three areas—northern, eastern and southern. The trend 
value in the northern part of the archipelago − 25,000 km2/year, − 18,000 km2/year 
in the eastern part and − 24,000 km2/year in the southern part. 

Figure 2 shows that the ice coverage for all three regions has a negative trend, 
which also reflects the obtained trend values. The maximum values of ice coverage 
have been observed in the last century—in 1982 in the northern region and in 1999 
in the eastern and southern regions, and the minimum values of ice coverage—in the 
2010s—in 2018 in the northern region, in 2012 in the eastern region and in 2016 in 
the southern region.

The presence of such a trend for all regions of the FJL archipelago is inherent to 
the Arctic Ocean due to global warming, increasing average air temperature values 
for the planet Earth [5–8]. 

Figure 2 shows that over the period 1979–2018 there is a mismatch of maximums 
and minimums in certain years in different areas. Thus, in 1999 and 2004, ice coverage 
values in the eastern and southern regions of the archipelago have one of the maximum 
values in those area, while in the northern region—one of the minimums. In 2001 
and 2006, the ice coverage in the northern and southern regions is one of the lowest 
in that area, while in the eastern region, on the contrary, it’s one of the highest. 

The average annual monthly values of ice coverage and air temperature are shown 
in Fig. 3. The ice coverage values during the period from May to September for all 
regions (northern, eastern, southern) decrease, the minimum ice coverage value is 
reached in September. On the contrary, the air temperature increases during the 
indicated period and reaches its maximum values in July. It is noted that there is
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Fig. 2 Annual average ice coverage area (thousands km2) in three areas of the FJL archipelago 
and their trends (North, East, South) over the period 1979–2018

Fig. 3 Graph of the distribution of average monthly values of ice coverage and air temperature in 
three regions of the FJL archipelago water area for the period 1979–2018

a shift between the maximum for temperature and minimum for ice coverage—the 
temperature maximum occurs two months earlier than ice coverage minimum. 
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Fig. 4 Hysteresis «loops» average monthly values of ice coverage (thousands km2) and  air  
temperature for three regions of the FJL archipelago (Roman numerals indicate months) 

The detected shift is a characteristic feature for the construction of hysteresis 
«loops» (Fig. 4). The hysteresis loops for each region are plotted separately and 
combined in one graph for a more visual representation of the relationship between ice 
coverage and air temperature. It’s noted that the most elongated hysteresis «loop» is 
presented for the southern region of the FJL archipelago water area. Such a distinctly 
elongated hysteresis «loop» for the southern region is defined by the presence of 
minimum ice coverage values in September and maximum ice coverage values in 
January-March. The presence of such a minimum of ice coverage in September is 
directly connected with the previously mentioned shift of the temperature maximum 
and area minimum. This shift between the maximum and minimum indicates the 
way the relationship between ice coverage and air temperature works: the effect of 
having a maximum temperature only impacts the area decrease after some time (two 
months), not immediately (Fig. 3). Therefore, hence the presence of hysteresis— 
when the ice coverage depends on previous values of air temperature, i.e., it reacts 
to effect after a certain period of time. The significant, compared to other regions, 
elongation of the «loop» in the southern region is caused by the presence of a greater 
number of ice coverage minimums in August and September, and this, as a result, is 
connected with the presence of maximum temperatures in July. It may be noted that 
the elongation of the «loop» is least prominent in the northern region, the «loop» for 
the eastern region is less distinct in comparison with the southern region, but more 
prominent compared with the northern region.
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Fig. 5 RMSD of ice coverage for northern, eastern and southern regions of the FJL archipelago 
water area 

The seasonal variability of ice coverage was evaluated by using the calculation 
of the root mean square deviation (RMSD) for each month for the entire series of 
observations (1979–2018). Figure 5 indicates that the southern region, compared to 
the northern and eastern regions, is characterized by a variation in the RMSD values 
in August and September. The RMSD value for the southern region decreases from 
July to August, compared to an increase in this value for the other two regions. This 
is due to the possibility that during the period of ice coverage minimums (August– 
September) near the FJL archipelago, drifting ice in the southern region can disappear 
completely. This became particularly frequent from 2000 onwards. 

The winter severity for the FJL archipelago was calculated using the cumula-
tive freezing-degree days (CFDD), based on the daily average values of surface 
air temperature at the Krenkel Observatory station for the period 1979–2018. As 
a result of calculations for the FJL archipelago the following winter classification 
was determined: Mild winter—up to 2750 CFDD, Moderate winter—2751–5166 
CFDD, Severe winter—more than 5167 CFDD. The winter classification for the 
years analyzed is given below in Table 1. The minimum value of 2293 CFDD was 
recorded in the winter of 2011/12. The maximum value of 5502 CFDD was recorded 
in the winter of 1980/81. Moderate winter are found in 80% of the period analyzed, 
while severe and mild winters are seen in 10% each. It can be observed that mild 
winters are observed only in the last decade, while severe winters were recorded only 
before 1993.
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Table 1 Winter classification for the FJL arhipelago 

Year Severity Year Severity Year Severity 

1979–80 Moderate 1992–93 Severe 2005–06 Moderate 

1980–81 Severe 1993–94 Moderate 2006–07 Moderate 

1981–82 Moderate 1994–95 Moderate 2007–08 Moderate 

1982–83 Moderate 1995–96 Moderate 2008–09 Moderate 

1983–84 Moderate 1996–97 Moderate 2009–10 Moderate 

1984–85 Moderate 1997–98 Moderate 2010–11 Mild 

1985–86 Moderate 1998–99 Moderate 2011–12 Mild 

1986–87 Moderate 1999–00 Moderate 2012–13 Moderate 

1987–88 Severe 2000–01 Moderate 2013–14 Moderate 

1988–89 Severe 2001–02 Moderate 2014–15 Moderate 

1989–90 Moderate 2002–03 Moderate 2015–16 Mild 

1990–91 Moderate 2003–04 Moderate 2016–17 Mild 

1991–92 Moderate 2004–05 Moderate 2017–18 Moderate 

Fig. 6 Distribution of ice coverage (thousand km2) for three regions of the FJL archipelago for a 
mild winter (2011/12)

Then, the ice coverage distribution for each region of the FJL archipelago for all 
types of winter was graphically compiled (Figs. 6, 7 and 8). 

Figure 6 shows the mild winter for the period 2011–2012. For this winter type, 
the CFDD has been calculated since October 2011. The graph represents three water 
regions of the FJL archipelago—northern, eastern, and southern. It can be observed 
that the maximum values of ice coverage in the southern region are within the same 
range as for severe and moderate winters—about 30,000 km2. Yet, the period over 
which they are observed has shortened: from December to May for mild winters,
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Fig. 7 Distribution of ice coverage (thousand km2) for three regions of the FJL archipelago for a 
moderate winter (1996/97)

compared to November–April for severe winters and November–May for moderate 
winters. The minimum values for the northern region are found in August–September, 
in comparison with July in a moderate winter, and for eastern region—in August– 
September, compared to September in a moderate winter. Minimum values in a mild 
winter in the northern region of ice coverage are equal to 0, in these months ice is 
not detected (August–September of 2012), while in the same months in the northern 
region the ice coverage was 22,000–28,000 km2. In the eastern region in September 
of 2012 the ice coverage was equal to 0 in a mild winter, while in a moderate one 
it was equal to 19,000 km2. Consequently, the decline of ice coverage is more rapid 
and more pronounced in mild winters, when air temperatures can peak at their local 
maximums. During a mild winter the southern region, the minimum ice coverage is 
already found in July of 2012 and is equal to 0, and remains unchanged till September. 
During a moderate winter in the southern region, the ice coverage only reached its 
minimum value in September (at the end of the observed period); during a severe 
winter, the minimum was recorded only at the beginning of the period. 

Figure 7 illustrates the distribution of ice coverage in the northern, eastern and 
southern areas on the FJL archipelago for a moderate winter over the period 1996– 
1997. The calculation of CFDD for this period began in October 1966. Similar to 
the severe winter type, the ice coverage in the southern region has the maximum 
and also the minimum values of all three regions for this period. So, the maximum 
values of ice coverage are recorded from November 1996 to May 1997, and the 
minimum value—in September 1997, equal to 2000 km2. It may be pointed out that 
the minimum value of ice coverage in the northern region is in June 1997, equal to 
22,000 km2, and then it increases by August and almost reaches its maximum value 
of 28,000 km2. In the eastern region, the ice coverage practically remains the same, 
about 30,000 km2, from October to July, and by September it reaches its minimum 
value, equal to 19,000 km2.
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Fig. 8 Distribution of ice coverage (thousand km2) for three regions of the FJL archipelago for a 
severe winter (1980/81) 

Figure 8 represents the severe winter for the period 1980–81. The changes in 
ice coverage are spread from September 1980 to August 1981. It can be observed 
that the ice coverage in the southern region has the maximum and also the minimum 
values for the indicated period. So, the maximum values of ice coverage are recorded 
from November 1980 to April 1981 and are equal to 30,000 km2, and the minimum 
values of ice coverage—in September 1980 (the start of the CFDD calculation and 
are equal to 8000 km2. Ice coverage values in the northern region almost remain the 
same during the indicated period, in the eastern region they hardly change, and reach 
their minimum values in September and August of the analyzed winter period. 

The comparison of the data on the ice coverage distribution for the regions of 
the FJL archipelago for severe and moderate winters revealed that the impact if 
surface air temperature mainly affects the summer-autumn period of the years in 
question. When temperatures are low (severe winter), the ice coverage values have 
slight deviations from their average values, while, in moderate winters, a significant 
drop in the ice coverage by the summer period is observed. For example, in the 
southern region, ice coverage reduced by 21,000 km2 from July to September 1997. 

To sum up, it can be concluded that the southern region has absolute maximum 
and minimum ice coverage values, unlike other regions, for all types of winters. As 
stated before, these values are variable for each type of winter, but the maximum 
values remain equal to more than 30,000 km2. From July 2012 there was no ice in 
the mild winter in the southern region, from August in the northern region and from 
September in the eastern region. 

The occurrence of a negative trend in the changes in ice coverage from 1979 to 
2018 in the region in question is also supported by other researchers [9, 10], which 
corresponds to the currently ongoing global warming trend.
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Analysis of Laboratory Hydraulic 
Fracturing Pressure-time Curves 

Elena Novikova and Mariia Trimonova 

Abstract Hydraulic fracturing is the process of fracture formation in the reservoir 
under development by pumping fracturing fluid under pressure through previously 
prepared well into the formation. Methods of processing the pressure drop curves, 
that were recorded during preliminary conducted mini hydraulic fracturing process, 
have always been a subject of interest. Various methods’ constant development and 
application has been going on until now, since such an approach to the data analysis 
allows to obtain a sufficient number of reservoir and fracture characteristics that 
significantly simplifies the further development of real deposits. In the course of this 
study, a series of laboratory experiments on hydraulic fracturing was conducted. The 
pressure-time data was recorded for each of laboratory experiment. The main aim of 
the work was to process the obtained dependencies using one of the standard method 
for analyzing hydraulic fracturing pressure drop curves. A special laboratory setup 
was used for laboratory modeling of hydraulic fracturing. All the materials for a series 
of experiments were selected in accordance with similarity criteria. Hence the condi-
tions of laboratory experiments on hydraulic fracturing achieve maximum similarity 
with the conditions on real field under development. The obtained pressure-time 
dependencies were analyzed using two standard methods. The G-function method 
was used as a preliminary stage of the analysis. The focus was on pressure closure 
determination, as this characteristic played an important role in further analysis. 
Then the main stage of pressure drop curve processing was implemented. It was 
aimed at determination of the flow modes that were realized in the model sample 
with hydraulic fracture after the injection was stopped. Various flow modes can be 
realized in the model sample due to fluid filtration from the hydraulic fracturing zone 
into the model sample during the period of time after the injection is stopped. The 
analysis method considers two different stages: time period before fracture closure 
and time period after fracture closure. Thus, bilinear and linear flow regimes can be 
observed in the time period before fracture closure, and pseudo-linear, bilinear and 
pseudo-radial flow regimes can be observed in the time period after fracture closure. 
This approach to pressure drop curves analysis allows to determine some charac-
teristics of the model sample and the fracture formed. After special processing of
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data related to a time period with a certain flow regime, it is possible to estimate the 
permeability of the model sample and the fracture length. Since a series of laboratory 
experiments was conducted, some of characteristics of the used materials are known 
as preliminary set parameters or as the results of the experiment. Consequently, it is 
possible to make a comparison of the real and theoretically obtained characteristics 
of the model sample. 

Keywords Hydraulic fracturing · Laboratory experiments · Data analysis 

1 Introduction 

Hydraulic fracturing is a method of mechanical impact on a productive oil formation 
by pumping fluid under pressure at a constant rate. It leads to the fracture formation. 
It is one of the most efficient and widely spread methods of oil production intensi-
fication. Hydraulic fracturing is a procedure that requires a lot of money and time 
expenses. It is caused by the complexity of the preparation process and the duration 
of the process on the real field. Therefore, before the development of a field, hydro-
dynamic studies of wells are carried out, as well as mini hydraulic fracturing. These 
procedures consist of a special set of operations aimed at determining the struc-
ture, properties and characteristics of the reservoir being developed. Such analyses 
allow to obtain time-pressure records at injection and production wells. Numerous 
methods were developed for analyzing these dependencies. The methods are aimed at 
assessing some parameters of the formation and the hydraulic fracture. It is possible 
to determine the size of the developed zone, the size of the fracture, the permeability 
of the rock or the coefficient of fluid leakage from the fracture into the formation. 

Development of various methods for analyzing pressure dependencies has recently 
been one of the most important issues. These modified methods help to select neces-
sary characteristics of the fracturing fluid and the proppant. It greatly simplifies 
the process of hydraulic fracturing in real field conditions. Among the existing 
approaches, the most well-known and widely used methods are the Horner method 
[1], the Nolte method [2], the Mayerhofer method [3] and the log-log method [4, 5]. 

All these methods are aimed at analyzing the time-pressure dependencies 
obtained during hydraulic fracturing. They differ in the approximations used and 
the algorithms of analysis. 

This work was devoted to the analysis of time-pressure dependencies obtained 
during a series of laboratory experiments on mini hydraulic fracturing. The log-log 
method was used as the main method for processing experimental data. One of the 
goals of this study was to identify the regimes of fluid flow during the time period 
from the moment the injection was stopped until the end of the laboratory experiment. 
Another important task of this study was to determine the permeability of the model 
sample in which the hydraulic fracture formed and propagated.
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2 The Log-Log Method 

The log-log method is one of the most reliable and precise methods for processing 
pressure-time dependencies obtained during mini hydraulic fracturing. It allows to 
analyze the processes in the medium under development before fracture closure and 
after. The main goal of this method contains correct identification of flow regimes 
that are implemented in a formation with hydraulic fracturing. Thus, a linear flow 
regime can be observed in the formation before the fracture closure. After the fracture 
is closed, the following regimes can be observed: pseudo-linear, bilinear and pseudo-
radial. 

All the regimes described above are determined on the graph of pressure and semi-
logarithmic derivative of pressure on time plotted as a function on a logarithmic scale 
graph. Each of the regimes on such graph is associated with a certain segment of a 
semi-logarithmic pressure derivative curve that has a characteristic slope. 

The linear flow regime is realized before the fracture is closed and considers only 
the flow inside the fracture. According to the theory under consideration, linear flow 
regime assumes that the process of fluid reservation in the fracture has stopped, that 
is, there is an open fracture in the formation and fluid leakage in the surrounding area 
occurs. At the corresponding period of time the pressure in the fracture is considered 
proportional to the square root of time [6]. Then, the semi-logarithmic derivative 
during this period will have a slope of ½. It is possible to estimate the half-length 
of the fracture, knowing the interval with the realized linear flow regime, plotting 
the graph of pressure-time data for this period in a rectangular coordinate system. 
Calculation is done using formula (1) [6]. 

L2 
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qE  

2π
(
1 − ν2

)
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△t 

△p 
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L f —half-length of the fracture; 
ν—Poisson’s coefficient; 
E—Young modulus; 
q—injection rate; 
h—fracture height. 
After the supposed fracture closure pseudo-linear, bilinear or pseudo-radial 

regimes can be observed [4, 7]. 
In the frame of the theory, it is assumed that a conductive region remains instead of 

the closed fracture. This region can have different dimensions and characteristics, on 
which partly depend the type of flow regime realized in the formation. For instance, 
a pseudo-linear flow regime can be observed in the conditions when the formed 
fracture was long and did not close, that is, the fracture area still has a sufficiently 
large conductivity to neglect the flow in the surrounding medium due to leakage. 
In this case, the pressure will be proportional to the time in degree − 1/2. Then the 
slope of the semi-logarithmic derivative of pressure on a logarithmic graph during 
this period will be − 1/2. The bilinear flow regime is realized in a reservoir in
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the case when the fracture was long and not completely closed. In this case, the 
simultaneous flow in the fracture and in the formation is taken into account. The 
pressure in the fracture will be proportional to the time in degree − 3/4. Similar 
to pseudo-linear regime determination, the necessary time period will be associated 
with a segment of semi-logarithmic derivative of pressure with the characteristic 
slope equal to − 3/4. The pseudo-radial flow regime can be observed when the 
formed fracture was short or the area with residual conductivity is small. Pressure 
in this case is inversely proportional to the time. Correspondingly, the slope of the 
semi-logarithmic derivative of pressure on the logarithmic graph will have a slope 
− 1. 

For each flow regime, the corresponding pressure-time dependencies were derived 
from the equation of unsteady-state fluid flow in a fracture [4, 8, 9]. The derived 
dependencies are presented in the formulas (2—4), respectively. 
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V—volume of the fluid injected; 
k—permeability of the porous medium; 
k f w f −− fracture conductivity; 
ϕ—porosity (of model sample); 
μ—fracturing fluid viscosity; 
ct−− total compressibility of the model sample. 
It is possible to calculate the permeability values of the model medium using 

proposed dependencies for observed flow regimes. 

3 Laboratory Experiment 

In the course of the work, the experimentally obtained pressure-time dependencies 
were analyzed. The purpose of the analysis was to determine the flow regimes realized 
in a fractured model sample and to estimate values of permeability of the model 
medium and the half-length of the formed fracture. 

To conduct a series of laboratory experiments on mini hydraulic fracturing, a 
special laboratory setup was used (see Fig. 1a) [10]. It was constructed at the Institute 
of Geosphere Dynamics. One of the significant characteristic of the setup is the 
possibility of setting the triaxial loading of the model sample. This allows to achieve
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Fig. 1 The scheme of the experimental setup. a And the view of pressure-time curve obtained during 
the laboratory experiment on hydraulic fracturing. b The distribution of the applied confining loads 
to the model sample (p1 and p2—horizontal loads, p3—vertical load) is shown in the left picture a 

such conditions for conducting laboratory experiments that would be the closest to 
the conditions of hydraulic fracturing at a real field under development. 

The frame of the setup consists of two steel covers in the form of a disk (upper and 
lower cover-disks), as well as a ring-wall. In total, these details make up a working 
chamber into which a special mixture is poured. This special material is used for 
simulation of the medium in which the hydraulic fracture forms and propagates. The 
dimensions of the working chamber: height-6.6 cm, diameter-43 cm. The dimensions 
of the solid model sample are identical to the dimensions of the working chamber. 

The process of a laboratory experiment on mini hydraulic fracturing is carried out 
in several stages. First of all, a modeling material is prepared using mixture of gypsum 
and cement. The characteristics of all materials in the laboratory experiments are 
selected according to similarity criteria [11]. After that, a model medium is poured 
into the working chamber of the setup, after complete solidification of the model 
material, it is saturated with a water solution of gypsum. As a result, a saturated 
model sample with certain porosity is obtained. 

After the preliminary preparation of the model medium, the model sample is 
covered with rubber membrane, and the upper cover of the setup is closed. Then the 
triaxial loading on the model sample is performed. The lithostatic pressure is modeled 
by pumping fluid under pressure into the existing gap between the membrane and 
upper cover of the installation. Lateral loads are conducted by pumping fluid under 
pressure into special copper chambers that are mounted in the ring-wall of the setup. 

After preliminary preparation, hydraulic fracturing is performed. The fracture is 
formed as a result of fluid pumping through a prepared borehole in the center of the 
model sample with a constant rate. 

As a result, of series of laboratory experiments, there were obtained horizontal 
fractures. During each experiment the dependencies of pressure versus time were 
recorded. An example of obtained pressure-time curve is presented in the Fig. 1b.
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4 Results 

In the course of the work, a series of laboratory experiments on mini hydraulic 
fracturing was conducted, the experimentally obtained dependencies of pressure 
versus time were processed using the log-log method (see Fig. 2). There was not a 
single experiment in which all existing flow regimes were observed. According to 
the frequency of detection, the following flow regimes can be distinguished: linear 
and pseudo-linear. 

The log-log method allowed to estimate half-length of the formed hydraulic frac-
tures and calculate permeability values of model samples. The results of the analysis 
are presented in Table 1. 

In the first column of the Table 1 there are presented estimated values of half-
length of the fractures. The resulting values exceed the actual size of the fracture. 
However, with the help of the calculations using data of the linear flow regime, only 
an approximate estimation can be processed. Such estimates can be considered as 
rough estimates because during this flow regime the fracture is not fully formed. 
More precisely, it is assumed that further fracture propagation is possible during this 
flow regime due to the presence of leakage. Therefore, based on the data obtained, 
it can be concluded that this method gives an estimate of the order of magnitude of 
the half-length of the fracture.

Fig. 2 Application of the log-log method 

Table 1 Obtained values of 
the half-lengths of the 
fractures and the 
permeabilities of the model 
samples 

Experiment Fracture half-length, m Permeability, md 

Pseudo-linear flow 
regime 

1 0,134 290 

2 0,098 3,6 
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Permeability values calculations did not show any accurate data, because almost 
in every case the estimated value exceeds the real permeability value of model sample 
equal to 2 md. At the same time, an interesting pattern is observed. For a horizontal 
fracture, that did not come to the surface of the model sample, the permeability value 
turned out to be more corresponding to the real permeability value of the model 
sample. Whereas for fracture that came to the surface of the model sample, the perme-
ability value exceeded the real permeability value significantly. Obtained values of 
permeability for pseudo-linear flow regime show that even under almost identical 
experimental conditions, the results may differ. Overestimated permeability values 
may also indicate a large impact that an opened fracture in a laboratory experiment 
can have on the calculated permeability value. This discrepancy can only show that 
sometimes the presence of the opened fracture in the model sample can dramatically 
impact the permeable characteristics of the model medium. 

5 Conclusions 

As a result, two laboratory experiments on mini hydraulic fracturing were conducted. 
The pressure-time data for each experiment was processed using log-log method. 

The calculated values of half-lengths of the fractures formed to be close enough 
to the actual fracture dimensions. It allows to consider the application of the log-log 
method as the correct one for evaluating this fracture characteristic. 

Significant differences in experimental and calculated permeability values are 
explained by the presence of an unclosed fracture. The calculations of the study 
shows that an unclosed fractures in the reservoir significantly affects the flow regime 
established after fracture is closed, which leads to an overestimated permeability 
value. 
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Melting Ice Structure Mechanical 
Sustainability Numerical Study 

D. S. Konov, M. V. Muratov, E. K. Guseva, and I. B. Petrov 

Abstract Both thermal and mechanical problems have applications in different prac-
tical tasks connected to civil engineering. Dynamical processes in Artic region on 
land, sea and shelf are an example of such problems. Ice structures including icebergs, 
ice hummock and artificial ice islands melt, mechanically and thermally interact with 
each other, environment, man-made structures. This article is devoted to investigation 
of ways to model those interactions. Physical and numerical models are formulated 
for mechanical and thermal problems, along with software implementation and test 
calculations. 

Keywords Mathematical modeling · Ice island · Stefan problem · Enthalpy 
method · Grid-characteristic method 

1 Introduction 

Arctic is a polar region including number of seas of the Arctic Ocean, archipelagoes, 
and adjacent continental parts of different northern countries. Due to harsh climate, 
economical activities are minimal there. In particular, Arctic region of Russia is 
currently underdeveloped, but it has a potential as a huge source of crude oil, natural 
gas and other resources. Recent spikes of development cover only a small proportion 
of the known deposits, which are economically viable to extract using conventional 
methods and technologies. In order to reduce costs different experimental techniques 
are implemented and tested [1]. 

Artificial ice structures are a promising approach to substitute costly capital forma-
tions. One of the examples is an artificial island made of ice [2]. Those islands could 
be used in exploration or maintenance of the deposits. Ice Island in Canadian Beaufort 
Sea was discussed in [3]. Other tentative uses of ice structures have been proposed, 
including ships as large as an aircraft carrier out of pykrete [4], which is an ice 
composite—frozen mixture of pulp and water.
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Obvious advantages of those structures are eco-friendliness and costs. Maintaining 
their mechanical and thermal integrity is a much more difficult task compared to 
ordinary constructions. Ice usages are harshly constrained by the fact that ice can 
melt and change its shape. It’s properties also largely vary with temperature, that can 
cause some issues. 

Thermal and mechanical processes in Artic ice islands were studied in [5, 6] and 
[7] separately. Clearly, thermal processes must be modeled alongside mechanical 
to develop a comprehensive representation of any ice structure. Ice melts, therefore 
ordinary heat equation will not suffice, in this work Stefan task is formulated. Ways 
to numerically solve it are discussed. 

Obtaining shape and thermal fields inside those structures enables modelling 
mechanical problem. Ice is a complex heterogeneous media which can be simu-
lated using different continuum mechanics models. Elastic characteristics and strain-
strength properties may vary from computation to computation with temperature 
change. A method to overcome these difficulties is introduced. 

2 Mathematical Formulation 

Time scale of thermal interaction is much larger than mechanical one. For ice struc-
tures in ordinary Arctic conditions mechanical processes have no significant effect 
on thermal fields. To make model simpler we may regard thermal processes and 
melting over a big time period and occasionally check if the structure has remained 
stable and intact. 

To obtain thermal model conservation of energy and Fourier’s law should be 
considered for each phase. Thermal field will be denoted with T, vector field of heat 
flux is q, k and C are thermal conductivity and capacity respectively. 

∂Ci T (r, t) 
∂t

= di  v
(
qi (r, t)

)
(1) 

qi(r, t) = ki∇T(r, t) (2) 

For each phase i those equations have unique constants k and C. Those equations 
do not describe phase boundary movement and lack fusion enthalpy λ. Special Stefan 
condition for points rG on the boundary, where phase change temperature is achieved, 
should be attached: 

λ 
∂ rΓ 

∂t 
· dS = (

qi − q j
) · dS (3) 

Another way to formulate the task may be achieved with substitution of the 
temperature with heat content (or enthalpy).



Melting Ice Structure Mechanical Sustainability Numerical Study 145

u =
{

ρSCST , T < Tp 

ρLCL
(
T − Tp

) + ρSCSTp + ρSλ, T > Tp 
(4) 

T = 

⎧ 
⎪⎨ 

⎪⎩ 

u · ρ−1 
S C

−1 
S , u < ρSCsTs = u− 

Tp , u− < u < u+ 
u+(ρL CL−ρSCS )Tp−ρS λ 

ρL CL 
, u > ρSCsTs + ρS λ = u+ 

(5) 

Generally, (4) and (5) may be different to account for different substances with 
arbitrary number of phase transitions and variable thermal capacity. This way two 
phases of the same substance are connected. Thermal conductivity is left ambiguous 
in the u range between phases. One way to interpolate it is a linear function: 

k(u) = 

⎧ 
⎪⎨ 

⎪⎩ 

|kS, u < u−∣∣∣kS + (kL − kS) · u−u− 
u+−u− 

, u− < u < u+ 

|kL , u > u+ 

(6) 

As a result of those substitutions thermal processes may be described completely 
with one equation and a pair of initial and border conditions: 

∂u 

∂t 
= ∇(k(u)∇T (u)),

(
αT (u) + β 

∂T (u) 
∂n

)
|∂Ω = γ,  u |t=0 = u(T0(r )) (7) 

Solving the task provides temperature fields as a function of time. Those fields 
could be used to acquire elastic parameters. In our model ice elastic characteristics 
depend on temperature. Berdennicov formula [8] was used to compute Young’s 
modulus: 

E = (
87.6 − 0.21T − 0.0017T2

) · 108 Pa (8) 

Constant Poisson coefficient was used ν = 0.295. Changing geometry of the ice 
structure also should be considered. 

Mechanical side of the problem relies on isotropic linear elasticity [9]. Lame 
coefficients are related to Yung modulus and Poisson coefficient with the following 
dependence: 

λ = Eν 
(1 + ν)(1 − 2ν) 

μ = E 

2(1 + ν) 

(9) 

The full system of equations: 

ρ ̇v = ∇  ·  σ + f 
σ̇ = λ(∇ ·  v)I + μ

(∇ ⊗  v + (∇ ⊗  v)T
) + F 

(10)



146 D. S. Konov et al.

The velocity vector v and stress tensor σ are unknowns. f is external force. 
For Maxwell viscoelastic model [10] term F is non-zero: Fi j  = − σi j  

τ0 
, where τ0 is 

relaxation time that equaled to 0.5 s. 
Finally, destruction may happen if either static or dynamic criterion is satisfied. 

The first one is the Mises criterion: the destruction is absent if 0.5si j  si j  < k2, where 
si j  = σi j  − σll  

3 δi j  , k is the maximum sheer stress. The second criterion checks if 
principal stresses exceed the maximum tension in a node [11]. After this a fracture, 
which affects wave propagation, is placed. 

3 Numerical Model and Implementation 

In order to solve those equations numerical model should be proposed an imple-
mented as a computer program. To solve Stefan problem Crank–Nicolson methods 
on a uniform mesh may be used. Two-dimensional and three-dimensional variant for 
linear parabolic equations are presented (11) and (12). Stencil for two-dimensional 
case is shown in Fig. 1. 

ũml−un ml 
τ/2 = �xxu

n+1/2 
ml + �yyun ml 

un+1 
ml −ũml 

τ/2 = �xxu
n+1/2 
ml + �yyu

n+1 
ml 

(11) 

ũmlp − un mlp 

τ
= 

1 

2
�xx

(
ũmlp + un mlp

) + �yyu
n 
mlp + �zzu

n 
mlp

˜̃umlp − un mlp 

τ
= 

1 

2
�xx

(
ũmlp + un mlp

) + 
1 

2
�yy

(
˜̃umlp + un mlp

)
+ �zzu

n 
mlp 

un+1 
mlp − un mlp 

τ
= 

1 

2
�xx

(
ũmlp + un mlp

) + 
1 

2
�yy

(
˜̃umlp + un mlp

)
+ �zz

(
un+1 
mlp + un mlp

)

(12)

�xxu = km+ 1 
2 lp  

um+1lp  − umlp 

h2 x 
+ km− 1 

2 lp  
um−1lp  − umlp 

h2 x 
(13)

Those schemes are stable and using tridiagonal algorithm enables linear computa-
tional complexity. But differential operators (13) require thermal conductivity coef-
ficients from the following step. Previous step data is used as a first approach. After 
that regular time step will be performed. Using just computed u thermal conductivity 
coefficient can be reevaluated and used to repeat that time step. This way arbitrary 
accuracy ε can be achieved. 

Grid-characteristic method is used to solve hyperbolic system of Eq. (10). 
First step is reformulation in canonical form for both two-dimensional and three-
dimensional cases.
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Fig. 1 The Pismen-Rekford 
scheme stencil

∂u 
∂t 

+ 
N∑

i=1 

Ai 
∂u 
∂x 

= 0 (14)  

After that Riemann invariants are used to get one-dimensional transport equation. 
Those equations are solved with third-order approximation Rusanov scheme [12] 
with the Courant number ci = λi τ 

h and the current spatial step on structured grids hi : 

[ri ]n+1 
m = [ri ]n m + ci 2

(
[ri ]n m−1 − [ri ]n m+1

) + c
2 
i 
2

(
[ri ]n m−1 − 2[ri ]n m + [ri ]n m+1

)

− ci (1−c2 i ) 
6

(
[ri ]n m−2 − 3[ri ]n m−1 + 3[ri ]n m − [ri ]n m+1

) (15) 

Monotonicity criterion [13] is applied (which results in decrease of approxima-
tion order). If (16) is not satisfied, [ri ]n+1 

m is substituted with closest values near 
characteristics on a previous step. 

min
{
[ri ]

n 
1, [ri ]

n 
2

} ≤ [ri ]n+1 
m ≤ max

{
[ri ]

n 
1, [ri ]

n 
2

}
(16) 

During the step Fi j  is considered to be zero. Splitting along physical processes is 
introduced as to account for it to be nonzero. The differential equations are integrated 

and after each elastic step the computed values are modified: σi j  = σ0 
i j  exp

(
− τ 

τ0

)
, 

where τ is the time step. Also coordinates of the nodes are slightly corrected 
proportionally to their speed. 

Program implementation for both tasks allow simple OpenMP parallelization. 
Distributed memory architectures are availed through MPI package. For explicit 
Rusanov scheme program structure is straight forward, sending boundary values at 
boundaries between computational nodes is enough. For implicit Crank–Nicolson 
methods tridiagonal algorithm should be modified with use of technique similar to 
[14]. Simplest 2D approach is illustrated on Fig. 2 and requires division of compu-
tational domain along the longest edge between computational nodes. N and M are 
dimensions of the Ω. Every computational node i = 1, . . . ,  P contains Ni × Mi
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Fig. 2 Tridiagonal algorithm on distributed memory system implementation diagram. Cross 
indicates communication between nodes 

edges. Line indicates sweeps of the tridiagonal algorithm. Crosses indicate pairs of 
synchronization between nodes. 

4 Numerical Experiment Results 

Developed model is tested on an ice island—example ice structure. Properties of the 
substances that are used in all calculations could be seen in Table 1. Barents Sea 
water and air temperatures (Table 2) are first used to determine thermal processes 
evolution inside the island, results presented in Fig. 3, computational domain of the 
task is shown in Fig 4. 

Table 1 Thermal and elastic properties of the used materials 

# Substance ρ,  kg 
m3 k, W 

m·K C, J 
kg·K Sp, m s Ss , m s 

1 Ice 917 0.591 2100 3550–3600 1920–1940 

2 Seabed 2500 0.8 750 1806 316 

3 Water 1000 2.22 4180 1500 – 

4 Air – – – – – 

5 Sedimentary rocks 2500 – – 2250 1000 

Table 2 Average air and water temperature by month 

Month January February March April May June July August September 

Ta − 28 − 28 − 27 − 20 − 9 − 1 2 1 − 2 
Tw 3 3 3 3 3 5 6 9 7
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Fig. 3 Temperature distribution on the edge of the ice island
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Fig. 4 Scheme of the problem domain in a thermal problem. Indexes are inquired in Table 1 

Fig. 5 Scheme of 
the problem domain in 
mechanical simulation. 
Indexes are inquired in 
Table 1 

At the end of each month mechanical stability was examined. Geometry of the 
island varied, but could be generally represented by Fig. 5. 

Two rounds of experiments were carried out. Over a 5-m-long interval in the 
center of the island two loads were distributed. Firstly, example survey equipment 
was studied. External force in the scenario was equal to 104 N . Then maximum load 
each month was calculated. Some visualizations from the experiments are shown on 
Figs. 6 and 7. 

Experiments proved, that island did not collapse under an equipment load. Critical 
load was shown to be dependent on the month. Split criterion is fulfilled at static loads 
of (2.175 ± 0.025) ×106 N for almost all months. In July and August this value turns 
to be slightly lesser: (2.125 ± 0.025) × 106 N . Ice breaks near the contact with the 
seabed.

Fig. 6 Velocity module after 0.05 s (left) and 0.5 s (right). Formation at the end of January is 
represented at the top, at the end of August—at the bottom
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Fig. 7 The Mises stress distribution 0.5 s after the calculation begins. Formation at the end of 
January at the top, at the end of August—at the bottom
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Wave Asymmetry Evolution in Coastal 
Zone: Field Data and Xbeach Numerical 
Modelling Comparison 

M. N. Shtremel and D. V. Korzinin 

Abstract Wave asymmetry prediction is an important aspect of the coastal zone 
dynamics studies, as it affects wave-induced sediment transport. In this study compar-
ison of measured during field experiment and predicted with XBeach numerical 
model wave asymmetry is presented. Reasons for the mismatch between measured 
and modelled asymmetry are discussed. 

Keywords Wave asymmetry · Nonlinear wave transformation · Coastal zone ·
Sediment transport model · XBeach · Field experiment 

While transforming in coastal zone, wave profile and corresponding wave-induced 
velocities change their shape due to nonlinear wave-wave interaction processes and 
shoaling. Changes of wave symmetry can be evaluated with the asymmetry parameter, 
which is defined by the following formula: 

As =
〈
(H(u))3

〉/〈
u2

〉3/2 
, (1) 

where u is the free stream velocity, H is the Hilbert transform, angle brackets-
averaging. 

Changes in the wave velocity asymmetry cause occurrence of wave-induced 
sediment transport gradients and, consequently, relief deformations and therefore 
is included in sediment transport models. Impact of wave asymmetry on sediment 
transport is discussed, for example, in [1]. Changes of wave asymmetry caused by 
periodical exchange of energy between first and higher wave harmonics may result 
in sandbar formation and migration [2]. Since the prediction of the relief changes on 
the sandy shores under the action of different wave conditions is an urgent problem 
not only of fundamental research, but also of an applied nature, quite a lot of param-
eterizations have been developed that allow to assess values of wave asymmetry
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[3–5]. These parameterizations are included in the numerical models that reproduce 
the deformations of the underwater slope. 

In XBeach, which is one of the most popular morphodynamic models, wave 
velocity asymmetry is calculated there with the parameterization proposed in [6]: 

As = B cos ψ (2) 

B = p1 + 
p2 − p1 

1 + e 
p3−log Ur  

p4 

(3) 

ψ = −90◦ + 90◦ tanh
(
p5/Ur  p6

)
, (4) 

where Ur—Ursell number, p1 = 0, p2 = 0.857, p3 = −  0.471, p4 = 0.297, p5 = 
0.815, p6 = 0.672, B—parameter of total (non-dimensional) nonlinearity, ψ—phase. 

Sandbar migration is a complex process that is not always reproduced correctly 
by XBeach. For example, in [7] it was shown that although the offshore sandbar 
migration can be adequately reproduced when taking into account variable breaking-
wave roller energy model, onshore sandbar migration is still a challenge. This 
problem may be explained by the shortcomings of the wave asymmetry parame-
terization. Comparison of the measured and modelled wave asymmetry was done in 
this research. 

1 Materials and Methods 

Field data was obtained during “Shkorpilovtsy-2007” field experiment, which took 
place in the Black Sea coast on the Kamchia-Shkorpilovtsy beach near Varna, 
Bulgaria (Fig. 1) in September–October 2007. The beach is stable with nearly absent 
antropogenic impact. The coastline is straight, oriented from NNW to SSE. 200 m 
long shore-normal research pier is located on the mildly sloping (0.023) sandy beach 
with medium grain size of the sand (0.3 mm). Stable outer sandbar and dynamic 
storm inner sandbar were observed during the bottom topography measurements 
along the pier (Fig. 1).

Outer sandbar was located in 130 m off the shoreline with 3 m depth above its 
crest. Smaller nearshore sandbar formed at 30–40 m distance from the shore. Free 
surface elevation was measured along the pier with capacitance type gauges, which 
allowed to capture wave transformation process in detail. Capacitance wave gauges 
registered waves with 5 and 20 Hz frequency, time series are 30 min–1 h long. Data 
in 10 points for two wave regimes was used for the analysis (Table 1): higher and 
longer regular swell waves and calmer wave regime captured during storm decay 
phase. During first regime wave breaking of the largest waves occurred above the 
sandbar (spilling wave breaking type), mass breaking—on 40 m off the shoreline 
with plunging breaking type. Second wave regime was swell with a long wave fronts
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Fig. 1 Left panel—study site location, right—research pier

Table 1 Wave regimes 
reproduced in the Xbeach 
model 

Initial profile Wave regime 

September 27, 2007 Hs = 1.2 m, Tp = 7 s  

September 28, 2007 Hs = 0.7 m, Tp = 6 s  

a little angular to pier, about 10 degrees from the south. Waves are breaking in 30 m 
offshore with plunging type. 

Numerical simulations were performed using the XBeach model [8]. The XBeach 
model is a free-access and open-source model and is designed to reproduce hydrody-
namic and morphodynamic processes on sandy shores. In this experiment hydrostatic 
mode was used, where wave field is calculated as a change in the amplitude of short 
waves. The model reproduced the profile along the pier where free surface eleva-
tion and bottom topography were measured. Wave parameters were recorded on 
10 virtual sensors, corresponding to the gauges in the field experiment. Computa-
tional grid is 200 m long with mesh size of 1 m was used. Initial depth is 3.9 m. 
The studied wave regimes (Table 1) were reproduced for 10 h (36,000 s) with 1 Hz 
output frequency. The values of wave asymmetry on the wave gauges were averaged 
for the time interval between 500 and 2300 s. 

2 Results and Discussion 

The most significant differences between calculated and measured asymmetries are 
observed in the first case (September 27): at a distance of 100–160 m from the shore-
line, the asymmetry takes on positive values, when the parameterization incorporated 
in the model only allows it to take negative values (Fig. 2d). In the second case, the 
tendencies of the asymmetry evolution along the profile coincide in the measure-
ments and model data, differing only in the absolute value (the model overestimates 
the values of the asymmetry).



156 M. N. Shtremel and D. V. Korzinin

Fig. 2 Left panel—first case (September 27), right—second case (September 28). a Mean bottom 
relief with locations of the wave gauges; b first and second harmonic amplitude percentage; c 
biphase; d asymmetry: black dots—experimental data, line—model results 

Wave asymmetry can be described as parameter that shows if the wave is 
symmetric with respect to the vertical axis or is closer to the sawtooth shape. In 
simple model with only two wave harmonics wave shape is determined by rela-
tion between first and second harmonic amplitudes and phase shift between them. 
According to [9] two studied cases correspond to two different scenarios of wave 
transformation: the first case is characterized by pronounced periodical exchange of 
energy between first and second harmonics and in the second one second harmonic 
stays nearly the same, decreasing to the shore (Fig. 2b). 

In previous research [10] it was shown that biphase values change in range of 
[−π /2; π /2] and strictly follow wave transformation process: starting with − π /2 
in the beginning of second harmonic growth it equals zero together with second 
harmonic maximum and that turns positive and reaches π /2 during reverse energy 
transfer from the second to the main harmonic. 

Positive values of biphase correspond to positive asymmetry values (Fig. 2c, d) 
which are not predicted by the parameterization, implemented in the model. 

Occurrence of situations where wave asymmetry takes positive values can be 
predicted with the criterion proposed in [9]. Such cases are expected in the scenarios 
with pronounced periodical exchange of energy between first and second harmonic 
due to triad interactions between wave components. Locations of waves with positive 
asymmetry values can be determined with the method presented in [11]: waves with 
such profile are expected in the trough shoreward from the sandbar in the first case.



Wave Asymmetry Evolution in Coastal Zone: Field Data and Xbeach … 157

The method consists in determining the position of the maximum value of the 
second harmonic amplitude, which is located at a distance of 1.5 of the length of 
the spatial energy exchange between the first and the second harmonics of the wave 
motion (Lb). Further, based on the fact that the positive values of the asymmetry are 
located in the interval between the maximum amplitude of the second harmonic and 
its minimum, their occurrence can be expected between 1 and 1.5 Lb. 

3 Conclusion 

Wave asymmetry reproduced by XBeach model differs from the measured one for the 
first case, where pronounced energy exchange between first and second harmonics 
of wave motion is observed. In the field data asymmetry takes positive values in the 
trough before the sandbar, while the in model parameterization asymmetry can only 
have negative values. 

Discrepancies between observed and modelled asymmetry can be explained by 
the lack of description of backward energy transfer from second harmonic to the first 
one. Corresponding positive values of biphase and asymmetry are not reproduced as 
well. 

If correct prediction of asymmetry is critical for some reason, location of the 
positive values of the asymmetry can be predicted using an algorithm that allows to 
locate the key features of wave transformation: the position of maximum amplitude 
of the second harmonic, as well as the beat length—length of one full period of 
energy exchange between harmonics. Positive values of biphase and thereafter of 
asymmetry will be located between its maximum and shoreward minimum. 
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Computational Aspects of Solving 
the Problem of Ekman-Type Wind 
Currents 

V. S. Kochergin , S. V. Kochergin , and S. N. Sklyar 

Abstract The aim of the work is to compare the exact analytical solution for a 
three-dimensional wind flow model with its numerical analogue for testing and 
analyzing difference discretizations and computational algorithms used in integrating 
the dynamic model. When integrating the equation for the current function, a multi-
parametric family of difference schemes is considered, which, under certain parame-
ters, includes schemes of central difference, directional difference, schemes of A. A. 
Samarsky and A. M. Ilyin. To find the velocity fields by the found current function, a 
projection version of the integro-interpolation method (PVIIM) is used. The results 
of calculations of the current function and integral velocities are compared with an 
analytical solution. As a result of numerical experiments, it is shown that the best 
results are obtained when using the Ilyin scheme and when using approximations 
of derivatives based on the PVIIM method. The implemented testing of difference 
schemes and algorithms, comparison of the results of calculations with an accurate 
analytical solution made it possible to implement a reasonable choice of discretiza-
tions for integrating the equations of the wind circulation model. The constructed 
difference discretizations allow, under all other equal conditions, to increase the 
accuracy of reproduction of the desired numerical solution of the model. 

Keywords Dimensionless problem ·Wind currents · Current function · Difference 
schemes · Analytical solution 

1 Introduction 

Numerical modeling of ocean dynamics in recent years has moved significantly in 
the direction of describing processes of various nature in models. In part, this is 
due to an increase in the discretization of the tasks being solved and the use of
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modern computer capacities. However, the use of new computational schemes and 
algorithms can give a tangible effect in solving such problems. To test such methods, 
it is important to have an accurate solution of the problem available, which will allow 
such a choice. Models of ocean dynamics are quite complex [1]. Analytical solutions 
exist mainly only for the simplest statements, for example, the Stommel model [2–4]. 
In [5, 6], such a problem of calculating the velocity field is realized using the method 
of inversion of a dynamic operator and using computational schemes of a special 
kind. In [7, 8], the model takes into account the variability of velocity in all three 
directions, which made it possible to analyze the accuracy of calculating its horizontal 
and vertical components. The problem in this formulation is also considered in this 
paper to assess the accuracy of calculating the current function and integral velocities 
by comparing the result with the obtained analytical solution of the model. 

2 The Problem in Dimensionless Form 

For a reservoir with a rectangular flat bottom, its surface in the x0y plane is set as 
follows: 

Ω0 = [0, r ] × [0, q], 

its depth H > 0 is constant. The axes of the Cartesian coordinate system are directed 
as follows: Ox—to the east, Oy—to the north, Oz—vertically down. In the domain: 

Ω = {(x, y, z)|(x, y) ∈ Ω0, 0 ≤ z ≤ H}. 

Consider the resulting system of stationary equations of motion in dimensionless 
form: 

⎧ 
⎪⎨ 

⎪⎩ 

−lv = − ∂ Ps 

∂ x + ∂ 
∂z

(
k ∂u 

∂ z
)

lu  = − ∂ Ps 

∂ y + ∂ 
∂z

(
k ∂u 

∂ z
)
, t > 0, (x, y, z) ∈ Ω0, 

∂U 
∂ x + ∂ V 

∂ y + ∂ W 
∂ z = 0 

(1) 

with boundary conditions:

{
z = 0, (x, y) ∈ Ω0 

0,

} : k ∂u 
∂ z = −τx , k ∂ V 

∂ z = −τy, w  = 0;
{
z = H, (x, y) ∈ Ω0 

0,

} : k ∂u 
∂ z = −τ b x , k ∂V ∂ z = −τ b y , w  = 0; 

{0 ≥ z ≥ H, (x, y) ∈ ∂Ω0} : U · nx + V · ny = 0, 
(2) 

in (2) the dimensionless integral velocities are defined as follows:
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U (x, y) = 
H∫

0 

u(x, y, z)dz, V (x, y) = 
H∫

0 

v(x, y, z)dz, (3) 

and in (1) the following variant of parametrization of bottom friction is used: 

τ b x = μ · U, τ  b y = μ · V , μ  ≡ const > 0. (4) 

According to the Stommel model, suppose: 

l = l0 + β · y, k = const. (5) 

3 Analytical Solution 

From the first two equations in (1), we exclude pressure gradients using cross-
differentiation: 

⎧ 
⎪⎨ 

⎪⎩ 

μU − lv = −H ∂ Ps 

∂x + τx , 
lU + μV = −H ∂ Ps 

∂ y + τy, 
∂U 
∂ x + ∂ V 

∂ y = 0, (x, y) ∈ Ω0, U · nx + V · ny = 0, (x, y) ∈ ∂Ω0. 
(6) 

We introduce the current function 𝛙(x, y) by the formulas: 

U = 
∂𝛙 
∂y 

, V = −  
∂𝛙 
∂x 

. 

As a result, we get the following task for the current function:

{
μ

(
∂2𝛙 
∂ x2 + ∂2𝛙 

∂ y2

)
+ β ∂𝛙 

∂ x = ∂τx 
∂ y − ∂τy 

∂x , (x, y) ∈ ∂Ω0 
0, 

𝛙 = 0, (x, y) ∈ ∂Ω0 

(7) 

In [9], a solution to the problem was obtained when setting a sufficiently general 
wind effect:

{
τx = [F1 · cos(rl x) + F2 · sin(rl x)] · cos(qm y) 
τy = [G1 · cos(rs x) + G2 · sin(rs x)] · sin

(
qp y

) (8) 

where the designations are accepted: 

rl = πl 
r ; rs = π s 

r ; qm = π m 
q ; qp = π p 

q 

l, s = 0, 1, 2, . . .  ; m, p = 1, 2 . . . .  
(9)
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Thus, the wind model contains four real: F1, F2, G1, G2 and four integer: 
l, s, m, p numerical parameters, the choice of which makes it possible to describe a 
fairly general wind situation. For example, if F1 = F ·q 

π , F2 = G1 = G2 = 0; l = 0; 
m = 1 we have 

τx = 
F · q 
π 

cos

(
π y 
q

)

, τy = 0 (10)  

and when 

F1 = 
F · q 
π 

, F2 = 0; G1 = −  
F · q 
π 

; G2 = 0 l = 0; m = 1 (11) 

we have a cyclone over the water area. 

4 Basic Formulas for the Stationary Model 

Let’s put together all the formulas necessary for programming. First we write out the 
formulas for the stream function. Solving the problem (7) we have:  

𝛙(x, y) = 𝛙1(x, y) + 𝛙2(x, y); 

where: 

𝛙1(x, y) =
[
C1e

Ax + C2e
Bx  + D1 · cos(rl x) + D2 · sin(rl x)

] · sin(qm y), 

D1 = 
μ

(
r2 l + q2 

m

)
F1 + βrl F2 

μ2
(
r2 l + q2 

m

)2 + β2r2 l 
· qm, D2 = 

μ
(
r2 l + q2 

m

)
F2 − βrl F1 

μ2
(
r2 l + q2 

m

)2 + β2r2 l 
· qm, 

and: 

C1 = D1 · e
Br − (−1)l 

eAr − eBr 
, C2 = D1 · (−1)l − eAr 

eAr − eBr 
; 

A = −  
β 
2μ 

+
/

(
β 
2μ

)2 

+ (qm)2 , B = −  
β 
2μ 

−
/

(
β 
2μ

)2 

+ (qm)2 . 

Similar formulas for the second component of the solution: 

𝛙2(x, y) =
[
C1e

Ax + C2e
Bx  + D1 · cos(rs x) + D2 · sin(rs x)

]
· sin(qp y

)
, 

where
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D1 = −  
βrsG1 − μ

(
r2 s + q2 

p

)
G2 

μ2
(
r2 s + q2 

p

)2 + β2r2 s 
· rs, D2 = −  

μ
(
r2 s + q2 

p

)
G1 + βrsG2 

μ2
(
r2 s + q2 

p

)2 + β2r2 s 
· rs 

C1 = D1 · e
Br − (−1)s 

eAr − eBr 
, C2 = D1 · (−1)s − eAr 

eAr − eBr 
; 

A = −  
β 
2μ 

+
/

(
β 
2μ

)2 

+ (qm)2 , B = −  
β 
2μ 

−
/

(
β 
2μ

)2 

+ (qm)2 . 

The integral components of the horizontal velocity vector are obtained by 
differentiation, in accordance with the formulas: 

U = 
∂𝛙 
∂y 

, V = 
∂𝛙 
∂x 

U (x, y) = 
∂ 
∂ y 

[𝛙1(x, y) + 𝛙2(x, y)] 

= qm ·
[
C1e

Ax + C2e
Bx  + D1 · cos(rl x) + D2 · sin(rl x)

] · cos(qm y) 
+ qp ·

[
C1e

Ax + C2e
Bx  + D1 · cos(rs x) + D2 · sin(rs x)

]
· cos(qp y

)
, 

V (x, y) = −  
∂ 
∂x 

[𝛙1(x, y) + 𝛙2(x, y)] 

= − [
AC1e

Ax + BC2e
Bx  − rl D1 · sin(rl x) + rl D2 · cos(rl x)

] · sin(qm y) 
−

[
AC1e

Ax + BC2e
Bx  − rs D1 · sin(rs x) + rs D2 · sin(rs x)

]
· sin(qp y

)
. 

5 Numerical Methods for Solving the Problem 

Consider problem (11) for the current function by writing it for an arbitrary right-hand 
side:

{
μ

(
∂2𝛙 
∂ x2 + ∂2𝛙 

∂ y2

)
+ β ∂𝛙 

∂ x = ϕ(x, y), (x, y) ∈ ∂Ω0 
0, 

𝛙 = 0, (x, y) ∈ ∂Ω0 

(12) 

Let’s construct a numerical method to solve it. For this purpose, in the field 
Ω0 = [0, r ] × [0, q], consider a computational grid Consider in a computational 
grid: 

ωh ≡
{(
xi , y j

)|xi = (i − 1) · △x , y j = ( j − 1) · △y j
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; i = 1, n; j = 1, k; △x = r 

n − 1 
; △y = 

q 

k − 1

}

; (13) 

Let the grid function
{
𝛙i, j

}
defined on this grid consist of approximate values for 

the quantities of the
{
𝛙

(
xi , y j

)}
—exact solution. The PVIIM method is applicable 

to the sequential approximation of Eq. (12), first by the variable “x”, and then by the 
variable “y”. Equation (12) is rewritten as: 

μ 
∂2𝛙 
∂x2 

+ β 
∂𝛙 
∂x 

= F(x, y) − μ 
∂2𝛙 
∂y2 

≡ G(x, y). (14) 

In accordance with the PVIIM, we consider a test function ν(x) on an arbitrary 
grid cell

[
xi , xi+1

]
. Equation (14) is multiplied by ν(x) and the result is integrated 

across the cell
[
xi , xi+1

]
, including in parts (the variable “y”, at the same time, is 

perceived as a parameter), as a result we obtain the following integro-difference 
identity:

[

μ 
∂𝛙 
∂x 

· ν + 𝛙 ·
(

βν − μ 
∂ν 
∂x

)]
xi+1 

xi 
+ 

xi+1∫

xi 

𝛙 ·
(

μ 
∂2ν 
∂x2 

− β 
∂ν 
∂x

)

dx 

= 
xi+1∫

xi 

G(x, y)ν(x)dx . 

(15) 

When choosing test functions ν(0) (x)uν(1) (x) in the identity (15), we assume that 
they are solutions of the equation 

μ 
∂2ν 
∂x2 

− β 
∂ν 
∂x 

= 0, x ∈ (xi , xi+1) 

and at the same time satisfy the boundary conditions: 

ν(0) (xi ) = 1, ν(0) (xi+1) = 0 
ν(1) (xi ) = 0, ν(1) (xi+1) = 1 

This choice makes it possible to zero the integral on the left side of the identity 
(15). Obviously, for x ∈ (xi , xi+1) 

ν(0) (x) = 
eβ△x/μ − eβ(x−xi )/μ 

eβ△x/μ − 1 
, ν(1) (x) = 

eβ(x−xi )/μ − 1 
eβ△x/μ − 1 

. (16) 

The integral on the right side of identity (15) will be approximated using the 
following formulas
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xi+1∫

xi 

G(x, y)ν(0) (x)dx ≈ G(xi , y) · 
xi+1∫

xi 

ν(0) (x)dx 

xi+1∫

xi 

G(x, y)ν(1) (x)dx ≈ G(xi+1, y) · 
xi+1∫

xi 

ν(1) (x)dx (17) 

After substituting ν = ν(0) and ν = ν(1) into identity (15), one can obtain a 
multi-parametric family of difference schemes. Note that different variants of the 
approximation of integrals in (17) may lead to other difference schemes, but we, for 
simplicity, will focus on the above options. To determine the values

{
𝛙i, j

}
, we have  

the following family of difference schemes: 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

μ

(
𝛙i+1, j−2𝛙i, j+𝛙i−1, j(

△x2
) + 𝛙i, j+1−2𝛙i, j+𝛙i, j−1(

△y2
)

)

+ 

+β
( 1+θi, j 

2 · 𝛙i+1, j−𝛙i, j 
△x + 1−θi, j 

2 · 𝛙i, j−𝛙i−1, j 
△x

)
= ϕ

(
xi , y j

)
, i = 2, n − 1; j = 2, k − 1; 

𝛙i, j = 0, i, j ∈ ∂ωh , θi, j ∈ [−1, 1]. 

Here, θi, j is a set of parameters that determines the approximation of the derivatives 
of ∂𝛙 

∂ x at the grid node
(
xi , y j

)
. 

By entering the difference R ≡ β△x 
2μ , the problem can be solved by one of the 

known iterative methods:
[
2μ 
△y2 

+ 
2μ 
△x2

(
1 + Rθi, j

)
]

· 𝛙m 
i, j 

= 
μ 

△x2
[
1 + R

(
1 + θi, j

)] · 𝛙m 
i+1, j + 

μ 
△x2

[
1 − R

(
1 − θi, j

)] · 𝛙m 
i−1, j 

+ 
μ 

△y2

[
𝛙m−1 

i, j+1 − 𝛙m 
i, j−1

]
− ϕi, j ; 

i = 2, n − 1; j = 2, k − 1; (18) 

𝛙m 
i, j = 0, i, j ∈ ∂ωh; m = 0, 1, 2 . . .  ; 

𝛙0 
i, j = 0, i, j ∈ ∂ωh . 

We define the value R ≡ β△x 
2μ , and in terms of this value we write down our 

formulas. We will solve the last grid problem using one of the iterative method [10]:

[
2μ 
△y2 

+ 
2μ 
△x2 

· (
1 + Rθi, j

)
]

· 𝛙m 
i, j 

= μ 
△x2 

· (
1 + R

(
1 + θi, j

)) · 𝛙m−1 
i+1, j + 

μ 
△x2 

· (
1 − R

(
1 − θi, j

)) · 𝛙m 
i−1, j 

+ 
μ 

△y2 
·
(
𝛙m−1 

i, j+1 + 𝛙m 
i, j−1

)
− ϕi, j , i = 2, n − 1; j = 2, k − 1;
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𝛙m 
i, j = 0, i, j ∈ ∂ωh, m = 0, 1, 2, . . .  ; 

𝛙0 
i, j = 0, i, j ∈ ∂ωh . 

Parameters θi, j are usually set as some function of a number R. In our case, 
the number R is a constant value, so the family of parameters will turn into one 
parameter θi, j = θ

(
Ri, j

) = θ (R). The function θ (R) can be selected in various 
ways, in particular, the following options can be found in literary sources: 

1. θ (R) = 0—a scheme with a central difference [10]; 
2. θ (R) = sign(R)—a scheme with a directional difference [11]; 
3. θ (R) = |R| 

1+|R| · sign(R)—scheme of A. A. Samarsky [12]; 

4. θ (R) = cth(R) − 1 R —scheme of Ilyin A. M. [12, 13]. 

The choice of a function θ (R) using options 2–4 guarantees unambiguous solv-
ability of the system of Eq. (1), since in this case the grid operator of this system will 
be a monotone operator [14]. 

After the current function is found, integral velocities can be calculated. The 
approximation of derivatives can be chosen, for example, as follows:

{
Ui, j = 𝛙i, j+1−𝛙i, j−1 

2△y 

Vi, j = −𝛙i+1, j−𝛙i−1, j 
2△x ; i = 2, n − 1; j = 2, k − 1. 

(19) 

For convenience, we introduce the notation: 

D+ 
y 𝛙i, j = 

𝛙i, j+1 − 𝛙i, j 

△y 
, D− 

y 𝛙i, j = 
𝛙i, j − 𝛙i, j−1 

△y 
, 

D+ 
x 𝛙i, j = 

𝛙i+1, j − 𝛙i, j 

△x 
, D− 

x 𝛙i, j = 
𝛙i, j − 𝛙i−1, j 

△x 
. 

(20) 

We give further approximations of derivatives consistent with the scheme (18) and 
obtained on the basis of the projection version of the integro-interpolation method 
(PVIIM) [5]. 

For internal grid nodes, including upper and lower horizontal borders: 

∂𝛙i, j 

∂ x 
= 

1 − θ 
2

· [1 + R(θ + 1)]D+ 
x · 𝛙i, j + 

1 + θ 
2 

· [1 + R(θ − 1)]D1 
x · 𝛙i, j 

(21) 

On the left border: 

∂𝛙i, j 

∂x 
= [1 + R(θ + 1)]D+ 

x · 𝛙i, j − △x · 1 + θ 
2μ 

· F(
xi , y j

)

On the right border:
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∂𝛙i, j 

∂x 
= [1 + R(θ − 1)]D− 

x · 𝛙i, j + △x · 1 − θ 
2μ 

· F(
xi , y j

)

For internal grid nodes, including left and right vertical borders: 

∂𝛙i, j 

∂ y 
= 

1 

2 
· (
D+ 

y · 𝛙i, j + D− 
y · 𝛙i, j

)

On the upper horizontal border: 

∂𝛙i, j 

∂y 
= D− 

y · 𝛙i, j + △y · 1 
2μ 

· F(
xi , y j

)

On the lower horizontal border: 

∂𝛙i, j 

∂y 
= D+ 

y · 𝛙i, j − △y · 1 
2μ 

· F(
xi , y j

)
. 

6 Results of Numerical Experiments 

To illustrate, consider as a model object a rectangular pond with a flat bottom with 
the characteristic dimensions of the Black Sea: a = 11 · 107(sm) = 1100(km), 
b = 5 · 107(sm) = 500(km), D = 2 · 105(sm) = 2000(m), 

where a is the size in longitude, and b—in latitude, D—depth. 
Then we have: 

r = 11, q = 5, H = 1, k = 0.05; 

l0 = 1, β  = 0.00023; 

β = 0(without β - effect) 

F = 
π 
2 

· 10−3 , μ  = 0.001. 

The comparison will be made in the following norms: 

NC𝛙 = 
max 

ωh 

| 
|𝛙 − 𝛙 

| 
| 

max 
ωh 

| 
|𝛙 

| 
| · 100(%), NL𝛙 = 

∑ 
wh 

| 
|𝛙 − 𝛙 

| 
| 

∑ 
wh 

| 
|𝛙 

| 
| · 100(%) (22)
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where 𝛙 is the exact value obtained by the analytical formula, 𝛙 is the estimate of the 
current function calculated using one or another difference scheme. Using similar 
formulas, we will calculate the norms NCU , NCV  , NLU , NLV  , characterizing 
the deviations of the calculated velocities from their exact values. Figure 1 shows 
the solution of the problem obtained by using an approximation based on Scheme 4. 
Judging by the values of the norms presented in Table 1, the accuracy of reproduction 
of the analytical solution is quite high even when using a large grid. 

Table 1 shows the values of the norms NC𝛙, NL𝛙 and with increasing grid 
nodes. The result was obtained using the Ilyin scheme when calculating the current 
function, and the velocities are calculated by (19). Numerical experiments have 
shown that with this approximation, the best result of calculating the current function 
is obtained compared to other discretizations in the family of schemes (18). The 
values of the norms NCU , NCV  , NLU , NLV  , in the case of using the scheme (21) 
are also presented in the Table 2. An increase in the discretization over space leads 
to an improvement in the calculation results, but it is not necessary to consider them 
satisfactory, especially when calculating integral velocities.

Table 2 shows the values of the norms NCU , NCV  , NLU , NLV  , when using 
the scheme (21) to calculate the integral velocities. The scheme used is consistent 
with the approximation (18) and is obtained on the basis of the projection version of 
the integro-interpolation method (PVIIM). The proposed scheme makes it possible

Fig. 1 The current function obtained according to scheme 4 (Ilyin A. M.) 

Table 1 Norm values with increasing grid nodes (scheme (19)) 

Number of grid nodes NC𝛙 NL𝛙 NCU NCV NLU NLV  

23 × 11 0.30851 0.40652 1.925 2.0367 75.123 67.985 

111 × 51 0.01669 0.02123 0.0823 0.08701 30.339 12.717 

221 × 101 0.00615 0.00675 0.0226 0.0232 17.027 4.0211 

441 × 201 0.00924 0.00711 0.0134 0.0112 9.9514 1.1341 
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Table 2 Norm values with increasing grid nodes (scheme (21)) 

Number of grid nodes NCU NCV NLU NLV  

23 × 11 1.925 2.0367 1.0455 0.9950 

111 × 51 0.0823 0.0871 0.0489 0.0484 

221 × 101 0.0226 0.0232 0.0103 0.0102 

441 × 201 0.0134 0.0112 0.0052 0.0053

to obtain a numerical solution with sufficiently good accuracy even on a large grid, 
which naturally affects the amount of computing resources used. 

7 Conclusions 

Thus, the results of numerical experiments have shown that a sufficiently accurate 
solution of the problem for the current function does not guarantee a qualitative 
calculation of integral velocities. The approach used in this work makes it possible 
to solve the problem for the current function and calculate the spatial derivatives of 
this solution to determine the integral components of the horizontal components of 
the flow velocity. The results of the work can be used in modeling dynamic processes 
in the waters of the Azov and Black Seas. 
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Investigation of the Influence of Foam 
on the Characteristics of Waves 
in the Framework of Laboratory 
Simulation 

M. I. Vdovin, D. A. Sergeev, Yu. I. Troitskaya, and A. A. Kandaurov 

Abstract This paper describes the results of a laboratory investigations of the effect 
of the foam influence on the characteristics of the wavy surface in a wide range of wind 
speeds. The experiments were performed on the Termosratified Wind-Wave Flume 
of IAP RAS. Experiments were carried out for the winds with friction velocities 
between 0.3 and 1.5 m/s (corresponding to a 10-m wind speed of 12–33 m/s under 
field conditions). The water-level fluctuations were measured using wave gauges. 
The surface area covered with the foam was estimated basing on the shadow images 
of the surface filming by a high-speed camera. It was shown that the presence of 
foam on a wavy water surface leads to significant modifications in the characteristics 
of waves: evolution of the frequency and wave-number spectra, and suppression of 
the short-wave part of the waves (surface smoothing). 

Keywords Water–air interface · Laboratory modeling · Airflow ·Waves · Surface 
foam 

1 Introduction 

In recent years, various field and laboratory studies [1–8] have shown the existence 
of the effect of saturation of the aerodynamic drag coefficient of the water surface 
during hurricane winds. One of the possible explanations for the low aerodynamic 
resistance of the water surface for strong winds can be the effect of surface foam, 
which modifies the aerodynamic characteristics of the water surface and affects the 
wind-wave interaction, the processes of momentum, heat and moisture exchange in 
the turbulent atmospheric boundary layer. Based on the data obtained during aerial 
imaging [5], it was determined that in a strong wind only a small part of the sea 
surface is covered with white caps, consisting of dense spots of foam formed as a 
result of wave breaking. For example, at a wind speed of about 50 m/s, areas with 
dense foam caps cover less than 5% of the surface. However, at the same wind speed,
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the surface is almost completely covered with stripes of less dense foam, which are 
stretched in the direction of the wind [9]. It was also found that the drag coefficient 
begins to saturate starting from a speed of 25 m/s, coinciding with the moment when 
foam streaks begin to form on the surface. Moreover, at a wind speed of about 40 m/s, 
when the foam strips merge with each other, the drag coefficient begins to decrease. 

2 Methods 

To study the effect of foam on the surface on the wave characteristics, a laboratory 
experiment was carried out on Termosratified Wind-Wave Flume which is a part 
of the Unique Scientific Facility “Complex of Large-Scale Geophysical Facilities” 
of the IAP RAS. An underwater foam generator was designed to produce foam on 
the surface (Fig. 1). Its underwater working part consists of two parallel tubes with 
a diameter of 1 cm and a length of 35 cm, along the entire length of which holes 
with a diameter of 1 mm and a pitch of 7 mm are drilled in one row. Both tubes are 
plugged on one side, on the other, compressed air is supplied to one at a pressure of 
1.5 atm, and a foam-forming liquid (sodium lauryl sulfate (SLS) solution was used) 
is supplied to the second, which was supplied under the pressure of a liquid column 
1.5 m high. The tubes are wrapped with fine-meshed foam rubber. The working part 
was located under water (5 mm between the upper boundary of the foam rubber and 
the undisturbed water level) 1.2 m from the beginning of the flume perpendicular to 
the side walls. As a result, finely dispersed foam was formed on the surface of the 
water, which was carried away by the wind induced flow. During the experiment, 
the level of the SLS solution and the pressure of compressed air were kept constant, 
which ensured a constant rate of foam generation. 

Fig. 1 Schematic diagram of the experimental setup (a) and aside cross-section of the working 
part of the foam generator (b). 1—working part of the wind-wave channel, 2—vertical supports of 
the channel, 3—honeycomb, 4—wave absorber, 5—hot-wire anemometer, 6—Pitot tube, 7—three-
channel wire wave gauge, 8—high-speed camera, 9—underwater illumination, 10—reservoir with 
foaming liquid, 11—line of compressed air, 12—working part of the foam generator
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To ensure the effect of foam generator influence on surface waves, special test 
experiments were carried out, during which only compressed air was supplied to the 
foam generator without SLS solution. In this mode, bubbles formed only locally in 
the area of the working part of the foam generator and did not reach the measurement 
area. 

Before and after each series of measurements, the parameters of the water in the 
tank were monitored to assess the effect of the foaming agent on it. The coefficient 
of surface tension was measured by the drop method, the viscosity of water was 
measured using a viscometer. In all cases, the differences from the initial values were 
within the measurement error. Thus, changes in the physical properties of water in the 
tank itself and their possible influence on the wind-wave interaction were excluded. 

The characteristics of surface waves were measured for six different air flow 
rates in the air flume and three modes of foam generation: (1) clean water and 
turned off foam generator; (2) clean water with the supply of compressed air to the 
foam generation system, but without the supply of a foaming agent; (3) with a fully 
functioning foam generation system (air + SLS). 

To study the characteristics of surface waves in the wind-wave channel, a three-
channel string wave gauge was used, which was developed and manufactured at the 
IAP RAS. The sensor sampling frequency was 100 Hz. The wave gauge consists of 
three pairs (three channels) of wire resistive sensors, located at equilateral triangle 
with a side of 2.5 cm. Such an arrangement is necessary to obtain the frequency-
angular spectra of waves using the WDM (Wavelet Directional Method) [10] or FDM  
(Fourier Directional Method) method [4]. In this study, each of the sensors consists of 
two parallel nickel wires 35 cm long, semi-immersed in water. The distance between 
the wires is 5 mm. The resistance of a system of two wires and water between them 
depends on the depth of their immersion, determined by the current elevation of 
the rough surface. The wind speed in the wind tunnel was measured by profiling 
scanning using a Pitot tube. The process of measuring and processing the obtained 
data is described in detail, for example, in [4]. 

The parameters of the surface foam were studied using the optical shadow 
method—the rough surface was illuminated from below and filmed with a high-
speed camera (Fig. 2). A matte screen was installed under the working section of the 
flume at a depth of 370 mm, which was illuminated from below by a matrix of 25 (5 
× 5) LED lamps with a power of 10 W each. A “Raptor photonics Cygnet” CMOS 
camera was installed above the working section (frame size 2048 × 1088 px, image 
size 231 × 123 mm, scale 113 µm/px, average frame rate 12 fps, 3000 frames per 
recording).

The resulting digital images (Fig. 3) were processed automatically with special 
algorithms. The proportion of surface area covered with foam was calculated based 
on the number of pixels that were darker than a certain threshold. To eliminate 
the influence of noise and small optical inhomogeneities, the original images were 
divided into regions (the resolution of each of them is 50 times less than the original 
frame), for each of which the average brightness was calculated. Separately, the 
background image was calculated as the average brightness value for each pixel 
based on a recording made on calm water without wind and foam. The background
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Fig. 2 a Schematic diagram of using the shadow method: 1—camera, 2—filming area, 3—matte 
screen, 4—underwater lamp (matrix of LEDs), 5—wind direction, 6—flume body; b example of 
the obtained image for speed U10 = 12 m/c; c example of the obtained image for the speed U10 = 
35 m/c

image was subtracted from each frame, and then a general histogram (brightness 
distribution of image areas) was constructed for all video frames. For each histogram, 
you can calculate the proportion of areas with brightness below the threshold. In 
this case, the threshold was determined by direct calculation of the surface area 
under the foam using morphological imaging. Thus, the process consisted of several 
stages: (a) subtraction of the background from the original image; (b) division of 
the resulting image into smaller areas; (c) binarization of areas by a threshold value; 
(d) morphological opening was performed by a structural element “disk” with a 
diameter of 1 pixel with by subsequent morphological closure with a “disk” 21 pixels 
in diameter; (e) the closed areas of the image were filled using the fill operation. As 
a result, the ratio of the number of pixels found to the total number of pixels was 
taken as the fraction of the surface area covered with foam.

3 Results 

Based on the results of video recording data processing, the areas of water surface 
covered with foam were obtained. When the foam generator was operating with a 
constant flow rate of the SLS solution, the foam coverage area depended on the wind 
speed in the flume (Fig. 4). At friction velocities less than 0.8–0.9 m/s (U10 from 
22 to 25 m/s), a decrease in the foam fraction on the surface was observed with an 
increase in wind speed, while the foam was concentrated near the crests of the waves
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Fig. 3 Stages of morphological analysis to determine the relative area of the foam coverage

(the greater the wind speed, the more foam near the crests, and the less in the troughs 
of the waves). At friction velocities exceeding 0.8–0.9 m/s, intensive wave breaking 
was observed, which led to additional natural foam formation, not associated with 
the activity of the foam generator. As additional tests showed, the amount of foam 
formed due to wave breaking does not depend on the addition of SLS solution to the 
flume (at the concentration that was supplied when the foam generator was running) 
and coincides with the case of pure water.

The isotropic spectra obtained for different modes in terms of frequency and 
wave number are shown in (Fig. 5a–d). It is shown that the presence of foam on the 
surface strongly changes the spectra of surface waves. The most striking effect is 
the suppression of the effect of decreasing peak frequency ωp and wave number kp 
with increasing wind speed. The influence of a running foam generator without the 
supply of a foaming agent (only compressed air is supplied) on the characteristics of 
surface waves is not significant (Fig. 5a, d).

The significant wave height was calculated by the following way: 

Hs = 1 
1 
3 N 

1 
3 N∑

m=1 

Hm (1) 

and mean square slope:
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Fig. 4 Foam coverage area 
(red dots—running foam 
generator, black dots—clean 
water)

m.s.s. = 
kmax=1.25 cm−1∫

kmin=0.01 cm−1 

k2 S(k)dk (2) 

The lower limit kmin = 0.01 cm−1 was chosen below the smallest wavenumber 
that was observed in the experiment. And the top one is in accordance with the 
resolution of the used wave gauge kmax = 1.25 cm−1. 

It is shown that the presence of foam on the surface leads to a slight decrease in the 
significant wave height (Fig. 6a). However, in combination with a reduction in peak 
wave number (Fig. 5b), this leads to a strong decrease in mean square slopes (m.s.s.) 
(Fig. 6b). Foam on the surface actually leads to the suppression of the short-wave 
part of the waves. Therefore, one can expect a decrease in the nonlinearity of the field 
of surface waves and a decrease in the resistance of the waveform in the presence of 
foam on the surface.

4 Conclusion 

Based on the obtained results, it can be argued that the presence of foam on a waved 
water surface leads to significant changes in the characteristics of waves: a change in 
the frequency and spatial spectra, and suppression of the short-wave part of the waves 
(surface smoothing). All this can play a significant role in the problem of surface 
drag coefficient under strong winds conditions and needs a more detailed study.
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Fig. 5 Isotropic spectra in frequency and wave number obtained for different modes: a and c clear 
water (solid line) and foam generation without SLS (dashed line)—to assess the effect of the foam 
generator operation on waves; b and d—foam generation with the supply of SLS solution. Lines 
of different colors correspond to different speed modes of the wind flow in the channel (different 
frequencies of the blower fan). Here F20–F45 is the frequency of the blower fan, which actually 
sets the speed mode of the wind flow in the channel (equivalent wind speed at a height of 10 m U10 
from 12 to 33 m/s)
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Fig. 6 Dependences of significant wave height (a) and m.s.s. (b) on friction velocity for different 
modes: red circles—with artificial foam generation, black circles—clear water, open circles— 
running foam generator without SLS supply
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Determination of Optimal Parameters 
and Modes of Well Operation 
in Low-Permeability Reservoirs 
on a True Triaxial Loading Unit 

S. O. Barkov and N. I. Shevtsov 

Abstract This article presents the results of a series of experiments on physical 
modeling of mechanical and filtration processes in productive formations of the 
Astrakhan gas-condensate field (GCF), which may lead to an increase in permeability 
of reservoir rock when using the directional unloading method. The experiments 
were carried out on the Triaxial Independent Load Test System of the Institute for 
Problems in Mechanics of the Russian Academy of Sciences. The stress–strain state 
in the vicinity of perforation holes was modeling for both cased and uncased wells. 
The paper presents the dependence of filtration properties of the studied specimens 
on the type of the stress–strain state and determines the values of pressure draw-
down, leading to an increase in permeability of rocks. The obtained results indicate 
that the directional unloading method can be successfully applied to uncased wells 
drilled at the Astrakhan GCF. 

Keywords Low-permeability rocks · Filtration properties · Stress–strain state ·
Enhanced oil recovery · Perforation hole · Directional unloading method 

The main problems of geomechanics and applied geology in the oil and gas industry 
are still the discovery of fields, determination of mineral reserves, engineering of 
field development systems, projecting the profile of horizontal and directional wells, 
and modeling various measures aimed at increasing the oil recovery and increasing 
the completeness of field development. The latter problems today become more 
and more actual in view of permanent depletion of easy-to-recover reserves and the 
beginning of active development of hard-to-recover hydrocarbon reserves (HTR). It 
should also be noted that the development of fields with low-permeability rocks is a 
rather complicated process not only technically, but also ecologically.
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1 Directional Unloading Method 

Knowledge of mechanical and filtration characteristics of productive formation plays 
a key role in creating a geomechanical model of the developed fields, studying the 
possibility of increasing oil recovery, as well as in ensuring wellbore stability [1]. 
Flow rate of each well is significantly influenced by filtration properties of rocks that 
constitute the bottom-hole formation zone (BFZ). In various technological operations 
during drilling and subsequent operation of a well, possible deterioration of perme-
ability even in a small area near the wellbore can significantly reduce its productivity 
[2]. It is assumed that permeability reduction is mainly caused by contamination 
of filtration channels [3], but it should also be noted that the filtration properties of 
rocks are radically affected by the stress–strain state arising in them [4]. Particular 
attention is given to studying the properties of rocks comprising the bottom-hole 
zone, since the characteristics of the formation and the processes that occur in this 
area determine the productivity of the well. 

During well development and operation, the filtration properties of BFZ are nega-
tively influenced by penetration of technological solutions into formation, often 
resulting in formation of persistent emulsions, as well as siltation and deposition 
of resins, salts and paraffins. The process of drilling a well significantly changes 
the conditions of the bedding of rocks, and changes occur in the natural stress field, 
which lead to both a decrease and an increase in the transverse dimensions of cracks. 

The non-uniform stress field formed around the borehole is determined by the 
rock structure, its depth, the geometry of the well bottom, the operating mode, and 
also depends on the physical and mechanical properties of the rock mass. During 
various technological operations, circumferential compressive stresses can act on the 
well walls, exceeding the values of rock pressure, which can cause destruction of 
rocks and lead to both decrease and increase their permeability. To date, despite a 
sufficient amount of experimental studies of core material, the effect of non-uniform 
stress field in the bottom-hole zone on the permeability of rocks has not been studied 
sufficiently. 

In order to increase the permeability of the productive formation, the Institute 
for Problems in Mechanics of the Russian Academy of Sciences (IPMech RAS) 
developed an environmentally safe, effective and cost-effective directional unloading 
method. The idea of this approach is that by creating the necessary stress state to 
cause the appearance of a system of micro- and macro-cracks in the vicinity of the 
borehole, which will thereby increase the permeability of the rock [5]. This stress 
state can be obtained by lowering the pressure at the bottom-hole and performing a 
number of technological operations, including the creation of a system of perforation 
holes on the wall of the well. At the same time, all the values of stresses necessary 
for specific fields are determined by direct physical modeling on rock specimens 
with the use of the Triaxial Independent Load Test System (TILTS) developed and 
designed in the IPMech RAS [6].
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2 Testing Facility and Specimen Preparation 

A series of experiments was carried out on the TILTS presented in Fig. 1. The  
development of this system was carried out at the IPMech RAS [7]. 

TILTS is intended for studying elastic-strength, rheological and filtration prop-
erties of rocks. It makes it possible to load cubic rock specimens with faces of 40 
or 50 mm independently along each of the three axes. This makes it possible to 
experimentally simulate any type of stress–strain state occurring in the formation 
during various technological operations on the well. Also TILTS allows to study 
the influence of stress–strain state on filtration properties of rocks by continuous 
permeability measurement during the test [6]. The object of the study are rocks of 
Astrakhan gas-condensate field (GCF), from which cubic specimens with 40 mm 
edge were made. Experimental specimens were strongly cemented sandstones with 
low initial permeability, extracted from the reservoir of Astrakhan GCF from the 
depth interval of 3780–3790 m. Marking was performed as follows: 1 axis of the 
specimen coincided with the core axis, orientation of axes 2 and 3 was arbitrary. 
Four faces of the specimen were covered with impermeable thin polymeric film, two 
opposite faces were left open for air to pass through the specimen, which is necessary 
for measuring permeability. A total of 10 specimens were tested. Before the tests, 
the degree of rock anisotropy was determined by measuring the velocities of elastic 
longitudinal waves along each of the specimen axes [7]. The results of the sounding 
of the specimens showed transversal isotropy of the elastic properties of the studied 
rocks. 

This work presents the results of a series of experiments on physical modeling 
of mechanical and filtration processes in productive formations of the Astrakhan 
GCF when implementing the directional unloading method, carried out by creating

Fig. 1 Triaxial independent load test system (TILTS) 
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perforation holes on the wall of the borehole. The specimens were tested using 
programs corresponding to the case of a perforation hole in a cased borehole [8], as 
well as in an uncased borehole for the case of a point on the perforation hole surface, 
distant from the well axis at a distance r = 1.25 R, for a point on the perforation 
hole surface, distant from the borehole axis at a distance r = 2 R, and for a point at 
the tip of the perforation hole. 

3 Experimental Method 

The perforation hole in the cased well is under the effect of an external stress arising 
in the vicinity of the cased well and coinciding with the natural stress q from the 
rock pressure deep in the formation. From the solution of the Lamé problem for 
the effective stresses acting in the soil skeleton, the stress values in the cylindrical 
coordinate system r ′, z′, ϕ′, associated with the perforation hole, have the form for 
the cased well [9]: 

sr ′ = −(q + pw)
(
Rh/r

′)2 + q + p(r ′), sz′ = q + p(r ′), 

sϕ′ = (q + pw)
(
Rh/r

′)2 + q + p(r ′) 
(1) 

where Rh—radius of the perforation hole, r ′—distance from the center of the perfo-
ration hole, q—rock pressure, pw—pressure in the borehole. Compressive stresses 
are considered negative. Thus, in a cased well the stresses along the surface of the 
perforation hole are constant and equal to (assuming in (1) r ′ = Rh, p(r ′) = pw): 

sr ′ = 0, sz′ = q + pw 

sϕ′ = 2(q + pw) 
(2) 

The external stress for a perforation hole in an uncased well is no longer the stress 
from rock pressure deep in the formation q, but the stresses σr , σϕ, σz , acting around 
the uncased well. For an uncased well, the stresses in the vicinity of the perforation 
hole are determined by the superposition of solutions to the Lamé problem [9] and 
the problem similar to the Kirsch problem [10]: 

sr ′(r ) = 0, sz′(r ) = −(q + pw)(R/r )2 + q + pw, 
sϕ′(r ) = 3(q + pw)(R/r )2 + 2(q + pw) 

(3) 

The notations are similar to (1). From (3) we can see that the stresses change 
depending on the distance from the well to the considered point of the perforation 
hole. Substituting the values we have: 

To  r  = R sr ′ = sz′ = 0, sϕ′ = 5(q + pw) (4)
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Fig. 2 Load program—point on the surface of the perforation hole, away from the well at a distance 
of 1.25 well radius, in an uncased well 

To  r  = 2R sr ′ = 0, sz′ = 3/4(q + pw), sϕ′ = 11/4(q + pw) (5) 

From relations (4) and (5) it can be easily seen that the ring compressive stress, 
which is the maximum in absolute value, the greater the closer the point considered 
on the perforation wall is to the well. Figure 2 shows the load program view for the 
case of a point on the perforation hole surface in an uncased well at a distance of 1.25 
well radius. Stresses S1, S2, S3—stresses applied to the faces of the specimen along 
axes 1, 2, 3 of the TILTS loading unit—are plotted along the ordinate axis in MPa. 
The stress S1 corresponds to the vertical stress component, S2 to the annular one, 
and S3 to the radial one, i.e. the stresses S1, S2, S3 correspond to the absolute values 
of the stresses acting in the vicinity of the perforation hole. Point A corresponds to 
the stresses acting on the soil skeleton before the well is drilled, point B corresponds 
to the state when the well is drilled and the pressure at its bottom is equal to the 
formation pressure, point C corresponds to complete drainage of the well. 

4 Results 

Using relations (2) and (3) we compiled loading programs for specimens for condi-
tions of Astrakhan GCF simulating the change in stresses on the perforation holes 
surface in cased and uncased wells with decreasing pressure pw at their bottom-hole. 
In an experiment with an uncased well, the stress change at a point on the surface 
of the perforation hole, which is remote from the axis of the well at a distance 
r = 1.25 R and r = 2R. During the experiments, the deformation of specimens in
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Fig. 3 a—Loading program and permeability curve of specimen A-2, b—stress–strain curves of 
specimen A-2 

three directions was measured and the change in their permeability in the layering 
plane was recorded. 

Ten specimens were tested at the TILTS facility using physical simulation 
programs. When tested using a program simulating stress changes in the perfora-
tion hole vicinity in a cased well, the specimens deformed elastically throughout 
the experiment without increasing permeability up to the stresses corresponding to 
complete well drainage. 

A different picture was observed when testing the specimens using the “perfo-
ration hole in an uncased well” program, simulating the change in stress at a point 
on the surface of the perforation hole, remote from the axis of the well at a distance 
of r = 1.25 R. Figure 3 shows the deformation curves of one of the specimens 
during the experiment and the change in its permeability. It can be noticed that the 
specimens fractured at the section of the program AB, not reaching the point B. But 
at the same time, during the simulation of the point remote from the axis of the well 
at a distance r = 2 R, the specimens deformed elastically and the failure did not 
occur, up to the point C of the program, corresponding to complete drainage of the 
well. 

5 Conclusion 

In a series of experiments, rock behavior was simulated at the contour of the uncased 
well, the perforation hole contour: at 1.25 well radius and 2 well radius, and at the 
tip of the perforation hole. Figures 3 and 4 show plots of stress and permeability 
dependence on time, as well as strain curves for specimens A-2 and A-4.1, on which 
points on the perforation hole contour at a distance of 1.25 well radius were modeled. 
The result of these experiments is the destruction of experimental specimens (Fig. 5
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shows the appearance of the specimens after the test—you can see the system of 
cracks on them) with an avalanche-like growth of permeability, which allows to 
judge about the possibility of successful application of the directional unloading 
method on the studied well of Astrakhan gas condensate field. When simulating the 
tip of a perforation hole in a cased well, the specimens did not fracture until the well 
was completely dry. These results indicate that lowering the bottom-hole pressure 
of cased wells with perforation does not increase permeability, whereas perforating 
uncased wells can result in multiple permeability increases. The experiments also 
demonstrated the inexpediency of creating perforation holes of long length, as it 
has been experimentally shown that rock destruction in the perforation hole vicinity 
occurs at a short distance from the borehole. 

Fig. 4 a—Loading program and permeability curve of specimen A-4.1, b—stress–strain curves of 
specimen A-4.1 

Fig. 5 Specimens A-4.1 and A-2 after testing
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Method of Liquidation of Hydrocarbon 
Spills Using Vortex Flow 

T. O. Chaplina 

Abstract The paper provides an overview of existing methods and sorbents for the 
elimination of hydrocarbons from the surface of the water, studied their characteris-
tics and the principle of operation of devices that are currently used to eliminate oil 
spills. An original method of eliminating hydrocarbon spills is proposed, the main 
element of which is the creation of a controlled vortex funnel in a rotating cylindrical 
cup equipped. The principle of operation and methods of controlling the modes of 
operation of the vortex funnel have been confirmed by experimental studies. 

Keywords Hydrocarbons · Oil spills · Controlled vortex funnel 

1 Introduction 

Currently, oil is the most common substance polluting natural waters. Transportation 
of half of the oil produced on the world shelf is provided by the tanker fleet and is esti-
mated at up to 2 billion tons per year. At the same time, 0.03% of oil and oil products 
transported by tankers is lost for various reasons. There have been numerous envi-
ronmental disasters associated with accidents of large-capacity tankers, which were 
accompanied by large-scale oil leaks and significant consequences for the ecosys-
tems of large areas of the World Ocean [1]. In Russia, the loss of oil and oil products 
due to emergencies, non-compliance with technological discipline and appropriate 
safety measures reaches 4.8 million tons annually. At the same time, 30% of oil pollu-
tion comes from domestic and industrial waste, 27% from ships, 24% of pollution 
comes from the ocean floor from natural sources, 12% from tanker and oil platform 
accidents, 7% from atmospheric precipitation. 

To reduce possible negative consequences, special attention should be paid to the 
study of methods for localization, liquidation of oil spills and the development of an 
additional set of measures for the collection and disposal of hydrocarbons that have 
entered the external environment.
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The purpose of this work is to study the current state and propose new promising 
methods for cleaning the sea surface from oil spills. 

2 Devices for the Mechanical Collection of Liquid 
Hydrocarbons from the Water Surface 

Currently, there are several methods for eliminating oil pollution from the surface 
and in the water column. Overview of existing methods for the elimination of 
hydrocarbons from the surface of the water is given in the works [2–5]. 

A known device for collecting oil and oil products from the surface of the water, 
includes a partially flooded drum with floats on the ends of the drum and adjacent 
to the drum vacuum receiving chamber with a front wall, which is made in the form 
of a scraper [6]. The disadvantages of this device include the low selectivity of oil 
collection, with which the predominant amount of water is sucked into the device. 

A known method of cleaning the soil and water surface from oil pollution [7], 
which provides for the use of a device made in the form of cotton-containing sorbent 
mats, the outer side of which is pre-treated by spraying a thin layer of machine or 
transformer oil. In this case, a layer of cotton-containing sorbent in the mat is fixed 
between layers of cotton or synthetic fabric of a rare weave or cotton mesh. The 
distance between the threads of the fabric or the size of the mesh cell, which fix 
the sorbent in the mat, does not exceed the particle size of the cotton-containing 
sorbent. One of the disadvantages of the known device is the low adsorbing capacity, 
however, the main disadvantage is that cotton absorbs moisture and the mats filled 
with it sink without exhausting its ability to adsorb oil products. A device is also 
used to remove oil and oil products from the surface of the water, which includes 
a rotating drum with a hydrophobic surface and an adjacent system for removing 
and collecting the product [8]. The disadvantages of this device include a significant 
effect of ambient temperature on the performance of the device, since during its 
operation in the cold autumn-spring periods of operation, in winter, at night, due to 
an increase in the viscosity of the collected oil product, the absorbing capacity of 
the hydrophobic shell of oil and oil products decreases, which reduces the overall 
performance of the device. 

A device is also known for collecting oil from under the ice cover of a reservoir 
[9]. A well is drilled in the area where the oil or oil product spot is located in the ice 
cover, a swirler with a pumping device is immersed through it into the spot area, the 
swirler is rotated to create a vortex funnel in the water under the ice, which ensures 
the collection of oil or oil product into it, and the oil or oil product is pumped out 
from the vortex funnel. Funnels (Fig. 1). The oil or oil product slick is localized by 
placing an inflatable boom barrier under the ice cover by transporting it by guided 
torpedoes and/or underwater vehicles or by placing it through wells drilled around 
the perimeter of the oil or oil product slick. Booms are placed under the ice in an 
uninflated (deflated) state, and after placement they are inflated. The area formed by
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the boom and the ice cover is filled with hot air at the final stage of oil or oil product 
pumping. A known device for collecting oil from the surface of the water includes 
a floating housing, a swirler with a vertical drive shaft, an exhaust pump and an oil 
intake pipe connected to it at one end, mounted coaxially with the swirler shaft and 
covering it, characterized in that, in order to improve the efficiency of the device for 
by reducing the water content of the collected oil, it is equipped with stuffing box 
seals and a hollow perforated truncated cone mounted coaxially with the shaft with 
a large base top and attached to the free end of the oil inlet pipe with the possibility 
of rotation around the axis of the shaft, while in the places where the perforated cone 
mates with the oil inlet pipe and the shaft, gland seals [10]. 

The device is transported over a water surface contaminated with an oil film 
(Fig. 1). Water from the oil film flows over the edges of the funnel 2 into the device 
between the floats 1, then flows into the oil-gathering funnel 2 and is discharged 
through the diffuser 3. Due to the rotation of the shaft 4 with the swirler 5 by the 
electric motor 6, a funnel is formed. The oil film inside the device is collected by a 
vortex funnel near the shaft 4 and is pumped out through the oil receiver 7 by the 
pump 8. Oil enters the oil receiver 7 through the perforations in the cone. 

It should be noted the system for collecting oil products from the surface of the 
water, described in [11] (Fig. 2).

The system for collecting oil products from the surface of the water works as 
follows. Vessel 5 with jet propulsion 4 comes to the place where there is a localized 
spot of oil products floating on the surface of the water, and sets the oil intake funnel 1 
below the level of floating oil products. Placed at the bottom of the funnel 1, the outlet 
pipe 2 is connected to the inlet pipe 3 of the conduit of the ship jet propulsion unit 4, 
and the outlet pipe 6 of the water conduit of the jet propulsion unit is connected to the 
oil storage tank. It can be, for example, any floating tank, oil tanker, barge, ballast 
compartment of water-ballast booms, etc. The jet propulsion 4 of the vessel 5 is 
launched, which, through the inlet pipe 3, begins to pump out, passing through itself, 
oil products from the surface of the water entering the oil intake funnel 1. Through 
the outlet pipe 6 of the water conduit of the jet propulsor 4, oil products enter the 
accumulator. This technical solution is simple in design and has high performance. 
The use of the same vessel for the installation of oil receiving equipment and pumping

Fig. 1 Device for collecting oil from the water surface [10] 
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Fig. 2 System for collecting oil products from the water surface: 1—floating funnel with an outlet 
pipe 2 at the bottom. The upper edge of the funnel 1 is buried under the level of floating oil products. 
The outlet pipe 2 of the funnel 1 is connected to the inlet pipe 3 of the conduit of the jet propulsion 
4 of the ship 5. The outlet pipe 6 of the conduit of the jet propulsion 4 is connected to the storage of 
oil products (not shown in the drawing). The connection is carried out, for example, using a pipeline 
to which, if necessary, a hydrocyclone can be connected [11]

of oil products without the use of special pumping equipment significantly reduces 
the cost of cleaning the water surface from oil pollution, and also allows the use 
of highly mobile vessels, which is very important to ensure the efficiency of such 
operations. 

Also known is a device for collecting oil from the surface of the water [12], which 
includes a closed battery of hydrocyclones, evenly spaced around the circumference, 
interconnected by vertical bridges and combined front and rear walls with inlets 
expanding upwards, pipelines and oil pipelines connected to coaxially located oil and 
water collectors in the center of the device, hollow chambers formed by horizontal and 
vertical bridges, vertical edges formed by the front and rear walls of hydrocyclones, 
a cover with a breakwater device and a hatch. The device is equipped with external 
and internal electromagnets, evenly spaced around the circumference of the cover, 
and cone-shaped electromagnets located on the surface of the hydrocyclones, which 
are connected by a cable in water- and oil-resistant insulation to the control unit. 
Invention makes it possible to efficiently collect magnetic oil products of various 
film thicknesses from a large area by creating a magnetic field, which expands the 
possibilities of using an oil-collecting device on undulating surfaces of water bodies. 

Also used is a method and device for collecting oil products from the water surface 
[13]. The method includes taking a mixture of oil products with water under vacuum, 
separating the mixture and then supplying oil products to an oil collector. The intake 
of a mixture of oil products with water is carried out below the water surface in 
the cavitation mode and is accompanied by air suction. In the separation process, a 
directed flow of a mixture of water, dispersed air and oil products is produced. 

Despite the intensification of oil production in the Arctic regions, mainly in the 
offshore areas of the Arctic Ocean, there are still no sufficiently reliable methods and 
devices for collecting oil spills and oil products from under the ice cover. 

It should be noted the method of collecting oil spills from under the ice cover 
of a reservoir, described in [14]. The invention relates to the field of environmental 
protection and can be used to collect spills of oil (petroleum products) from under
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the ice cover, mainly Arctic waters (Fig. 3). The method includes localization of an 
oil or oil product slick, drilling a well in the ice cover, immersing a swirler with a 
pumping device through the well into the area of the swirler spot with a pumping 
device, creating a swirl funnel in the water under the ice by rotating the swirler, 
which ensures the collection of oil or oil product into it and the subsequent removal 
of oil or oil product by pumping from vortex funnel into the oil receiver. 

Localization of a spot of oil or oil product is carried out by covering the area of 
localization of the spot, which exceeds the zone of action of the vortex funnel. As 
the oil or oil product is pumped out, the spot localization area is narrowed to sizes 
equal to or smaller than the area of action of the vortex funnel. The oil or oil product 
slick can be localized by placing a boom barrier under the ice cover by transporting 
it by guided torpedoes and/or underwater vehicles. A boom with a closed contour in 
the form of a spiral is used, made with the ability to narrow the closed contour by 
twisting this spiral. The use of the invention will increase the areas of collection and 
removal from under the ice cover of oil (petroleum products) in flowing and stagnant 
water bodies.

Fig. 3 Method for collecting oil spills from under the ice cover of a reservoir: 1—ice cover, 2—oil or 
oil products, 3—swirler, 4—hollow shaft of the swirler, 5—pipe for pumping oil, 6—perforations 
in the hollow shaft, 7—mobile installation for drilling and pumping oil, 8—booms, 9—vortex 
funnel, 10—tank for collecting oil products, 11—collected oil products, 12—pump, 13—pipeline 
for pumping oil products into the tank, 14—swirler blades (arrow shows oil pumping direction.) 
Dmax and Dmin are the maximum and minimum coverage areas of the oil slick [13] 
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Fig. 4 Oil gathering funnel 
[15] 

We also note a device (Fig. 4) containing an oil-gathering funnel (1) with a cover 
(2) above it and a system of vertical movement along vertical guides (3) rigidly fixed 
at the bottom of the reservoir. The removal of the collected oil is carried out through 
a flexible pipeline (4). 

When operating this device, it is necessary to constantly monitor the level of oil 
on the water and move the funnel in accordance with the position of this level. 

3 Cleaning the Sea Surface with a Controlled Vortex 
Funnel 

The author of this paper proposed an original method for cleaning the water surface 
from liquid pollution [16], when in the volume of a rotating hollow cylinder located 
below the “water–oil” boundary, water movement is forcibly created with the 
formation of a vortex funnel in it with continuous pumping of oil products (Fig. 5).

The movement of water is ensured by the rotation of the hollow cylinder, the end 
of the receiving pipe of the means of pumping out the oil product is placed coaxially 
inside the hollow cylinder below its upper end by the value H/2 (H—is the height 
of the cylinder). To create an optimal mode of operation of a controlled funnel, 
express methods measure the thickness of the oil layer, the densities and kinematic 
viscosities of water and the removed oil products, and the measured values determine 
the immersion depth h of the upper edge of the hollow cylinder from the «water–oil 
product» interface, determined by the relationships. 

h < 
H 

α2 − 1 
, α  = 1 + 

ρw 

ρo 

/
vw 

vo 
(1)



Method of Liquidation of Hydrocarbon Spills Using Vortex Flow 195

Fig. 5 Scheme of work of the oil collector

where ρw, ρo—density of water and oil, and vw, v0—are their kinematic viscosities. 
The optimal angular frequency of rotation of the hollow cylinder ω is determined 

by the expression 

ω = 
1 

Rc 

/
g 
(H + 2h + �)(ρw + ρo)(

1 + α2
)
ρw − ρo 

(2) 

where Rc—cylinder radius, �—oil layer thickness on the water surface, g—gravi-
tational acceleration. 

With known height H and radius Rc of the glass, the measured values of ρw, ρ0, 
vw, v0 according to (1, 2), the required immersion depth and rotational speed are 
determined. So for H = 1 m, Rc = 0.04 m, ρw = 103 kg/m3, ρ0 = 860 kg/m3, 
vw = 10−6 m2/s, v0 = 6 · 10−6 m2/s from (1) follows α = 1.47 and the immersion 
depth of the upper edge must be less than h < 0.85 m. We put h = 0.5 m. Then, with 
the oil product layer thickness � = 0.1 m, the optimal cylinder rotation frequency, 
according to (2), turns out to be equal to ω ≈ 10.1 revolutions per second. 

When developing the proposed device, it was experimentally found that the rota-
tion of a hollow cylinder leads to the formation of a vortex funnel inside the volume 
of the cylinder [17]. Various petroleum products and oils were used in the experi-
ments—sunflower oil, a mixture of sunflower oil and diesel fuel in equal proportions, 
oil, diesel fuel, etc. It was found that the shape and size of the oil part of the composite 
vortex depend on a number of parameters—the thickness of the oil layer on the water
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Fig. 6 Typical forms of a composite vortex at different speeds of rotation of the glass for various 
oil products [17] 

surface, the density and kinematic viscosity of the water and the removed oil prod-
ucts. As a result of analytical processing of experimental data, it was possible to 
establish empirical dependences (1, 2) of optimal modes. 

Based on the proposed method, a «Device for removing oil products from the 
surface of water» [18] was patented, in which the means of creating a vortex is 
made in the form of the mentioned glass, equipped with the necessary mechanisms 
for moving it along the height. The outputs of the control unit are connected to the 
movement mechanisms and the cup rotation drive, and the inputs are connected to 
the density and viscosity meters of water and the collected oil product, the oil product 
layer thickness gauge and the means for measuring the immersion depth of the top 
edge of the cup from the «water–oil product» interface. 

Empirically, it was found that the optimal location of the end face of the receiving 
pipe of the means for pumping out oil products in the oil part of the composite vortex 
with the pump running leads to the selection of only oil from the composite vortex. 
The resulting oil deficit in the compound vortex is replenished by oil from the surface, 
which leads to its continuous collection from the water surface. Figure 5 shows the 
experimentally obtained [16] typical forms of a composite vortex at different speeds 
of rotation of the glass for various oil products. The rotation frequencies of the 
experimental glass in the photographs of Fig. 6 were 100, 300, 500 and 700 r/m 
from left to right, respectively. It can be seen how, with an increase in the rotation 
frequency, the water surface is cleaned of oil and its localization near the axis of 
rotation of the glass. 

4 Conclusion 

The proposed new method and device for collecting oil products from the sea surface, 
in contrast to the previously developed ones, are distinguished by the use in the 
control system of the process of collecting the results of preliminary calculations, 
which ensure the optimal operation of the device. The nature of the movement of oil 
products on the surface of the vortex funnel is confirmed by experimental studies.
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Abstract The current trends of changes in average monthly air temperatures in the 
Arctic and Forest landscape zone of Eastern Siberia, as well as the relationships of 
these processes with variations in the total area of wormwood, which are formed in 
the summer months in the ice cover of the seas of Laptev and East Siberia. It is shown 
that in many territories of the Arctic zone of Eastern Siberia, significant changes in 
average monthly temperatures of summer months in 2010–2020. As a result, the 
risks of many natural hazards could not be increased. Therefore, the probable cause 
of their actual increase is anthropogenic. 
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Natural and man-made emergencies in the Arctic zone of Russia in the modern 
period are increasingly frequent, which causes significant damage to the population, 
economy and ecosystems not only of the mentioned zone, but also of the entire Russia. 
Therefore, the development of existing ideas about the causes of their occurrence is 
an urgent problem of fire and environmental safety. 

The solution of this problem is of the greatest interest for the Arctic territories and 
waters, the natural resources of which are very significant, but in a small part devel-
oped by humans. These include many of the northern territories of Eastern Siberia, 
which are part of the Krasnoyarsk Region and the Republic of Sakha (Yakutia), as 
well as the adjacent of Laptev and Eastern Siberia seas. The accelerated development 
of natural resource management systems of the above-mentioned Russian Federa-
tion entities provides for «Strategy of development of the Arctic zone of the Russian 
Federation and provision of national security for the period up to 2035»which was 
approved by the Decree of the President of the Russian Federation of 26 October 
2020 №645. 

The development of the natural resources of the above-mentioned Arctic territo-
ries and of the seas of Eastern Siberia is inevitably connected with an increase in 
anthropogenic influence on their landscape complexes, which can lead to an increase 
in risks associated with the development of a number of dangerous natural processes 
in them. Regional warming [1–6] can also have an equally powerful impact on such 
processes. 

Therefore, when planning the development of prevention systems, as well as 
emergency response in the Arctic zone of the Russian Federation, it is necessary 
to take into consideration the correlation between the effects, which are specific 
for its various regions, Climate and anthropogenic factors affecting their landscape 
complexes. 

Significant reductions in Arctic sea ice cover, (which is also an important conse-
quence of this warming) [7–11], have been attributed to existing perceptions of the 
causes of Arctic warming. 

In the summer months, the destruction of the ice cover of the Arctic seas begins 
with the formation of wormwood. Many of them arise at the seams of the rivers that 
flow into them, after the onset of the floods in their estuary regions. This is facilitated 
by the increase in the level of the water surface in such areas as the flood, which 
can break through the stores, as well as by the increase in the speed of the existing 
drainage currents in them, which carry away the fragments of ice from the shore. In 
the modern period, on all rivers flowing into the seas in question, the flood begins in 
the period of the polar day. 

The free water surface of the seas absorbs the total radiation of the sun (here 
and after the TSR) much more actively than their ice cover [12, 13]. Therefore, the
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formation of wormwood in the ice cover of the seas and the increase in their total 
area (here and after the TWA) leads to an increase in the flow of heat generated in 
the waters of these seas while absorbing the TSR. 

The resulting heat is consumed by increasing the mean temperature of the oper-
ational layer of the sea, melting of the ice sheets, and evaporation of moisture and 
heating of air. If the amount absorbed in wormwood TSR exceeds their heat loss, 
TWA increases. 

The earlier in the polar day period, in some seas, the longer the cumulative dose 
of TSR absorbed during the period and the greater the total amount of heat given to 
them into the atmosphere. 

The earlier arrival of a flood in the estuary of any river is a consequence of the 
earlier beginning of the intense melting of the snow cover in its basin. The latter may 
be caused by an increase in the average monthly air temperatures (here and after 
AMT) in the spring months on its territories [14]. 

The average rate of growth of TSRs is also increased by an increase in the average 
temperature of the river waters flowing into the sea concerned during the flood season. 

The recharge zones of the basins of all rivers flowing into the Arctic Seas of Russia 
are located in the territory of its Forest Landscape Zone, where in April and May 
forest fires are a significant factor in increasing AMT. 

The above considerations suggest that one of the significant causes of the warming 
of the Russian Arctic climate for the summer months is the warming of the climate 
in its Forest Zone for the spring months. 

The hypothesis is not obvious because many other processes [2, 15–19] may be 
responsible for the warming climate for the summer months. 

A confirmation of the proposed hypothesis for any territory of the Arctic zone of 
Russia would make it possible to use information on the terms of the onset of flooding 
in the recharge zones of the respective rivers in predicting the risks of emergency 
situations related to climate warming. Therefore, the verification of this hypothesis 
for the territories of Eastern Siberia belonging to the Arctic and Forest Zone, as well 
as the waters adjacent to seas, is of considerable theoretical and practical interest. 
However, it had not previously been tested. 

The purpose of the work is to test the proposed hypothesis for the Arctic territories 
of Eastern Siberia and to assess the current trends in the changes of risks caused by 
the dangerous natural processes that are possible on them in the summer, further 
warming of the Forest Zone for the spring months. 

It is obvious that the hypothesis put forward can be valid in case of following 
conditions: 

. the influence of inter-annual changes in the total dose of the TRS absorbed by 
the free water surface of any Arctic seas off the coast of Russia in the summer 
months, on synchronous variations of the AMT in some territories or areas of the 
Arctic zone of Russia is significant; 

. the year-to-year changes in the TSR dose absorbed in such seas during the summer 
months are significantly related to the variations of the AMT in the respective 
territories of the Russian Forest Zone, which occur in the previous months.
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The feasibility of the first condition is not obvious, since the flow of heat into the 
atmosphere over the Arctic zone of Russia from such seas is formed by their entire 
underlying surface, and not only its areas free of ice. A large amount of heat flows 
into the atmosphere and from the ice cover of the seas, which also absorbs the TSR 
(although its albedo is much larger). 

Part of the total heat flow from a sea to the atmosphere that forms in its Wormwood, 
the more the TWA that is dependent on time. The question of whether this part is 
large enough for a certain summer month to meet this condition for the Laptev and 
East Siberian seas was not previously considered. 

The feasibility of the second condition also needs to be confirmed, because varia-
tions in the average monthly values of their TWA (here and after VTWA) the dynamics 
of AMT in coastal areas for the same months may affect much more strongly. 

It should be noted that changes in risks associated with dangerous natural 
processes in some areas of the Arctic zone of Russia, with further warming of the 
climate of the respective territories of its Forest for the spring months, It also depended 
on whether such trends were actually observed in those territories. 

Monitoring of climate change in many parts of the Siberian Forest Zone indicates 
that most of them are experiencing significant warming in the current period [3, 5, 
6, 20]. However, the trends in the inter-annual changes of the AMT in the spring 
months in its territories where they are able to influence the timing of the onset of 
flooding in the estuarine regions of the Siberian rivers remain open, as the location 
of such territories has not been identified. 

The following objectives have therefore been achieved. 

1. Assessment of the significance of the relationship between the inter-annual 
changes in the monthly doses of the TSR absorbed in the wormwood, which are 
formed in the summer in the ice cover of the Laptev Sea and the East Siberian 
Sea, with variations of the AMT over the waters and coasts of Eastern Siberia. 

2. Identification of areas of the territory of Eastern Siberia, where inter-annual 
variations of the AMT for any spring months are significantly related to changes 
of the VTWA in the ice cover of the Arctic seas off the coast of Eastern Siberia 
in the following summer months. 

3. Assessment of current trends in AMT changes in the identified areas of Eastern 
Siberia, which correspond to the identified spring months. 

In solving these tasks, as a factual material, information was used: 

. about the changes in the average daily values of glaciation of different sections 
of the Arctic seas off the coast of Eastern Siberia, which is obtained from 
GLORYS12.v.1 reality [21]; 

. about the variations of the average hourly values of AMT and air temperatures 
at an altitude of 2 m above various points of the territory of Eastern Siberia and 
waters of the seas of Laptev and East Siberia, which is presented in the ERA 5 
[22]. 

GLORYS12v.1 is based on the mathematical models of the NEMO [23] family, 
which are verified by satellite monitoring data. The results under consideration are the



Trends in the Risks of Natural Hazards in the Arctic Zone of Russia, … 203

daily average of the glacier values of the water bodies of the sites under consideration 
for each day from 1.01.1993 to 31.12.2020, with a pitch of 5 arc min. 

Global mathematical models IMERG [24–26] have been applied for the imple-
mentation of ERA-5 recanalization, which are verified from ground-based meteoro-
logical and actinometric observations. It contains information on the average hourly 
values of the insolation intensity of different parts of the Earth’s surface and the air 
temperatures above them in the period from 01.01.01.1979 to 24.31.12.2021. With 
a coordinate step of 0.25. Both are supported by Copernicus. 

Information from the Ocean Information Shared System portal, which is main-
tained by IDC VNIA (Obninsk) and archival materials, was used in the sample testing 
of the actual material. 

The methodology of the study presupposed the solution of the first problem in 
three stages. In the first stage, the values of the SPS for each sea and for a certain 
month were calculated, as the difference between the total area of its water area and 
the average monthly value of the total area of its ice cover. The areas in question were 
calculated using GLO YRYR 12 V.1 real time information on changes in average 
daily values of glaciers of different areas of each sea area, taking into account their 
latitude. The assumption was that each site represents trapezoid. Parts of the land 
area were considered to be land. 

In the second stage, a monthly dose of TSR was determined for each month under 
review and absorbed by each wormwood of each sea. The value of this indicator was 
calculated taking into account the changes in the PPS, as the sum of doses of TSR 
absorbed in wormwood for each day of the month studied. The latter were calculated 
taking into account the influence on the albedo of the relevant areas of the sea surface, 
changes in the height of the Sun above the horizon. 

In the third stage, a correlation analysis was carried out between the time series 
of monthly doses of the TRS and the synchronous series of AMT over the waters of 
the seas in question and the territories of Eastern Siberia, for the months from May 
to August. In assessing the significance of the relationships studied, it is assumed 
that the statistical properties of the processes studied allow the Student criterion to 
be applied. The links were considered relevant if the validity of such a conclusion 
exceeded 0.95. 

In the second task, the same studies were carried out, assuming that the monthly 
series of SSSPs lagged behind the average monthly temperature series for the areas 
in question at 13 months. 

In solving the third problem, as quantitative measures of the trend of inter-annual 
changes of the AMT at an altitude of 2 m over all areas of the Siberian Forest Zone, 
the values of the angular coefficient of the linear trend (here and after ACLT) of 
the corresponding time series have been estimated, which correspond to the periods 
1979–2020 and 2010–2020. 

In assessing the likely changes in the risk of occurrence of natural hazards, which 
is possible in the summer at different sites of the Arctic zone of Eastern Siberia, 
it was taken into account that the values of these indicators are proportional to the 
AMT above [27].
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Therefore, in order to obtain the estimates sought, the distribution of AMT series 
over the June–August months of the ACLT was studied over the whole AMT area 
and calculated over the given time periods. 

It is not difficult to see that the methodology described is based on a number of 
assumptions that can have a significant impact on the quantitative estimates of the 
indicators studied. As a consequence, it can be considered to be suitable only for 
identifying qualitative patterns inherent in the relationships between the processes 
under study. 

Using the above factual material and the described methodology, all tasks have 
been accomplished. In the first and second stages of solving the first task, for the 
months from May to August, the dependence on the time of VTWA for both seas 
off the coast of Eastern Siberia, as well as monthly doses absorbed in their TSR 
wormwood has been determined. 

It has been established that the changes in these indicators for any month are 
complex variations, with both quasi-two-year and longer-period components in the 
spectra. These fluctuations for May in the period 1993–2019 occur at almost the same 
level. For June–August they have increasing trends (values of ACLT of corresponding 
series are positive, although not significant). At the same time, the average rate of 
increase of VTWA was highest for the period 2000–2012. 

In 2012–2019. Changes of the VTWA for these months, as for May, occurred at 
almost the same level. It follows that the trends of inter-annual changes of the VTWA 
in the seas of Laptev and East Siberia, in 2012–2019 changed: a further increase in 
this indicator and a decrease in the average glaciation of their water area, stopped 
for the summer months. 

In the second stage of solving the first problem, the dependence on the time of 
doses of the TSR, falling and absorbed in the wormholes of each studied sea, was 
determined. 

Figure 1, as an example, shows the established time dependence of the TSR dose 
values, falling and absorbed in the wormholes of the entire Laptev Sea, normalized 
to the maximum values of these values (TSRmax) for 1993–2019 which correspond 
to the months of May to August.

As can be seen from Fig. 1a, the inter-annual changes in the monthly doses of the 
TSR entering the Laptev Sea area and being absorbed into the Carpian Sea are also 
complex variations. 

As shown in Fig. 1a, the highest monthly dose of SSR falling on the Laptev 
Sea area in the months under consideration is 2007–2012. In the current period, the 
changes in this indicator is a decreasing trend. 

Similar features are observed in Fig. 1b. It follows that the change in VTWA 
trends in 2012 was most noticeable in the inter-annual change of monthly doses of 
TSR absorbed in the Laptev Sea Polynyas for July and August. 

For June, the steady increase in these doses continued after 2012. The latter 
indicates that the changes in the VTWA in June may have been influenced as the 
shift of the flood onset dates in the estuary areas of the respective rivers to earlier 
dates, as well as an increase in the average temperatures of the river waters entering 
the sea.
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Fig. 1 Time dependencies of TSR doses for the whole Laptev sea area, normalized to their 
maximum values (TSRmax) for 1993–2019 which correspond to the months of May to August 
a falling b absorbed

In the following months, the influence of this factor seems to be weakening, as 
the bulk of the heat flow from the melting of the ice sheet is formed by absorption 
of the TSR into the free water surface of the southern areas of the studied seas. The 
same conclusions are fully valid for the East Siberian Sea. 

The results obtained make it possible to associate the revealed inter-annual 
changes of monthly doses of TSR in the period 2012–2020. not only with appropriate 
variations of the VTWA, but also with a decrease in the average monthly amount of 
insolation of the waters of the studied seas, which may be due to increased cloudiness 
over them. 

During the studying of relationships of inter-annual changes in 1993–2019. The 
total amount of SSR absorbed in the wormwood of the studied seas during the months 
of May–August, with synchronous variations of AMT at an altitude of 2 m above 
the surface of the entire Arctic zone of Eastern Siberia, has been identified its areas 
where these connections were significant. The location of the identified sites is shown 
in Fig. 2.

It is clear from Fig. 2 that there are many areas of the Earth’s surface in the studied 
region for which the statistical validity of the correlation between the series of AMT 
above them, as well as the series of monthly doses of TSR absorbed in the Laptev 
Sea wormwood, exceeded 0.95 the degrees of freedom of such series 28, therefore 
the corresponding threshold of their correlation coefficient is defined as 0.4. 

There are many in the region and at sites for which the validity of such a conclu-
sion was greater than 0.99 (a correlation coefficient threshold of 0.52 was chosen 
according to this level of confidence). Sites were also identified where the correlation 
factor of the time series in question was greater than 0.6 and even greater than 0.7 
(with a maximum of 0.783). 

As you can see from Fig. 2a, for May, the areas of the Earth’s surface, where the 
connections between variations of AMT over them, as well as the changes in monthly 
doses of TSR absorbed by all wormholes of the Laptev Sea, with a certainty of 0.95
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Fig. 2 Land areas of the Arctic zone of Siberia, where the relationships of inter-annual changes in 
1993–2020. AMT at a height of 2 m above them, as well as synchronous variations of doses of TSR 
absorbed by all wormholes of the Laptev Sea, are significant for months: a May; b June c July; d 
August

were considered significant, occupied its entire area, as well as the water area of the 
north-eastern part of the Kara Sea. 

In addition, they were located on the entire continental coast of the Laptev Sea 
and the entire north-western part of the territory of the Republic of Sakha (Yakutia). 

Figure 2b suggests that, as of June, similar areas also included the entire northern 
part of the Taimyr Peninsula and the Novosibirsk Islands, as well as the western 
part of the East Siberian Sea. The total area of plots considered for this month is the 
maximum. The most extensive areas and territories are also the Arctic zone of Eastern 
Siberia, where the correlation coefficient between the series under consideration 
exceeds 0.7. 

From Fig. 2b it can be concluded that for July the region in question, where the 
relationships of the inter-annual changes of the AMT are significant, as well as the 
dose of TSR absorbed by all Laptev Sea wormlands, is somewhat smaller than for 
June. It includes the territories occupied by the estuary region of the Kolyma River 
and the southern coast of the East Siberian Sea, which do not include in a similar 
area for June. 

A significant reduction in the size of the area under consideration for August is 
evidenced by Fig. 2g. It shows that for this month the area includes only the waters 
of the central and western part of the Laptev Sea, adjacent to the eastern coast of the 
Taimyr Peninsula. 

The results confirm the view [12, 13] that during the Arctic Day period, Absorbed 
in the Arctic Seas is one of the main sources of heat warming the surface air over 
many regions of the world, located in its Arctic zone (including over the Arctic



Trends in the Risks of Natural Hazards in the Arctic Zone of Russia, … 207

a 

b 

Fig. 3 Areas of the territory of Eastern Siberia, where annual changes in average monthly air 
temperatures in April and May 1993–2019 were significantly related to the variations of the STWA 
of the Laptev Sea for the months: a May; b June 

territories of Eastern Siberia). They suggest that the increase in the growth rate of 
TWA, as well as VTWA, may be a significant cause of warming in the studied region. 

The location of sections of the territory of Eastern Siberia, where the inter-annual 
changes of the AMT in April and May 1993–2020, was revealed in the solution of 
the second problem, were significantly related to the TWA variations of the Laptev 
Sea for May, as well as June, shown in Fig. 3. 

Figure 3a concludes that a significant factor of the inter-annual changes S for 
the Laptev Sea in May are the variations of the AMT for April, directly above the 
territories adjacent to its southern coast. The latter is probably due to the fact that 
AMT changes over these land areas in May and April are interconnected, and flooding 
in the estuarine areas of the region does not begin until late May. 

Figure 3b shows that the inter-annual changes of the AMT in May over some 
territories of Eastern Siberia located in the basins of the Lena River and its right 
tributary Aldan are a significant factor of the inter-annual changes of the TWA of the 
Laptev Sea for June. 

It should be noted that the locations of the identified areas are such that the duration 
of the periods for which the resulting floods reach the Lena delta is approximately 
the same and close to 1 month.
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Fig. 4 Distribution over the territory of Siberia of ACLT time series of AMT at a height of 2 m 
above various points of the Earth’s surface, for months: a May 1979–2020; b May 2010–2020; c 
June 1979–2020; d June 2010–2020 

Similar links have also been identified between the East Siberian Sea TWA 
changes for June, as well as the variations of the AMT for May, in the areas of 
the Kolyma basin, which are as far from the mouth of the most abundant branch of 
its delta. 

Therefore, the hypothesis put forward for the Arctic territories of Eastern Siberia 
is fair. 

The results show that with the further increase of AMT spring months in the 
identified territories of Eastern Siberia, the values of TWA in the seas of Laptev and 
Eastern Siberia for June and other summer months could increase. The consequence 
of the latter could be an increase AMT for the summer months in the Arctic zone of 
Eastern Siberia, shown in Fig. 4. The latter would increase the risk of occurrence of 
natural hazards in such territories, which activate when the local climate warms up. At 
the same time, on the sections of the TWA routes located in the Laptev Sea and East 
Siberian ice conditions would become more favorable for navigation. However, the 
fact that such phenomena were possible did not necessarily mean that they actually 
occurred. 

Task 3 has been solved in order to assess the possibility of the occurrence of these 
phenomena in the Arctic zone of Eastern Siberia. 

During the solving, for the months of May and June, the distribution of values of 
ACLT AMT time series at an altitude of 2 m above the ground, which correspond 
to the periods 1979–2020, has been constructed throughout Siberia and 2010–2020 
and are presented in Fig. 4. 

Figure 4a and b show that for both May and June all over Siberia in 1979–2020 
AMT have increased (which confirms the validity of [1–8]). 

For June, the warming rate was significantly higher than for May and the ACLT 
values of the AMT series in many parts of Siberia exceeded the selected significance 
level of 0.1 °C/year. The fastest warming occurred in the north of the 60 s, which 
confirms the validity of conclusions [1, 2, 4, 8, 10, 11].
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Fig. 5 Distribution over Siberia of ACLT values of AMT series for the months of July–September, 
which are estimated over time periods: a July1979–2020 b July 2010–2020 c August1979–2020 d 
August 2010–2020; e September 1979–2020; f September 2010–2020 

Figure 4b and d show that in the period 2010–2020 the trends of the studied 
processes have significantly changed. For May (Fig. 4b) sections of the entire Eastern 
Siberia for which the ACLT of the AMT series would exceed the corresponding level 
of significance (0.24 °C/year) have not been identified. At the same time, in the areas 
of the Stanovoye Plateau and the Steeple Ridge, also in the upper reaches of the Vilyu 
River, a significant cooling was detected. 

At the same time, in the whole territory of Western Siberia, an increase in the 
AMT was revealed, which in its southern part (Novosibirsk, Tyumen, Omsk, Tomsk 
and Kurgan regions) was significant. 

For June (Fig. 4) significant warming predominated in all areas of Eastern Siberia 
belonging to the Arctic zone (and in many areas belonging to the Krasnoyarsk Terri-
tory and the Republic of Sakha (Yakutia), the values of ACLT AMT exceeded the 
level of significance). As a result, the risks of natural hazards in such territories have 
increased. At the same time, for many areas of the Amur basin and areas of Western 
Siberia there was a significant cooling. 

Taking into account the results obtained, the values of the ACLT of the AMT 
series at an altitude of 2 m above the ground for the months of July–September have 
been estimated for various parts of the territory of Siberia, which are proportional 
to the ACLT for the Arctic regions of the risk series of natural hazards caused by 
climate warming. 

Figure 5 shows the distribution of these indicators for the territory of Siberia, the 
values of which were estimated for 1979–2020 and 2010–2020. 

Figure 5a, c and d are clear for all summer months 1979–2020. Risks of occurrence 
of natural hazards in almost the whole territory of Eastern Siberia have increased 
(which corresponds to [1, 3, 10]).
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Although the ACLT of the AMT series did not reach this level of importance in 
almost all of this territory, it was significant in some areas. 

Figure 5a shows a significant increase the risks of occurrence in the Arctic zone of 
Siberia of the considered natural hazards in July from 1979 to 2020 are typical only 
for its north-western part (parts of the territory of the Yamal-Nenets Autonomous 
Territory), where the values of the ACLT of the AMT series exceed 0.15 C per year 
(at the selected threshold of significance of 0.1 C per year). 

Figure 5b shows that for the period 2010–2020. For July, a significant increase 
in the risks of the same phenomena was found in the same territories (the ACLT 
values of the AMT series for them exceed 0.3 C per year (at the selected threshold of 
significance of 0.1 C per year). At the same time, in many territories of the Republic 
of Sakha (Yakutia), the risks caused by such phenomena have significantly decreased. 

As shown in Fig. 5b, for August the risks associated with natural hazards, for 
the entire period from 1979 to 2020. Only in the same northwestern districts of the 
Yamal-Nenets Autonomous Territory increased significantly. 

Figure 5 shows that in 2010–2020 a significant increase in the risks associated 
with the same phenomena occurred in almost all the territories of the Yamal-Nenets 
and Khanty-Mansiysk Autonomous Okrug and throughout the northern part of the 
Krasnoyarsk Krai. In the territories of the Arctic zone belonging to the Republic of 
Sakha (Yakutia), no increase in such risks has been recorded. 

As can be seen from Fig. 5d, the risks associated with natural hazards for 
September 1979–2020 significantly increased in the same territories of the Yamal-
Nenets Autonomous Territory, as well as in the northeast of the Republic of Sakha 
(Yakutia). 

Figure 5e shows that for the period 2010–2020 a significant increase in the risk 
of occurrence of natural hazards related to climate warming was observed both in 
many territories of the Krasnoyarsk territory and the Republic of Sakha (Yakutia) 
belonging to the Arctic zone and in the Forest Zone territories (Amur Region and 
Khabarovsk Territory). 

Consequently, in the current period, the risks associated with the occurrence of 
natural hazards related to climate change in the Arctic zone of Eastern Siberia increase 
significantly only in June and September (as evidenced by the significant levels of 
ACLT of AMT ranks over its territory). 

In the Forest Zone of Eastern Siberia, they increase most significantly by 
September. This may explain the decline in the rate of STWA increase in the seas of 
Laptev and East Siberia, which was identified for the summer months of 2012–2020. 
As the ice cover of the seas in question increases slightly in July and August, the 
risks to shipping in the seas are increasing to some extent. 

As a result of the revealed features of the changes in 2010–2020 the AMT for 
July, August and September in many Arctic territories of Eastern Siberia, there in the 
same years was to be observed stabilization of risks associated with natural hazards. 

However, in fact, in these months there has been an increase in both the total 
number of landscape fires and the area of the areas covered by the fire [28]. Conse-
quently, the results can be used to link the above-mentioned actual elevation of the 
terrain to the increase in anthropogenic influences on the terrain.
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Taking this into account, a set of measures aimed at reducing risks arising in the 
Arctic zone of the Russian Federation should provide for the improvement of the 
control and prevention activities carried out here by the EMERCOM of the Russian 
Federation. This set of measures should provide for the extension of the powers 
to verify the functional and territorial subsystems of the Unified State System for 
Prevention and Elimination of Emergency Situations in the Arctic zone of the Russian 
Federation. Introduction of modern preventive tools takes into account the Arctic 
climate. Stricter sanctions for offences related to the protection of the population and 
the territory of the Arctic zone of Russia from emergencies. 

The results are fully in line with the existing understanding of the causes and the 
role of the discharge rivers [1.2]. They show that the effects of the current warming 
of the climate in the basins of the rivers of Eastern Siberia are an earlier shift of the 
flowing currents in their estuary regions and a significant increase in their thermal 
flow. These phenomena lead to an increase in the rate of growth of wormwood in the 
Arctic seas and the flow of heat from them into the atmosphere, which can cause an 
increase in AMT over their waters and coasts of the seas. 

The following findings are scientifically novel: 

1. Identified areas of the Siberian river basins, for which the conclusion about the 
significance of the influence of inter-annual changes in the thermal regime in 
May the growth rate of wormwood in the ice cover of the studied seas in June is 
characterized by a confidence of at least 0.95. 

2. Identified areas of the Arctic zone of Eastern Siberia, for which, for the months 
of May–August, the importance of the relationship between the inter-annual 
changes of the AMT, with synchronized variations of the monthly dose of the 
TSR, is equally valid, absorbed by the free water surface of wormwood in the 
ice cover of the seas of Laptev and East Siberia. 

3. It has been proven that an important factor in the dynamics of risks associated 
with the occurrence of natural hazards in the Arctic zone of Russia for the summer 
months is the increase of AMT over some territories of its Forest Zone for the 
spring months. 

Thus, it has been established that: 

1. The warming of the climate now occurring in some parts of Eastern Siberia, 
located in its Forest Landscape Zone, not only complicates the livelihoods of 
their population and the functioning of the economy, but also has a significant 
transboundary impact on risks, associated with dangerous natural processes 
in its Arctic zone. 

2. This influence manifests itself in an increase in the rate of warming of the 
climate of the Arctic territories, which contributes to an increase in the 
frequency of landscape fires and the area covered by fire, and also leads 
to an increase in the intensity of thermal destruction of the Permafrost, and 
can also cause man-made and natural emergencies. 

4. Problems of emergency prevention in the Arctic and Forest zones of Russia 
are interconnected, and therefore they need to be addressed in a comprehensive
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manner. An essential role in their solution could be played by improving the 
personnel and logistics support of the units of the Russian Ministry of Emergency 
situations operating in the territories of the constituent entities of the Russian 
Federation located on the territory of Eastern Siberia. 
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Solution of Problem Questions 
of Astronomy and Geology Using 
the Optimized Galactic Model 

Azariy Barenbaum 

Abstract On the basis of an optimized version of the galactic model, the prob-
lematic issues of the Galaxy spiral structure determining, as well as the geology 
problems associated with presence of various geochronological scales, which differ 
in age of boundaries the same name stratons are resolved. The galactic model estab-
lishes a close causal relationship between the cyclicity of global geological (biotic, 
tectonic and climatic) processes in Earth history with Sun’s movement in Galaxy and 
bombardments of Solar System by galactic comets. This model has been developed 
by the author for 30 years, being improved and refined when solving problematic 
issues of geology and astronomy. There are presented the results of optimization 
and testing of the model latest version designed to calculate the numerical values 
of Galaxy spiral structure parameters, which cannot be determined by astronom-
ical methods or accuracy of their measurement is low, as well as for the justifica-
tion of possibility the constructing a high-precision Phanerozoic and Precambrian 
geochronological scale, taking into account the intensity of bombardments of Earth 
by galactic comets. The optimized model is used to refine Galaxy spiral construc-
tion and to construct a geochronological scale common for the Phanerozoic and 
Neoproterozoic on a new physical approach. 

Keywords Galactic model · Galactic comets · Galaxy spiral construction ·
Phanerozoic and Neoproterozoic geochronological scale 

1 Introduction 

A new approach to solving problematic issues of astronomy and geology based on the 
Galactocentric paradigm representations is presented [1, 2]. This scientific concept 
for the first time takes into account an important astrophysical phenomenon—a jet 
outflow of gas and dust from the nuclear disk of spiral galaxies [1], which was 
overlooked by astronomers for a long time and therefore it was not taken into account
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by geologists. Taking into account this phenomenon, the galactic model of geological 
cyclicity [1–13] has been constructed to date, closely linking the key events in the 
history of Earth and Solar System with Sun motion in Galaxy and the bombardments 
of our planet by galactic comets during periods of Sun location in the Galaxy spiral 
arms and jet streams. 

The galactic model has been developed, refined and improved by the author for 
more than 30 years, having undergone a number of modifications. The article presents 
the results of optimizing the latest version of the galactic model [12, 13], which 
allows solving two tasks of the paramount importance. One for astronomy, the other 
for geology: 

(1) In astronomy, propose a spiral and physical model of Galaxy that best suits the 
results of astronomical observations and geology data. 

(2) In geology, solve the key problem of stratigraphy, which consists in the simul-
taneous use of geochronological scales: General Stratigraphic Scale (GSS) 
adopted in Russia, and International Chronostratigraphic Chart (ICC), which 
differ in the age of boundaries of the same name stratons. And also to substantiate 
this decision by proposing a high-precision geochronological scale common to 
Phanerozoic and Neoproterozoic, based on a new physical principle that takes 
into account the intensity of bombardments of Earth by galactic comets. 

The essence of both problems is explained below. 

2 The Problem of the Galaxies Spiral Structure 

Spiral galaxies are known [14] to be characterized by a complex configuration and 
a variety of structures, and their spiral structure can changed at different optical 
wavelengths. Therefore, studying the structure of spiral galaxies is a very difficult 
task, which has not yet been solved by astronomers for many spiral star systems. An 
example of this is our Galaxy. Due to Sun’s location in the galactic plane, in which 
a large amount of light-absorbing dust is concentrated, the question of the spiral 
structure of our star system is still open in astronomy [15]. 

Until the early 1990s, it was assumed that our Galaxy has two logarithmic spiral 
arms [16]. By 2000, astronomers had found out that the Galaxy has not 2, but 4 
logarithmic arms [17]. However, later it was shown [18] that the existence of two 
more Galaxy arms, the positions of which do not coincide with the arms established 
earlier, is not excluded. 

Due to the difficulties in taking into account the absorption of light by dust matter 
located in the galactic plane, great difficulties also arise in determining Sun’s distance 
R⨀ from Galaxy center. Over the past 50 years, the R⨀ distance has been reviewed 
several times and varied within R⨀ = 6.5–10.5 kpc. 

In the 1960s, the distance R⨀ was taken to be 7.1 kpc. By 1980, the value R⨀ = 
10 kpc was considered more reliable. In 1985, the IAU General Assembly officially 
recommends R⨀ = 8.4 kpc. In the early 2000s, the question of Sun distance from
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Galaxy center became so complicated that a number of authors suggested using two 
different distance scales for different objects: one with R⨀ = 7.5 kpc, and the other 
with R⨀ = 8.5 kpc [19]. At present, this distance, according to the measurements of 
different authors, is R⨀ = 8.0–8.5 kpc. 

3 Stratigraphy and Its Problems 

The first stratigraphic table, as a reflection of the natural stages of the Earth’s geolog-
ical history, was adopted in 1881 at the II session of the International Geological 
Congress in Bologna, and officially approved in 1900 at the VIII session in Paris. 
By that time, based on the analysis and generalization of data on the extinction 
of living organisms in the Phanerozoic (last 570 Myr), geologists established the 
cyclical nature of global natural processes that took place on Earth in the past. They 
reflected this fact in a table in the form of a system of nested cycles of different 
durations (of different ranks) that have a common beginning. The empirical basis 
for the conclusion about the cyclical nature of the Earth geological development 
was the identification in the sediments of the rocks of the earth’s crust of geolog-
ical bodies, represented by a complex of rocks with common properties and time 
of formation, called “stratons”. Subsequent studies showed that the main geological 
events in Earth’s history took place at the boundaries of stratons of different ranks. 

Since the second half of the last century, isotopic methods for measuring the 
absolute age of rocks have been widely used in geology. Their application to solve 
the problems of stratigraphy naturally transformed the stratigraphic table into a 
geochronological scale, a kind of calendar of all major geological events in the history 
of our planet. Subsequently, the geochronological scale was constantly refined and 
detailed [20–22]. This process continues to this day. 

In the last two or three decades, as a result of the expansion of the arsenal of strati-
graphic methods, the number of unrecorded geological events that require fixation 
on the geochronological scale has also increased. A number of countries, primarily 
United States, Canada, China, India and South Africa, studying their own territories, 
began to make their own adjustments to certain intervals of the geochronological 
scale. Increasing the detail and accuracy of the scale, led to the fact that some of the 
previously established boundaries were questioned by the International Commission 
on Stratigraphy and revised. 

The revised boundaries included the boundaries established during the study 
of geological structure of the vast territory of Russia. However, the Interdepart-
mental Stratigraphic Committee of Russia did not agree with this decision [21]. As 
a result, two stratigraphic scales are currently officially recommended for use in 
our country: the General Stratigraphic Scale (GSS) of Russia and the International 
Chronostratigraphic Chart (ICC) [22]. 

Despite the fact that both scales use a single reference system for geological data, 
they differ markedly in the age of the boundaries of stratons of the same name. First 
of all, these differences relate to the time of some boundaries of the stages (ages)
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of the Phanerozoic scale. Since the boundaries of stages (GSS) and ages (ICC) in 
both scales are the boundaries of stratons of a higher order: systems (periods) and 
eras (erathems), this leads to a mismatch of the scales as a whole. Attempts to agree 
on the boundaries of the Phanerozoic in the GSS- and ICC-scales were unsuccessful 
[21, 22]. 

The differences between the scales are even stronger in their Precambrian (earlier 
570 Ma) part, where both scales differ in the principles of construction. Thus, if 
Precambrian part of the GSS-scale was built on the basis of an analysis of tectonic– 
magmatic cyclicity, then the ICC-scale adopted a formal division into approximately 
equal time intervals 400–300 Ma long, which do not have an official status [22]. 
The problem is that geologists do not have unanimity of views on the principles for 
distinguishing stratigraphic units of different ranks, as well as clear rules for choosing 
the boundaries of stratigraphic units when constructing a scale [21, 22]. 

These problems are solved by the approach to Phanerozoic and Precambrian 
geochronological scale construction, based on Galactocentric paradigm representa-
tions and using an optimized galactic model. 

4 New Approach to the Solution of Problems Based 
on Galactic Model 

This approach to solving the problems of astronomy and geology became possible 
due to the discovery of the phenomenon of a jet outflow of gas and dust from the center 
of spiral galaxies [1]. Thanks to this discovery, it was found that spiral galaxies, along 
with the usual galactic arms twisted into logarithmic spirals, also have a system of 
gas and dust jet streams. Jet streams flow at a constant speed from the rapidly rotating 
gas and dust nuclear disk of galaxies and, propagating like a fan in the disk plane, 
turn out to be twisted in an Archimedes’ spirals. 

Using data from geology, the author developed a galactic model, according to 
which our spiral Galaxy has four logarithmic arms and two jet streams. Based on 
this model, Sun’s orbit in Galaxy was calculated and the moments of Sun’s inter-
section of jet streams and galactic arms were calculated. It has been established 
that during such epochs, Earth and the Solar System as a whole are subjected to 
powerful bombardments by galactic comets. In Earth’s geological history, the times 
of such bombardments are the epochs of global natural events recorded in the modern 
geochronological scale. This connection opens up the possibility for us to study the 
spiral structure and physical processes in Galaxy using geological data, as well as to 
solve actual problems of geology based on the results of astronomical observations 
[2].
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5 Galactic Model 

The model implements the representations [2], according to which, after formation 
in one of Galaxy arms, the Sun moves in the galactic plane around Galaxy center 
in a slowly rotating elliptical orbit, crossing time to time of Galaxy jet streams and 
spiral arms. At such moments, the Solar System planets are subjected to intense 
bombardments by galactic comets, which bring large portions of energy and cosmic 
matter to the planets. On Earth, these bombardments are the main cause of global 
geological events, which are fixed in the stratigraphic (geochronological) scale by its 
boundaries of different ranks, at that the boundaries rank is determined by intensity 
of cometary bombardments. 

Figure 1 shows the Galaxy spiral structure and Sun’s orbit, which best fit the 
astronomy and geology data. In this galactic model, our Galaxy has 4 identical 
logarithmic arms of an electromagnetic nature, which rotate uniformly around the 
Galaxy center, and two Archimedean jet streams flowing from opposite points of a 
rapidly rotating gas and dusty nuclear disk. 
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Perseus 1 
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Carina 

Crux 

Norma 
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Fig. 1 The current position of the Sun in orbit (ellipse) relative to four galactic arms (Roman 
numerals) and two jet streams (Arabic numerals in circles) in projection onto the Galaxy plane. The 
solar orbit is shown for the last revolution of Sun around Galaxy center (G.c.). The small circle in the 
center, where the jet streams flow out, is the Galaxy nuclear disk. The larger circle where the galactic 
arms begin determines the size of Galaxy isothermal core. The outer dotted ring corresponds to 
the Galaxy corotation radius R*. The arrow indicates the direction of Sun moving on orbit, which 
coincides with rotation of Galaxy and rotation of the apses line (straight line) of solar orbit. The 
asterisk shows the place in the arm Crux-Scutum (IV) where Solar system was formed earlier
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The galactic arms are described by the formula R(ϕ) = R⨀{{κ[ϕ + (2 k–1)/4]}, 
where: k = 1–4 is the arm number; κ = ctg(μ) is parameter that characterizes the 
swirl angle of the arms, uniformly rotated around the Galaxy center with a period 
TG. The formula of jet streams has the form R(ϕ) = Vs(t + ϕ/ωd) = Vst + ρϕ, 
where Vs is rate of flow out of matter from the nuclear disk, t is the time, ωd = 
2π/Td is the angular velocity of the disk, Td is the rotation period; ρ = Vs/ωd is the 
parameter of swirling of jet streams. The disk is inclined to the Galaxy plane at an 
angle of 22° [23] and precesses with the period of rotation of the disk. The value R* 
= κ/ρ defines the corotation radius of Galaxy, at which the radiuses of curvature of 
logarithmic arms and jet streams, swirled into Archimedean spirals are the same. 

The gaseous matter flowing out of the nuclear disk spreads like a fan through 
Galaxy, condensing into dense clouds, comets and stars. These processes are sharply 
enhanced in intersection zones of jet streams with galactic arms, which partially 
capture and accumulate gas and dust. At a distance R* from Galaxy center, where 
the radii of curvature of jet streams and galactic arms coincide, the gas condensation 
zone stretches considerably along the arms. Space objects born in the zones of gas-
condensation behave differently. Ones of them, formed from the substance of jet 
streams, move in the radial direction at a speed of Vs = 300 km/s and leave our 
Galaxy forever. Others, which originated from gas and dust of the arms, remain in 
the arms and subsequently move to independent orbits around Galaxy center. The 
Sun is one of these objects. The place of its formation in the arm of Crux-Scutum 
(IV) is indicated by an asterisk on Fig. 1. 

The Sun moves in the galactic plane in an elliptical orbit with a large semi-axis 
(α) and eccentricity (e), characterized by anomalistic (TR) and sidereal (Tϕ) rotation 
periods around Galaxy center. The line apsid of solar orbit also rotates to the side 
of Sun movement with some period (Tα). At this the Sun is periodical approaching 
Galaxy center at a distance of Rmin = α(1−e), and it is moving away from it at a 
distance of Rmax = α(1 + e). Simultaneously, the Sun makes vertical fluctuations 
relative to the galactic plane with a period Td . 

Due to Sun’s motion in orbit, as well as the different speeds of nuclear disk and 
galactic arms rotation, their mutual position changes over time. At that, the Sun quasi-
periodically crosses Galaxy spiral arms and jet streams, and during these periods of ~ 
2–5 Myr, Solar System is subjected to intense bombardments by galactic comets, at 
that of varying intensity. In Earth’s history such bombardments are epochs of global 
natural events: tectonomagmatic, biotic and climatic, which are fixed by geologists in 
the Phanerozoic and Precambrian geochronological scales in form their boundaries, 
at that of different ranks. 

The galactic model allows us to calculate these boundaries age, starting from the 
rank of systems and above.
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6 Galactic Model Optimization Approach 

In [10], when analyzing the GSS-1993 and ICC-2020, it was shown that the bound-
aries rank of Phanerozoic scale is determined by cometary bombardments of different 
intensity. At that all 15 borders of the systems of Phanerozoic coincide in time with 
bombardments of Earth by comets of jet streams in the epochs, when Sun was either 
in one of four galactic arms (12 events) or when jet streams crossed Galaxy plane 
(3 events). In [11], we optimized the parameters of the galactic model to best fit the 
calculations to the data of GSS and ICC scales. To this end, we introduced a measure 
of the “inaccuracy” of the model. For the first 12 events in galactic arms, this measure 
was the calculated the Sun distance (△Ri) to the middle of galactic arm closest to it. 
And for the last three events in Galaxy plane, the Sun distance between its position 
at a given time and Sun’s position at nearest moment time, multiple of period of 25 
mln years. Based on all 15 residuals △Ri, their average root-mean-square value was 
found. 

△R =
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|
|
|
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The goal of model optimization was to minimize the value of △R, which served as 
a criterion for the accuracy and adequacy of model, and also an estimate of average 
width of galactic arms. With a probability of 95%, the width of galactic arms was 
taken equal to twice the value △R. 

To limit the number of optimized parameters, all the model parameters included in 
the formulas for calculating Sun’s galactic orbit and the moments of Sun’s intersection 
of jet streams and galactic arms were divided into two groups. The parameters of 
the first group were considered established in previous versions of the model [1–3, 
6, 10], and the parameters of the second group needed to be clarified. 

The “established” parameters of the model were considered to be: the galactic 
model as a whole (Fig. 1), the orbital periods of rotation of Sun and Galaxy. As well 
as Sun’s position in orbit at two points in time: t1 = 2 ± 1 Ma, when Sun was in the 
Orion-Cygnus jet stream and t2 = 567 ± 1 Ma, when Sun crossed the middle line of 
the Crux-Scutum arm at a distance of the corotation radius from Galaxy center R* 
= ρ/κ. 

The model parameters that needed to be “refined” were: (1) the degree of galactic 
arms twisting κ = ctg μ, where μ is the angle of twisting of the arms; (2) Sun’s 
distance from Galaxy center R⨀; (3) semi-major axis (α) and eccentricity (e) of the  
Sun’s orbit, connected by the condition: α(1 + e) = ρ/κ = R*, 4) initial rotation 
angles of the line of apsides of solar orbit, as well as of four points of exit of Galaxy 
arms from the central ring (Fig. 1) and two points of exit jet streams from Galaxy 
nuclear disk, providing the above conditions at times t1 and t2.
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Using a special program developed to calculate the times of Sun entry into jet 
streams and galactic arms, we minimized the △R value for each of variable param-
eters, which varied in wide limits. The calculations were carried out with variations 
of the parameters: (1) change in R⨀ from 7.8 to 9.0 kpc with a step of 0.05 kpc, (2) 
change in the angle μ from 70 to 90° with a step of 0.05°, (3) eccentricity of solar 
orbit changed within 0.34 ≤ e ≤ 0.42 with a step of 0.05. The semi-major axis of the 
Sun’s orbit and the initial angle of rotation of its line of apsides were automatically 
found. 

The program also made it possible to calculate orbital velocity and acceleration of 
the Sun in Galaxy. In total, more than 100 thousand calculations were performed. The 
processing of the calculation results showed that there is an optimal set of parameter 
values that provide the minimum magnitude △R = 0.4 kpc. 

The following values of parameter are optimal: R⨀ = 8.35 ± 0.05 kpc, μ = 77.8 
± 0.05°, e = 0.37 ± 0.005, α = 8.373 kpc, average width of galactic arms at 95% 
confidence interval 2 △R = 0.8 kpc. 

Let us now analyze the issues of accuracy and adequacy of the constructed galactic 
model, and also discuss the possibility of using it to solve two problems posed in 
this article: 

Problem 1: Development of dynamic spiral model of Galaxy based on astronom-
ical observations and geological data. 
Problem 2: Overcoming the current crisis of stratigraphy is based on a new 
approach to constructing geochronological scale of Phanerozoic and Neoprotero-
zoic, taking into account cyclic bombardments of Earth by galactic comets of 
different intensity. 

7 Solving Problem 1: Development of the Galaxy Dynamic 
Spiral Model 

The results of several astronomical tests [11] are presented, indicating the high 
accuracy of constructed dynamical spiral model of our Galaxy. 

7.1 The Sun’s Distance to Galaxy Center 

The dependence of △R on the accepted value of R⨀ at optimal values μ = 77.8 and 
e = 0.37 is shown in Fig. 2. The  R⨀ values measured by astronomers are also shown 
(circles with numbers). Our calculation gives the value R⨀ = 8.35 ± 0.05 kpc. This 
value is in good agreement with the data of astronomers within the error of their 
measurements. Our calculation prefers a group of points in the region of 8.3 kpc.
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Fig. 2 Dependence of 
discrepancy △R value on 
Sun’s distance to Galaxy 
center for optimal μ = 77.8° 
and e = 0.37. Circles with 
number are measurement 
results: 1—[24], 2—[25], 
3—[26], 4—[27], 5—[28], 
6—[29], 7—[30], 8—[31], 
9—[32], 10—optimal R⨀ = 
8.35 ± 0.05 kpc 

Fig. 3 Dependence of 
discrepancy △R value on 
twisting angle μ of Galaxy 
arms for optimal R⨀ = 
8.35 kpc and e = 0.37. 
Circles with number are 
measure results: 1—[33], 
2—[31], 3—[34], 4—[35], 
5—optimal twisting angle 
μopt = 77.8° on our 
calculation 

7.2 The Degree of Twisting of the Galactic Arms 

Figure 3 shows the dependence of discrepancy △R on the twist angle of galactic arms 
μ for optimal distance R⨀ = 8.35 kpc and Sun’s orbit eccentricity e = 0.37. In the 
figure, for comparison, the circles show the angle μ values according to astronomers’ 
measurements. The degree of galactic arms twisting in the astronomers’ works was 
characterized by angle i, which is related to angle μ by the relation i = μ−90°. 
Astronomers’ measurements give angles: i = – 13.6 ± 0.4° [31], – 12.9 ± 2.9° [33], 
– 9.5  ± 0.1° [35], – 10.6 ± 0.3° [34], which are significantly inferior in accuracy of 
μopt = 77.8 ± 0.05° measurement in our model. 

7.3 Speed and Acceleration of Sun’s Orbital Motion 

Changes in the speed and acceleration of Sun orbital motion cannot be determined 
by astronomical observations. At the same time, the galactic model makes it possible 
to make such a calculation. Figure 4 shows the estimated the Sun speed relative to 
the Galaxy center over the past 600 mln years. The Sun speed changes from Vmin
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= 186.5 km/s at its maximum distance from the Galaxy center Rmax = 11.47 kpc 
to Vmax = 332.0 km/s at its minimum distance Rmin = 5.46 kpc. The average Sun’s 
speed is 273.1 km/s. At a given time (t = 0), its speed is V⨀ = 240.8 km/s. Projected 
onto the galactic plane, the vector V⨀ makes an angle β = 19.45° with the Sun 
radius-vector. The current speed of the Sun relative to the Galaxy center was been 
determined by astronomers. The results of their measurements of V⨀ value depend 
on the accepted Sun distance from the Galaxy center. For comparison, here are the 
results of several recent experimental studies: V⨀ = 238 ± 14 km/s at R⨀ = 8.05 ± 
0.45 kpc [26], 240 ± 8 km/s at  R⨀ = 8.34 ± 0.16 kpc [27], 236 ± 6 km/s at  R⨀ = 
8.3 ± 0.2 kpc [36], 240.81 km/s at R⨀ = 8.35 ± 0.05 kpc—our calculation. 

Figure 5 shows a similar graph of the Sun’s acceleration. The graph shows that 
the Sun’s acceleration changes with the same period TR = 250 Myr as the Sun’s 
motion. At the points of the solar orbit Rmin and Rmax, the acceleration turns to 0, 
changing its sign. At present, the Sun is moving towards the perigalactic point of its 
orbit with an acceleration of + 1.8 km/s in 1 Myr.  

Fig. 4 Change in Sun 
orbital speed in time. Dotted 
line is average speed 

Fig. 5 Change in the 
acceleration of Sun orbital 
motion in time
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7.4 The Physical Model of the Galaxy. The Problem 
of Galaxy Evolution 

The question of the evolution of our stellar system, in the physical Galaxy model in 
the form of an isothermal sphere of stars [37], has been raised by the author since 
the beginning of the 1990s. Focusing on geochronological scale of those years [20], 
the author believed that in Precambrian the main geological cycle period was shorter 
than it is now, and increased over time. These ideas are reflected in the works [38–41] 
and a number of others. 

Today, as a result of the development of a more perfect galactic model version, 
it has become clear that since Solar System formation, neither Sun’s orbit, nor 
Galaxy spiral structure have practically changed. Consequently, the distribution of 
Galaxy gravitational potential U(R) in region of Sun’s orbit localization should have 
remained unchanged all this time. 

According to [2, 7], the distribution function of gravitational potential U(R) in 
the Galaxy isothermal sphere outside its isothermal core can be represented by an 
expansion in the asymptotic series 

U(R) = 
∞

∑ 

k=0 

ck 
Rk , (2) 

where ck are a constant coefficients. 
The author has showed [2] that Sun’s orbit makes it possible to restrict oneself 

in formula (2) only the first two terms of expansion in R. In this case, gravitational 
potential U(R) expression takes the form [42] 

U(R) = c0 

[ 

1 + 
( 

R 

R⨀ 

)−1 

+ 
(1 − ξ2)p 

2R⨀ 

( 
R 

R⨀ 

)−2 

+  · · ·  

] 

(cm/s)2 (3) 

where: c0 = M0G/R⨀ is a constant coefficient, p = α(1–e2) is an elliptic parameter, 
ξ = Tϕ /TR, M0 is the Galaxy inside the average radius of Sun orbit (α = R⨀), G is 
the gravitational constant. 

In formula (3), first R-dependent term in square brackets defines Sun movement 
in an elliptical orbit with parameters α and e, and the quadratic term characterizes 
rotation the line of apsides of solar orbit. In our model, the multiplier in front of this 
member is equal to 0.091. 

The value of c0 can be calculated using average quadratic velocity of stars in the 

Galaxy isothermal sphere as c0 = 2/3V 
2 
, where V = 260 km/s, and in that case c0 = 

4.5 × 1014 (cm/s)2 [2]. A can be found by Sun’s orbit parameters as c0 = L2/pR⨀, 
where L is the moment of Sun movement amount relative to Galaxy center. Taking 
R⨀ = 8.35 kpc, e = 0.37 and α = 8.373 kpc, we get p = 2.58 × 1022 cm. Currently, 
L = V⨀ R⨀ Cos(β) = 5.094 × 1029 cm/s. Substituting the values R⨀, p, and L, we
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find c0 = 4.50 × 1014 (cm/s)2. As you can see, both calculation methods give the 
same c0 value. 

The Galaxy mass inside the radius of Sun’s orbit is found as M = c0R⨀/G = 0.875 
× 1011 M⨀. This value is in good agreement with astronomers estimates obtained 
by other methods, which give M = (1.0–1.4) × 1011 M⨀ at R⨀ = 10 kpc [16, 23]. 

8 Solving Problem 2: Construction of the Phanerozoic 
and Neoproterozoic Geochronological Scale 

Below, we discuss the applicability of the galactic model for solving problems of 
stratigraphy related to construction of scales the Phanerozoic and Proterozoic based 
on proposed physical approach. 

8.1 Phanerozoic Geochronological Scale 

An idea of the patterns of cometary bombardments of Earth in Phanerozoic is given 
in Fig. 6, which shows the trajectory of Sun’s motion in Galaxy, and also show 
the calculated times of Sun entry into jet streams, which are compared with age of 
boundaries of systems and eras on the GSS-scale [43].

From the analysis of calculation results and data of Phanerozoic scale, it follows 
that all cometary bombardments in terms of intensity and, accordingly, geological 
effects for Earth can be subdivided into at least 3 gradations: “weak”, “strong”, and 
“very strong”. 

The “weak” bombardments, corresponding to boundaries of epochs (they are not 
shown in Fig. 6), are caused by Sun hitting only in jet streams. The “strong” ones, 
corresponding to boundaries of systems, are caused by Sun presence simultane-
ously in jet streams and Galaxy arms. We also note that an additional “force” to 
cometary bombardments is provided by coincidence direction motion of jet streams 
with Galaxy plane in which Sun moves. Let us especially single out the cases when 
Sun is in the arms at a distance R* from Galaxy center, where Earth is subjected to 
“very strong” cometary bombardments. These events are chosen in the Phanerozoic 
as the beginnings of Paleozoic (Pz) and Cenozoic (Kz) eras. For Mesozoic era (Mz), 
this rule is not feasible; therefore, a very powerful bombardment 250 Ma at border 
of Permian (P) and Triassic (T) was accepted as its beginning. 

We see that our calculations are in good agreement with boundaries of systems and 
eras of the Phanerozoic, which thereby serve as indicators of the times of “strong” 
and “very strong” cometary bombardments. This conclusion also applies to boundary 
between Proterozoic and Mesozoic eras. However, since Sun in aphelion of its orbit 
was not in any galactic arm, geologists timed the Proterozoic-Mesozoic boundary
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Fig. 6 The sun time position relative to 4 spiral arms (stripes) and its distance to Galaxy center 
(sinusoidal curve). Roman numerals are Galaxy arms number in Fig. 1. Average arms width is 
2△R = 0.8 kpc, where multiplication by 2 corresponds to the 95% confidence interval. Arabic 
numerals indicate the times (Myr) of Sun entering jet streams (circles) and simultaneously Galaxy 
arms (squares). The icons corresponding to moments when Sun crosses the galactic plane are 
filled in black. The horizontal dash-dotted line is corotation radius R*. The geochronological scale 
Phanerozoic [43] is shown below, indicating the boundaries of systems (upper row) and eras (lower 
row)

to a very strong bombardment at the Permian–Triassic boundary in the Perseus arm 
(II). 

The lower boundary of Paleozoic era (Vendian-Cambrian boundary) is also a 
higher rank boundary between the Proterozoic and Phanerozoic eons. It is known 
that at this and other boundaries of eons and eras, not only the biota died out, but 
also serious changes took place in the animal world of our planet. According to the 
Galactic paradigm, these events were caused by massive fallout of galactic comets, 
moreover, of other chemical composition [2, 12, 40, 41]. 

On Fig. 6, first of all, we draw attention to the fact that the model explains well 
position of most boundaries of systems the Phanerozoic. The exception is the D/C 
boundary, which in our calculation has the rank of a department boundary, not a 
system boundary. In this regard, we note that the age of this boundary is consid-
ered problematic [44]. The fact is that in period 370–340 Ma (Fransian-Famennian-
Tournasian-Visean) a very long mass extinction of living organisms occurred [45]. 
The reasons for this extinction are still not explained, which is the main reason for 
the difficulty in choosing the D/C-boundary. 

The difficulties of constructing stratigraphic scales GSS [21] and ICC [22] for the  
Precambrian are especially great. These difficulties, however, are not an obstacle to 
the galactic model. The resonant nature of the model made it possible to establish
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Fig. 7 a Megacycles of 
global mega-events. The 
numbers are the events time; 
b the actual data used in the 
construction of the graph (a). 
The curves show the activity 
of magmatism and ore 
formation processes (shaded) 
in Earth history [46]. The 
triangle is generally accepted 
age of Solar System [47]. 
The parallelepiped is the age 
of iron meteorites Fe II class 
[48] 
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[11] that since Solar System formation, Galaxy spiral structure and Sun orbit have 
hardly changed. 

Therefore, the alternation of cometary bombardments of different intensity, which 
is characteristic of Phanerozoic (Fig. 6), also occurs in Precambrian. However, in 
Precambrian, in contrast to Phanerozoic, only the strongest cometary bombardments 
in galactic arms at a distance R* from Galaxy center are reliably recorded. Most of 
these bombardments geologists reflected in the Precambrian geochronological scale 
as global mega-events (Fig. 7). 

According to Fig. 7, all mega-events in Earth history occur in galactic arms at a 
distance R* from Galaxy center and obeying a general pattern (Table 1).

It follows from (Table 1) that all mega-events occur exclusively in galactic arms 
and repeat exactly over 2000 Myr. After originating in Crux-Scutum (IV) arm, Solar 
System repeatedly fell into Galaxy arms, where Earth was subjected to very intense 
bombardments by galactic comets. However, the power of bombardments in different 
galactic arms differed significantly. In Carina-Sagittarius (I) and Norma-Perseus + 
1 (III) arms, bombardments was weaker than in Perseus (II) arm and even more so 
in Crux-Scutum (IV). 

All events in this arm have highest rank—the borders of eons. We also included 
here two key events in Earth and Solar System history, information about which was 
preserved exclusively in meteorite matter [17]. The first event 6.567 Ga was the Sun 
and planets formation, and the second 4.567 Ga was the repeated cycle of planets 
formation caused by destruction of the Phaethon planet and appearance an asteroid 
belt in its place.
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Table 1 Relationship between Precambrian mega-events and galactic arms 

Galactic arm Event time, mlpd let Precambrian boundaries of eons and eras [49] 

I. Carina-Sagittarius 1.067 
3.067 

Neoproterozoic 
– 

II. Perseus 1.567 
3.567 

Mesoproterozoic 
Paleoarchean 

III. Norma-Perseus + 1 2.067 
4.067 

– 
Archean (Eoarchean) (conditional border) 

IV. Crux-Scutum 0.567 
2.567 
4.567 
6.567 

Phanerozoic (Paleozoic) 
Proterozoic (Paleoproterozoic) 
2nd cycle of planet formation 
Solar System formation

The facts show [12, 13] that cometary bombardments in Crux-Scutum (IV) arm 
were not only stronger than in other Galaxy arms, but this arm itself should be twice 
wide as shown in Figs. 1 and 6. In this case, D/C-boundary (see Fig. 6) takes rank 
of boundary of systems, and not division boundary of GSS-scale Phanerozoic. 

8.2 Neoproterozoic Geochronological Scale 

In recent decades, considerable efforts of geologists, geophysicists, climatologists, 
biologists and paleontologists are aimed at a detailed study of planetary tectonic, 
climatic and biotic processes in Neoproterozoic, which is perhaps the most prob-
lematic period in Earth history, preceding Phanerozoic. The analysis and study of 
these processes requires at least the development of a reliable geochronological scale 
Neoproterozoic, which is not available today. 

The optimized galactic model makes it possible to build such scale for Neopro-
terozoic according to the same rules as for Phanerozoic, assuming that Crux-Scutum 
(IV) arm is more powerful and wider than the other three Galaxy arms. Figure 8 shows 
the times calculating results of “strong” and “very strong” cometary bombardments 
for interval time from 1100 to 500 Ma are compared with boundaries of Riphean, 
Vendian, and Cambrian, where Neoproterozoic includes Riphean and Vendian. In this 
calculation, in contrast to the previous model version, the width of Crux-Scutum arm 
is taken equal to 2 kpc, while the remaining three galactic arms are left unchanged.

As we can see, the results of calculations for Vendian and Cambrian agree very 
well with the scale [43] used for comparison. It should be emphasized that in this 
scale, as in all stratigraphic (geochronological) scales developed before 1993, the end 
of Vendian and the lower boundary of Cambrian, i.e., the beginning of Phanerozoic, 
have an age of 570 ± 10 Myr. Whereas in later scales and modern ICC-2022, Vendian 
was replaced by Ediacaran period, the status of which was officially ratified by the 
International Union of Geological Sciences (IUGS) in 2004. At that Ediacaran period
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Fig. 8 The sun position 
relative to 4 galactic arms 
and its distance to Galaxy 
center in time interval from 
1100 to 500 Ma. The 
Vendian, Cambrian, and 
Riphean boundaries are 
shown in accordance with 
the GSS-scale [43]. Other 
designations (see Fig. 6)
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beginning is assigned to boundary of 635 Ma, and its end to boundary of 541 ± 
1.0 Ma, to which boundary of Proterozoic-Phanerozoic was also transferred. 

According to the galactic model, such a transfer of Phanerozoic boundary is 
completely unjustified. For the first age value, which in our calculation is 567 Ma, 
corresponds to one of the four key events in Solar System and Earth history that 
occurred in Crux-Scutum (IV) arm (see Table 1). And the event with calculated age 
of 544 Ma is an ordinary bombardment of Earth by comets of jet stream, of which 
there were many in Phanerozoic. 

Another important remark is that during Vendian, Sun moved within powerful 
Crux-Scutum arm. Therefore, all comet bombardments in Vendian were “very 
strong”. At the same time, bombardment of 592 Ma was especially strong and almost 
did not differ from one of 567 Ma, taken as the Phanerozoic beginning. 

We also note that galactic comets of two different types fell to Earth in Vendian: 
comets of jet streams and comets of Crux-Scutum arm. Comets of this arm, as 
we established [2, 41], had elevated contents of P, Ca, K, Na, S, and other chemical 
elements of “life” Therefore, we have good reasons to believe that it was these comets 
that played the key role in Vendian-Cambrian biotic event [41], as well as in next 
major biosphere rearrangements at Paleozoic, Mesozoic, and Cenozoic boundaries. 
It is also difficult to doubt that the biotic events that took place in Vendian, initiated 
by falls of these comets, served as the basis for Vendian identification as an important 
independent period preceding Cambrian. 

In the scale GSS-1978 [43], Vendian has rank of a system with beginning of 
650 ± 10 Ma and ending of 570 ± 10 Ma, which includes 3 divisions (epochs) 
with boundaries between them 620 ± 10 Ma and 590 ± 10 Ma. The calculation 
(Fig. 8) well confirms all boundaries Vendian, except for their status. Therefore, 
in the galactic model, all Vendian boundaries must have a rank not lower than the 
system. And the rank of 592 Ma boundary should be the same as that of boundary 
Phanerozoic.
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Hence it follows that boundary of Phanerozoic and Precambrian, with which 
Vendian-Cambrian biotic revolution is commonly associated today, is not an “instant” 
event [13]. As known, this biotic revolution had two-stage character [50]. At the first 
stage, from middle to end of Vendian, various soft-bodied invertebrates develop, 
the first organisms with a silicon skeleton appear, as well as Ediacaran fauna, a 
significant part of which dies out at Vendian end. At the second stage—Cambrian, a 
more diverse fauna, close to modern, appears. Its appearance is preceded by a brief 
Tommotian Stage, during which creatures with simply arranged shells of calcium 
phosphate spread, variety of which subsequently increases rapidly. 

However, stratigraphic position of Tommotian Stage raises many questions 
[51]. Today, Tommotian Stage is attributed to Cambrian. However, judging by the 
processes that took place at Vendian-Cambrian boundary, this boundary itself, in 
the author’s opinion, should be considered extended, occupying interval of time 
592–567 Ma, which should also include Tommotian Stage [13]. 

As regards the construction of Neoproterozoic scale as a whole, Vendian in GSS-
scale is preceded by Riphean, whose scale can be constructed according to the same 
rules as Phanerozoic scale. According to Fig. 6, in Riphean cometary bombardments 
of 711, 752, 794, 899 (?), 932, 1002, 1023, and 1067 Ma took place in galactic arms, 
i.e. were “strong”. Therefore, Riphean can be subdivided into 8 systems, each of 
which includes from 1 to 4 epochs. Their boundaries are quite well confirmed by the 
actual data [12, 13]. 

As the Neoproterozoic boundary in Fig. 8, a “very strong” bombardment in Carina-
Sagittarius arm (I) of 1067 Ma is accepted. However, event of 1092 Ma can just as 
well be considered this boundary. 

9 Conclusion 

A more advanced version of the galactic model has been developed and tested, which 
makes it possible to refine the parameters of the Galaxy spiral structure and overcome 
modern crisis in stratigraphy caused by absence of reliable geochronological scales 
the Phanerozoic and Neoproterozoic in this science. 

The most important new results: 

• A dynamical Galaxy model is constructed, which is in the best agreement with 
results of astronomical observations and geological data. In this model, the Crux-
Scutum spiral arm is twice as wide as the other three galactic arms. 

• It is concluded that the Sun motion along galactic orbit is in resonance with the 
rotation of spiral arms and nuclear disk of Galaxy. 

• Based on Sun’s galactic orbit parameters, distribution of gravitational potential in 
Galaxy equatorial plane of outside radius of its isothermal core was found. This 
distribution corresponds to Galaxy physical model in the form of an isothermal 
sphere of stars, well known in astrophysics.
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• An approach to the construction of geochronological scales of the Phanerozoic 
and Precambrian is substantiated, taking into account bombardments of our planet 
by galactic comets. Based on this approach, a high-precision geochronological 
scale, common for the Phanerozoic and Neoproterozoic, was built, which specifies 
the time of the most important events in Earth’s geological history. 
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Analysis of Wind Speed Profiles 
in Hurricane Irma 

E. I. Poplavsky, A. M. Kuznetsova, and Yu. I. Troitskaya 

Abstract This work is devoted to the analysis of the wind speed profiling method 
in hurricanes. The profiling method is based on the self-similarity of the wind speed 
profile in the atmospheric boundary layer. Hurricane Irma is simulated within the 
WRF LES model using CFSV2 wind reanalysis as initial and boundary conditions. 
A comparison between the simulated wind speed profiles and the wind speed profiles 
from the NOAA GPS-dropsondes is performed. 

Keywords Numerical simulation ·WRF LES ·Wind speed profiles · Extreme 
winds · Hurricane 
In the present work, a new method for retrieval the parameters of the atmospheric 
boundary layer in hurricanes is analyzed. The profiling method based on the self-
similarity of the wind speed profiles in the boundary layer is usually used in this 
case [1]. A similar method was used in earlier laboratory experiments [2] and proved 
to be applicable to tropical cyclones. The method consists of the approximating 
of the upper parabolic part of the wind speed profile, one can retrieve the lower 
logarithmic part. Further on the basis of the logarithmic part, the friction velocity, 
near-surface wind speed and the aerodynamic drag coefficient are obtained. These 
boundary layer parameters are important for numerical weather (atmosphere and 
hydrosphere) models. This method is applicable for most of the average wind speed 
profiles obtained in a hurricane, however, there are profiles as in Fig. 1, where in the 
lower logarithmic part of the profile there are two sections with different slopes, which 
leads to incorrect determination of the 10 m wind speed U10 and other parameters. 
Perhaps this is due to the fact that the GPS-dropsonde does not fall straight down and, 
deviating during the fall, passes through areas of the hurricane of different intensity. 
In this work, such wind speed profiles are analyzed in comparison with the wind 
profiles obtained from the numerical simulation.

Numerical simulation of Hurricane Irma is carried out within the atmosphere 
model WRF [3] with the large eddy simulation (LES) option. It was important to

E. I. Poplavsky (B) · A. M. Kuznetsova · Yu. I. Troitskaya 
Institute of Applied Physics RAS, Nizhny Novgorod, Russia 
e-mail: poplavsky7@gmail.com 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
V. I. Karev (ed.), Physical and Mathematical Modeling of Earth and Environment 
Processes—2022, Springer Proceedings in Earth and Environmental Sciences, 
https://doi.org/10.1007/978-3-031-25962-3_22 

235

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25962-3_22&domain=pdf
mailto:poplavsky7@gmail.com
https://doi.org/10.1007/978-3-031-25962-3_22


236 E. I. Poplavsky et al.

Fig. 1 Average wind speed 
profile from 
GPS-dropsondes dropped at 
a distance of 40–45 km from 
the center of the hurricane.

achieve a spatial resolution of the vertical wind speed profiles in the simulated hurri-
cane sufficient for a correct comparison with the wind speed profiles from GPS-
dropsondes. The structure of the hurricane obtained from the numerical simula-
tion is controlled by those observed in the wind speed reanalysis data (CFSV2 [4] 
data is used). The simulation is performed on 3 nested domains using CFSV2 wind 
reanalysis as initial and boundary conditions [5]. 

For comparison, average wind speed profiles obtained by grouping GPS-
dropsondes dropped at approximately equal distances from the center of the hurri-
cane (scatter 5–10 km) are used [6]. From the WRF simulations, the average profiles 
obtained at the same distance from the center of the hurricane as the groups of GPS-
dropsondes from work [6] are used, namely, profiles located in the coordinates of 
the fall of the dropsondes. The center of the simulated hurricane is determined as the 
center of the circle obtained for a wind speed of 70 m/s, since the track of the simu-
lated hurricane does not correspond to the track obtained from the NOAA data (www. 
aoml.noaa.gov). It is a problem that will be checked in the further experiments. The 
average profile of a group of dropsondes located at a distance of 40–50 km from the 
center (Fig. 2b) demonstrates high wind speeds, in contrast to the profile obtained 
from the simulation data, which demonstrates lower wind speeds typical for the 
center of a hurricane, and not the walls of its “eye”. This indicates that the WRF 
simulations overestimates the size of the eye of the hurricane.

The average profile of the next group of dropsondes (70–80 km from the center of 
the eye, Fig. 2d) demonstrates a lower wind speed than the simulated profile, since 
it is located in the region of high winds in the “wall” of the “eye” of the hurricane. 
Starting from 100 to 110 km, the profiles behave in a similar way (Fig. 2f), and at 
150–160 km they almost coincide (Fig. 2h). It should also be noted that the simulated

http://www.aoml.noaa.gov
http://www.aoml.noaa.gov
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Fig. 2 Surface wind speed distribution (a, c, e, g) and comparison of average vertical profiles of a 
simulated hurricane and from GPS-dropsondes (b, d, f, h). The black dots on the graphs on the left 
show the coordinates of the fall locations of the GPS-dropsondes, the blue curve is the real track of 
the hurricane. In the graphs on the right, the orange wind speed profile corresponds to the average 
profile of the group of GPS-dropsondes marked on the map, and the blue profile corresponds to the 
average profile of the simulated hurricane in the same coordinates. Distance to hurricane center: 
40–50 km (b), 70–80 km (d), 100–110 km (f), 150–160 km (h)
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wind speed profiles do not have a pronounced logarithmic slope in the lower part, in 
contrast to the profiles from the GPS-dropsondes, but in Fig. 2h it begins to appear. 

Thus, significant differences between field data from GPS-dropsondes and simu-
lated data using WRF are observed in the nearest 100–130 km from the center of the 
hurricane. In the future, it is planned to analyze more simulation result and to improve 
the difference between the modeled and the observed tracks. It is also planned to 
analyze the behavior of the average wind speed profiles at different distances from 
the center of the hurricane and in its different sectors, which will make it possible 
to determine the advantages of one or another method of grouping GPS-dropsondes. 
In addition, the self-similarity of the wind speed profiles in the simulated hurricane 
will be considered. 
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Evolution of Approaches to Modelling 
Geomechanical Processes in Oil and Gas 
Reservoirs 

S. O. Barkov and V. V. Khimulia 

Abstract The article describes the main stages of approaches evolution to modeling 
geomechanical processes in oil and gas science. The paper outlines the key ideas 
of physical modeling and the leading directions of mathematical modeling used 
for studying geomechanical processes, production forecasting and evaluation of 
maximum recoverable oil reserves. Disclosed the main disadvantages and advan-
tages of analytical, statistical and numerical methods, as well as indicating their 
applicability limits. The analysis of scientific works, devoted to the development 
of mathematical methods of modeling, dedicated to the prediction of development 
indicators on the basis of displacement characteristics and decline curves, is carried 
out. 

Keywords Physical and mathematical modeling · Analytical methods · Statistical 
methods · Numerical methods · Production decline curves · Oil production 
forecasting 

The main tasks of geomechanics and applied geology in the oil and gas industry are 
still discovering fields, determining mineral reserves, designing field development 
systems, designing horizontal and directional well profiles, and modeling various 
measures aimed at improving oil recovery and increasing the completeness of field 
development. The last of the mentioned tasks becomes more and more actual due to 
depletion of the easy-to-recover reserves and beginning of the active development 
of the hard-to-recover reserves. It should be noted that understanding the filtration 
processes in the reservoir, including the effect of stress on the permeability of the 
productive formation, is of great importance. It is necessary to understand the nature 
of fluid movement in the reservoir, as well as the distribution of zones of increased 
and decreased permeability within the reservoir. 

Today, one of the most common methods used to describe processes in oil and gas 
reservoirs is modeling. Modeling refers to the process of replacing the object under 
study with its conditional representation, i.e., a model [1]. In our case, the objects are
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the field, reservoir, well, etc. The model must most accurately reflect the geological 
structure of the reservoir and fluid movement in it, filtration processes, the dynamics 
of the well operation, forecast production and oil recovery factor (ORF), of course, 
within the measurement accuracy. The whole essence of the modeling method comes 
down to cognition of object properties and processes occurring in it by studying not 
the object itself, but its model. 

A distinction is made between physical and mathematical modeling. Physical 
modeling is understood as the creation of a laboratory physical model on a quantita-
tively reduced scale and the subsequent conducting of an experiment on certain setups 
that reproduce the nature of the phenomena under study. The results obtained in these 
experiments are then extended to real scales. Physical modeling is used mainly when 
it is impossible to obtain an exact mathematical description of the phenomenon or 
process under study, or when a sufficiently large volume of calculations is required, 
which is difficult to implement. 

A similar situation arises, for example, when modeling filtration processes occur-
ring in rocks with anisotropy of elastic and strength properties [2]. A special difficulty 
of building a mathematical model appears when dealing with layered rocks and direc-
tional wells. Note that in order to obtain correct results in physical modeling, it is 
necessary to observe both geometric and physical similarity of the model and the 
real object. 

Mathematical modeling consists in the construction and study of a mathematical 
model. The processes and phenomena under study are described by a set of mathe-
matical relations, equations and inequalities reflecting basic laws inherent to these 
processes and phenomena. Most often, mathematical methods of modeling allow 
describing only the ideal object or process. The implementation of the connection 
between the mathematical model and the real object takes place with the help of 
empirical laws, hypotheses and simplifications. Among all methods of mathematical 
modeling we can distinguish three main groups: analytical, statistical and numerical. 

All these methods individually or in aggregate continue to be used for a compre-
hensive study of geomechanical processes in oil and gas reservoirs during field devel-
opment and operation. Let us consider the history of development and application 
of the above methods in modeling of geomechanical processes. 

1 Analytical Modeling Methods 

Analytical models are mainly used to describe fairly simple systems, since the appli-
cation of this method to complex systems causes a number of mathematical diffi-
culties. In order to build an analytical model when describing the properties and 
parameters of the object under study, we have to resort to significant simplifications, 
which affects the accuracy of the results obtained. In spite of this, analytical models 
allow us to find explicit functional dependencies between the quantities sought as 
well as determine numerical solutions for given initial and boundary conditions. 
Analytical models are equations or systems of equations represented in the form of
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algebraic, differential, integral or finite-difference relations with certain initial and 
boundary conditions [3]. The results of analytical modeling are analytical expressions 
or equations for the quantities to be sought. 

The beginning of studying filtration processes in rocks was laid in the middle of the 
nineteenth century by French scientists Darcy and Dupuit. The first studies considered 
filtration of liquids through a fictitious ground, i.e., through a homogeneous medium 
consisting of balls of equal size, stacked in the same way throughout the entire volume 
of the porous medium. In their works, empirical dependences of fluid filtration under 
the action of pressure gradient were proposed. Darcy was able to obtain a formula 
describing the filtration rate of a fluid that obeys the Navier–Stokes law (Newtonian 
fluid) in its motion [4]. 

Dupuit was able to calculate well flow rate in conditions of groundwater inflow 
[5]. Further development of the general problem of the theory of reservoir fluid 
filtration to a well was carried out by Zhukovsky, who was able to derive differential 
filtration equations from the Laplace equation [6]. In subsequent works by Slichter the 
scientific substantiation of the influence of pore space structure on filtration processes 
occurring in homogeneous media was added. At the same time Forchheimer noted 
the great importance of using the potential theory when describing the distribution 
of filtration flows in a reservoir [7]. At the beginning of the twentieth century, the 
Reynolds number was discovered, which defined the limits of the Darcy law [8]. 

In 1934 Leibenzon was able to obtain differential equations of motion for gas 
and the so-called “fizzy liquid” (carbonated liquid) [9]. Around the same time, the 
formula linking permeability, porosity and specific surface area in an ideal porous 
medium was obtained empirically separately by Kozeny and Carman [10, 11]. This 
formula, characterizing filtration features of reservoir fluid, later became known as 
Kozeny-Carman formula. At the same time Adzumi publishes his work, in which he 
talks about the possibility of representing any porous body as a system of parallel 
cylindrical capillaries with different diameters [12]. 

All of the above works served as the basis for the formation of a separate science 
called “underground hydromechanics”. Muskat was able to generalize all previous 
studies in the field of filtration and for the first time wrote down the differential 
equations of joint motion of oil, water and gas in oil-bearing and gas-bearing strata. 
We should note the enormous contribution to the development of the filtration theory 
by Kochina, who proposed calculation methods for determining the flow rate of any 
directional wells [13]. 

Since the middle of the twentieth century, the development of filtration theory has 
continued in two directions. On the one hand, the description of fluid motion in strata 
is based on the law of conservation of momentum, mass and energy, and on the other 
hand, the motion of fluids in heterogeneous reservoir strata and bottom-hole zones 
is considered taking into account the setting of boundary and initial conditions, as 
well as steady or non-steady flow to the mine site.
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2 Statistical Modelling Methods 

In the middle of the twentieth century, statistical modeling methods became 
widespread. Statistical modeling is nothing but multivariate regression analysis, 
which allows us to establish a statistical relationship of the parameter under study 
with a set of factors affecting it. Statistical relationship is established on the basis of 
generalization of available experience, in our case for all time of field development. 
The main task of statistical modeling is the processing of the accumulated data, 
for example, on the volume of recoverable oil, for the past period and their further 
extrapolation [14]. 

All statistical methods used to predict oil production are divided into three types: 

. forecasting using the volumetric method; 

. forecasting based on displacement characteristics; 

. forecasting based on patterns resulting from analysis of actual oil production data. 

Volumetric methods are mainly used to predict watering and current oil recovery 
of reservoirs. When using this method, the volume of the reservoir covered by water 
flood is determined in accordance with the research on the position and movement 
of the water–oil contact front. If we know the oil reserves in the volume of reservoir 
covered by water flood, we able to calculate the current ORF. If we take into account 
depletion of reserves at the object under study, we can give prognosis for further 
growth of both oil recovery and watering of oil deposit reservoir. The essence of 
this method consists in the assumption that dynamics of water shut-off composi-
tions depends on water flooded formation volume. Brykina and Gattenberger have 
achieved great success in the application of volumetric method, using the graph-
ical dependence of the current oil recovery on the reserves recovery degree and 
the water flood zone volume [15]. Surguchev has developed and actively applied 
the isochronous method of water flooding, in which the construction of graphical 
dependences of reservoir coverage factor and oil recovery on dimensionless time 
was carried out [16]. It should be noted, that accuracy of these methods is not high, 
as it mainly depends on correct determination of water flood volumes and areas. 
Thus, prediction of development indicators by means of volumetric methods is rather 
labor-intensive, often giving inadequate results. 

Forecasting based on displacement characteristics uses the dependence of 
some technological development parameters on other parameters. Such parameters 
usually include accumulated (Vl, Vo, Vw) or current (Ql, Qo, Qw) production of 
liquid, oil or water, as well as residual or initial recoverable oil reserves. The purpose 
of this method is to obtain all kinds of approximating dependencies for the subse-
quent prediction. There are a lot of displacement characteristics, they differ only in 
technological indicators taken as a basis and dependence between them. All charac-
teristics on the last section of the graph are approximated by a straight line and then 
extended, assuming that this straightness will be preserved. 

There are several groups of methods in prediction based on displacement char-
acteristics. Let us consider in detail two main groups, which determined the further
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development of these methods. The first group of methods is based on the analysis of 
dependencies determining the relationship of water–oil ratio (WOR) with the accu-
mulated withdrawals of formation fluids (Vl, Vo, Vw). The basic displacement curves 
of this group were proposed by Nazarov and Sipachev in 1972 and by Sipachev and 
Pasevich in 1980 [17]. 

Nazarov − Sipachev method : Vl 

Vo 
= aVw + b. 

Sipachev − Pasievich method : Vl 

Vo 
= aVl + b. 

Here a and b—parametric coefficients, definitions of which are shown in Fig. 1. It  
should be taken into account that these dependences approximate to the linear form 
only on the final section, so to correctly determine the approximation coefficients, the 
values lying exactly on the final section are chosen. The coefficients are determined 
by the least-squares method. 

These methods describe a direct correlation between the growth of WOR and 
the growth of water production or recoverable liquid. The longer and more stable 
the production at a particular site and the greater the accumulated WOR, the more 
relevant is the use of these methods. For example, the methods of this group show 
rather good results in case of strong water flooding or active inflow of bottom waters. 
However, the same approach gives incorrect results when studying exploited objects 
with low-active waters or when keeping the watercut level at low values. Application 
of these methods is also impossible when the WOR is reduced. Further, modifi-
cations of methods of this group were developed, in which parametric coefficients 
are determined in different coordinates, which allows to obtain more exact values. 
Methods of the first group allow predicting maximum recoverable oil reserves at

Fig. 1 Determination of coefficients “a” and “b” by the Nazarov-Sipachev method [18] 
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infinite filtration, as well as recoverable oil reserves for given values of oil content, 
water content and WOR. 

The second group of statistical methods of forecasting of development indicators 
includes the methods of Maksimov [19] and Sazonov [20]. Their approaches can 
be applied at earlier stages of production, and the results obtained are practically 
unaffected by possible corrections in the course of operation. Maksimov studied 
the process of oil displacement by water from the productive formation. He used 
a pipe with sand as a model. As a result of experiments the empirical formula for 
dependence of accumulated water production Vw on accumulated oil production Vo 

was obtained. The dependence of accumulated fluid production Vl on accumulated 
oil production Vo was used by Sazonov around the same time. 

Maksimov’s method: 

Vw = βαVo , lnVw = aVo + b. 

Sazonov’s method: 

Vl = βαVo , lnVl = aVo + b. 

Here β and α—empirical coefficients, a = lnα, b = lnβ. The drawing is performed 
in semi-logarithmic coordinates Y = lnVl , X = Vo. Further analysis of dependence 
is carried out in the same way as for the methods of the first group. A comparison of 
these methods is shown in Fig. 2. 

It is noted that the Sazonov method in some cases turns out to be more stable to 
changes in the process of field development. These methods do not allow to determine 
the maximum recoverable oil reserves at infinite filtration, but allow to predict the

Fig. 2 Comparison of the dynamics of reservoir fluid displacement development using the methods 
of the second group: Maksimov’s method and Sazonov’s method [18] 
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recoverable oil reserves for the given values of oil content or watercut. It is noted 
that application of methods of the second group gives erroneous results for objects at 
late stages of operation when implementing methods of oil recovery enhancement. 

The main difficulty in application of different methods on the basis of displacement 
characteristics is substantiation of “base period”—the time by which the coefficients 
are selected. To summarize, this approach has been applied both in studying the field 
operation without using the waterflood system [17, 19] and with its application [20]. 

Now let’s consider forecasting based on patterns resulting from analysis of 
actual oil production data. These patterns are used to predict oil recovery and water 
encroachment processes in fields that have similar geological and physical proper-
ties to those under analysis. Among such methods, we can distinguish those that 
use regression analysis approach. The essence of this approach is to determine the 
relationship between oil recovery and reservoir properties, as well as some tech-
nological parameters of development [21]. Some methods are based on the law of 
“equal assumptions”, which in the first half of the twentieth century was proposed 
by Bill and Lewis, and a little later by Charnotsky. According to this law for the 
majority of wells the logarithm of oil flow rate in relation to the initial one changes 
in proportion to time. Subsequently, the substantiation of this law was presented by 
Leibenzon. According to his formulation, if two wells have the same flow rate during 
three years, their flow rates will coincide in the future. 

This category of methods also includes methods, which are based on calcula-
tion of production decline curves [22, 23]. The essence of the given methods is the 
supposition, that the average oil production decline of a certain well is rather regular, 
that is why the curve can be extrapolated for the production forecast. The founder 
of this approach is Arps, who in 1945 suggested using exponential, hyperbolic and 
harmonic curves (Fig. 3) to describe the curvature of the rate dependence on time 
[24]. 

Fig. 3 Three types of Arps production decline: exponential, harmonic and hyperbolic [25]
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In general terms, the Arps production decline curves are described by the equation: 

qt = qi 
(1 + bDi t)

1\b , 

where qt—the flow rate at time t (m3/t), qi —the initial flow rate (m3/t), b—the Arps 
constant for the curve, Di—the nominal production decline rate (1/t), t—time. 

By extending the Arps decline curves, it is possible to estimate the maximum 
recoverable oil reserves. However, the Arps method is valid only for a pseudo-
stable production process, which is observed during long-term stable well operation. 
Changes in rock filtration properties and oil saturation, for example, can affect the 
stability of a well. This empirical method is quite easy to use and does not require 
large amounts of data to be processed for its use and subsequent analysis of the 
results. 

Improvement of Arps method was performed by Fetkovich in 1980 [23]. He 
showed that the analytical equations for the transient phase of fluid flow in the 
reservoir and the equations of the pseudo-stable decline curve can be combined and 
presented on a single logarithmic graph. 

Methods based on the construction and analysis of Fetkovich and Arps decline 
curves are based on the assumption that production is carried out with constant 
reservoir pressure. In practice, such situations are practically uncommon. Therefore, 
modern methods take into account changes in reservoir pressure and well flow rate 
over time. 

3 Numerical Modelling Methods 

When using numerical methods, the initial data of the problem and the resulting 
solutions are presented as a set of numbers. Numerical methods are used when it 
is difficult enough to solve the problem analytically due to the absence of simple 
explicit dependencies for the system under study. The founders of these methods are 
Peaceman and Rachford [26]. 

Application of numerical methods for solving problems of oil and gas industry 
was started in the middle of the twentieth century. In the first works, the use of these 
methods made it possible to calculate differential equations of one-dimensional one-
phase filtration [27]. This was facilitated by the emergence of a simplified “sand-clay” 
rock bed model (“reservoir-unreservoir”) in the 60 s of the twentieth century. The 
development of simulation of filtration processes in the reservoir formation was also 
promoted by the work of Masket [28], in which the formation was represented as a 
set of current tubes for the first time. Improvement of this representation later served 
as a basis for the Backley–Leverett model (BL-model), in which capillary effects are 
not taken into account, as well as the Masket–Leverett model (ML-model), in which 
the capillary forces are taken into account. The first of these models is applied to 
near-wellbore zones, and the second—to the main part of the productive formation.
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In the mid-1970s, attempts began to describe two-dimensional single- and multi-
phase filtration. In 1973 Richardson and Stone [29] published a paper in which they 
presented a detailed analysis of articles devoted to multiphase filtration modelling. 

An enormous contribution to two-dimensional modelling of single-phase filtration 
was made by Peaceman, Vakhitov, Rachford and Carter. The works of Maksimov, 
Rybitskaya, Katz, and Andriasov [19, 30] are devoted to solving full-scale three-
dimensional models. In 1970 Martin obtained the relations in which the vertical 
capillary-gravity equilibrium in the reservoir was taken into account. The depen-
dences he derived were determined by the initial position of the boundaries between 
the fluids and the relative permeability’s of rocks. 

In 1974 methods were finally developed in which vertical distribution is deter-
mined mainly by viscous frictional forces rather than gravity-capillary forces. Frac-
tured reservoirs were modelled by Kazemi, Morse and Kleppe. In their works, the 
fracture reservoir system is represented as a continuous medium, and fluid motion 
in the fractures was determined by the material balance equation [31, 32]. 

In the last decade of the twentieth century, stochastic methods of reservoir 
modelling began to be used predominantly in oil and gas science. If there are no 
random values among model parameters, it is called deterministic, and if there are, it 
is called stochastic. Methods of stochastic modelling are mainly used in geological 
modelling to create the basis of hydrodynamic models, which are deterministic. The 
main advantage of the hydrodynamic model based on stochastic modelling is the 
correct representation of the geological structure. The main disadvantage of such 
models can be called their variability. Most scientists and engineers use stochastic 
models because they lead to more realistic design metrics. 

The modern stage in the development of numerical methods is associated with 
the development of specialized software that allows calculations to be made in the 
shortest possible time with minimal resource costs. The latest software also makes 
it possible to combine information from a variety of data sources and methods into 
a single model. At the beginning of the twenty-first century, parallel computing 
on multiprocessor computers was developed, which accelerated the development of 
numerical methods and allowed to solve large-scale problems. 

4 Conclusion 

This article describes the main stages of development of analytical, statistical and 
numerical methods for studying processes in oil and gas reservoirs. The impor-
tance of direct physical modeling of geomechanical processes is pointed out. To 
date, statistical and numerical modeling techniques have been used with the greatest 
success. 

Statistical methods based on the construction and analysis of displacement curves 
and decline curves are widely used for prediction of production indicators and esti-
mation of reserves. Compared to decline curve analysis, displacement curve analysis 
gives better results when predicting production in watered oil reservoirs because, in
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addition to oil production, they also account for fluid and water production. However, 
both methods are deterministic. They do not allow for uncertainty in the calculations, 
which can lead to failure to achieve planned production rates. To solve the problem 
of quantifying uncertainty and assessing risks in production forecasts and final esti-
mates of recoverable reserves, foreign scientists are beginning to apply machine 
learning methods to traditional methods of forecasting oil and gas production. 

The modern stage in the development of numerical methods is associated with 
the development of specialized software that allows calculations to be made in the 
shortest possible time with minimal resource costs. The latest software also makes 
it possible to combine information from a variety of data sources and methods into a 
single model. Over the last decades, parallel computing on multiprocessor computers 
has developed, which has accelerated the development of numerical methods and 
allowed to solve large-scale problems. 
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An Angle Fall of a Drop Onto a Deep 
Water 

A. N. Zotova, Y. I. Troitskaya, and D. A. Sergeev 

Abstract A direct numerical simulation of oblique fall of a drop is carried out in 
Basilisk software package for process parameters corresponding to second regime of 
drop impact from the work (Reijers et al. in Oblique droplet impact onto a deep liquid 
pool, 2019) (see (Reijers et al. in Oblique droplet impact onto a deep liquid pool, 
2019) Fig. 2b, e). The dynamics of the drop and water surface is obtained, which 
corresponds to results of (Reijers et al. in Oblique droplet impact onto a deep liquid 
pool, 2019). Size distributions of secondary droplets are constructed for various 
maximum mesh refinement levels. To check reliability of the obtained distribution, 
further calculations with higher mesh resolution are required. 

Keywords Drop fall · Direct numerical simulation 

1 Introduction 

Processes of sea spray formation play important role in interaction of ocean and 
atmosphere under strong winds. Among other factors, formation of small droplets 
is caused by falling of previously generated larger drops onto the sea surface. The 
liquid drop impact onto various types of surfaces has studied experimentally and 
theoretically [1–8]. In a significant part of the works, the vertical fall of a drop has 
considered [1–6]. The authors of [7] have studied the oblique fall of a drop onto the 
surface of a liquid experimentally and have found three regimes of the processes 
occurring in this case depending on the angle of the drop incidence and the Weber 
and Reynolds numbers: in the first case, the drop simply merges with the liquid on 
whose surface it fell, in the second—in the direction of falling of the drop a corona 
is formed, from which secondary drops are subsequently separated; in the third case, 
secondary drops are ejected from the corona in all directions. The authors of [8], 
in agreement with experiment [7], also have described three types of the regime of 
droplet fall onto the deep water, obtained by numerical simulation, but in this work,
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the parameters of secondary droplets resulting from the fall of the primary droplet 
have not studied. In addition, in the simulation in [8], to save computation time, 
a symmetry plane has used that divides the falling drop in half, which, according 
to the authors, can impose restrictions on the development of the Rayleigh–Taylor 
instability at the edge of the rim of the ejecta sheet. Therefore, these calculations 
probably cannot provide reliable information about the statistics of secondary drops, 
since the Rayleigh–Taylor instability can play significant role in their formation. In 
our work, we carry out direct numerical simulation of the oblique fall of a drop in 
the Basilisk software package [9], not using a mirror plane, but considering the drop 
as a whole. The main goal of our work is to obtain the size distribution of secondary 
drops resulting from the fall of the primary drop, corresponding to the second regime 
from the work [8] (see [8] Fig.  2b, e). 

2 Simulation of Angle Fall of a Drop 

The Basilisk software package is used for direct numerical simulation of the oblique 
fall of drop onto the water surface. Basilisk implements a numerical algorithm that 
solves the Navier–Stokes equations for incompressible media with variable density 
and surface tension and combines an adaptive quad/octree spatial discretization and 
geometrical Volume-Of-Fluid interface representation [10]. 

We consider the problem of the following configuration (Fig. 1): the cubic domain 
with size L0 = 6 cm is half filled with water, and the upper half contains air. Drop 
with a diameter of 2 mm is at a height h = 2 cm above the water surface at the 
initial moment of time. The horizontal projection of the drop velocity is v0x = 3 m/s,  
the vertical projection of the drop velocity v0y = −  1.25 m/s is obtained from the 
condition that the vertical component of the drop velocity is equal to zero at a height 
10 cm above the water surface. The movement of the drop occur under the action of 
free fall acceleration. To save computation time, we set periodic boundary conditions 
along the x coordinate. The coordinates and volumes of each individual water body 
(each drop) are recorded in time.

For the given initial configuration of the problem, it is obtained that when the 
drop approached the water surface, its angle of incidence is α = 65°, the Weber and 
Reynolds numbers are, respectively, We = 303, Re = 6600. Taking the splashing 
number K equal to 104 in accordance with the work [8], we calculate the dimen-
sionless splashing parameter We1/2Re1/4/K = 1.5. Thus, our parameters correspond 
to the second regime of impact behavior of the drop (see Fig. 6 in [8]). 

The adaptive mesh refinement method is implemented in used software package— 
the size of the discretization cell can vary in different areas of the domain depending 
on the specified parameters. The minimum cell size is set by the maximum level of 
refinement—MAXLEVEL. The linear cell size corresponding to the maximum level 
of refinement can be obtained by dividing the domain size L0 by 2 to a power equal 
to the value of MAXLEVEL. For example, one of the MAXLEVEL values used in 
our work is 11, for our domain size L0 = 0.06 m we obtain the minimum linear cell
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Fig. 1 The configuration of 
the considered problem: drop 
is at a height h = 2 cm above 
the water surface, the 
horizontal projection of the 
drop velocity is v0x = 3 m/s,  
the vertical projection of the 
drop velocity is v0y = −  
1.25 m/s 

Fig. 2 Simulation of the fall of drop on the water surface: t = 0.013c—drop near the surface 
(a—MAXLEVEL = 10, b—MAXLEVEL = 11, c—MAXLEVEL = 12, d—MAXLEVEL = 13)

size Δl = 0.06/211 = 2.9 × 10–5 m. By analogy for MAXLEVEL = 12 minimum 
linear cell size is Δl = 0.06/212 = 1.5 × 10–5 m. 

We estimate the minimum resolvable radius Rmin as 5 minimum linear dimen-
sions of the cell taking into account the minimum linear size of the cell for each 
case. Accordingly, the minimum resolvable droplet volume Vmin for the case of 
MAXLEVEL = 11 is 1.4 × 10–11 m3, for the case of MAXLEVEL = 12 it is 1.8 × 
10–12 m3.
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3 Results 

The dynamics of the interaction between the fallen drop and the water surface, 
obtained in our numerical simulation, corresponds to the second type of drop impact 
behavior described in [7, 8], which is expected based on the values of the parameters 
corresponding to our formulation of the problem. 

In order to determine maximum level of refinement for our problem that we 
need, we perform calculations with different values of the MAXLEVEL parameter. 
Figure 2a shows the appearance of flying drop before falling onto the water surface 
obtained during the simulation with MAXLEVEL = 10. It can be seen that the drop is 
strongly distorted in flight, which does not correspond to experimental observations. 
For MAXLEVEL = 11 (see Fig. 2b) the shape of the drop is much closer to that 
observed in experiments (we compare the appearance of the drop at the same time t = 
0.013 s). To understand whether the mesh resolution introduces significant distortions 
into the simulation result in this case, let’s compare this result with the result for an 
even finer mesh. Figure 2c and d show the simulation results with the maximum 
levels of refinement MAXLEVEL = 12 and 13. It can be seen that the droplets for 
the cases MAXLEVEL = 11 and 12 do not differ so much from each other, but differ 
greatly from the case MAXLEVEL = 10. For the cases (c) and (d) the differences 
are also small, therefore, in order to understand what value of the MAXLEVEL 
parameter—11, 12 or 13 we need, we will further compare the size distributions of 
secondary drops (see Fig. 3) for these cases. 

Fig. 3 Volume distribution of secondary drops at the first of the time moments when the number 
of drops is maximum: a—MAXLEVEL = 11, t = 0.022 s, b—MAXLEVEL = 12, t = 0.019 s
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The size distributions of the secondary droplets formed after the fall of the 
primary drop are plotted for the cases of MAXLEVEL = 11 and 12 (for the case 
of MAXLEVEL = 13 simulation is still ongoing) (see Fig. 3). Each distribution is 
taken at the first of the time moments for which the number of secondary drops is 
maximum: for MAXLEVEL= 11—t= 0.022 s, for MAXLEVEL = 12—t= 0.019 s. 
It can be seen that the distributions are very different; in the case of MAXLEVEL = 
12 only two drops are formed. 

Thus, at the moment, the results of our simulation qualitatively reproduce the 
primary droplet flying in the air, but to obtain the size distribution of secondary 
droplets, it is necessary to continue the calculations (currently, the calculation is 
carried out for MAXLEVEL = 13) and compare the distributions for higher values 
of the MAXLEVEL parameter. 

4 Conclusion 

We carried out numerical simulation of the oblique fall of the water drop on the water 
surface at various maximum discretization levels of the grid—MAXLEVEL. The 
dynamics of the interaction between the fallen drop and the water surface, obtained 
in our numerical simulation, corresponded to the second type of drop impact behavior 
described in the literature, which was expected based on the values of the parameters 
corresponding to our formulation of the problem. Based on the comparison of the 
resulting droplet shape during its fall in air for different grid resolutions, the minimum 
grid discretization parameter MAXLEVEL, necessary for solving our problem, was 
found. Also, for two values of the MAXLEVEL parameter, size distributions of 
secondary droplets were constructed. The obtained distributions differ significantly 
from each other, therefore, in order to obtain a reliable result, we need to continue 
our calculations, successively increasing the resolution until the size distribution of 
secondary drops ceases to change. 

Acknowledgements Work on direct numerical simulation was supported by the RSF project No. 
19-17-00209, statistical processing of simulation results was supported by the RSF project No. 
21-19-00755. 
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Investigation of the Pancake Ice Influence 
on the Wind–Wave Interaction Within 
Laboratory Modeling 

D. A. Sergeev, A. A. Kandaurov, and Yu. I. Troitskaya 

Abstract Presented work concerned on the investigation of the ice cover influence 
on the wind–wave interaction in the marine atmospheric boundary layer. Unique labo-
ratory experiments on the modeling of influence of pancake type of forming floating 
ice were carried out on the ring wind-wave facility AEOLOTRON University of 
Heidelberg. The round rubber pucks were used as artificial ice floes. Experiments 
were carried out for wide range of wind–wave states and ice concentration. Simul-
taneous measurements of surface elevation, air flow parameters, and are of artificial 
floe ice coverage was carried out. For the case of the ice presence, the evolution of 
the surface had threshold behavior. The obtained threshold of the excitation of long 
waves (the length is much greater than the average size of the ice elements and the 
distance between them), depended on the wind speed and ice concentration. 

Keywords Pancake ice ·Wind ·Waves · Laboratory modeling 

1 Introduction 

In the last decade, the development of the Arctic zone of the world’s oceans has 
become increasingly important in terms of offshore mining (primarily oil and gas), 
as well as maritime transport (the northern sea route). Just for the polar regions 
that the greatest difference is noted between the results of forecasting models of 
the meteorological conditions and wave state with observational data. The most 
noticeable difference is detected in the regions of the near-marginal ice zone [1]. 
Therefore, numerical models are being developed that use parametric dependences 
of momentum, heat, and mass fluxes as boundary conditions on the sea surface, 
taking into account the influence of ice cover. For example, in the current version 
of the WAVEWATCH III model it is possible to take into account the influence 
of ice by connecting parameterizations describing the attenuation of waves under 
its action (IC) (see [2]), and for modeling atmospheric marine boundary layer in
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polar conditions, a modification of the atmospheric circulation model was developed 
WRF-ARW: Polar-WRF (see [3]). The parameterizations of atmosphere–sea surface 
interaction used in these models are based mainly on empirical data, the quality of 
which ultimately affects the quality of the forecast. 

Detailed studies of the effect of the ice influence on the processes of wind–wave 
interaction in natural conditions are very difficult, especially for the forming and 
floating types of the ice, including pancake (this type of ice is very common and 
studied thoroughly, see, for example, [4, 5]). A good alternative here is carrying out 
laboratory experiments. Previously, only studies of the influence of floating ice on 
the evolution of the mechanically induced waves (by wavemaker) were performed 
i.e., experiments were carried out on straight flumes of limited fetches (see [6–9]). 
In the works [6, 7] grease ice was investigated, and in the work [8] large scale floes 
0.5–6 m. Both experiments were carried out on the special ice tanks. In the work 
[9] artificial floes were used. The most advanced research in this area concerned the 
modeling of ice breaking processes by waves under various conditions [10]. 

However, basing on these results there is no possibility taking in to account the 
floating ice influence on the transfer between atmosphere and ocean. First of all, 
it concerns a surface rough-ness and momentum fluxes, i.e., in the present models 
there were no options to modify drag coefficient according to the parameters of the 
floating ice covering (concentration, typical sizes etc.). Now a-days, only for areas 
of solid ice (or at least coarse ice) a difference in the turbulent wind stress from the 
clean water conditions can be considered. For the areas covered by floating ice the 
drag coefficient is assumed to be close for the clean water surface. That is why it is 
not taking into account in the boundary conditions in atmospheric models and in the 
wind induced sources in wave models. 

The main problems here concerned with carrying out simultaneous in situ 
measurements in the system wind-ice-waves and providing laboratory modeling of 
this system in the laboratory conditions both. 

2 Description of Experiment and Methods 

This paper presents preliminary results of the laboratory experiments carried out 
for wind-wave interaction with modeling of pancake ice on the AELOTRON ring 
wind-wave flume of the University of Heidelberg (see Fig. 1). This facility with 
inner diameter of 10 m, air flow cross section of 0.6 × 1.4 m, the depth of the 
water is 1 m. The maximum allowed equivalent wind speeds U10 (approximated 
on the 10-m height according logarithmic law) is 17 m/s. The typical pancake ice 
floes have a round form with typical width and thickness up to 1 m and 15 cm 
correspondingly. For the first time, the interaction of the wind with the water surface 
in the presence of artificial ice elements was simulated, which were rubber round 
pucks (see Fig. 2) with a diameter of 7 cm and a thickness of 1 cm with a density 
of about 0.8 kg/m3. It was impossible to use contact wire wavegauges under the 
conditions of solid elements of ice permanently presented on the water surface.
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Fig. 1 Overall view of the ring wind–wave AEOLOTRON facility

Therefore, measurements of the elevation of the rough surface were performed using 
a laser wavegauge with a frequency of up to 100 Hz. At the same time, in the time 
records, the intervals corresponding to the passage of through the laser beam of 
the wave gauge were filtered and approximated. The part of surface covered with 
artificial ice were measured simultaneously with water elevation. A special system 
with shadow imaging of the water surface covered with pucks was used. The image 
of the top view with under water LED illumination was taken by camera which was 
processed with special algorithms, to detect area covered by pucks. 

The measurements were carried out on the clean water and at three concentrations 
of artificial ice: maximal, 2/3 of the maximal, 1/3 of the maximal. At the maximum 
concentration, artificial ice elements covered approximately half of the water surface 
in the flume. The measurements were carried out for the fan frequency from 16 to 
28 Hz, which corresponded to the range of equivalent wind speeds U10 from 7 to 
16 m/s. The procedure was as follows: at first, at the minimum allowable air flow 
rate (fan frequency 6 Hz), uniform seeding with artificial ice was performed. Then 
the wind speed was increased sharply to the desired value. 

3 Results and Discussion 

For the whole range of allowed wind speeds a monotonic evolution to a stationary 
state of wavy surface was observed (the higher the wind speed, the more the time 
of evolution, from 1 to 6 min and longer waves were observed) on the clean water.
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Fig. 2 View inside the flume 
on the water surface covered 
by artificial pancake ice

In contrast to this for the case of the ice presence, the evolution of the surface had 
threshold behavior. The obtained threshold of the excitation of long waves (the length 
is much greater than the average size of the ice elements and the distance between 
them), depended on the wind speed and ice concentration. 

On the Fig. 2 two At all ice concentrations for low wind rates, the development of 
long waves was not observed for an arbitrarily long wait. When the value of the set 
wind speed exceeded the threshold value, at first the general wave pattern was similar 
for light wind conditions, however, after a certain time, long waves spontaneously 
developed and the situation approached clear water conditions (the wave parameters 
turned out to be close). On the Fig. 3 the dependence of the significant wave height 
on the wind speed is demonstrated. The higher the density, the higher the wind speed 
threshold was. At the same time, the waiting time was sometimes calculated in tens 
of minutes (maximum one hour), and therefore, the threshold level was determined 
approximately (for the maximum ice concentration—U10 between 11 and 13 m/s, 
for the intermediate between 10 and 12 m/s, for the minimum between 7 and 9 m/s.

A hypothesis of the that some kind of transition between the mode of drift move-
ment of ice disks on the surface and small ripples, to the mode of generation and 
development of long waves became possible when at some time place and time areas 
of clean water, the dimensions of which strongly exceeds the sizes of ice floes could 
be offered. The higher the density, the higher the threshold for wind speed. Its, could 
be concluded that, the threshold behavior should be taken in to account in the param-
eterization of wind source for the wave models and parameters of surface roughness 
in the atmospheric models.



Investigation of the Pancake Ice Influence on the Wind–Wave … 261

Fig. 3 Significant wave 
height dependence on the 
equivalent wind speed U10 
(on 10-m height). 
Crosses—clean water, filed 
circles—maximum ice cover, 
semi open circles—2/3 ice 
cover, open circles—1/3 ice 
cover
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Sequestration of Organic Carbon in Salt 
Marsh Formations of Lagoons 
of Sakhalin 

Victor V. Afanas’ev and A. B. Faustova 

Abstract The oil and gas specialization of the economy, the limited potential of 
forestry, and the insular position of the Sakhalin Oblast make it very important to 
assess the role of coastal marine geosystems in the runoff and emission of greenhouse 
gases (GHGs) to determine their contribution to the overall GHG balance of the 
territory. The paper deals with the issues of sedimentation in the lagoonal waters of 
the island. Sakhalin is a coastal wetland with a total area of about 2200 km2 and a 
coastline of 2150 km. The change in the area of marches in lagoonal geosystems of 
various types for the period 1952–2019 is shown. Some mechanisms of the formation 
of geomorphological forms and sedimentary strata that accumulate a large amount 
of organic carbon are presented. 

Keywords Subarctic coast · Salt marsh · Lagoon sediments · Organic carbon ·
Peat accumulation 

1 Introduction 

It is known that bottom sediments and marches of estuarine-lagoonal geosystems 
are among the most effective components of biosequestration systems on the planet 
[1–4]. The geochemistry and lithodynamic characteristics of the surface bottom sedi-
ments of the Sakhalin lagoons are well studied. The concentrations of organic carbon, 
depending on the type and location of the lagoon, vary in a very wide range from 
0.3 to 5.8% of the dry mass [5, 6]. At the same time, the thickness of watered 
bottom sediments can reach 4–6 m. Marches are the upper part of tidal silt or silt-
sand drylands inhabited by plant communities adapted to periodic salinization [7]. 
Marching formations on the shores of Sakhalin are represented almost everywhere, 
in winter, dead vegetation is a grassy mat over the frozen surface of the lagoon
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Fig. 1 Lagoon marches of northern Sakhalin 

(Fig. 1). However, we still cannot present a complete picture of their cartometric 
characteristics, morphometric parameters and structure. 

And this is despite the fact that the features of sedimentation in march formations 
of lagoons can be assessed in lagoonal morpholithosystems quite simply and with 
high accuracy by conventional geological and geophysical methods. Here it seems 
important to note that marches and internal deltas generally have a two-layer struc-
ture. At the base of the lower layer, bottom sediments are presented: rather large in 
size—if these are internal deltas and finer-grained in marches. Almost everywhere, 
the upper part of this layer is represented by aleurite-pelitic sediments with a high 
content of weakly decomposed organic matter of plant origin, mainly the seagrass 
zostera. The upper layer of marshes and internal deltas is usually represented by 
weakly decomposed gyttia of sedges, naumburgia, and pondweeds [8]. 

Considering earlier the cascades of the internal deltas of Sakhalin from the point 
of view of the sediment budget of the coastal morpholithic system of the lagoon coast, 
we drew attention to the fact that the tidal internal deltas of the Lunskaya lagoon, 
which existed before 1952, increased their area over 65 years due to the overgrowth 
and accumulation of suspended sediments by vegetation [9]. According to updated 
data, approximately 1.46 times. 

Thus, the process of increasing marches in lagoons occurs not only due to the 
formation of new internal deltas. In this paper, we present an analysis of changes in 
the areas of marshes in the lagoons of the island Sakhalin.
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2 Methods and Results 

The methodology of biomorpholithodynamic studies is based on both traditional 
and modern methods for obtaining and analyzing geospatial and geological-
geomorphological information. The work is based on the analysis of arrays of aerial 
photographs of 1952 and satellite images of 2019, which was performed in the 
Quantum GIS geoinformation system. The calculations were made on the WGS84 
EPSG:7030 ellipse. The resulting attributes were exported to spreadsheets for further 
processing. The average error in the location of objects on this map is about 5 m, the 
minimum error is 0.2 m, the maximum error is 18 m, the standard deviation is about 
3 m.  

At the next stage of the study, in the same QuantumGIS-environment, using stan-
dard procedures for analyzing remote sensing materials, we reconstructed the change 
in march areas for the period 1952–2019. 

Figure 2 shows the results of measuring changes in the area of marshes in the 
delta parts of the rivers flowing into the southern apex of the Chaivo lagoon. The 
area of marches here increased by 409,841 m2, or 6117 m2/year, and the area of 
marches in the mouth area of the Val and Askasai rivers, located opposite the strait, 
increased by 651,704 m2, or 9727 m2/year. Taking into account the peculiarities of 
the tidal regime, the data of survey work and drilling, the thickness of the march 
sediments pushed into the water area of the lagoon is 1.5–1.7 m here. Thus, annually 
in the march formations of the southern part of the Chaivo lagoon with an area of 
24.5 km2, bounded by the Kleye strait, a sedimentary stratum with a total volume of 
23,000–27,000 m3/year is formed. About 8000 m3/year of this volume are slightly 
decomposed plant sediments with a bulk density of 0.19–0.3 g/cm3. Considering that 
march gyttia is quite strongly mineralized, the content of organic carbon in it varies 
within 30–40%.

Thus, when converted to pure carbon, these deposits accumulate approximately 
700 tons/year. In the fine-grained facies of marsh deposits, averaging the proportion 
of organic carbon in the bottom sediments of the Chaivo lagoon to 2%, we obtain an 
accumulation of pure carbon in the amount of about 500 tons/year. 

The total volume of alluvial deposits in the inner part is 5163 m3/year, and in 
the mouth area of the Val and Askasai rivers—15,836 m3/year. But these are mainly 
suspended sediments or sediments from the open sea, which, to a large extent, must 
be carried out of the lagoon. Nevertheless, taking into account the peculiarities of 
lagoonal morpholithogenesis, it can be assumed that about 80% of silty-pelitic sedi-
ments remain in the deltaic marshes of lagoonal waters [10]. The share of proper sand-
pebble, alluvial traction sediments accounts for only 1384 m3/year. These deposits 
have not yet been included in this carbon stock estimate. In general, the decrease in 
the area of the entire Chaivo lagoon as a result of the formation of marches over the 
period 1952–2019, amounted to 1.956 km2. By a simple conversion to pure carbon, it 
can be established that march gyttia accumulates here approximately 1700 tons/year
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Fig. 2 Change in the water surface area of the Chaivo Lagoon; 1—increase in the area of marches 
in the delta areas of the rivers flowing into the lagoon

of organic carbon. In the fine-grained facies of marsh deposits, averaging the propor-
tion of organic carbon in the bottom sediments of the Chaivo lagoon to 2%, we obtain 
an accumulation of pure carbon in the amount of about 2500 tons/year. 

Without a doubt, in various lagoons about. Sakhalin runoff properties of marches 
will vary significantly. So, for example, in the lagoon of the closed type of Lake 
Ainskoe with an area of 32.2 km2 of the southern part of the island Sakhalin, the 
bulk of organic carbon (about 2000 tons/year) is formed and accumulated in bottom 
sediments. The plant gyttia of the lagoonal marshes accumulates no more than 200 
tons/year of pure carbon. Nevertheless, the runoff properties of this lagoon in terms 
of km2 are more than one and a half times higher than those of the northern Chaivo 
lagoon. 

3 Conclusion 

The proposed model of carbon sink in the march formations of lagoons is based on 
relatively rough estimates of the carbon parameters of the sedimentation system. It 
requires development and will be refined. In particular, it is planned to conduct a 
more detailed study of the bottom sediments of the lagoons, including an analysis of 
the features of sedimentation in the last phases of the Holocene history. Nevertheless,
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although the obtained results are very approximate in quantitative terms, they give 
a clear idea of the features of carbon accumulation by marshes in different types of 
lagoons. In the future, this will lead to a biohydrogeochemical model of the cycle of 
matter in estuary-lagoon wetlands of different morphoclimatic zones under different 
scenarios of the development of the natural environment and technogenic impact. 
Based on this, it will already be possible to speak about the forecast of changes in the 
carbon balance in coastal biomorpholithosystems and the creation of artificial zones 
of accelerated aleurite-pelite and organogenic sedimentation. 
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Features of Organogenic Sedimentation 
Within the Coastal Zone of Aniva Bay 

V. V. Afanas’ev, A. V. Uba, A. I. Levitsky, and A. B. Faustova 

Abstract Many processes are involved in the emission and absorption of green-
house gases (GHGs), as a result of which the variability of fluxes in various blue 
carbon systems is very high and cannot always be explained from the standpoint of 
existing research approaches. Additional large-scale studies are needed to reliably 
quantify flows and understand the factors causing the variability of GHG flows in 
coastal marine ecosystems. Including those concerning the issues of determining the 
geomorphological position of areas with increased intensity of organogenic sedimen-
tation. In this paper, for the first time, the coasts with bench areas on which marches 
and muddy dries are formed are considered. The change of morphometric parameters 
and the thickness of sediments of marshes and silty drainages is shown, as they move 
away from the estuary zone of the river—the source of sediments of the open sea. 
Some mechanisms of formation of geomorphological forms and sedimentary strata 
accumulating a large volume of organic carbon are indicated. 

Keywords Estuary · Salt marsh · Intertidal mudflat · Bench · Carbon sequestration 

1 Introduction 

Before the restoration or man-made destruction of coastal ecosystems of blue carbon 
can be reliably used to mitigate the effects of climate change, it is necessary, along 
with basic systems of geochemical and biochemical data, to have a clear under-
standing of the geomorphological situation and conditions of allochthonous inputs 
of substances that may be involved in the turnover of greenhouse gases. 

The research area is located in the northern part of the hall. Aniva, which in 
geomorphological essence is an estuarine zone of the Tsunai and Susuya rivers. As 
a rule, the delta systems themselves mainly consist of fresh or oligohaline wetlands
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due to the discharge of fresh water through a network of delta channels. River deltas 
in coastal zones are a potential source of flow, river deltas in coastal zones are a 
potential source of CH4 and N2O flow due to the state of fresh water and high 
primary production. The fluxes of these gases can potentially compensate either part 
or all of the benefits from the disposal of carbon (C), nitrogen (N) and phosphorus 
(P) in these media [1, 2]. 

The object of the study are marches and silty dries formed on the surface of the 
bench. The peculiarity of these formations is the almost complete absence of a wave-
tidal field at the base of the lower layer of bottom sediments. However, as well as 
in lagoon marches, the lower part of the sediments are siltopelite sediments with a 
high content of slightly decomposed organic matter of plant origin, mainly sea grass 
zostera, and the upper layer of marches and inner deltas is usually represented by a 
slightly decomposed gittia of sedges, naumburgies and rests [3] (Fig. 1). 

These wetland formations are constantly exposed to the tidal effects of marine 
waters containing large amounts of SO4, inhibiting methanogenesis [4, 5]. The tides 
in Aniva Bay are diurnal. The magnitude of the tropical straits is about 1.0 m, the 
equinoctial ones are 0.5 m. The recorded amplitude span is 2.4 m, the average level 
(50% security), relative to the zero of the HMS Korsakov post is 1.15 m. The height 
of the storm surge can reach 1.0 m with a repeatability period of 20–50 years [6]. 

The aim of the study is to assess the geomorphological position and parameters 
of the wetlands of the Sakhalin carbon landfill, with a high absorption capacity of 
climate-modeling components of biomorpholithosystems. The geospatial position 
of the studied sites is shown in Fig. 2.

Fig. 1 Marshes and silty drainages of the northern part of the Aniva Bay 
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Fig. 2 Location of the 
studied sites 

2 Methods and Results 

The methodology of bio-morpholithodynamic studies is based on both tradi-
tional and modern methods of obtaining and analyzing geospatial and geological-
geomorphological information. All measurements were made by GNSS receivers 
SOUTH Galaxy G1 (GPS, GLONASS, BEIDOU, GALILEO). Pickets at work sites 
were filmed in RTK mode (real-time kinematics) from a local base station (BS). 
The coordinates of the local BS were obtained in static mode from 2 permanent BS 
of the FT-CORS network located in Korsakov and Yuzhno-Sakhalinsk. The RTK 
accuracy is within 1 cm in plan and 2 cm in height, the static is no more than 2 cm 
in plan and 2 cm in height. ITRF2014 (epoch 2010.0) coordinates of BS Korsakov 
and Yuzhno-Sakhalinsk, height above the ellipsoid WGS84. The obtained heights of 
the pickets are converted into heights relative to the EGM2008 geoid. An example 
of orthophotoplanes and a profile along the drilling line is shown in Fig. 3.

Drilling and sampling was carried out using a geoslizer, a set of Edelman soil hand 
drills (Eijkelkamp) and a Beaker sampler (Eijkelkamp). Samples from columns and 
sections for the determination of total carbon, organic carbon, and total nitrogen 
were taken at five-centimeter intervals (Fig. 4). Samples for determining the age of 
sediments (C14) were taken in the interval of 2 cm.

Figure 5 presents the results of measuring morphometric parameters and the power 
of wetland formations by profiles in the surveyed areas.

Location No. 1 is located directly in the estuarine zone of the river Tsunai. The 
thickness of estuarine-lagoon deposits according to drilling data in similar geological 
and geomorphological conditions in adjacent areas exceeds 100 m [7]. The surface of 
the muddy drainage is represented in approximately the same altitude interval both 
for the islets of the branched channel and along the sides of the riverbed. The surface 
of the march is 0.5–0.6 m above the surface of the muddy drying. The vertical growth 
rate of the march established by fragments of dated plastic debris is 2.0–2.5 cm/year. 
The rate of horizontal increase of the march, in some areas exceeds 1.2 m/year.
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Fig. 3 An example of an orthophotographic diagram and a hypsometric profile along the drilling 
line at one of the sites

Fig. 4 Sampling from the geosliser cassette

Location No. 2 is located about 800 m from the mouth of the river, Susuya. The 
thickness of deposits directly in the near–basin part is 1.5–2.0 m. In the context of 
these sediments, there are 2–3 interlayers of marching slightly decomposed plants. 
A peat bog extending deep into a 4–5 m sea terrace at 200–250 m, depending on 
the location of the profile, has been studied at this site. The capacity of the peat
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Fig. 5 The change in the thickness of sediments of marches and silty dries along the profiles in the 
areas marked in Fig. 2: (1) the surface of the bench; (2) the surface of the relief; (3) the surface of 
the march adjacent to the barrier accumulative form

deposit reaches 1.7 m. The peat bog is underlain by a low-power layer of silt-pelitic 
sediments. 

At location No. 3, the marine part of the bench, with marches at the base of which 
muddy drying deposits have been uncovered, is blocked by wave-breaking sediments 
of the coastal accumulative form of the free type [8]. These conditions of coastal-
marine sedimentation made it possible to obtain a column in the near-sea zone with 
the lowest possible elevation of the bench surface. The muddy drainage adjacent to 
the sandy beach is almost completely covered with sea grass zostera. 

The surface of the bench on location No. 4 is blocked throughout by low-power 
silty sediments, with a maximum of 0.5 m by 250 m more seaward than the beach sedi-
ment zone. The surface of the muddy drying when approaching the line of maximum 
low tide is focally mastered by zostera.
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Location No. 5 is characterized by the almost complete absence of silt-pelite 
deposits with a high content of organic matter on its surface. However, it should be 
noted that during the dredging and dumping during the period (2005–2007) of the 
construction of the Prigorodnoye port located more than 15 km along the coastline 
from the surveyed area, the surface of the bench was covered with a layer of silt-
pelite sediment with a capacity of up to 15 cm. However, these sediments were very 
quickly removed from the surface by wave-tidal processes. 

3 Conclusions 

Geomorphological data have long been actively used in the analysis of the balance 
of producers and sinks of GHG in relation to the age dynamics of blue carbon 
ecosystems [9–11]. 

Understanding the differences in the accumulation of nitrogen-containing and 
carbon-containing sediments, not only depending on the removal of sites from the 
main allochthonous flows of organic matter and its autochthonous regime at the 
accumulation site, but also on the morpholithodynamic features of the development 
of the coastal zone, as our data show, is very relevant. Restoration of coastal blue 
carbon ecosystems that can be reliably used to mitigate the effects of climate change 
is impossible without understanding the conditions of sedimentation in the coastal 
zone and morpholithodynamically justified scenarios for their development. 
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Coastal Marches and Silt Drainage 
of Sakhalin in the Context of Climate 
Change 

A. B. Faustova and V. V. Afanas’ev 

Abstract The role of coastal wetlands as natural sinks of “blue carbon”, despite 
the extremely high rate of its burial, is still greatly underestimated. Moreover, even 
studies of the modern spatial distribution of marches and silty lands are very frag-
mentary and far from complete. In light of the growing need for global data on the 
distribution, size, and sequestration potential of these critical ecosystems, and in 
order to draw attention to critical geoecological issues, geospatial parameters are 
considered and an assessment is made of the organogenic sedimentation of coastal 
marine marshes and mudflats on the island Sakhalin. It is recognized that further 
research is needed to better quantify greenhouse gas (GHG) fluxes and understand 
the factors that cause their variability. 

Keywords Greenhouse gases · Salt marsh · Intertidal mudflat · Carbon 
sequestration 

1 Introduction 

Now, thanks to the 2013 Wetlands Addendum to the 2006 IPCC Guidelines for 
National Greenhouse Gas Inventories, it is now possible to take into account 
greenhouse gas (GHG) emissions and removals from wetland uses, such as 
drainage, reclaiming waterlogging and revegetation, dredging, aquaculture, creation 
of wetlands for wastewater treatment, etc. [1, 2]. 

Moreover, coastal marches and silts are already included in the national inventories 
of the United States and many other countries, they are confident in their cooling 
effect on the climate [3, 4]. Thus, although scientific evidence is still considered 
insufficient to provide globally applicable values for GHG emissions and removals 
from human activities in wetlands.
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Fig. 1 Marches of the delta of the Nabil River, which flows into the lagoon of the same name 

The 2013 Supplement to the 2006 IPCC Guidelines for National Greenhouse 
Gas Inventories encourages regional assessments and studies. A total of 5,495,089 
hectares of coastal wetlands mapped in 43 countries and territories [5]. The share 
of Russia, as the authors note, is significantly underestimated in this information 
array due to the lack of even estimated data for specific regions. The object of the 
assessment is the geospatial parameters of marches and silty lands formed on the 
coast of Sakhalin Island. The aim of the study is the geomorphological position, 
sequestration potential and features of sedimentogenesis, characterized by a high 
organogenic component. 

The paper considers the wetlands of the lagoon waters of about. Sakhalin, the 
total area of which is about 2200 km2, the length of the coastline is 2150 km (Fig. 1). 

As well as marches and mudflats of estuaries and the Amur Estuary, the total area 
of which exceeds 163 km2 (Fig. 2).

This work aims to draw attention to the carbon sequestration potential of wetlands. 
Estimates of the parameters of organogenic sedimentation of marshes and silty 
desiccations are constantly updated by us as new information becomes available. 

2 Methods and Results 

The research methodology is based on modern methods for obtaining and analyzing 
geospatial information and classical geological and geomorphological approaches, 
both traditional and traditional. The work is based on the analysis of arrays of 
aerial and satellite images, which is performed in the geographic information system 
Quantum GIS. The calculations were made on the WGS84 EPSG:7030 ellipse. The 
resulting attributes were exported to spreadsheets for further processing. The average
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Fig. 2 Muddy drying of the estuarine zone of the Susuya River (Aniva Bay). The inset shows 
thickets of seagrass zostera in the shore part of the silty dry land

error in the location of objects on this map is about 5 m, the minimum is 0.2 m, the 
maximum is 18 m, the standard deviation is about 3 m. 

At the next stage of the study, in the same QuantumGIS environment, using stan-
dard procedures for analyzing remote sensing materials, we calculated the areas 
of identified coastal biomorpholithosystems. The results of the calculations are 
presented in Table 1. The age of the deposits was established based on the results of 
the reconstruction of changes in the areas of marches for the period 1952–2019 and 
the method of radiocarbon dating of deposits (Fig. 3).

It has been established that march deposits with equal thickness can have 
completely different ages. Thus, marching soils in the estuary of the Viakhtu River 
have an age of 430 ± 82 g (FEGU-178), and marches growing into the water area up 
to 60 cm thick, for example, in Aniva Bay and Nevskaya Lagoon, formed literally 
in 20–40 years (Fig. 4). Obviously, the geomorphological position of the formed 
march, expressed mainly in the sediment budget, determines the ratio of the range of 
vegetation growth and tidal fluctuations. In the case when precipitation cannot form a 
surface with a flood-free duration, which is necessary to maintain the emerging vege-
tation, the development of the littoral mudflat does not turn into a march stage even 
with sufficient nutrient supply [7, 8]. Unfortunately, at present we do not have other 
data on the vertical growth of marches in our region. If we take the average global 
rate of carbon accumulation for marshes as 210–218 g/m2 year, then assuming the 
area of marshes and silty drains equal to 184 km2 (lagoons) + 163 km2 (estuaries and 
the Amur Estuary), we obtain, according to the most rough estimates, approximately 
only 70,000 tons/year carbon withdrawn from circulation ocean atmosphere [9]. The 
estimate is probably greatly underestimated, because only r. The Amur brings 14 
million tons of organic matter into the Amur Estuary per year [10, 11].
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Table 1 Cartometric parameters of lagoonal reservoirs on Sakhalin 

Name Area (km2) Length of the 
coastline (km) 

Name Area (km2) Length of the 
coastline (km) 

Piltyn Bay 
and Ostox 
Bay 

440.1 269.7 Kolendy Bay 
(Koldy) 

21.6 37.7 

Baikal Bay 430.4 147.5 Ekhabi Bay 15.4 16.0 

Lake 
Nevskoe 

184.6 179.5 Gulf of Odopty 13.4 26.9 

Gulf of 
Nabilsky 

178.8 168.9 Big and Small 
Chibisan lakes 

13.3 22.2 

Lake 
Tynaicha 

176.6 93.8 Gulf of 
Xangyza 

9.5 14.0 

bay Pomr 153.6 87.7 Lake 
Changeable 

8.6 12.7 

Chayvo Bay 112.9 204.5 Gulf of Tront 
(Tpopto) 

7.7 16.7 

Nyisky Bay 105.0 186.8 Lake 
Lebyazhye 

7.1 20.2 

bay.Lynsky 54.2 77.1 Gulf of Ketu 6.8 19.8 

lake Big 
Vavayskoe 
Small 
Vavaiskoe 

44.9 42.1 Gulf of Viaxty 6.7 21.2 

lag. Bycce 
and lake 
Vyselkovoe 

42.9 33.2 Lake Baklanye 5.2 17.6 

oz.AЙ nckoe 32.2 47.4 Lake Ptich’ye 3.8 16.2 

gulf.Kyegda 
and 
gulf.Neypty 

30.9 45.2 More than 80 
small lagoons 

62.3 361.3 

Hall Urkt 24.8 27.2 All 2193.2 2213.3

Our preliminary calculations, presented in another article in this issue, suggest 
that overgrown lagoons can deposit between 80,000 and 120,000 tons/net carbon per 
year. 

We understand that the role of coastal wetlands as natural “blue carbon” sinks can 
be offset by emissions of methane (CH4) and nitrous oxide (N2O). The climatic effect 
of the flows of these two potent greenhouse gases from marshes and silts in some areas 
may offset the “cooling effect” of carbon sequestration in coastal marine sediments. 
However, studies devoted to the study of mechanisms that suppress methanogenesis 
in the coastal area give hope [12].
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Fig. 3 Sedimentation in the Holocene on the shores of the Far East seas according to C14 data. 
1—time intervals; 2, 3, 4—sedimentation cycles; a 14C age; b calibrated age [6]

Fig. 4 Marsh deposits 60 cm thick formed in Aniva Bay over the past 20 years
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3 Conclusion 

The conditions of the Sakhalin region make it possible, and in some cases (for 
wastewater treatment) even necessary to use almost the entire range of technolo-
gies for terra reforming the coastal zone and coast to reduce GHG emissions and, 
accordingly, according to cadastral reporting. The most technologically advanced 
and suitable for the region first stage is the settlement of existing sludge drylands 
with algae (mainly zostera) with their subsequent transfer to the surface state and 
settlement of marshes with plants. No less important is the creation of new areas 
of sludge dryers as a result of an increase in the rate of sedimentation in estuarine 
zones and semi-enclosed water bodies. The most acceptable technology is based on 
the creation of artificial lagoons. 

Under anthropogenic impact (in the conditions of the Sakhalin region, this is 
hydraulic engineering construction, backfilling of new territories in Aniva Bay, etc.), 
the control and stabilization of methane emissions should be very important when 
the gas regime of soils of coastal marshes changes. It is also necessary to control 
and stabilize methane emissions when the gas regime of peat soils changes as a 
result of drainage, when the groundwater regime changes during the erosion of sea 
coasts, changes in the water content of the river network during its restructuring and a 
decrease in precipitation. In addition, it is necessary to stabilize the eroded low-lying 
seashores, where the thickness of the peat deposit can reach 7–8 m. 

Restoration of coastal blue carbon ecosystems that can be reliably used to mitigate 
the effects of climate change is impossible without understanding the conditions of 
sedimentation in the coastal zone and morpholithodynamically based scenarios for 
their development. 

These proposals, based on research conducted by SSU, should not only reduce 
documented GHG emissions, but also identify important opportunities for reducing 
GHG emissions from coastal wetlands, applicable to the creation of a new GHG 
inventory sector. 
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Methanotrophic Ability of Cryptogamic 
Communities of Coastal Ecosystems 

V. K. Kadutskiy, S. Yu. Evgrafova, N. N. Lashchinskiy, A. E. Detsura, 
A. A. Sergeeva, A. V. Zarenkova, and G. K. Zrazhevskaya 

Abstract Cryogenic ecosystems are crucial elements of the biosphere, acting as a 
repository of organic matter on a global scale. However, recent trends in average 
annual temperatures increasing in these regions are leading to rapid permafrost 
thaw and promoting the release of organic carbon through microbial degradation 
and further methane emission into the atmosphere. The methanogenic and methan-
otrophic microbial communities are the key elements of the methane cycle. We 
studied associations of methanotrophs with mosses, lichens, and algae in subpolar 
ecosystems, with the maritime climate since the process of permafrost thawing is 
most pronounced in coastal areas. In incubation experiments, the methane-oxidizing 
capacity of methanotrophs associated with cryptogamic communities growing in 
tundra ecosystems of the Lena River Delta (Yakutia) and King George Island (South 
Antarctica) was measured. It has been shown, that moss and lichen associates of the 
studied subpolar ecosystems have a pronounced methanotrophic activity. In addition, 
increasing moisture changed the methanotrophic ability of the Antarctic cryptogamic 
communities to the methanogenic one. 

Keywords Methanotrophic activity · Methanogenic activity · Cryptogamic 
communities · Tundra · Arctic · Maritime Antarctic
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1 Introduction 

Permafrost ecosystems are a global repository of organic matter and contain up to 
1300 Pg of organic carbon, 800 Pg of which is in the permafrost [1]. At the same 
time, these eco-systems show that we are highly vulnerable to climate change [1, 2]. 
The expected degradation of permafrost, as a result of an increase in average annual 
temperatures, as a result of global warming, will lead to accelerated decomposition 
of organic material immobilized by low temperatures [1, 3]. 

The microbial decomposition of organic matter in anaerobic conditions of water-
logged soils underlain by permafrost is accompanied by the biological synthesis of 
methane as a by-product of anaerobic respiration [3]. 

Methanogenesis is a process carried out by microbial assemblages, including 
fermenting bacteria and methanogenic archaea. Usually, methanogenesis is carried 
out in anoxic conditions. Among the ecosystems—sources of biogenic methane are 
wetland habitats, including permafrost ecosystems [2, 3]. The problem of methane 
emissions in such ecosystems becomes significant on a planetary scale, since methane 
is the second most common greenhouse gas after carbon dioxide [4]. 

After the end of the last ice age, the concentration of methane in the Earth’s 
atmosphere was 600 ppb, but starting from 1800 AD, the content of CH4 (as well 
as CO2 and N2O) began to increase sharply, and since then has increased by about 
0.5–1% per year. Currently, the concentration of methane in the atmosphere is about 
1770 ppb [4, 5]. 

It is noted that in recent years, the increase in the concentration of methane has 
decreased and stabilized. But, as before, its percentage content in the atmosphere 
is still high [5]. The potential of methane to cause a greenhouse effect is 23 times 
higher than that of carbon dioxide. Also, the process of methane emission has a 
stable positive feedback, i.e. an increase in methane in the atmosphere catalyzes its 
emission from natural sources [4, 5]. 

Natural wetlands (23%) and rice fields (21%) are among the main global sources 
of methane, accounting for almost half of the total methane budget [4–6]. Methane 
in these biomes is produced exclusively by methanogenic microorganisms [7]. 

The volumes of methane emissions in natural biogeocenoses are controlled by 
methanotrophic bacteria, which oxidize part of the formed CH4. According to various 
estimates, from 50 to 75% of biogenic methane is oxidized by methanotrophs [8]. 

Methanotrophic bacteria are representatives of a special group of methylotrophic 
microorganisms [9]. Methanotrophs are unique due to their ability to oxidize methane 
and use it as the only source of energy and carbon [9]. In the process of methanotrophy, 
the key role is played by the enzyme methanemonooxygenase, which exists in two 
forms of membrane-bound (pMMO) and soluble (sMMO) [10, 11]. The ecology of 
the habitat of methanotrophic bacteria everywhere, from hydrotherms to ruminant 
scars [12]. 

Circumpolar coastal ecosystems attract special attention, since these areas are a 
serious potential source of biogenic methane due to the thawing of permafrost and 
erosion of the coastline, as a result of which soil organic matter becomes available
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for microbial degradation, including for methanogenic communities [13]. In such 
a situation, methanotrophic bacteria living in circumpolar ecosystems will become 
an important component of the equilibrium system, a kind of filter on the way of 
emission of increasing volumes of methane [10, 14]. 

In permafrost ecosystems, methanotrophic bacteria occupy various habitats, such 
as soil, water, and they are also associated in cryptogamous communities, for example 
with mosses and lichens [10, 14]. The most studied process of methanotrophy asso-
ciated with mosses that enter into symbiosis with methanotrophic bacteria. There is 
information in the literature about the symbiosis of so-called submerged mosses (for 
example, Scorpidium scorpioides) and methanotrophic bacteria, common in ponds of 
the polygonal tundra of Arctic ecosystems [14]. Bacteria get habitat and protection, 
and additional carbon dioxide becomes available for moss. According to various esti-
mates, about 32% of moss biomass may account for carbon dioxide formed during 
the oxidation of methane by methanotrophic associates [14]. 

The purpose of this work was to study the methanotrophic activity of moss and 
lichen associates in coastal ecosystems of two circumpolar regions—the Lena River 
Delta, Yakutia, the Arctic, and the Fildes Peninsula, King George Island, South 
Shetland Islands, Antarctica. 

2 Materials and Methods 

The determination of the methanotrophic activity of moss and lichen associates 
was carried out with samples of cryptogamous communities (mosses, lichens, algae 
crusts) collected on the Lena River Delta islands (Fig. 1) and King George Island 
(Fig. 2). 

Fig. 1 The Lena River delta on the map of permafrost distribution in Russia
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Fig. 2 Fildes Peninsula (a), King George Island (b), Antarctica (c) 

Samples were taken in the middle of the growing season (the beginning of August 
for the Arctic ecosystem and the beginning of February for the Antarctic ecosystem), 
were placed in sterile bags and stored at a temperature of 4 °C before the experiment. 

2.1 Characteristics of the Study sites 

2.1.1 Lena River Delta 

The ecosystem of the delta is mainly represented by polygonal tundra, with a 
predominance of sedges and grasses. 

Mosses and lichens were sampled on 6 study sites on two delta islands— 
Samoilovsky Island (5 study sites) and Tit-Ary Island (1 study site). 

Study site No. 1 was i laid on the Samoilovsky island (72'22'7.25 N, 126'29'63.66 
E), in the zone of dry tundra with a predominance of Dryas punctata. Moss-lichen 
cover—a projective cover of 70%. The average depth of the active layer is 50 cm. 

Study site No. 2 was laid on the Samoilovsky island (72°22'11.6 N, 126°30'13.7 
E), in a zone of moist tundra with a predominance of Vaccinium uliginosum, Salix 
polaris. Moss-lichen cover is a projective cover of less than 20%. The average depth 
of the active layer is 70 cm. 

Study site No. 3 was laid on the Samoilovsky island (72'22'12.92 N, 126'30'3.07 
E), in a zone of ice-wedge polygonal tundra with a low center polygons. With the 
predominance of Carex rariflora. Moss-lichen cover is a projective cover of less than 
15%. The average depth of the active layer is 40 cm.
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Study site No. 4 was laid on the Samoilovsky island (72'22'48.1 N, 126'28'44.3 
E), in the zone of the sedge-green swamp. With the predominance of Carex rariflora. 
Moss-lichen cover is a projective cover of less than 10%. The average depth of the 
active layer is 60 cm. 

Study site No. 5 was laid on the Samoilovsky island (72'22'42.1 N, 126'28'28.8 E), 
in a zone of shrubby thickets, moderately moistened tundra. With a predominance of 
Salix polaris. Moss-lichen cover is a projective cover of less than 10%. The average 
depth of the active layer is 40 cm. 

Study site No. 6 was laid on the Tit-Ary Island, on the shore of temokarst lake, well 
moistened, with a predominance of Salix polari, moss-lichen cover—a projective 
cover of about 40%. The average depth of the active layer is 60 cm. 

The following moss species were collected from the study sites: Aulacom-
nium palustre, Hylocomium alaskensis, Rhytidium rugosum, Sphagnum compactum, 
Tomenthypnum inventions, Dicranum polysetum and lichens: Cetraria laevigata, 
Flavocetraria cucullata. 

2.1.2 Fildes Peninsula, King George Island 

The flora of the island is mainly concentrated on the Fildes Peninsula (62°01'27'' 
S. 58°20'56'' W), an oasis free of glacier, and opening after snow defrosting during 
summer, and is represented by multiple species of mosses, lichens, and a single 
species of vascular Deschampsia antarctica plants. The places of plant growth are 
confined to moistened places, floodplains and watercourses, lake shores, places of 
accumulation of bird guano. Lichens are present in fruticose, foliose, and crus-
tose forms on a partially formed substrate. Algobacterial mats and algae crusts are 
common in the beds of numerous streams. 

The following samples of cryptogamic communities were collected: Sanionia sp, 
Andreaea sp, Warnstorfia sp., Campylium sp., community of mosses Sanionia sp. 
and Campylium sp., a community of moss Sanionia sp. and lichen Stereocaulon 
alpinum, lichen Alectoria ochroleuca, algae crusts. 

2.2 Assessment of Methanotrophic Ability by Cryptogamic 
Communities 

Methane consumption in consortia of mosses and lichens and associated microor-
ganisms was studied in laboratory conditions, in incubation experiments, using a 
Picarro 2201-i gas analyzer (Picarro Inc., USA). The methanotrophic activity was 
controlled by the shift of the isotopic composition δ13C in methane. 

The samples were placed in gas-tight containers that were connected to a Picarro 
2201-i gas analyzer (Picarro Inc., USA). Sampling of air samples from containers
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was carried out in 3 stages, immediately after placing the sample in the container, 
after 4 and 24 h. 

Since mosses and lichens can grow in both dry and wet habitats in natural ecosys-
tems, the experiment was carried out in two variants: in the first, samples of cryptog-
amous communities were incubated in an air-dry state, in the second variant, samples 
were moistened to 60% of the field moisture capacity. 

3 Results and Discussions 

3.1 Methanotrophic Activity of Cryptogamic Communities 
of Lena River Delta Ecosystems 

Studies of the methanotrophic activity of moss and lichen associates growing on the 
islands of the Lena River Delta have shown that all cryptogamic communities of the 
ecosystem can consume atmospheric methane, regardless of moisture level, which 
was confirmed by both the consumption of methane and an increase in the values of 
δ13C 4 and 24 h after the start of incubation experiments (Table 1).

The highest methanotrophic ability was demonstrated by the associates of lichen 
Cetraria laevigata and moss Sphagnum compactum. 

3.2 Methanotrophic Activity of Cryptogamic Communities 
of Ecosystems of the Maritime Antarctic, King George 
Island 

According to the results of incubation experiments with cryptogamic communities 
of the maritime Antarctic, it was shown that 80% of the studied air-dry samples 
demonstrated methanotrophic activity at a higher level than recorded in samples 
taken from the Arctic ecosystem (Table 2). When moistened up to 60% of the water 
holding capacity, 24 h after the start of the experiment, the methane consumption was 
replaced by its emission, with simultaneous shift of the composition of stable carbon 
isotopes in methane, which also indicated a decrease in methanotrophic activity. The 
exception was the cryptogamic community of mosses Sanionia sp. and Campylium 
sp., which had a pronounced methane consumption, both in the air-dry and moistened 
state. The algal crust also demonstrated a high methanotrophic potential in the air-dry 
state, but increasing in moisture caused the release of methane after 24-h incubation, 
which was attended by methanotrophic processes, confirmed by high δ13C values.

Thus, the potential rates of methane consumption calculated by cryptogamic 
communities and associates of individual species of mosses and lichens of island 
circumpolar ecosystems showed that the methanotrophic capacity of the studied 
samples is comparable in terms of the quantitative level of methane consumption
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Table 1 Dynamics of methane release-consumption and the δ13C isotopic composition shift in 
methane by cryptogamic communities of the Lena River Delta islands 

The test sample Air-dry samples Moistened samples (60% of water 
holding capacity) 

CH4, 
nM m−3 g−1 h−1 

δ13C-CH4, ‰  
VPDB 

CH4, 
nM m−3 g−1 h−1 

δ13C-CH4, ‰  
VPDB 

4 h 24 h 4 h 24 h 4 h 24 h 4 h 24 h 

Moss Rhytidium 
rugosum 

−24.6 −1.3 −56.0 −32.0 −33.6 −7.3 −46.0 −22.0 

Moss 
Aulacomnium 
palustre 

−5.7 −0.8 −45.0 −26.0 −15.5 −5.8 −35.0 −16.0 

Moss 
Hylocomium 
alaskensis 

−2.4 −1.1 −45.0 −27.0 −18.4 −10.1 −25.0 −17.0 

Moss Sphagnum 
compactum 

−42.2 −3.8 −56.0 −34.0 −60.5 −20.9 28.9 16.5 

Moss 
Tomenthypnum 
inventions 

−13.7 −1.7 −58.0 −53.0 −3.3 −4.4 −52.3 −52.4 

Mox Dicranum 
polysetum 

−25.1 −7.5 −59.1 −40.0 −93.1 −17.2 −56.1 −41.0 

Lichen 
Flavocetraria 
cucullata 

−10.4 −5.5 −52.2 −29.3 −30.8 −8.5 −50.2 −25.3 

Lichen Cetraria 
laevigata 

−127.6 −26.9 60.0 75.0 −327.6 −56.9 76,0 675,0 

Empty 
container (control) 

0 0 −56.2 −55.9 0 0 −56.1 −57.0

but has different trends, depending on the moisture content of habitats. The asso-
ciates of mosses and lichens of Arctic coastal ecosystems showed methanotrophic 
activity both in the air-dry and moist state. That is probably because of the low 
capacity of the active layer in these ecosystems, as a result of which, when the 
permafrost horizon, which also serves as a water barrier, thaws in the summer, condi-
tions favorable to methanogenesis are created above its surface, and a constant diffu-
sion flow of methane from the soil is created, selectively affecting microbial commu-
nities of upper soil and ground cover. In such microbial communities, methanotrophic 
bacteria are obtained, which retain their activity regardless of the moistening of 
habitats. Cryptogamic communities of soils of Antarctic maritime ecosystems in our 
experiments, in the majority, changed the methanotrophic potential to methanogenic, 
depending on the moisture status. Probably, the limited amount of available substrate 
in the carbon-poor soils of Antarctica contributes to the rapid change of dominants 
in microbial communities, which, in turn, contributes to the utilization of all in situ 
available substrates. Moreover, the processes of methane release consumption in
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Table 2 Dynamics of methane release-consumption and the δ13C isotopic composition shift in 
methane by cryptogamic communities of the Fildes Peninsula 

The test sample Air-dry samples Moistened samples (60% of field 
moisture capacity) 

CH4, 
nM m−3 g−1 h−1 

δ13C-CH4, ‰  
VPDB 

CH4, 
nM m−3 g−1 h−1 

δ13C-CH4, ‰  
VPDB 

4 h 24 h 4 h 24 h 4 h 24 h 4 h 24 h 

Moss Sanionia sp. 
(S.1) 

−16.8 −6.2 20.5 15.7 −3.4 7.3 −7.6 −18.1 

Moss Andreaea 
sp. (S.4) 

−26.5 −11.6 9.7 9.9 −33.1 2.2 1.6 −24.2 

Moss Andreaea 
sp. (S.8) 

−13.8 −4.6 19.1 12.5 −13.8 14.4 −19.4 −45.2 

Moss Warnstorfia 
sp. (S.6) 

−10.5 −6.4 13.2 15.3 −28.1 3.5 −13.6 −14.6 

Moss Campylium 
sp. (S.9)  

−10.1 −0.6 10.1 6.1 23.5 3.4 −18.1 −24.5 

Cryptogamous 
community of 
mosses Sanionia 
sp. and 
Campylium sp. 
(S.5) 

−77.6 −13.8 122.0 106.2 −67.2 −3.4 16.5 26.7 

Cryptogamous 
community of 
moss Sanionia sp. 
and lichen 
Stereocaulon 
alpinum (S.3) 

−17.1 −2.3 6.0 2.6 −20.6 8.6 −8.0 −40.4 

Lichen Alectoria 
ochroleuca (S.7) 

−92.2 −26.3 143.0 142.1 −42.3 2.6 −8.7 −14.2 

Algae crust (S.10) −209.4 −29.9 46.2 8.4 −224.3 177.0 10.3 33.2 

Empty 
container (control) 

0 0 −56.3 −57.1 0 0 −57.0 −57.2

this ecosystem can proceed in parallel, as evidenced by the results of incubation 
experiments with algae crusts. 

In the Arctic ecosystem, the highest methanotrophic activity of moss associates 
was recorded in Sphagnum compactum, which is consistent with the data obtained 
by Danilova and Dedysh [15] for peat acidic sphagnum bogs of the European part 
of Russia. The authors have shown that an effective methane-oxidizing filter oper-
ates in the studied wetlands of the sphagnum-lichen tundra, and its activity is quite 
high. Other researchers also report on the high methanotrophic activity of bacteria 
associated with sphagnum mosses in peat soils. Stepnevskaya et al. [16] isolated 
several strains of endophytic methanotrophic bacteria from the tissues of Sphagnum 
magellanicum. By sequencing the 16S rRNA genes, the strains were identified as
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representatives of the genus Methylomonas. Their methanotrophic activity reached 
67.5 μm CH4 g−1 day−1in laboratory conditions. Putkinen et al. [17] also point to 
the high potential of sphagnum mosses for CH4 oxidation and, as a consequence, 
their valuable role as a methane biofilter. 

The high methanotrophic activity of the lichen associates of Cetraria laevigata 
in Arctic soils demonstrated by us was also confirmed by studies conducted by 
Belova and co-authors [18], which showed that in tundra soils with a predominance 
of lichens in the ground cover, methanotrophic bacteria Candidatus Methyloaffinis 
lahnbergensis are often found. Isolation of Candidatus Methyloaffinis-like bacteria 
remains one of the crucial problems in the cultivation of methanotrophs, and subarctic 
soils are one of the promising sources for their isolation and research [18]. 

In our work, the lichens of the Antarctic tundra, as well as the Arctic, have 
demonstrated significant methanotrophic potential, in particular, the lichen Alec-
toria ochroleuca, which indicates that the soils of both circumpolar ecosystems, 
with a predominance of lichens in the ground cover, function as sinks of atmospheric 
methane. Some researchers have shown that methane-oxidizing communities in such 
soils consist exclusively of high-affinity methanotrophs localized in an upper thin 
organic surface layer of the soil underlying the lichen cover [15, 18]. 

Recent studies have shown that methane-consuming bacteria play a crucial role 
in swamp ecosystems and soil ecosystems. The upper soil horizons have a high 
potential for methane consumption, and canonical methanotrophs with a high affinity 
for methane (i.e., capable of oxidizing atmospheric methane) can also use it in higher 
concentrations [19]. Thus, more and more authors point to a scarce assessment of 
the contribution of canonical methanotrophs to methane uptake. 

4 Conclusions 

As a result of the incubation experiments, it was shown that the associates of mosses 
and lichens of the circumpolar ecosystems (the Lena River Delta and the South 
Shetland Islands) have pronounced methanotrophic activity. It is generally assumed 
that Antarctica is not a significant source of methane, however, the presence of active 
methanotrophs in the cryptogamous communities of King George Island indicates 
the presence of constant methane flows in the ecosystem, and suggests that Antarctic 
ecosystems, as well as Arctic ones, can be both a sink and a source of methane. We 
have noted the change of the methanotrophic ability of the cryptogamic communities 
of Antarctica to methanogenic with moisture increasing. The high methanotrophic 
activity of the communities of some lichens of both circumpolar ecosystems and the 
pronounced methanotrophic activity of the algal crust from King George Island were 
also demonstrated. 

The conducted studies have demonstrated the importance of studying the 
processes of methane consumption/release by cryptogamous communities of the 
Arctic and Antarctic in the context of global climate change and the predicted 
concomitant increase in precipitation in the circumpolar ecosystems.
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Estimation of Carbon Stock in Forest 
Soils of Sakhalin Region 

L. V. Mukhortova and D. G. Schepaschenko 

Abstract Forests play a significant role in the uptake of atmospheric carbon dioxide 
and carbon sequestration for a long time. In forests, the long-term carbon depositing 
mainly takes place in two pools: in tree biomass and in soil organic matter that 
have different sensitivity to the natural and anthropogenic disturbances. Estimation 
of these pool sizes and ratio is the first step to the assessment of regional forest 
carbon budget and prognosis of its feedback to the climate change and disturbances. 
In this study, we estimated carbon stock in forest soils of Sakhalin region using the 
information system developed to assess a spatially distributed soil organic carbon 
with the high resolution (1 km2). It was found that soil organic matter of forest 
ecosystems in the region have accumulated about 1230.9 Mt C that is three folds 
higher than carbon stock in the tree biomass. Forest litter contributes not more than 
10% in the northern forest ecosystems and up to 3–4% in the southern forests. 
Distribution of total carbon stock (live tree biomass + soil organic matter) between 
above- and belowground pools indicated that 80.0–82.5% of the carbon is allocated 
in the soil, and forest litter—the component the most vulnerable to disturbances, 
accounts not more than 5–6% of this stock. 

Keywords Forest ecosystems · Soil organic matter · Forest litter · Tree biomass ·
Carbon stock 

1 Introduction 

Currently, the forest biome is recognized as one of the important agents of absorption 
and deposition of atmospheric carbon dioxide [1]. The establishment of carbon stocks
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in the forests of individual regions is the first step towards assessing the regional 
carbon budget and is necessary to clarify the contribution of forest ecosystems to the 
global carbon balance [2]. 

Long-term carbon deposition in forest ecosystems occurs mainly in two pools: in 
wood biomass and in soil organic matter. The main long-term reservoir of biomass is 
stem wood. In this component, carbon is deposited for the entire life of the tree, and 
after its death, due to the slow rate of decomposition of wood, its release can stretch 
for tens or even hundreds of years, depending on the conditions in which the trunk 
falls after dieback [3]. However, this aboveground reservoir of accumulated carbon is 
very sensitive to various kinds of disturbances of both natural (fires, insects, adverse 
weather conditions) and anthropogenic (logging) origin. Unlike aboveground woody 
biomass, its underground part, in the form of coarse tree roots, is more resistant to 
disturbances, since it is located in the soil body, and the rate of its decomposition and, 
accordingly, the release of carbon, largely depends on the species of the tree and on 
the conditions in which this decomposition occurs (soil type, its texture, temperature 
and water load) [4]. 

Soil organic matter is the second important reservoir for long-term storage of 
carbon absorbed from the atmosphere. The turnover time of soil organic matter is 
estimated in tens and even hundreds of years [5], and its reserves may be comparable 
or even exceed the carbon reserves in wood phytomass [6]. In addition, this pool 
of organic carbon is less sensitive to various kinds of aboveground disturbances, 
compared with wood biomass. During logging, there is mainly a violation of the litter 
layer. The upper layer of mineral soil, rich in organic matter, is disturbed mainly on 
the skid trails, which make up a small percentage of the total cutting area [7]. During 
the passage of fires, even of high intensity, high temperatures do not penetrate deep 
into the soil and do not significantly affect the pool of organic matter in the mineral 
layers [8]. Basically, only the upper organogenic horizon is damaged—the forest 
floor, the turnover time of organic carbon in which is much less, compared with the 
stable organic matter of the mineral part of the soil. This determines the need to 
assess the carbon reserves in the forest floor, separately from the mineral layer of the 
soil, in order to be able to predict changes in the carbon budget in a changing climate 
and with various disturbances. 

Forests are the predominant type of vegetation in the Sakhalin region, according 
to various authors, they occupy from 65.4 to 85.2% of the total territory [9, 10]. 
This determines the leading importance of forest ecosystems in the regional carbon 
budget. The peculiarity of the natural conditions of the Sakhalin region (the Sakhalin 
Island and the Kuril Islands) is determined not only by the island position of the 
territory and climatic factors, but also by special geological and geophysical condi-
tions: high seismicity, the presence of active faults of the Earth’s crust with increased 
endogenous geochemical and thermal flows, modern volcanic activity [11]. Due to 
these geochemical features, soil parent material are characterized by abnormally 
high contents of many chemical elements [11]. All these factors can affect both 
the productivity of forest ecosystems in the region and the accumulation of organic 
carbon in soils.
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The purpose of this study was to assess the carbon reserves in the live biomass 
and soil of forest ecosystems of the Sakhalin region and to identify the features of 
the formation of these carbon reservoirs in island conditions. 

2 The Object and Methods of Research 

Sakhalin Island is located near the eastern coast of the Asian continent. It is elongated 
in the meridional direction by 948 km: its northern tip of the island reaches 54°25's.w., 
the southern—45°54's.w. Most of its territory is medium–high mountains, elongated 
in the meridional direction [12]. 

The Kuril Islands, also part of the Sakhalin Region, are the peaks of two parallel 
underwater ridges: the Greater and Lesser Kuril Ridge. The length of the Greater 
Kuril Ridge is 1200 km. It consists of more than 30 islands, which are active or extinct 
volcanoes. The Lesser Kuril Ridge stretches for 105 km and includes 6 islands. There 
are no young volcanoes on the islands of the Lesser Kuril Ridge. The relief of the 
islands is flat, sometimes hilly. Land areas rise above the ocean by 20–40 m [12]. 

The climate of Sakhalin and the Kuril Islands is monsoon. Winter is cold, but 
wetter and less severe than on the mainland. Summer is cool and rainy [12]. Due to 
the considerable length from north to south, the complex mountainous terrain and 
the different temperature regime of the seas, various climatic conditions are created 
on Sakhalin and the Kuril Islands. The average annual air temperature ranges from 
− 1.5 °C in the north to + 2.2 °C in the south. The absolute minimum is − 26 °C in 
the southeast, − 49 °C in the northwest, − 53 °C in the interior of Sakhalin Island. 
The absolute maximum ranges from + 26 °C in the area of Cape Patience to + 
37 °C in the Tymovskaya Valley [13, 14]. The physical and geographical features of 
the territory determine the uneven distribution of precipitation. Their annual amount 
increases from 500–600 mm in the north to 800–1200 mm in the south [12]. 

Winter lasts from November to March. Due to the large amount of snow and deep 
groundwater level, the soil freezes to a relatively shallow depth: 140–160 cm in the 
north and in the middle part of the island and up to 40–70 cm in the south. There are 
areas of permafrost on the North Sakhalin Plain [12]. 

The structure of the vegetation cover of Sakhalin Island is caused by landscape-
zonal differentiation of vegetation. On the territory of the island there are four vege-
tation subzones, the boundaries between which run in a north-westerly direction and 
correspond to the isolines of temperatures and humidity [15]: The northern plains 
of Sakhalin are covered with larch forests (Larix cajanderi Mayr) [16], taiga forests 
with a predominance of Yezo spruce (Picea ajanensis Fisch) are common in the 
central mountainous areas, ex Carrière), the territory south of the isthmus of the Belt 
is occupied by stands with a predominance of Sakhalin fir (Abies sachalinensis (F. 
Schmidt) Mast.), and the southwestern tip of the island is dark coniferous forests 
with an admixture of broad-leaved species [10]. In the mountains on the island there 
is a vertical belt: spruce-fir lichen-green moss forests with shrubs grow in the lower 
belt, above 500–700 m above sea level. They are replaced in the Eastern Sakhalin
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Mountains by Erman’s birch forests with shrubs, and in the Western Sakhalin Moun-
tains by Erman’s birch forests with bamboo. The peaks of the foothills are covered 
with Siberian dwarf pine (Pinus pumila (Pall.) Regel) [10]. 

On the northern islands of the Kuril Ridge, forest vegetation is absent or is 
extremely fragmentary in the form of groups and sparse woodlands of willow 
(Salix udensis Trautv. et Mey.) in river valleys or in the lower part of mountain 
slopes [17]. In the Southern Kuriles, dark coniferous, Erman’s birch, hard deciduous 
forests are widespread, soft deciduous forests are found. Larch forests are present 
in the Iturup island. Well-drained teritories are occupied by mixed grass meadows. 
Marsh vegetation grows on the lowland-shores of lakes, watercourses, sea terraces. 
Mountain tundra vegetation appears at altitudes of more than 600 m and forms a 
sparse vegetation stone belt [18]. 

Heterogeneity of the natural conditions of Sakhalin Island, age diversity and litho-
logical diversity of sediments forming its surface determine the distribution and repre-
sentation of various types of soils on the island [19]. Under the coniferous forests 
in the southern part of the island, mountain brown soils are formed. Podzolic soils 
are widespread under low-density larch forests on the North Sakhalin Plain, which 
are formed on loose, chemically and mineralogically poor, well-drained rocks. On 
high sea terraces under dark coniferous forests, sod-humus soils are formed, which 
frame the southern part of the island, along the sea coast. Meadow soils are formed 
on high river terraces, and low surfaces are occupied by various types of gley and 
swampy soils. Peat soils are formed at various geomorphological levels: depressions 
on watersheds and gentle mountain slopes, on river and sea terraces [19–21]. A char-
acteristic feature of all the soils of the island is their acidic nature, the pH of all soils 
is on average 4.5–5.0 [14, 21]. 

Calculations of carbon reserves in the soils of the region were carried out using a 
specially developed information system that allows to estimate spatially distributed 
reserves of organic carbon in soils with high resolution (1 km2). The automated infor-
mation system for calculating the reserves of organic carbon in soils was created on 
the basis of: Soil Map of the Russian Federation (scale 1:2.5 million) and data base of 
typical soil profiles to it [22]; a database of in-situ measurements of organic carbon 
content in Russian soils (to account for zonal, regional features and register the influ-
ence of vegetation type and land use); maps of prevailing vegetation types and land use 
[23] with a spatial resolution of 1 km2, maps of natural zones of the Russian Feder-
ation [24] (for adjustments of carbon stocks depending on zonal conditions), and 
the Administrative Map of Russia [24] (for regional adjustments of carbon stocks). 
A detailed description of the calculation methodology is presented in the work of 
Schepaschenko et al. [25]. 

To assess the carbon reserves in the live biomass of woody vegetation in the 
Sakhalin Region, data on the stocks of stem wood from two accounting systems were 
used: the State Forest Register (SFR) and the state forest inventory (SFI), combined 
with remote sensing data [26]. 

To convert the wood stock (m3) into carbon reserves in living biomass, the 
following conversion coefficients were used: the stock in carbon of living biomass of 
trees, including roots—0.35035; the stock in carbon of aboveground living biomass
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of trees—0.27923; the stock in aboveground living biomass—0.56131; the biomass 
of roots to aboveground phytomass—0.288. The carbon content in wood biomass 
was assumed equal to 50%, for foliage (needles) the carbon content was assumed to 
be equal to 45% [27]. 

3 Results and Discussion 

Carbon reserves in the soil of forest ecosystems of the research region were calculated 
separately for the forest litter layer and for the 1 meter layer of mineral soil (Fig. 1). 

In the forest ecosystems of the Sakhalin region, the total carbon reserves in the 
forest litter are estimated at 72.7 Mt. In the mineral part of the soil profile—1158.2 
Mt C. In general, about 1230.9 Mt C were deposited in the forest soils of the region. 
Of these, 878.1 Mt C were deposited under coniferous forests of the region, and 
352.8 Mt C were deposited under deciduous forests (Table 1).

An assessment of the spatial distribution of carbon stocks in the litter and soil 
shows that the largest specific carbon stocks in the litter are characteristic of the 
tundra zone, which accounts for no more than 0.2% of the territory occupied by 
forests. The smallest reserves are observed in the North taiga zone, which occupies 
only 0.1% of the territory. The average carbon reserves in the litter of middle taiga 
forests are slightly higher than in the southern taiga. The mineral part of the soil 
is characterized by an almost twofold increase in carbon reserves in the soil profile 
when moving from north to south (Fig. 2). This distribution of carbon reserves is 
a reflection of the spread of certain types of soils across the territory: the spread of

Fig. 1 Carbon reserves in soils (a) and litter (b) on the territory of the Sakhalin region, kg/m2 C 
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Table 1 Carbon reserves in the soil of forest ecosystems of the Sakhalin region 

Subzone Litter, Mt C Soil 1 m, Mt C Total, Mt C 

Coniferous Deciduous Coniferous Deciduous 

Tundra 0.19 0.04 1.68 0.44 2.35 

Forest tundra and northern taiga 0.03 0.02 0.36 0.20 0.61 

Middle taiga 47.47 15.37 599.17 272.06 934.07 

Southern taiga 7.12 2.47 222.09 62.16 293.85 

1230.88

organic matter-rich sod-humus soils at the southern tip of the island. Sakhalin, and 
poor podzolic soils under the northern taiga larch trees in the north. 

The contribution of litter to the total carbon reserves in the soil system decreases 
from 10% in northern ecosystems to 3–4% in southern taiga forests (Fig. 3).

According to our estimates, the specific carbon stock in the soils of the region 
is 8–18 kg/m2 in the northern forests, up to 17–24 kg/m2 C in the middle taiga 
and 28–32 kg/m2 C in the southern taiga forests. These values are within the range 
of variation of carbon reserves in the soils of Sakhalin Island. According to field 
studies, for peat soils and gleyzems of the northeastern part of the island (middle 
taiga zone), carbon reserves range from 16.6 to 112.4 kg C/m2 [28], for podzols of 
North Taiga larch forests—from 3.9 to 8.6 kg C/m2 [29], for alluvial soils under 
floodplain larches—6.5–12.0 kg C/m2 [30]. 

In order to assess the contribution of soil to the total carbon reserves in the forest 
ecosystems of the region, it was necessary to calculate the carbon reserves in the 
live biomass of woody vegetation. The total area covered by forest vegetation in the 
Sakhalin region is 6117 thousand hectares. The total stock of stem wood in these

Fig. 2 Specific carbon reserves (kg/m2) in the litter (a) and in the soil (1 m) (b) of coniferous and 
deciduous forests of the Sakhalin region 
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Fig. 3 The contribution of litter to the total carbon reserves in the soils of coniferous (a) and  
deciduous (b) forests of the Sakhalin region

forests is estimated at 1168 million m3 according to SFI and remote data [26]. The 
area of managed forests of the Sakhalin region is 5608 thousand hectares, and their 
stock is 1071 million m3 according to the SFI or 637 million m3 according to the SFR, 
which is the main repository of forest information, and is used for national reporting 
to the IPCC (UNFCCC) [26]. The reason for the almost twofold difference in the 
stocks of wood given by these two accounting systems may be that the prescription of 
forest management materials used for SFR for most of the country’s forests exceeds 
20 years, and there is no acceptable system for updating data [31, 32]. Therefore, in 
further calculations, we used SFI estimates combined with remote data to estimate 
wood biomass reserves. 

Estimates have shown that in the forests of the Sakhalin region, the total reserves 
of aboveground wood biomass amount to 665.6 Mt, which is equivalent to 317.7 
Mt of carbon. An additional 91.5 Mt C has been accumulated in the underground 
biomass of woody vegetation. In total, 409.2 Mt C were deposited in the living 
wood biomass of the region. Coniferous species account for almost 75% of the total 
biomass reserves in the region, 16% are hardwood deciduous and 3% are softwood 
deciduous [9]. Accordingly, about 306.6 Mt of carbon is concentrated in the biomass 
of coniferous forests, while 102.6 Mt of carbon is deposited in deciduous stands. 

The total carbon reserves of biomass obtained in our studies are 1.5 times higher 
than those given in the work of Utkin and co-authors [9], who estimated the carbon 
pool in the biomass of forests of the Far Eastern Federal District according to SFR 
records. The estimates of carbon reserves in the soil given by these authors, on the 
contrary, are slightly higher than those obtained by us (1718.6 Mt C). 

The average specific stock of aboveground biomass in the forests of the Sakhalin 
region is 191 m3/ha, which is equivalent to 66.9 tC/ha. In total, with the underground 
biomass of woody vegetation, the specific carbon stock of biomass in the forests of 
the region is 86.2 tC/ha. 

The contribution of soil organic matter to the total carbon reserves ranges from 
74% under coniferous forests to 77% under deciduous forests.
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In order to assess the ratio of carbon reserves in the above and belowground, it 
is necessary to add the belowground part of the biomass of woody vegetation to 
the organic matter of the soil, since it, as well as the organic matter of the soil, is 
protected from the direct impact of disturbing factors by the thickness of mineral soil. 
The distribution of organic matter reserves (living wood biomass + soil) between 
the above and belowground spheres shows that, in general, 80–82.5% of total carbon 
reserves are concentrated in the soil system, while the share of forest litter—the 
most vulnerable to violations of the soil profile horizon, accounts for no more than 
5–6% of these reserves. For coniferous and deciduous ecosystems, no significant 
differences were found in the ratio of above and belowground components of total 
carbon reserves. 

In recent decades, the forest ecosystems of Sakhalin Island have been subjected 
to active forest management and a significant spread of forest fires [10]. Most of the 
forests of the Sakhalin region are characterized by a moderate and high level of fire 
danger [33]. Since the most of carbon reserves are allocated belowground, the soil 
can prevent the rapid loss of carbon by the forest ecosystems of the region as a result 
of the passage of fires. 

A comparison of the data obtained with the forest territories of the continental 
regions of Siberia and the Far East, located at the same latitudes as the Sakhalin 
Region, shows that the average specific carbon reserves in the soils of the forest 
territories of the Sakhalin Region (20.98 kgC/m2) are slightly higher compared 
to the inland regions (Zabaikalsky Krai, Republic of Buryatia, Republic of Tyva, 
Republic of Khakassia, Republic of Altai)—10.6–17.9 kgC/m2 and Khabarovsk Krai 
(17.1 kgC/m2). Comparable specific reserves of carbon in the soil are characteristic 
only for the Amur Region and the Altai Territory (19.9–21.4 kgC/m2). At the same 
time, the contribution of soil to the total carbon reserves of forest ecosystems in all 
these regions is comparable and amounts to 62.1 to 82.7%, since most of them are 
characterized by lower carbon reserves in wood phytomass. 

4 Conclusions 

About 1230.9 Mt C were deposited in the organic matter of forest soils of the Sakhalin 
region. This is 3 times more than the carbon reserves accumulated in the woody 
biomass of the forests of the region. The distribution of carbon reserves between 
living wood biomass and soil does not differ significantly from that characteristic of 
the continental forests of Siberia and the Far East of the same latitudes. Higher total 
specific carbon stocks in the forest ecosystems of the Sakhalin region are formed 
both due to higher carbon stocks in the soil and due to higher productivity of stands, 
since the average specific stock of wood in these forests is 20–30% higher than 
in continental areas with a monsoon climate and in some regions with a sharply 
continental climate.
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Refinement of the Model 
of the Geological Structure 
of the Southern Urals According 
to the Peculiarities of the Distribution 
of the Area of Epicenters of Seismic 
Events (Methodological Aspect) 

M. Yu. Nesterenko, A. M. Tyurin, A. V. Kolomoets, V. S. Belov, 
and V. P. Petrishchev 

Abstract The object of the study. Orenburg segment of the Southern Urals. Materials 
and methods. The results of drilling, geological survey, seismic survey, seismic moni-
toring (epicenters of seismic events, presumably associated with natural factors). 
The interpretation of the complex of geological and geophysical data is carried out. 
Results. The position of the southern part of the East Kizilsky fault has been mapped. 
It is shown that the West Kizilsky fault, mapped according to the results of geolog-
ical survey, does not develop to the south. The geological hypothesis is substantiated: 
there is a system of diagonal tectonic disturbances of the north-western strike in the 
region. The zoning of the Magnitogorsk megasynclinorium zone, the most promising 
for oil and gas, has been carried out. Methodological conclusions. According to the 
peculiarities of the distribution in the region of the epicenters of seismic events asso-
ciated with natural factors, it is possible to solve regional geological and prospecting 
tasks, as well as to identify tectonic disturbances that determine the prospects of oil 
and gas potential of local areas. The reliability of forecasts will increase with the 
development of the database of observed events and an increase in the accuracy of 
their localization. The latter can be achieved by installing at least two new seismic 
stations in the region. 
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1 Introduction 

The Orenburg segment of the Southern Urals (Ural Folded System) has been studied 
by geological survey, gravy-, magnetic and seismic exploration, drilling and mining. 
A set of the 1:1,000,000 scale state geological map has been compiled (sheet M-40 
with valve M-41 [1]). The region includes from west to east the West Ural folding 
zone, the Central Ural uplift, the Magnitogorsk (Tagilo-Magnitogorsk) megasyn-
clinorium, the East Ural megasynclinorium and the Trans-Ural megasynclinorium 
(Fig. 1).

The West Ural folding zone in the Orenburg region is represented by the West Ural 
megasynclinorium. In the practice of geological exploration, this tectonic element 
is called the advanced folds of the Urals. In the west, they are interfaced through 
the Surensky uplift with the Pre-Ural deflection. The Central Ural uplift from the 
west and east is limited by the West Ural and East Uraltaussky faults. Through the 
latter, it is interfaced with the Magnitogorsk megasynclinorium, bounded from the 
east by the North Dzhusinsky and Dombarovsky faults. The boundary between the 
East Ural meganticlinorium and the Trans-Ural megasynclinorium is drawn along the 
West Saryobinsky and East Saryobinsky faults. The Trans-Ural megasynclinorium 
in the east, on the territory of the Republic of Kazakhstan, is interfaced with the 
Tyumen-Kustanai trough. 

Seismic events in the Southern Urals recorded by the network of stations of 
the Kazakhstan National Seismic Center and the Department of Geoecology of the 
Orenburg Federal Research Center of the Ural Branch of the Russian Academy of 
Sciences for the period from 2006 to 2020 were taken into account. On average, about 
750 seismic events with a magnitude from 0.9 to 3.6 Mb and a hypocenter depth of 
up to 4.0 km are recorded here per year. For its Orenburg segment, an analysis of 
seismic events (2230 in total) for 2018–2020 was performed, taking into account 
data on blasting operations (date, time, geographical coordinates, explosive power 
and location of mines where explosions were carried out) provided by PJSC Gaisky 
GOK, JSC ORMET and JSC Kiembaevsky GOK. 

The main part of seismic events—2014, coincides in time with the production of 
explosions [2]. Seismic events that do not coincide with the time of the explosions— 
216 are highly likely to be natural or man-induced. The latter occurred after the 
technogenic ones with a time lag sufficient for their separate fixation. However, the 
great distance of seismic stations from recorded seismic events (up to two hundred 
kilometers) leads to significant errors in calculating the coordinates of epicenters and 
parameters, as well as difficulties in determining their nature. 

The distribution of epicenters of natural and man-induced events in the region 
reflects some elements of its geological structure. Based on this, the task of our 
study was to assess the possibility of refining the model of the geological structure 
of the Orenburg segment of the Southern Urals according to the peculiarities of the 
distribution of their epicenters. Taking into account the high uncertainty of the iden-
tification of events, explosions that do not coincide with the production of explosions 
and whose epicenters are located at a great distance from existing quarries and mines
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Fig. 1 Orenburg segment of the Southern Urals. The results of the geological interpretation of the 
features of the distribution over the area of the epicenters of seismic events 2018–2020. 1—quarries 
(a) and mines (b) (shown only in the Orenburg region); 2—epicenters of seismic events with a magni-
tude of Mb below 2.0 (a), from 2.0 to 3.0 (b), above 3.0 (c) units; 3—regional seismic profiles; 4—the 
position of the well 1 Aschebutakskaya; 5—Ural profile of wells (their position is shown in the 
inset); 6—regional faults (a), faults along which the boundaries of structural and tectonic elements 
are drawn (b) on sheet M-40; 7—Kizilsky regional fault on sheet N–40-XXXV; 8—not basic faults 
on sheet N-40-XXXV; 9—linear zones of increased seismic activity; 10—forecast position of the 
East Kizilsky fault; 11—diagonal tectonic disturbances. Zones with minimal (12) and increased 
seismic activity (13) in the development of Visean-Bashkir age limestones overlain by viscous 
Jurassic clays. 9–13—results of the interpretation of the authors of the article. Tectonic structures 
of the Southern Urals: I—Pre–Ural trough; II—West Ural megamonoclinorium (advanced folds of 
the Urals); III—Central Ural uplift; IV—Magnitogorsk megasynclinorium; V—East Ural megan-
ticlinorium; VI—Trans-Ural megasynclinorium. Regional faults: 1—Surensky; 2—West Uralsky; 
2a—Mam-betshinsky; 3—West Uraltaussky; 4—East Uraltaussky; 5—Za-padno-Irendyksky; 6— 
East Irendyksky; 7—West Kizilsky; 8—East Kizilsky; 9—West-Akzharsky; 10—Vostochno-
Akzharsky; 11—Arkhangelsk; 12—Dombarovsky; 13—Vostochno-Terensaysky; 14—Kryklinsky; 
15—Jarlinsky; 16—Maldygusaysky; 17—Severo-Dzhusinsky; 18—Zapadno-Anikhovsky (Elen-
ovsky); 19—Sazdinsky; 20—Ushkotinsky; 21—Vostochno-Anikhovsky; 22—Veselovsky; 23— 
Zheltinsky; 24—Zapadno-Saryobinsky; 25—East-Saryobinsky; 26—Jatiga-rinsky; 27—West-
Kungusai; 28—Miylisai. Careers: 1—Spring; 2—Autumn; 3—Kiembaevsky; 4—Belozerskay; 
5—Yuzhno Kirovsky. Mines: 1—Gayskaya; 2—Dzhusinskaya



308 M. Yu. Nesterenko et al.

are taken into account. With a high probability, they are natural or technogenically 
induced. 

2 Mapping of Tectonic Disturbances 

In the central part of the Magnitogorsk megasynclinorium, two areas with a minimum 
number of epicenters of seismic events have been identified. One is located north 
of the Suunduk River, the second is south of the latitudinal riverbed (1). It can be 
assumed that the events localized in them are mainly related to geological factors. 

On sheet N-40-XXXV, the Kizilsky fault is second only to the Main Ural Fault 
in contrast of manifestation [3]. It is the border between the West Magnitogorsk and 
East Magnitogorsk structural and formation zones. Along the fault, the Devonian 
sediments from the west are pushed over the carboniferous. The violation is ancient, 
but it also has neotectonic activity. 

On the territory of Bashkortostan, the Kizilsky fault zone has been studied by the 
Ural profile, including wells drilled in the 1970s of the last century, in order to assess 
the prospects of oil and gas potential of the region (Fig. 1). Their depths are from 
2407 to 5010 m. The author’s version of the interpretation of drilling results [4, 5] 
is  shown in Fig.  2. The thrusts with both western and eastern falling of the displacer 
planes are highlighted. The Kizilsky fault limits the rise of the same name. It should 
be noted that the author’s version of the interpretation of drilling results according to 
the Ural profile of Tagirov [6] has fundamental differences from the version of T. T. 
Kazantseva. According to it, well 5 does not reveal the tectonic block pushed from 
the east onto the limestones of the Kizil formation.

Within the M-40 sheet, the Kizilsky fault is called the West Kizilsky. According to 
the Kizilsky fault, the ratio of tectonic blocks correspond to an upsurge, and according 
to the West-Kizilsky—a steep discharge with a plane of the displacer falling to the 
east [1]. A complex tectonic zone is confined to the Kizilsky fault from the east 
(Fig. 2). It corresponds to a linear zone of increased seismic activity with a width 
of 12 km (Fig. 1). To the east of its boundary, seismic activity is minimal. To the 
west—the minimum only on the section connected to the northern part of the zone. 
The southern part of the zone of increased activity overlaps the channel of the Ural 
River. This is one of the signs of a tectonic disturbance. Thus, the most contrasting 
tectonic element of the region—the zone adjacent to the Kizilsky fault from the east, 
was reflected in the field of seismic events. 

The zone of development of Mesozoic deposits corresponds to the area with the 
minimum number of points of seismic events south of the latitudinal channel of the 
Or river. It was studied in 1991–1992 by the regional seismic survey of MOGT (JSC 
“Orenburg GE”). Three profiles with a total length of 143 km have been worked out. 
According to these data, signs of tectonically shielded and lithological hydrocarbon 
traps have been identified [7, 8]. 

According to one of the seismic profiles, an anticlinal inflection of the axes of 
synphase of reflected waves was revealed. In order to assess the prospects of the
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Fig. 2 Schematic geological section through the Kizilsky zone of the Magnitogorsk megasynclino-
rium according to deep well drilling data (Ural profile) [5]. 1—Sandstones, siltstones, mudstones; 
2—limestones; 3—tuff sandstones, tuffs; 4—siliceous limestones; 5—flints; 6—brecciated rocks; 
7—thrusts; 8—Gushikhinsky allochthon. Upper Devonian: D3f mk—Fransky tier, Mukasovsky 
horizon; D3fm-C1t1 zl—Famensky tier—Lower Carboniferous, Lower Tournaisian sublayer, Zilair 
formation. Lower carboniferous: C1t2-v1 br1—Upper Tournaisian—Lower Visean sublayers, lower 
part of the Berezovskaya formation; C1v2 br2—Tula horizon of the Upper Visean sublayer, upper 
part of the Berezovskaya formation; C1v2-s kz—Upper–Viseian sublayer—Serpukhov tier, Ki-Zil 
formation; C1v2-s gs—Upper-Viseian sublayer—Serpukhov tier, Gusikhinsky formation. Middle 
Carboniferous: C2b-m ur—Bashkir and Moscow tiers, Urtazim formation; C2b-m kr—Bashkir and 
Moscow tiers, Kardailovskaya formation

oil and gas potential of the section in 1993, the parametric well 1 Aschebutakskaya 
was drilled here. Its depth is 1261.2 m. To a depth of 303.5 m, the section is repre-
sented by gray dense viscous clays of Jurassic age with rare layers of sand, below to 
the bottom—a thickness of massive, thick-layered, organogenic detritus limestones 
of light gray and gray color. The fauna of the Visean age has been identified in 
them. There are intervals with intense fracturing in the limestones. In places they 
are cavernous. The caverns are healed with calcite. According to seismic data, the 
thickness of the limestone thickness is 1000–1300 m. According to the results of 
geological survey, their age is Visean-Bashkir [7]. 

Three seismic profiles are located in a zone with the same type of structure: 
limestone strata overlain by terrigenous deposits of the Jurassic. The exception is 
the eastern part of profile 2. In the time section at pickets 190–200 there is a sharp 
change in the type of wave field. Two tectonic blocks with different seismogeological 
characteristics are interfaced here, presumably along the East Kizilsky fault. Profile 
3 is entirely located in the area with the same type of structure noted above. That is, 
the fault can be located only to the east of its end. The southern part of the fault is 
mapped by a linear zone of increased seismic activity. On the territory of the M-40 
sheet, it corresponds to the eastern boundary of the development of Jurassic deposits. 
The development of the West Kizilsky fault to the south according to the data of the 
seismic survey of the MOGT is excluded. 

The Vostochno-Uraltaussky fault is part of the Main Ural Fault system. It is 
possible that a linear zone of increased seismic activity corresponds to it on the
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territory of the Republic of Kazakhstan. We do not associate a similar linear zone, 
which seems to be a southern extension of the West Ural fault, with it. On the territory 
of the Republic of Kazakhstan, it turns to the south-southeast. 

According to the spatial distribution of the epicenters of seismic events, diagonal 
tectonic disturbances appeared (Fig. 1). Two violations “interrupt” the Ushkotinsky 
fault. In the southwestern part of sheet N-40-XXXV, they correspond to a system of 
non-major tectonic disturbances. At the time section of the seismic survey profile 
1, at the point of its intersection with the diagonal violation, the specialists of JSC 
Orenburg GE identified a fault (Fig. 3). In our opinion, a zone of tectonic disturbance 
appeared here in the seismic field. It is associated with an anticlinal inflection along 
the roof of the limestone strata and the lower part of the terrigenous deposits of the 
Jurassic. Perhaps a fault trap of hydrocarbons is localized here. 

According to the geodynamic model of Puchkov [9], the Magnitogorsk Island Arc 
formed in the Devonian in the Paleouralian Ocean opposite the passive margin of the 
Baltic continent. In the late Devonian, there was an oblique collision of the continent 
and the island arc. The formation of folds of southeastern vergence took place here 
[10]. The authors of the last publication worked out this issue when studying the 
Maksyutovsky metamorphic complex of Uraltau. At one of the stages of the tectonic 
development of the region, previously formed structures experienced a shift in the

Fig. 3 Magnitogorsk megasynclinorium. A fragment of a time section according to the regional 
seismic survey profile 1. Reflecting boundaries I and B—the roof and the sole of the limestone 
strata of the Viseisko-Bashkir age. The black line shows the fault (JSC “Orenburg GE”, V. I. 
Loshmanov, 1993). The yellow rectangle is the area of intersection of the profile with a diagonal 
tectonic disturbance, taking into account the accuracy of its localization 
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south-easterly direction. It remains to be assumed that diagonal tectonic disturbances 
are suture zones between blocks that shifted by different distances. 

A model of its tectonic development has been developed based on the results 
of kinematic analysis of discontinuous faults in the Astafiev crystal-bearing field 
(Southern Urals) [11]. At a certain stage, shear movements along the uplift (suture 
zones) of the north-western strike became more active. The author of the publication 
[12] considered the development models of the Southern Urals at the stage of the 
Late Paleozoic collision of the Eastern European and Kazakhstan continents. One of 
the stages of deformations (C2-P) in the Magnitogorsk megazone is shear formation 
in the mode of left-sided transgression. The axes of the paleo-stress fields in the 
region have a north-western strike. 

Thus, the existence of diagonal tectonic disturbances in the region directly follows 
from the development models of the Southern Urals. But as a system, they are not 
highlighted on the M-40 sheet [1]. 

3 Clarification of Oil and Gas Potential 

The geological study of the Southern Urals was carried out mainly in the direction of 
“Geological mapping and the search for solid minerals”. The work on assessing the 
prospects of the oil and gas potential of the region was carried out in a small volume. 
In the Orenburg segment of the region, the advanced folds of the Urals were studied by 
the regional seismic survey of the MOGT [13]. Three regional seismic survey profiles 
CAN be worked out in the Magnitogorsk megasynclinorium. According to the avail-
able geological and geophysical data, scientific substantiation of the prospects of oil 
and gas potential of the Southern Urals is given in the publications of 2021 [7, 13–16]. 

Oil and gas occurrences were noted in three wells of the Ural profile. In the core 
of well 5 (deposits of the Urtazim, Kizil and Gushikh formations), thick oil was 
present in the pores and cracks, as well as effusions of liquid oil. In the core of 
well 1 (Berezovskaya formation), oil-stained crack walls are marked. When drilling 
well 4, the smell of petroleum gas was recorded [4]. When drilling well 2, intensive 
absorption of the washing liquid was noted in the riphogenic limestones of the Kizil 
formation at a depth of 1248 m, in the range of 2910–2940 m and at depths of 
3085 and 4195 m. This indicates the presence of collectors with good filtration and 
capacitance properties in its section. Water inflows were obtained from the intervals 
of 2786–2815 and 3856–3932 m. In well 4 from the deposits of the Kizil formation, 
its flow rate was 62.4 m3/day. In the section of the well, three reservoir layers were 
identified in the Kizil and Berezovskaya formations [17]. In well 1 Aschebutakskaya, 
an inflow of reservoir water was obtained from the interval of 300–320 m, presumably 
from gravel-pebble deposits lying in the bottom of the Jurassic strata. 

The authors of the publication [7] associate the prospects of the oil and gas poten-
tial of the Magnitogorsk megasynclinorium primarily with limestone of the Visean-
Bashkir age overlain by viscous clays (tire) of the Jurassic. The southern part of the 
development zone of this type of section is characterized by minimal seismic activity
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(Fig. 1), which is a favorable factor for the preservation of oil and gas deposits. In 
the northern part of the zone, seismic activity is increased. Here it is possible to 
predict the development of open fracturing in limestone, which is a favorable factor 
for obtaining high inflows of hydrocarbons. But there are risks that the tightness 
of the tire is broken. Most likely, the limestone strata in the east is shielded by the 
East Kizilsky fault. Here, the authors of the article predict tectonically shielded traps. 
Thus, according to the peculiarities of the distribution of epicenters of seismic events, 
the megasynclinorium zone, the most promising for oil and gas, is zoned. 

4 Conclusions 

Based on drilling, geological survey and seismic survey data, the interpretation of the 
distribution features in the Orenburg segment of the Southern Urals of the epicenters 
of seismic events, presumably associated with natural factors, was performed. Below 
are the geological and methodological results. 

1. Mapping of the position of the southern part of the East Kizilsky fault has been 
carried out. It is shown that the West Kizilsky fault, mapped according to the 
results of geological survey, does not develop to the south. 

2. The geological hypothesis is substantiated: there is a system of diagonal tectonic 
disturbances of the north-western strike in the region. 

3. The zoning of the Magnitogorsk megasynclinorium zone, the most promising 
for oil and gas (limestone of the Visean-Bashkir age, overlain by viscous clays 
of the Jurassic), was carried out. 

4. According to the peculiarities of the distribution in the region of the epicenters 
of seismic events associated with natural factors, it is possible to solve regional 
geological and prospecting tasks, as well as to identify tectonic disturbances that 
determine the prospects of oil and gas potential of local areas. 

5. The reliability of forecasts will increase with the development of the database of 
observed events and increasing the accuracy of their localization. The latter can 
be achieved by installing at least two new seismic stations in the region. 
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Abstract When developing schemes for the transport development of the forest area, 
it is of great importance to correctly establish the optimal distance between the main 
portages. The complexity of choosing the optimality criterion for forest transportation 
design is determined, on the one hand, by the duration of developing the forest 
resource base in time and, on the other hand, by the static nature of the mathematical 
models being developed, in which time is not a variable. The sum of road and transport 
costs is nothing more than the operating costs for the development of the base, 
consisting of two components—road and transport. Thus, the minimum amount of 
road and transport costs for the development of the forest resource base is taken as 
the optimality criterion in static mathematical models. The presented methodology
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allows considering the presence of natural, technological, and economic factors. 
When arranging an optimal road network, it is necessary to take into account the 
developed complex of intelligent information systems, which allows obtaining an 
option close to the optimal in terms of economic indicators. 

Keywords Unit costs · Logging road · Optimization · Cutting area · Forest 
transportation 

1 Introduction 

When studying the issue of optimizing the distances between forest transport routes 
in the specific conditions of logging encountered in Russia, it is necessary to take 
into account the following basic provisions: 

1. The calculation methodology being developed should pay special attention to 
the consideration of natural factors and, above all, the requirements of forest 
management, i.e. take into account the influence of forestry management methods 
and types of logging for main use on the value of optimal distances between the 
paths of primary and secondary forest transportation. 

2. Due to the concentration of logging operations, it is necessary to take into account 
the long service life of the tracks. Even skidding tracks are used in these conditions 
from one to several years, while logging roads for a long time, about several 
decades. 

3. The forest transport road network must ensure both the transportation of wood 
and the implementation of forestry measures during the entire period of forest 
exploitation. 

2 Methods 

When placing a network of paths for primary transportation of wood, the initial data 
are the width of the cutting area (lw), the established length, which should be no 
more than the length of the planning quarter, i.e. within 0.5–0.6 km, as well as the 
layout of the cutting area of forest reserves provided for cutting [1–3]. 

Figure 1 shows a scheme for the development of cutting areas with a felling-and-
bunching machine designed for the application of this type of machine in narrow 
cutting areas. According to these schemes, the cutting strips worked up in one trip 
of the felling-and-bunching machine are located either along the long side of the 
cutting area or across it.

The latter option requires a sufficiently significant width of the cutting area, as well 
as additional placement of loading and assembly lines, adjacent to the main portages, 
located outside the cutting area. With a small distance from the cutting area to the 
upper warehouse, the bundle assembly is combined with its further transportation 
to the warehouse. At a considerable distance, it may be economically feasible to
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Fig. 1 Schemes for the development of narrow cutting areas

use two types of machines—one machine, working on the rolling cycle, used for 
assembling bundles, and the other one—for transporting bundles from the cutting 
area to the warehouse [4]. 

The length of the cutting strip worked up in one trip of the skidding machine, is 
determined by the formula: 

l = 
10,000 · Qwl 

△ · γl (1) 

where Qwl is the working load per trip, m3; γl is the liquid reserve per hectare of 
cutting area, m3; △ is the width of the bundle strip. 

In formula (1), the parameter △ determines the technological factors of the 
skidding equipment operating in the cutting area. 

At a tree stand of 22 m or more in height and at dense soils, it is recommended 
to take the width of the area worked out by one assembly line within the range from 
40 to 50 m. At moist soils, low tree stand (below 22 m), and deep snow cover, this 
parameter is taken within 30–40 m. At the width of the cutting areas in the range 
from 40 to 80 m for flat terrain, and 15–30 m for mountainous conditions, it will be 
enough to place 1–2 assembly portages adjacent to the main one within the cutting 
area [5–7]. 

When designing the transport development schemes of the forest area based on the 
timber-hauling transport network, it is of great importance to correctly establish the 
optimal distance between the main portages. To do this, we will use the calculation
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Fig. 2 The design scheme of 
working out the operational 
site using forest transport: 
1—feeder road; 2—main 
portage; 3—assembly 
portages; 4—loading point 
on logging rolling stock; 
5—cutting areas 

scheme (Fig. 2), in which the moves of the felling-and-bunching machine are carried 
out as shown in Fig. 1a and b. 

In this diagram, Roman numerals indicate logging areas per single logging year, 
whose initial areas are located at a LA distance from each other: 

L A = lw · N (2) 

where lw is the width of the cutting area, km; N is the number of logging approaches 

N = 
A 

u 
, (3) 

where A is the period during which it is planned to cut down a mature and overgrown 
forest, years; u is the period of adjacent cutting areas (u = 3–5 years). 

According to Fig. 2, on a plot of 0.5 d f r  × lmp  km2 with a reserve M = 0.5d f r  · 
100lmp  · γl , the harvested mass per one cutting approach will be 

M ' = 
50dslmpγl 

N 
(4)
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where lmp  is the distance between the main portages; d f r  is the distance between the 
feeder roads; γl is the liquid stock for 1 ha, m3. 

Transporting this stock will require from skidder tractor to perform the following 
number of trips 

n = 
50d f r lmpγl 

Qwl N 
(5) 

The condition of not exceeding the full operability of the main portage will be 
fulfilled if the number of trips n, determined by the formula (5), is less than the 
maximum allowable, i.e. 

n ≤ ngon (6) 

where ngon is the maximum allowable number of trips of the skidder tractor along 
the main portage until its destruction (full operability of the main portage). 

With known values of ngon and ds , the greatest distance between the main portages 
will be determined by the formula: 

lmp  = 
Qwlngon 

100γl k f r  d f r  
(7) 

The value of ngon is determined by the method described earlier. It should be 
noted that |lmp|max should not be greater than the length of the cutting area. 

The value of lmp  also has restrictions on the ground and soil conditions of the 
cutting area. The total number of tractor trips for the full development of the cutting 
area of lmp  × lw km is determined by the formula: 

n' = 
100lmplwγl 

Qwl 
(8) 

The operability condition of the loading and assembly portage of the cutting area 
will be met if n' ≤ n'

gon , where ngon is the maximum allowable number of trips until 
the destruction of the assembly portage. 

If the n', calculated by the formula (8), turns out to be greater than n'
gon, then it 

is necessary to increase the number of assembly portages. In this case, the number 
of tractor trips along the loading and assembly portage will be: 

(a) when skidding on one side of the main portage and increasing the number of 
loading and assembly portages to two: 

n' = 
50lmplwγl 

Qwl 
(9) 

(b) when skidding from both sides of the main portage and two loading and assembly 
portages (Fig. 1):
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Fig. 3 Calculation scheme for determining the optimal distance between loading points (lnn) 

n' = 
25lmplwγl 

Qwl 
(10) 

In winter, when the frozen soil has a high load-bearing capacity, it is possible 
to take lmp  = lca (where lca is the length of the estimated cutting area, equal to 
0.5–0.6 km), provided minimal costs for the portages arrangement and maintenance 
[8]. 

As can be seen from the diagram in Fig. 2 (the distance between loading points 
(llp) was assumed to be equal to the distance between the primary transportation 
paths (lmp). However, there may also be a solution in which several main portages 
are adjacent to one loading point, as shown in the diagram (Fig. 3). 

Let us determine the distance between the loading points (llp), at which the sum of 
the unit costs for the construction and maintenance of the main portages, as well as 
for primary transportation and the arrangement of the loading point will be minimal. 

The length of the main portages, required for working out, can be taken as 

lmp  = 
k '
p

(
d f r  − 0.5lmp

)
llp  

lmp  
+ k ' 

p

(
llp  − lmp

)
(11) 

Considering the above, the unit annual costs for the construction of main portages 
will be equal: 

Pmp = 
k '
pCpor 

50 p

(
1 

lmp  
+ 

1 

2d f r  
− 

lmp  

d f r llp

)
(12)
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where Cpor is the reduced annual costs for the construction and maintenance of 1 km 
of portage, rub; lmp  is the distance between the main portages, km. 

The unit costs for the construction of a loading point are equal to: 

plp  = Clp  

50 pllpd f r  
(13) 

Transportation costs for skidding (hauling) to the loading point are: 

pm = 
120Mtr

(
k1llp  + k2 d f r  2

)
k '
p

(
T − tp f

)
k f r  Qwl vav 

+ Mtr 
∑ 

ti t(
T − tp f

)
k f r  Qwl 

(14) 

where k1 and k2 are coefficients depending on the layout of the main portages. 
The total unit costs for the types of expenses under consideration are 

P∑ = Pmp + plp  + ptr  = 
k '
pCpor 

50 p

(
1 

lmp  
+ 

1 

2d f r  
− 

lmp  

d f r llp

)
+ Clp  

50 pllpd f r  

+ 
120Mtr

(
k1llp  + k2 d f r  2

)
k '
p

(
T − tp f

)
k f r  Qwl vav 

+ Mtr 
∑ 

ti t(
T − tp f

)
k f r  Qwl 

(15) 

After the conversion, we get: 

P∑ = 
1 

50 p

(
x + yllp  + 

z 

llp

)
(16) 

where 

x = k ' 
pCpor

(
1 

lmp  
+ 1 

2d f r

)
+ E

(
60kzk '

pd f r  

vav 
− ∑ti t

)
(17) 

y = E 
120k1k '

p 

vav 
(18) 

z = 
Clp  

d f r  
− 

k '
pCpor lmp  

d f r  
(19) 

E = 50 pMtr(
T − tp f

)
k f r  Qwl 

(20) 

It should be noted that x, y, and z are quantities, independent on llp  at a certain ds . 
Solving the problem of finding the extremum of the P∑ = f

(
llp

)
function, we get
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llp  = 
/

z 

y 
= 

/
Clp  − k '

pCpor lmp  

50 pd f r  k1k '
pτ 

km (21) 

If y ≥ z 
l2 mp 

, than lmp  < llp, which means that it is expedient to transport the wood 

by several portages to one loading point, as shown in Fig. 3. 

3 Results 

Analyzing the above, it can be noted that the calculation of the average distance 
between the main portages (lmp) and the average distance between loading points 
(llp) must be carried out according to this method with the established preliminary 
value of ds , since the arrangement and maintenance costs of the main portages depend 
on their length and, consequently, on ds . Besides, in the methodology for determining 
ds , the costs of setting loading points are not taken into account. This assumption is 
quite justified since lmp  and lnn largely depend on the equipment used in skidding, 
which in modern logging equipment changes rapidly, while the road network of 
permanent feeder roads is calculated for a long period of validity. 

Therefore, the optimal distance between the feeder roads (d f r  ) will be such that the 
sum of specific, i.e. attributed to 1 m3 of the exported wood, feeder roads construction 
and maintenance costs and paths for hauling (skidding) of the wood, for example, 
main portages, as well as costs for primary transportation and the arrangement of 
loading points has a minimum value. 

Due to the long period of wood reproduction, equal to the full turnover of the 
felling (on average 100 years), the annual freight turnover of a permanent type feeder 
road is determined by the average annual productivity of 1 ha of the developed forest 
area, and the productive forest area, adjacent to feeder road [9]. 

The unit costs for the construction of paths (feeder roads) of a permanent type, 
considering the service life of individual elements of the path, are equal to 

C f r  = C1 
1 

K1 
+ C2 

1 

K1 
+ C3 

1 

K2 
+ C4 

1 

K3 
(22) 

where C f r  is the reduced costs for the construction of 1 km of the feeder road, rubles; 
C1 is the costs, associated with the clearing of the road strip, rubles; C2 is the costs, 
associated with the construction of the roadbed, rubles; C3 is the costs, associated 
with the construction of artificial structures, rubles; C4 the costs, associated with 
the construction of road base, rubles; K1 is the estimated service life of the road, 
for a permanent road K1 = 100years; K2 is the estimated service life of artificial 
structures which can be taken equal to 20–30 years; K3 is the estimated service life of 
the road base, which depends on the design of the track and the type of construction 
materials (K3 = 5–30 years).
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Considering formula (22), the unit cost of building one km of the feeder road of 
a permanent type will be: 

Pf r  = 
βC f r  k p 
100 pd f r  

rub/m3 (23) 

where β is the coefficient considering the construction of feeder roads partly in non-
forest areas; kp is the main road and feeder road development coefficient; p is the 
annual production from 1 ha of the forest, the average for the full turnover of felling, 
m3; d f r  is the required distance between the feeder roads, km. 

The specific annual costs of maintaining feeder roads in good condition are 
determined by the formula: 

Pmnt = 
β FR  f r  

1 
D sin αkp 

100 pd f r  
(24) 

where FR  f r  is the cost of the annual maintenance of one km of the feeder road in 
good condition, considering the costs of medium and capital repairs, rubles; l is the 
length of the operating section of the feeder road, km; D is the distance from the 
highway to the border of the raw material base, km; α is the contact angle of the 
feeder road to the highway, degrees. 

The annual costs of maintaining the road in good condition consist of the costs 
of maintaining the roadbed, artificial structures, and road base, as well as the costs 
of medium and capital repairs of the road. The most significant annual expenses are 
those for the maintenance of road base [10–12]. Approximately the service life of 
road base can be taken as: 

• 5 years—for a dirt road reinforced with mineral and organic binders; 
• 8 years—for covering made of both gravel and soil-aggregate mixture; 
• 10 years—for asphalt-concrete covering; 
• 20 years or more—for covering made of cobblestone and cement-concrete 

mixture. 

The cost of average repairs per 1 km during timber cutting cycle of k years is 
equal to 

Cav

(
k 

nav 
− 

k 

ncap

)
= Cavk

(
1 

nav 
− 

1 

ncap

)
(25) 

where Cav is the average cost of repair per 1 km of roads, rubles; nav is the service 
life of road base from the moment of putting into operation till medium repair, or 
between two repairs in years; ncap is the operation life of road base until capital 
repairs, years, k is the period of the full timber cutting cycle in years, k = 100. 

Capital repairs are usually carried out when the wear of the road reaches 40% of 
its construction cost. The cost of capital repairs per one km during the timber cutting 
cycle is equal to:
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Ccap 
k 

ncap 
(26) 

where Ccap is the cost of capital repairs. 
The sum of costs for medium and capital repairs of one km of the road per timber 

cutting cycle period is: 

Crep  = Cavk

(
1 

nav 
− 

1 

ncap

)
+ Ccapk 

1 

ncap 
= k 

[ 
Cav

(
1 

nav 
− 

1 

ncap

)
+ Ccap 

1 

ncap 

] 

(27) 

The cost of annual maintenance of one km of a feeder road in good condition, 
considering the costs of medium and capital repairs, is equal to 

FR  f r  = CMN  T  + Cav

(
1 

nav 
− 

1 

ncap

)
+ Ccap 

1 

ncap 
(28) 

where CMN  T  is the annual cost of road maintenance, rubles. 
According to the location scheme of the cutting areas and the scheme of skidding 

tracks, the development scheme of the forest area employing a network of permanent 
feeder roads and long-term main portages is shown in Fig. 4. 

The unit costs for the construction of main portages are determined as follows. 
The annual average production from a forest plot with an area of lmp  × 0.5d f r  km2 

is:

Fig. 4 The scheme of 
transport development of the 
forest area employing a 
network of permanent feeder 
roads and long-term main 
portages; 1—main portage; 
2—feeder roads; 3—main 
portages beyond cutting 
areas; 4—loading points; 
5—cutting areas of a single 
year of logging; 6—the 
boundaries of the raw 
material base of the hauling 
road 
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Man = 
0.5 · 100γl lmpd f r  

A 
(29) 

Accordingly, the unit cost of portage construction is as follows: 

Pmp = 
Cpor 

1 
N · 1 u · k

' 
p 

Man 
= Cpor k

' 
p 

100 · 0.5γl lmpd f r  sin σ 
(30) 

The value of lmp  is expressed using the formula (30) 

Pmp = 
Cpor 

1 
N · 1 u · k '

p 

100γl 
Qwl ·nadd 

100γl ·k f r  d f r  sin σ 
= 

Cpor k '
p · k f r  · d f r  

Qwl · nadd sin σ 
(31) 

where Cpor is the cost of construction of one km of the portage, rubles; σ is the 
contact angle of the feeder roads to the hauling road, degrees; k '

p is the coefficient 
of development of the portage line; k f r  is the coefficient considering the method of 
timber delivery to the logging road, equal to k f r  = 1 when skidding on one side, and 
k f r  = 0.5—when skidding the timber on both sides of the logging track [15–18]. 

Production experiments on repairing tractor portages have shown that after the 
repair of the portage, its performance increases several times compared to the original 
one. However, the very nature of the repair of the portage by laying tree branches 
in the track complicates performing repeated repairs. Based on the possibility of 
performing a portage repair only once, the maximum possible number of tractor 
passes along the portage, considering its repairs, is: 

nadd = nb.r. + nrep (32) 

where nb.r. is the possible number of passes of the tractor along the portage before 
repair; nrep  is the same, after repair. 

If the cost of one repair of 1 km of portage is equal to (a) rubles, then the total 
annual repair costs can be expressed by the formula: 

Crep  = 
a 

N 
(33) 

The cost of the annual maintenance of one km of the portage during its operation, 
considering the costs of its repairs during operation, is equal to: 

FRpor = C ' 
mnt + Crep  = C ' 

mnt + 
a 

N 
(34) 

where C
' 
mnt is the cost of portage maintenance during its operation, rub/km. 

It should be noted that during operation, the main portage is used not for its entire 
length. The average length of the operating section of the portage, with one-sided 
skidding, is:
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loper = d f r  − 0.5lw(N − 1) (35) 

And at two-sided, as shown in Fig. 4, the average length is 

loper = 0.5 
[ 
d f r  − lw(N − 1) 

] 
(36) 

Let us determine the unit costs for the repair and maintenance of the portages at 
double-sided skidding: 

pcog.b = 
FRpor · loper · k ' 

p 
100·0.5lmpd f r  γl 

N 

= 
FRpor Nk

' 
p 

[ 
d f r  − lw(N − 1) 

] 

100lmpd f r  γl 
(37) 

Instead of lmp, we insert its value according to the formula (24) 

pcog.b = 
FRpor Nk

' 
p 

[ 
d f r  − lw(N − 1) 

] 
k f r  

nadd Qwl sin δ 
(38) 

The unit costs of primary transportation of the timber, considering the skidding 
from the stump to the main portage, are equal to: 

ptr  = 
Mtr

(
120lav 
Vav 

+ 
∑ 

ti t
)

(
T − tp f

) · k f r  ∗ Qwl 
(39) 

where Mtr is the cost of a tractor shift (including staff salaries), rubles/shift; 
∑ 

ti t  
is the total tractor idle time per trip, min; Vav is the average speed of the tractor 
along the main and apiary portage in both directions, km/h; T is the duration of 
the working shift, min; tp f  is the preparatory and final time, min; k f r  is the labor 
utilization rate; Qwl is the working load per the tractor trip, m3; lav is the average 
distance of transportation, which, considering skidding from the stump to the main 
portage, can be taken equal to: 

lav = 
k · d f r  · k ' 

p 

sin δ 
+ 

lmpk
' 
p 

4 
= 

k · d f r  · k ' 
p 

sin δ 
+ 

nadd Qwl k
' 
p 

100 · 4k f r  d f r  γl (40) 

Considering formula (39), formula (40) has the form 

ptr  =
120Mtr kd f r  · k ' 

p(
T − tp f

)
k f r  Qwl Vav sin δ 

+ 0.3Mtr naddk
' 
p(

T − tp f
)
k f r  Vavk f r  d f r  γl 

+ Mtr 
∑ 

ti t(
T − tp f

)
k f r  Qwl 

(41) 

The total annual unit costs per type of expense under consideration are:
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p∑ = 
βkpCFR  

100 pd f r  
+ 

βkp F R  f r  
l 
D sin α 

100 pd f r  
+ 

k
' 
pCpor kbemd f r  

nadd Qwl sin δ 

+ 
k

' 
p F Rpor N 

[ 
d f r  − lw(N − 1) 

] 
kbem 

nadd Qwl sin δ
+ 120Mtr kd f r  k

' 
p(

T − tp f
)
k f r  Qwl Vav sin δ 

+ 0.3Mtr naddk
' 
p(

T − tp f
)
k f r  Vavkbemd f r  γl 

+ Mtr 
∑ 

ti t(
T − tp f

)
k f r  Qwl 

(42) 

Solving the problem of finding the extremum of the p∑ = f
(
d f r

)
function and 

considering that kbem = 2k, we get 

d f r  = 

[||||
βkp 
100 p

(
CFR  + FR  f r  

l 
D sin α

) + 0.15nadd k
' 
p 

k·γl · b 
k·k ' 

p 

Qwl sin δ 

[ 
2 

nadd

(
Cpor + FRpor N

) + 120b 
] (43) 

where 

f r  = Mtr(
T − tp f

)
k f r  Vav 

(44) 

It follows from this formula that an increase in the operability of the primary timber 
transportation routes, i.e., nadd contributes to an increase in the optimal distance 
between the feeder roads d f r  . The  value of  l D sin α determines the location of the 
raw material base site, for which d f r  is determined. 

Directly at the highway l D sin α = 0, and at the border—this value is equal to unity. 
In this formula, the parameters k, k '

p, k, and δ characterize the terrain conditions. 
Determining the optimal distance between feeder roads in a mountainous area 

has significant features. First of all, it should be noted that here, in most cases, the 
forest is skidded along the logging route from only one side, which is taken into 
account in the formula under consideration using the coefficient k. Besides, in case 
of a significant steepness of the slope, the skidding lugs should be placed at an angle 
δ <  90◦. 

At δ <  90◦, the skidding distance increases, and thus the unit costs of primary 
timber transport increase, which leads to a decrease in the distance between roads 
[13–15]. 

To analyze the proposed formulas, we define d f r  by taking the following quantities 
included in the formulas: kp = 1.1; k '

p = 1.3; β = 1.1; l 
D sin α = 0.5; Mtr = 

36.4 rub shift ; Vav = 8 km 
h ; Qtot  = 3 m3; T = 480 min; tp f  = 40 min; k f r  = 0.9; k = 

0.25; δ = 450; kbem = 0.5; γl = 200 m3; nadd = 2000; Cpor = 250 rub km ; FRpor = 
100 rub 
km ; N = 4; p = 

4m3 

ha 
year . Based on the data obtained, we have plotted d f r  = 

f ( p)ud f r  = f
(
C f r

)
graphs, shown in Fig. 5a and b.

In formula (44), the parameters p and N characterize the method of forest manage-
ment. With its intensive management, the value p increases. From this, it can be
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Fig. 5 Dependences of d f r  = f ( p)ud f r  = f
(
C f r

)

concluded that more intense methods of forest management require a denser road 
network with the same values of other parameters, as shown in Fig. 5a. This formula 
also shows the effect of soil conditions on the distance between the forest transport 
routes. 

4 Conclusion 

As can be seen from Fig. 5b, an increase in the cost of construction and maintenance of 
hauling roads leads to an increase in the distance between them. The optimal distance 
between unsurfaced roads without an improved carriageway in our case is 1.52 km; 
for unsurfaced roads, reinforced with mineral and organic binders—this distance is 
1.77 km, for gravel roads—2.10 km; and for roads with gravel base—2.68 km. 

Thus, the calculation according to the proposed methodology takes into account 
natural, technological, as well as economic factors. 

When placing an optimal road network in the forest, using intelligent information 
systems for this purpose should be considered a promising method, since it allows 
obtaining an option, close to the optimal in terms of economic indicators. We see 
further improvement of this method we see in the justification of the number of the 
initial points of wood concentration that will allow for such road network placement, 
which ensures the development of forest reserves closest to the optimal skidding 
distances.
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Mathematical Modeling 
of Hemodynamic Processes Taking 
into Account Effects of Border 
Deformation 

S. I. Peregudin, S. E. Kholodova, and K. M. Cherkay 

Abstract A mathematical model is investigated that describes the dynamics of blood 
flow through blood vessels, taking into account the effects of wall deformation. A 
mathematical model is presented as a model of hydrodynamic processes in a blood 
vessel. In particular, variants of motion in plane and cylindrical coordinate systems 
are considered, taking into account the peculiarities of the effects of wall deformation. 
Functional dependencies are obtained for the amplitudes of the voltage acting on 
the surface of the blood vessel, which depends on the amplitude, wave number 
and oscillation frequency. The results obtained allow us to formulate a method for 
assessing blood dynamics from known values of pulse and pressure. 

Keywords Mathematical modeling · Hemodynamics · Vascular movement ·
Incompressible fluid 

1 Introduction 

Blood inside a living organism is an integral component in ensuring the normal 
process of vital activity [1]. Thus, understanding the dynamics of blood in the body 
is a key problem for the timely prevention of vascular diseases. However, due to 
the impossibility of visually observing the flow pattern, the question arises of a 
mathematical description of the movement of blood through the vessels. 

The question of describing the dynamics of blood through the vessels, despite the 
available research, remains relevant. In a large number of presented studies devoted 
to this issue, the authors often simplify the mathematical model used in their studies, 
considering the one-dimensional flow of blood through the vessels [2], or offer in 
their studies numerical modeling of the geometry of the considered vessels and the
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movement of blood through them in accordance with complete systems equations of 
motion for a fluid in space [3–7]. 

The main problem of compiling a one-dimensional model and its use for practical 
purposes is insufficient accuracy compared to experimental results, while one of the 
disadvantages of using numerical methods is the lack of an analytical solution, which 
complicates the task of determining the qualitative features of blood flow for different 
values of model parameters. Thus, the question of finding analytical functional depen-
dencies that would describe the movement of blood through the vessels close to the 
true one remains unresolved, as a result of which a two-dimensional model of blood 
movement is studied in the present work, in particular, an axisymmetric model of 
blood movement is considered as in a flat, and in cylindrical geometry, taking into 
account the presence of wall deformation effects. 

2 Problem Statement 

Let us consider the motion of a viscous incompressible homogeneous fluid in a 
cylindrical vessel of variable depth, to the surface of which a surface stress is applied, 
and analyze the perturbations under which plane-parallel or axisymmetric dynamics 
are observed. 

In the case of plane-parallel motion, we introduce the coordinate system in such 
a way that the height of the vessel surface relative to the reference level y = 0 is 
given by the function R + η(x, t), and we choose the directions of the axes and 
are parallel to the vessel axis Ox  and to the vessel wall, respectively, so that the 
system Oxy  forms a right-handed rectangular coordinate system. In the case of 
axisymmetric motion, it is assumed that the azimuthal velocity component is equal 
to zero, all hydrodynamic parameters do not depend on the azimuthal coordinate, 
and the equation of the vessel surface disturbed by some wave, has the form, where 
are the cylindrical coordinates. 

In the case of axisymmetric motion, it is assumed that the azimuthal velocity 
component is equal to zero, all hydrodynamic parameters do not depend on the 
azimuthal coordinate, and the equation for the vessel surface disturbed by some 
wave η(z, t), has the form r = R + η(z, t), where r, z—cylindrical coordinates. 

The equations of motion of a homogeneous viscous incompressible fluid have the 
form [8, 9] 

∂v 
∂t 

+ (v, ∇) v = −  
1 

ρ 
∇ p + ν△v, (1) 

div v = 0, (2) 

where v—speed, p—pressure, ρ—density, ν—kinematic viscosity coefficient. 
Continuity Eq. (2) allows us to introduce the stream function ψ by the equalities:
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• for plane-parallel motion vx = ∂ψ 
∂ y , vy = − ∂ψ 

∂ x ; 

• for axisymmetric movement vr = − 1 
r 

∂ψ 
∂ z , vz = 1 r 

∂ψ 
∂r . 

Then the problem of determining the velocity field is reduced to solving the 
equation for the stream function: 

∂ 
∂t 

△ψ + 
∂ψ 
∂ y 

∂ 
∂x 

△ψ − 
∂ψ 
∂ x 

∂ 
∂y 

△ψ = ν △2 ψ; 

• for axisymmetric movement 

∂ 
∂t

(
1 

r 

∂2ψ 
∂r2 

+ 
1 

r 

∂2ψ 
∂z2 

− 
1 

r2 
∂ψ 
∂r

)
= ν △

(
1 

r 

∂2ψ 
∂r2 

+ 
1 

r 

∂2ψ 
∂ z2 

− 
1 

r2 
∂ψ 
∂r

)

− 
ν 
r2

(
1 

r 

∂2ψ 
∂r2 

+ 
1 

r 

∂2ψ 
∂z2 

− 
1 

r2 
∂ψ 
∂r

)
. 

where 

ψ(x, y, t) = (
Aekx  + Bely

)
ei (kx+σ t) , l = 

/
k2 + 

i σ 
ν 

, 

ψ(r, z, t) =
(
C1r I1(κr ) + 

Aνr 

σ 
I1(κr )

)
ei (kz+σ t) , 

where I1(κr )—first-order Infeld function, A, B, C1—constants for plane-parallel 
and axisymmetric motions, respectively. 

Taking into account the no-slip boundary conditions for the liquid [10] 

vx |y=R = 0, vy 

||
y=R = ṽ0 e

i(kx+σ t) , vr |y=R = ṽ0 e
i(kx+σ t) , vz|y=R = 0, 

where ṽ0 = −ikv0—unknown component of the amplitude of the transverse velocity 
component on the surface of the vessel, we obtain the following representations of 
the velocity distribution: 

vx = 
klv0 
l − k

(
ek(y−R) − el(y−R)

)
ei (kx+σ t) , vy = 

ikv0 
l − k

(
kek(y−R) − lel(y−R)

)
ei(kx+σ t) , 

and 

vr = 
ikv0 
D 

(κ I0(κ R)I1(kr ) − k I0(kR)I1(κr ))e
ikz+σ t , 

vz = 
κkv0 
D 

(I0(kR)I0(κr ) − I0(κ R)I0(kr ))e
ikz+σ t , 

where D = k I0(kR)I1(κ R) − κ I0(κ R)I1(kR).
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Further, applying the divergence operator to the equation of motion, taking into 
account the continuity equation and the constructed velocity field, we can conclude 
that the function describing the pressure is harmonic. Then 

p(x, z, t) = p1eky+i (kx+σ t) , p(r, z, t) = p1 I0(kr )eikz+σ t . 

To determine the dispersion relation, we use dynamic boundary conditions. Let 

a stress act on the surface of the vessel in the case of plane-parallel motion
↼
τ = 

τyx
�
x +τyy

�
y . 

Then, on the surface of the vessel R + η(x, t) y = R + η(x, t), assuming 
the perturbation η(x, t) is small compared to R, the boundary conditions must be 
satisfied 

τyy  
||
y=R = T1ei(kx+σ t) , τyx  

||
y=R = iT2ei(kx+σ t) , 

where μ = ρν—coefficient of dynamic viscosity. Let, in the case of axisymmetric 

motion, a stress acts on the surface of the vessel
↼
τ = τrr

�
r +τr z

�
z , then the boundary 

conditions will be satisfied on the surface of the vessel 

τrr |y=R = τ 2 (R)eikz+σ t , τr z|y=R = i τ 1 (R)eikz+σ t . 

Whence the dispersion relation can be written in the form. 

• for plane-parallel motion 

σ(k) = iνk2
[
P 

2 
+

/
P2 

4 
+ 

4 

υ

]
, P = 

4 

υ 
− 

1 

υ2 
, υ  = 

T2 
T1 

; 

• for axisymmetric movement 

σ(k) = 
4ν 
R2 

+ 
8νυ 
kR3 

− νk
(
3k 

2 
+ 

υ 
R

)

−
/[

4ν 
R2 

+ 
8νυ 
kR3 

− νk
(
k 

2 
+ 

υ 
R

)]2 

+ 
8ν2 

R2

[
k2 − 

2I1(kR) 
I0(kR) 

kR  + υ 
R2

]
, 

υ = 
τ 1(R) 
τ 2(R) 

. 

The dispersion relation makes it possible to plot the dependence of the displace-
ment of the vessel walls on the wave number. Since As ∂η 

∂t ≈ vy 

||
y=R, then vertical 

displacement of the vessel:
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η(x, t) = 
kνT1(k − l) 

lμσ 2 
ei (kx+σ t) . 

Having a complete analytical description of the considered model of blood flow, 
it is possible to calculate the amplitudes of the stress components T1 and T2 on 
the walls of the vessel, taking into account the possibility of measuring pressure 
and pulse, namely, the required values will satisfy the system of algebraic equations 
resulting from the analytical representation of the pressure field and the dispersion 
relation, the solution of which has the form 

T1 
p̃ 

= 1, 
T2 
p̃ 

= 
1 

q 

/
4 + 

q2 

1 − q 
− 2, q = σ 

i νk2 
, (3) 

where p̃—pressure amplitude measured on the vessel wall. 
It is also possible to estimate the magnitude of the displacement of the walls of 

the vessel, which, under small perturbations, is associated with the radial component 
of the velocity by the following formula: 

η(z, t) = 
t∫

0 

vr |r=Rdt  = − ikυ0 

σ 
eikz+σ t . 

Thus, a complete analytical description of the considered model of blood flow 
makes it possible to express the stress amplitudes in terms of pressure, oscillation 
frequency, and wave number: 

τ 1(R) 
p̃ 

= 
2x2 

y2 − x2 
I1(x) 
I0(x) 

− 
x(x2 − y2) 
y(y2 − x2) 

I1(x) 
I0(x) 

τrr  

||||, 
τ 2(R) 

p̃ 
= 2x2 

y2 − x2

[
I1(x) 
y I0(x) 

− 
I1(x) 
x I0(x)

]
+ 1, (4) 

where x = kR, y = κ R, p̃—pressure amplitude measured on the vessel wall. 

3 Results 

The analysis carried out makes it possible to compile graphical interpretations of the 
obtained field of hydrodynamic quantities characterizing the dynamic process in a 
blood vessel, which are shown in Fig. 1—for plane-parallel motion, in Fig. 2—for 
axisymmetric movement.

An analysis of the graphical dependences of velocities in the case of flat geometry 
allows us to state that the considered flow forms a velocity profile similar to the 
parabolic one characteristic of the Poiseuille flow. Thus, a conclusion can be drawn
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Fig. 1 Graphs of dependences of hydrodynamic quantities in plane geometry 

Fig. 2 Graphs of dependences of hydrodynamic quantities in cylindrical geometry

about the laminar flow of blood through the vessels [8, 10]. The graphic dependence 
of pressure shows that when approaching the walls of the vessel, the pressure of the 
liquid increases and reaches its maximum value at the wall itself. The plot of the 
dependence of the vessel wall displacement on the wave number allows us to state 
that with an increase in the wave number, the value of the vessel wall displacement 
decreases. 

In the case of axisymmetric motion, it can be observed that the resulting velocity 
distributions form a somewhat different profile compared to plane-parallel motion. 
Despite this, the obtained profile, as well as for flat geometry, has some similarity with 
the Poiseuille flow, and, therefore, one can speak of a laminar blood flow through 
the vessels. From the graph of the pressure dependence, we can conclude: when 
moving away from the center of the vessel, the pressure of the liquid increases 
and reaches its maximum at the walls of the vessel. The resulting dispersion curve 
changes approximately according to a parabolic law. The graphical interpretation of
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(a)           (b)           (c)           (d)           

Fig. 3 Graphs of dependences of the ratio of stress amplitudes to pressure amplitude 

the displacement of the vessel wall shows that as the wave number increases, the 
value of the displacement decreases. 

The obtained dependences of the stress amplitudes on the hydrodynamic parame-
ters (3), (4) make it possible to construct graphical interpretations, which are shown 
in Fig. 3a, b—for flat geometry, in Fig. 3c, d—for cylindrical geometry, from the 
analysis of which it follows that the stress increases in proportion to the pressure 
inside the vessel. 

In the case of flat geometry, an increase in the amplitude of the tangential stress 
component p with an increase in the value is characteristic, while the amplitude of 
the normal stress component does not depend on this value at all. In the case of 
cylindrical geometry, an increase in the amplitude of the tangential stress component 
with an increase in the ratio of magnitude x to magnitude y is characteristic, while 
the amplitude of the normal stress component decreases. 

4 Conclusions 

Modeling of hydrodynamic processes in a blood vessel was carried out. In partic-
ular, models of motion in plane and cylindrical geometries are considered, taking 
into account the presence of wall deformation effects. For each vessel geometry, 
a boundary value problem for partial differential equations is presented, functional 
dependences for the hydrodynamic parameters of blood are analytically found, and 
a dispersion relation is constructed as a function of the oscillation frequency on the 
wave number. Functional dependencies are constructed for the amplitudes of the 
voltage acting on the surface of the vessel on the pressure amplitude, wave number, 
and oscillation frequency, which make it possible to formulate a method for assessing 
blood dynamics from the measured values of pulse and pressure. 

In the future, it is planned to carry out mathematical modeling using elements of 
the theory of elasticity and dynamics of electrically conductive media [9] in order to 
take into account the presence of conductive properties of the hemodynamic medium, 
the thickness and inhomogeneity of the vessel walls, as well as a comparative analysis 
of the results obtained with experimental data.
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The Influence of Technical Objects 
on the Dynamics and Structure 
of the Environment 

A. V. Kistovich 

Abstract The problem of the dynamics of the restoration of the stratifying distribu-
tion of the sea density after the removal of a disturbance source from a certain spatial 
region is investigated. Similarities and differences in density distributions and its 
gradients in cases of salt and temperature stratifications are shown. 

Keywords Stratification · Density gap · Kinetic coefficients · Salinity ·
Temperature 

1 Introduction 

Any technical object moving on the surface or in the thickness of an aqueous medium 
perturbs its initial dynamic state. Since the object itself is impervious to all physical 
fields of the medium, with the exception of temperature and, in part, sound waves, it 
introduces distortions into the fields of velocity, pressure, impurity concentration and 
density. Naturally, it also changes the temperature field and the picture of all wave 
processes in the surrounding space. The presence of different types of boundary 
layers (viscous, concentration, temperature) on its borders, as well as the disruption 
of these layers with subsequent entrainment in the satellite trail, introduces additional 
disturbances, possibly not characteristic of a free medium. 

In addition to the actual physical fields, distortions of their production parameters 
(temperature gradients, pressure, density, vorticity, etc.) occur. As a result, additional 
flows (convective, advective and diffusive) of the main physical characteristics of 
the medium arise, which, in turn, leads to a change in its structure. The combination 
of altered physical fields and disturbances in the structure of the medium leads 
to a change in the dynamics of seawater. Changing the dynamics of the marine 
environment requires changing the models underlying the measurement formulas for 
metrological support of measuring equipment and the measurement process itself.
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Since the technical object does not occupy a stationary position in space, over time 
it leaves the area of possible measurements and part of the disturbances introduced 
by it into the medium attenuates, which leads to a gradual return of the medium to 
its initial state. Since the time between the departure of the object and the moment 
of measurement can be very significant, the most interesting are long-lived technical 
concerns. 

In general, the attenuation of disturbances occurs due to convective mixing of the 
elements of the medium and dissipative effects associated with viscous attenuation 
(for velocity and vorticity fields) and diffusion expansion (for temperature and impu-
rity fields). At the same time, the values of kinetic coefficients substituted into the 
liquid medium model can be estimated in laminar and turbulent limits. 

Since the solution of the problem of dissipation and scattering of disturbances in 
the medium after the passage of a technical object in it is practically unattainable in 
an exact formulation, it makes sense to consider approximate models of the dynamics 
of disturbances. 

2 Problem Statement 

A model problem on the dynamics of the distribution of a stratifying additive in an 
incompressible fluid with the sudden occurrence of a local density disturbance is 
considered. The initial undisturbed liquid is considered stratified according to the 
linear law 

ρ0(z) = ρ0(1 − z/△) (1) 

where △ is the scale of stratification, z is the vertical axis. 
Perturbations in the model are given as follows: at the initial moment of time t = 0 

of the liquid in an infinite horizontal layer − H ≤ z ≤ H is suddenly mixed to 
a homogeneous state (due to the passage of a technical object), characterized by an 
average density 

ρ = 
1 

2H 

H∫

− H 

ρ0(z) dz  = ρ0 

Density discontinuities are formed at the boundaries z = ±  H of the mixed layer, 
as can be seen from the graph of the new initial stratifying distribution ρin(z), shown  
in Fig. 1.

The presence of discontinuities at z = ±  H disrupts the equilibrium in the 
medium and leads to the appearance of diffusion flows seeking to compensate for 
the initial disturbance. Since the mixed layer is unlimited in the horizontal direction, 
the problem is considered in a one-dimensional formulation. In addition, from the
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Fig. 1 The form of the 
initial stratifying distribution 
ρin(z)

incompressibility condition of the fluid ∇ ·  u = ∂uz/∂z = 0 and the boundary condi-
tions uz|z=±∞ = 0, it follows that the velocity field is equal to zero in all space at 
all times. 

In the formulated formulation, the dynamics of the total density of the medium 
ρ(z, t) is described by the diffusion equation 

∂ ρ  
∂ t 

− κ 
∂2ρ 
∂ z2 

= 0, ρ  = ρin(z) + ρ̃(z, t) (2) 

where ρ̃ is the perturbation to the new initial ρin(z) distribution, given, as follows 
from the statement of the problem, by the relation 

ρin(z) = ρ0

[
1 − 

z 

△ 
(ϑ(−z − H ) + ϑ(z − H ))

]
(3) 

where ϑ(x) is the Heaviside function. 
Taking into account the limitation of the total diffusion mass transfer in the 

entire space, the equality of the ρ̃ perturbation to zero at the initial moment of time 
and the substitution of (3) in (2) make it possible to formulate the problem under 
consideration in the form of an initial problem for the ρ̃ function 

∂ ρ̃ 
∂ t 

− κ 
∂2 ρ̃ 
∂ z2 

= −κ ρ0 

△

[
δ(z − H ) − δ(z + H ) + H δ'(z − H ) + H δ'(z + H )

]

ρ̃(z, 0) = 0, 
+ ∞∫

− ∞  

| ρ̃(z, t) | dz  < ∞, t ≥ 0, −∞ < z < +∞ (4) 

where δ is Dirac delta-function, the stroke means differentiation by z. 
The right part of Eq. (4) is generated by density discontinuities of the new initial 

stratification distribution ρin(z), which play the role of sources of density perturba-
tions. The solution for the density perturbation ρ̃ is written as a convolution of the 
Green function of problem (4) with the source term of the diffusion equation
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ρ̃(z, t) = −  
ρ0

√
κ 

2△
√

π 

t∫

0 

+ ∞∫

− ∞  

K (ζ ) exp
(

− 
(z − ζ )2 

4κ(t − τ)

)
dζ dτ √
t − τ 

K (ζ ) = δ(ζ − H ) − δ(ζ + H ) + H δ'(ζ − H ) + H δ'(ζ + H ) (5) 

Integration (5) allows you to present the desired solution in the form of 

ρ̃(z, t) = −  
ρ0 

△

[/
κ t 
π 

(A− − A+) − 
z 

2 
(B− − B+)

]

A± = exp
(

− 
(z ± H )2 

4κ t

)
, B± = sign(z ± H )erfc

( |z ± H | 
2
√

κ t

)
(6) 

where sign(z) = (−1, z < 0) or (0, z = 0) or (1, z > 0). 
At the initial moment of time, the perturbation (6) is zero, and at t → ∞, the total 

density ρ = ρin(z)+ ρ̃(z, t) tends to the old initial distribution of stratification ρ0(z), 
given by the ratio (1). Thus, diffusion processes gradually restore the undisturbed 
density distribution. But from the point of view of the issue of registration of moving 
underwater objects, it is important how quickly it is possible to restore the undisturbed 
distribution so that the sensitivity of the electrical conductivity sensors does not allow 
us to draw a conclusion about the passage of an object. 

3 Temporal Dynamics of Sea Density Distribution 

Below, a series of graphs 1 shows the temporal dynamics of the distribution of sea 
density after leaving the measurement zone of a technical object with a diameter of 
D = 20 m. Calculations were carried out according to the formula (6) in the range of 
depressions z = ±  20 m relative to the center of the object. The value of its turbulent 
limit was chosen as the diffusion coefficient of the salt 

κ ≈ 1.35 × 10−6 m2 /s (7)  

For the most visual representation of the dynamics of the density distribution in 
the wake of the object, time counts were taken at moments t1 = 105 c ∼ 1 day, 
t2 = 5 × 105 c ∼ 6 days and t3 = 106 c ∼ 12 days. Averaged over the width of the 
perturbation zone, the relative deviation of the perturbed density distribution from 
the undisturbed one is ~ 0.5% for the above data. At first glance, such a density 
deviation cannot stand out steadily against the background of random disturbances 
of the initial distribution caused by uncontrolled sources, which have values of the 
same orders of magnitude. The picture, however, changes significantly if we study 
the behavior of the vertical gradient of the distributions shown in Fig. 2.
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Fig. 2 Density distribution 
after a day (dash), 6 days 
(dots), 12 days (dots-dashes). 
A solid line is an undisturbed 
distribution 

Figure 3 shows the derivatives of the presented distributions along the vertical 
coordinate z. All calculations were performed for the same parameter values as 
above. 

The analysis of the results presented in Fig. 3 shows that the difference in density 
gradients in the perturbation zone, even after a long period of time, is so significant 
(for the presented results—from 3 to 8 times!), which makes it possible to consistently 
detect the presence of perturbation in the studied area of space when measuring the

Fig. 3 Density gradient 
distribution 
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gradients of physical fields of fine structure. Since random density gradients, after 
averaging over an ensemble of measurements, will give a value of about several 
percent of the gradient of the initial undisturbed stratifying distribution, the density 
gradient resulting from the disturbance of a passing object will stand out steadily 
against their weak background. 

Despite the fact that the presented model of the dynamics of disturbances of the 
raft is rather rough, it clearly indicates the need to measure the parameters of the fine 
structure of the marine environment. 

4 Temporal Dynamics of Sea Temperature Distribution 

In the same formulation as the problem of the dynamics of the density distribution, 
the problem of the dynamics of the perturbation of the temperature distribution of 
seawater is considered. The relations describing the solution of this problem are the 
same as in the previous case, only the coefficient of turbulent temperature transfer is 
taken as the kinetic coefficient, the value of which is estimated by 

χ ≈ 1.35 × 10−4 m2 /s (8)  

The geometric parameters of the problem do not change, and time counts are 
taken for two moments t1 = 105 c ∼ 1 day, t2 = 5× 105 c ∼ 6 days. The reason for 
such a reduction in the number of compared moments of time is clear from Fig. 4, 
where temperature distributions are presented. 

It can be seen that temperature perturbations are leveled much faster than density 
perturbations. This is due to the fact that the corresponding kinetic coefficient of

Fig. 4 Density distribution 
after a day (dash) and 6 days 
(dots). A solid line is an 
undisturbed distribution 
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Fig. 5 Temperature gradient 
distribution 

turbulent temperature transfer is two orders of magnitude greater than the salt coef-
ficient. After a day, the relative deviation of the temperature distribution averaged 
over the disturbance zone to the initial stratifying one is no more than 2%, which 
cannot be stably recorded against the background of random temperature fields of 
seawater. 

At the same time, just as for the case of density distribution, the field of temperature 
gradients is more informative, as can be seen from Fig. 5, which shows the dynamics 
of the value d T  (z, t)/d z/T0, where T0 is the average temperature of the area mixed 
by the passage of the object. 

It follows from the presented results that after a day the relative deviation of the 
temperature gradient of the disturbed state from the undisturbed one does not exceed 
30%, and after 6 days there is no trace of the introduced temperature distortions. 

Nevertheless, the measurement of temperature gradients during the day after the 
disappearance of the cause of disturbances can reveal the fact of disturbances, of 
course, with appropriate processing of measuring information, since the noise effect 
of random temperature gradients in this case is more significant than in the case of 
salinity gradients. 

In the case of daily measurements, the integrated use of temperature and salinity 
sensors allows, with the correlation processing of data obtained as a result of measure-
ments of fine-structure physical fields, to make more accurate data on the dynamics 
of the marine environment and to build adequate models of the measuring process. 
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A Novel Physical Model to Enhance 
Precision and Performance 
of Multidimensional Force Sensors 

Maxim Glebovich Ponomarev 

Abstract Multidimensional force (load) sensors (transducers) are widely used in 
modern robotics (including tactile feedback for artificial arm, artificial leg, pros-
thesis), medical cell tensile experiments, cell mechanical research (Zhou et al. in J 
Healthc Eng 2017:1587670, 2017 [1]; He et al. in J Healthc Eng 2018:8504273, 2018 
[2]), engineering systems to measure three-dimensional forces (feedback strains). For 
research of multidimensional strain force feedback due to fluid flow pressure devel-
oped new physical model. During validation via application of this novel method to 
the SWMTF (South Western Mooring Tests Facility) 10 times precision increase was 
obtained for the multidimensional force readings. The method is effective for wide 
range of measuring equipment based on vector sensors including electronic (strain 
gauge), piezoelectric, fiber optic load sensors, hydraulic, mechanical (in proving 
rings) load cells. In particular, the developed method is very effective for accelerated 
(fast) data processing of loading measurements to achieve real-time sensor-guided 
robot motions (including those for industrial robot arm, real-time actuators). 

Keywords Multidimensional mechanical response to fluid flows · Multi-axis load 
sensors · Multiaxial fatigue · Force · Sensors · Strain condition monitoring ·
Transducers · Tri-axis load cell sensors · Vector load sensors · Calibration ·
Precision · Reliability · Smart sensors · Enhance precision · Overcoming sensor 
degradation 

1 Introduction 

This paper deals with yet another example from extensive number of innovative 
physical models with applications to real world problems outlined in [3–43]. 

The statistical approach for dealing with measured data has become increasingly 
popular from the second half of previous century when electronic computers have

M. G. Ponomarev (B) 
Cambridge Research and Consultancy, Cambridge, UK 
e-mail: maxim.pv@gmail.com 

Adyghe State University, Maykop, Russia 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
V. I. Karev (ed.), Physical and Mathematical Modeling of Earth and Environment 
Processes—2022, Springer Proceedings in Earth and Environmental Sciences, 
https://doi.org/10.1007/978-3-031-25962-3_35 

347

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25962-3_35&domain=pdf
mailto:maxim.pv@gmail.com
https://doi.org/10.1007/978-3-031-25962-3_35


348 M. G. Ponomarev

been developed up to the sufficient level to cope with significant data in reasonable 
time. It has made a contribution to development of concepts for systems of smart 
sensors [44]. One of the important advantages of the systems that in case of production 
defects or functional faults happen during or after installation of an instrument there 
is an option to minimise effect of errors on the data processing stage and avoid costly 
mechanical reparations. 

Despite numerous publications (such as [45–47]) devoted to design and calibration 
of multi-dimensional load sensors, none was found that addresses the problem of 
precision when load cell calibration data produces nondeterministic results which 
could be due to complex manufacturing processes. Furthermore, no publication was 
found that deals with the problem of outliers for the vector load sensors. Assuming 
perfect manufacturing any load cell has its specific measurement range, for the multi 
axis load cells discussed here this was between 2500 and 50,000 N. It was expected 
that the load cells have a deterministic behaviour within this range whilst below or 
above this range random behaviour was expected [48–50]. However, outliers have 
been identified within the measurement range that need to be dealt with in a new 
manner. 

2 Methods to Detect Outliers 

There is no universal rule on how to detect and correct outliers (gross errors). Even 
if someone find a data point at the large distance (more than 4 standard deviations 
from the expected value) it is not necessary an outlier. The large deviation could be 
just because of the inappropriate sampling frequency when signal is converted into 
discrete digital form. In some cases to help understanding it is proposed that there 
are different processes generating data: one is a core process which gives acceptable 
data and additional contamination processes generating outliers. Sometimes, it is 
possible to exclude contamination processes by applying filters, however there is no 
guarantee that available filtrations would not damage the core signal or all outliers 
removed completely. New approach to deal with outliers has been described here in 
general. And this new approach has been tested and validated via application to the 
calibration data sets for multiaxial load cells. 

The data sets contain three-dimensional voltage →V = (Vx ; Vy; Vz) measurements 
corresponding to calibration loads F = (Fx ; Fy; Fz), which provides a calibration 
map over a semi-sphere. In total 5720 data points where taken for the first multi axis 
load cell (LC1), 5780 for the second one (LC2) and 5760 for the third one (LC3) 
over the calibration load range and angle settings. At every load point 50 V readings 
were taken over five seconds at a constant force. To reduce transient effects the first 
and last five of the 50 readings were ignored, and the remaining 40 readings were 
used to establish an arithmetic average point for each individual calibration point. 
The Cartesian coordinate system was introduced to present the arithmetic average 
points over the calibration load range (1–50 kN) and angle settings discussed above. 
The resulting voltage readings (V) are presented on the x-, y- and z-axis of Cartesian
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coordinate system, applying a negative and positive bending range for the x- and 
y-axis, whilst the z-axis was only calibrated for a positive tension range. 

Next stage of the calibration analysis is to determine the resulting vector from 
the individual x-, y- and z-component and plot relationship between the full abso-

lute voltage V = 
/
V 2 x + V 2 y + V 2 z and calibration load F =

/
F2 
x + F2 

y + F2 
z . Load 

instruments are typically designed within the elasticity limit of the material to produce 
a linear response, therefore it is expected to apply the linear relation: 

V = kF  + V0, (1) 

where V is the absolute voltage, V 0 an initial zero offset, k the linear calibration slope 
and F the calibration load. Figure 1 shows the results of the absolute voltage readings 
over the absolute calibration loads for LC1, LC2 and LC3. A preliminary screening 
detected absolute voltage readings outside the linear relation (Eq. 1) for LC1 and 
LC2, whilst the calibration data points of LC3 are close enough to this relation. 
Figure 1 shows a physical test for the quality assessment of the three-dimensional 
sensor system. A spline interpolation line is shown on the scatter plots of full absolute 
voltages as functions of absolute forces. The full absolute forces were predefined as 
a discrete set of 20 loads ranging from 1 to 50 kN (that corresponds to horizontal 
axes). Vertical axes show absolute voltages measured in volts as a reaction to these 
loads.

No conclusion can be made from Fig. 1 to the extent of data points that are outside 
the interpolation lines for LC1 and LC2. In order to achieve a reliable calibration 
curve to obtain force measurements form the voltage readings, these outliers or gross 
errors need to be quantified and consequently removed or corrected. 

The analysis of full force has been proven to be a suitable tool if data points 
follow the linear relation and if outliers are present, however a more detailed analysis 
is required to establish location of these outliers in relation to the individual x-, y-
and z-axis and load range. As a result an additional statistical analysis of confidence 
intervals is required for each axis considering the full calibration load range. 

To investigate the outliers further, confidence intervals CIv were plotted for the 
corresponding voltage outputs. The 95% level of confidence, CIv, has been chosen 
here due to well known accepted requirements for the precision of load cells used in 
engineering practice, including offshore engineering as described by [51]. Figure 2 
shows scatter plots for the 95% confidence intervals ratio in relation to the absolute 

voltage V =
/
V 2 x + V 2 y + V 2 z .

Most meters on the market can process ratiometric measurements. They can 
measure the input in mV and divide that measurement by the actual voltage being 
supplied. For instance, we could have an mV measurement of 40.1235 mV and an 
excitation measurement of 9.9998 V. When displaying in mV/V, one would have 
4.01243 mV/V. 

The x-axis in Fig. 2 represents the absolute voltage readings V and the y-axis the 
95% confidence interval ratio CIv/V. The expression of the 95% confidence interval 
ratio is providing evidence of good calibration readings if CIv/V ∼= 0.01. The analysis
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Fig. 1 Physical test for the quality assessment of the multidimensional sensor system. Even with 
multiple transducers measuring three different force components, there should be a relation between 
the full force and corresponding voltage measurements which expected to be as close to the shifted 
linear (Eq. 1) as possible. It shows that while majority of data appeared in the sufficient vicinity 
of the visually straight lines corresponding to Eq. (1), for the first (LC1) and second (LC2) load 
cells there are data points with large deviations from the lines and these outliers happen not only 
for small forces but distributed through the whole load range. Remarkably that the third load cell 
(LC3) has not shown any large deviated measurements

of LC3 applying the 95% confidence interval methodology resulted in values of 
CIv/V ∼= 0.01 over most of the calibration load range. Variations from CIv/V ∼= 0.01 
can only be observed for the lower calibration range, for voltage readings less than 
0.05 (V). That could most likely be contributed to the fact that the sensitivity range 
of the load cell has been exceeded. However, further analysis would be required to 
state this for certain, addressed in the latter. Additional branches for CIv/V much 
larger than expected 0.01 can be observed in voltage readings larger than 0.2 V for 
LC1 and LC2, that could damage validity of these load cells’ measurements even
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Fig. 2 Test for 95% confidence interval for full absolute voltages data

inside their normal load range. Therefore, these branches of outliers can be observed 
over a wide calibration range for LC1 and LC2. The outlier branch of LC1 and LC2 
have values up to three times of CIv/V ∼= 0.01, which corresponds to decreasing 
relative precision (~ 1/(CIv/V)), visible between full voltage measurements from 0.2 
to 0.6 V. Precision means how close multiple measurements are to each other. Precise 
measurements are both repeatable and reproducible. Relative precision is precision 
on relative terms, so that it is independent of scale and translation. 

The branch of outliers for LC2 is considerably thinner than for LC1, this visual 
conclusion has to be supported by precise counting of the 95% confidence intervals 
and a separated analysis of the Vx, Vy and Vz component voltage readings. 

In Fig. 3 the absolute 95% confidence interval ratio CIv/V has been separated into 
its x- y- and z load cell components, namely its component 95% confidence interval 
ratio’s CIvx/Vx, CIvy/Vy and CIvz/Vz. The results of these ratios are plotted vs the
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correspondent component voltage readings (Vx , Vy, Vz) for each load cell (LC1, LC2, 
LC3). Again, similar to the absolute 95% confidence interval ratio CIv/V analysis, a 
relative confidence can be assumed if CIvx/Vx = CIvy/Vy = CIvz/Vz 

∼= 0.01. 
Analysing the graphs for the individual CIvx/Vx, CIvy/Vy and CIvz/Vz ratio’s 

it can be observed that all show the larger than 0.01 confidence interval values at 
component voltage readings below 0.05 V. Again, this can be a result of exceeding 
the sensitivity range of the load cells, and it can be argued from the graphs that this

Fig. 3 Component by component (Vx, Vy, Vz) 95% confidence intervals plotted for the three load 
cells LC1, LC2, LC3. Distinctive (with visible boundary) branches in scatter plots for axial Vz 
components of data taken from the first (LC1) and the second (LC2) load cells, which correspond to 
outliers produced by some kind of contamination processes. Namely these contamination processes 
created about 11.5% of incorrect Vz data outputs for the first load cell (LC1) and about 2.4% of 
incorrect Vz data for the second one (LC2). Remarkably, that cross-sectional (Vx, Vy) components 
of these multiaxial load transducers (LC1, LC2) and full calibration data set (Vx, Vy, Vz) for  the  
third load transducer (LC3) have not shown any distinctive outliers 
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is a case for all three axis-components. Furthermore, from the graphs in Fig. 3 it can 
be identified that a distinctive branch of outliers between voltage readings of 0.2 and 
0.6 V, as observed in the graphs for LC1 and LC2 in Fig. 2, appears in the graphs 
for the Vz component voltage readings only. As a result it can be argued that for all 
three load cells (LC1, LC2, LC3) the confidence interval is acceptable for the x- and 
y-axis, whilst outliers would be removed or corrected for LC1 and LC2 in the z-axis. 

Physically the appearance of the outliers purely in the z-axis is the result of 
difference in strain sensitivity, since the measurement in the z-axis uses a relative 
small axial deformation, whilst for the x- and y-axis bending deformation has been 
used. 

On this stage not only the branches of the outliers are distinguishable in Fig. 3, 
but also there is a clear boundary that allows counting the outliers. This makes it 
possible to confirm the quantity of outliers, attempted earlier on visual prediction 
based on Fig. 4 by precise counting of them.

Table 1 summarises the overall proportions of outliers and acceptable voltage 
readings, and provides the percentage of outliers for the individual load cells. The 
percentage of outliers, applying the 95% confidence interval, has been calculated to 
be 11.5% for LC1, 2.4% for LC2 and 0% for LC3.

It is very important to highlight that the latter described deterministic approach 
to identify outliers can also be applied to establish the precise location of these. In 
Fig. 3 the distinctive branches are confined between 0.015 < CIvz/Vz < 0.04 (vertical 
axis) and 0.12 V < Vz < 0.41 V (horizontal axis) for LC1, and between 0.02 < 
CIvz/Vz < 0.037 (vertical axis) and 0.2 V < Vz < 0.37 V (horizontal axis) for LC2. 
This deterministic approach allows to trace outliers back into a dataset from which a 
correction model (replacement model) can be derived. This model has been outlined 
later in this publication. 

Figure 4 presents location of traced outliers in relation to the calibration load 
→F = (Fx ; Fy; Fz) for LC1, LC2 and LC3. These graphs represent the occurrence 
of outliers related to Fx, Fy and Fz loads when outliers happen in the z-axis. By 
applying this representation the established 140 outliers for LC2 are scattered around 
− 0.016 V < Vx < 0.022 V (Fx ~ 0.00 kN),  − 0.273 V < Vy < 0.507 V (− 19.13 kN < 
Fy < 35.36 kN) and 0.210 V < Vz < 0.357 V (0.71 kN < Fz < 50.00 kN), and for the 
established 660 outliers for LC1 are scattered around − 0.324 V < Vx < 0.265 V (− 
19.13 kN < Fx < 19.13 kN), − 0.776 V < Vy < 0.715 V (− 50.00 kN < Fy < 50.00 kN) 
and 0.098 V < Vz < 0.402 V (0.00 kN < Fz < 50.00 kN). The scatter plots show that 
the clouds of outliers becoming rarefied with increasing loads, which corresponds to 
decrease of the absolute number of outliers with increasing axial forces in calibration 
range (up to 50kN). However, this decrease does not mean decreasing probability of 
outliers for higher loads but it is due to less experimental calibration points obtained 
for higher axial loads. 

Estimated probability of outliers is about 11.5% for LC1, 2.4% for LC2 and close 
to 0% for LC3, it remains almost the same inside the calibration load range (1– 
50 kN). A measure of the outliers influence on the precision of the measurements 
will be evaluated in the following.
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Fig. 4 Outliers happen in the vector load transducers (LC1, LC2) in Vz component not only for 
small loads but for the loads up to the upper calibration limit (50 kN). The third vector load transducer 
(LC3) has not shown any distinctive outliers

Table 1 Overall proportion 
of outliers 

LC1 LC2 LC3 

Total calibration data points 5720 5780 5760 

Acceptable voltage readings 5060 5640 5760 

Outliers 660 140 0 

Percentage of outliers (%) 11.5 2.4 0

3 Calibration Equation via Tensor Regression 

The tensor regression task is to recover a function g from a collection of input–output 
data pairs {(Vn, Fn)}N n=1 generated in experiment
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V = g(F) + V0 (2) 

where the input F and the output V, shift  V0 are tensors of any order. 
Present multicomponent load cell designs do not contain an absolute internal 

reference for measuring forces but they can achieve a certain accuracy only through 
calibration relative to some known reference. To give reasonable results, a multi-
component force sensor should be accompanied by its specific calibration equation 
which relates the load cell output response to the applied force. A load cell’s response 
is usually expressed in terms of the load force by a polynomial equation: 

Vi = 
∑ 

j=x,y,z 

si j  Fj + Vi0 (3) 

where sensitivity coefficients sij in Eq. (3) are calculated from the least square fit to 
the data set including force radial components Fx, Fy and axial one Fz, response of 
transducer system output voltages Vx, Vy (in corresponding radial directions) and 
axial Vz. There is a shift Vi0 = (Vx0, Vy0, Vz0) that could be different for each load 
cell as well. The sensitivity coefficients sij constitute a sensitivity tensor sij (i = 1, 2, 
3; j = 1, 2, 3). 

For load cells containing contamination processes (LC1, LC2), the polynomial 
Eq. (3) has been fitted to two different sets of data: firstly to corrected data (with 
removed outliers) and secondly to full set of data. This made it possible to see an 
influence of outliers on particular components of the calibration Eq. (3). 

Below the sensitivity tensors sij (i = 1, 2, 3; j = 1, 2, 3) are outlined for 3 load 
cells as sijLC1 (i = 1, 2, 3; j = 1, 2, 3), sijLC2 (i = 1, 2, 3; j = 1, 2, 3), sijLC3 (i = 1, 2, 3; 
j = 1, 2, 3) the indexes relate the tensors to one of the load cells LC1, LC2, LC3 and 
an additional FSD (Full Set of Data) index corresponds to the full data set fittings. 

The first load cell (LC1) revealed the largest amount of outliers (that is about 10% 
of the calibration data set), its improved response matrix 

si j  LC1 = 

⎡ 

⎣ 
14.9374 0.0154 0.1915 
−0.4328 15.1311 0.0657 
0.4160 0.1385 14.7828 

⎤ 

⎦ (4) 

→V0LC 1 = (−31.0530;−20.2394;−3.0337) mV/V 

with mean absolute deviation (3.9; 4.1; 3.0) mV/V, standard deviation (5.2; 6.1; 3.8) 
mV/V. 

In contrast its sensitivity matrix for the full set of calibration data (added index 
‘FSD’ means Full Set of Data) 

si j  LC1FS  D  = 

⎡ 

⎣ 
14.9416 0.0292 0.1908 
−0.4369 15.0632 0.0580 
0.5156 0.6619 13.1017 

⎤ 

⎦ (5)
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→V0LC 1FS  D  = (−30.3739;−20.3383; 26.7828) mV/V 

with mean absolute deviation (4.2; 4.2; 34.7) mV/V, standard deviation (5.4; 6.2; 
62.2) mV/V. 

After comparison of obtained parameters for improved data set (with excluded 
outliers) Eq. (4) with corresponding ones for the full data set (FSD) Eq. (5), one 
could note that indeed the differences for all data related to the axial component (Vz) 
appears to be relatively large while all corresponding differences for data from the 
perpendicular components Vx, Vy are within reasonable limits. To be more specific, 
firstly, z-component of voltage offset V0z changes from about − 3.0 to 26.8 mV/V, it is 
about 29.8 mV/V of difference while the corresponding differences for both V0x and 
V0y are less than 1 mV/V. Secondly, the z-main diagonal component is changed from 
14.78 to 13.10 mV/V which gives difference about 1.68 mV/V that is much larger 
than x and y main diagonal components changing by less than 0.1 mV/V. Therefore, 
it is not surprising that there are comparably high changes in z components of fitting 
parameters for improved data set relative to corresponding ones for the full data set 
(FSD), in particular one could note that indeed there are very large differences in 
the Mean Absolute Deviations and in the Standard Deviations for all data related 
to the axial component (Vz) with comparably minor changes for the perpendicular 
components Vx, Vy. 

The second load cell (LC2) revealed just about 2.4% of outliers in its calibration 
data, its improved sensitivity matrix: 

si j  LC2 = 

⎡ 

⎣ 
14.4984 −0.3992 0.0795 
0.3342 14.5594 0.1476 
−0.1332 −0.3243 14.5784 

⎤ 

⎦ (6) 

→V0LC 2 = (0.2445;−6.1245;−6.9407) mV/V 

with mean absolute deviation (5.4; 5.2; 2.8) mV/V, standard deviation (7.3; 7.3; 3.6) 
mV/V. 

In contrast its sensitivity matrix for the full set of calibration data (Full Set of 
Data with added index ‘FSD’) 

si j  LC2FS  D  = 

⎡ 

⎣ 
14.4984 −0.4027 0.0815 
0.3342 14.5556 0.1445 
−0.1332 −0.3098 14.1970 

⎤ 

⎦ (7) 

→V0LC 2FS  D  = (0.3253;−6.0432;−1.6311) mV/V 

with mean absolute deviation (5.4; 5.2; 8.4) mV/V, standard deviation (7.3; 7.2; 29.2) 
mV/V.
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Again, it should be noted that there are large differences for all data related to the 
axial component (Vz) while there is much less of a change in the corresponding data 
for the perpendicular components Vx, Vy. 

Finally, the third load cell (LC3) has not revealed any outliers and its calibration 
data gives the following sensitivity matrix: 

si j  LC3 = 

⎡ 

⎣ 
13.9315 −0.1886 0.1766 
−0.0248 14.2542 −0.0154 
−0.0224 0.1665 14.7517 

⎤ 

⎦ (8) 

→V0LC 3 = (0.2963; 1.2889; 8.3813) mV/V 

with quality of fit defined by mean absolute deviation (4.6; 5.1; 3.2) mV/V, standard 
deviation (6; 7.2; 4.1) mV/V. 

The larger numbers on main diagonals of calculated sensitivity matrixes define 
the larger contribution to any particular component of voltage response (Vx, Vy, Vz) 
from the corresponding force components (Fx, Fy, Fz), off-main diagonal numbers 
are due to coupling between voltage readings for different axes. 

4 Calculation of Multicomponent Force 

Next step is to derive equations for the load cells to calculate unknown forces. In the 
frame of the multivariate model the force tensor could be calculated as inverse of the 
corresponding sensitivity tensor. Therefore, it is widely accepted that the unknown 
force components (Fx, Fy, Fz) could be calculated from the measured voltages (Vx, 
Vy, Vz) via the following polynomial equation: 

Fi = 
∑ 

j=x,y,z 

ri j  V j + Fi0 (9) 

where i, j are independent indexes taking values from the {x, y, z} set. 
The force coefficients rij constitute a response tensor rij (i = 1, 2, 3; j = 1, 2, 3), 

outlined for 3 load cells as rijLC1 (i = 1, 2, 3; j = 1, 2, 3), rijLC2 (i = 1, 2, 3; j = 1, 2, 3), 
rijLC3 (i = 1, 2, 3; j = 1, 2, 3), which could be calculated by inversing corresponding 
sensitivity tensors for these 3 load cells as sijLC1 (i = 1, 2, 3; j = 1, 2, 3), sijLC2 (i = 
1, 2, 3; j = 1, 2, 3), sijLC3 (i = 1, 2, 3; j = 1, 2, 3): 

ri j  LC1 = 

⎡ 

⎣ 
66.9263 −0.0420 −0.8591 
1.9330 66.0111 −0.3124 
−1.8956 −0.6110 67.6408 

⎤ 

⎦ (10) 

→F0LC 1 = (2.0735; 1.3939; 0.1399) kN
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ri j  LC1FS  D  = 

⎡ 

⎣ 
66.9078 −0.0709 −0.9521 
1.9630 66.3210 −0.2373 
−2.3234 −2.7826 65.7032 

⎤ 

⎦ (11) 

→F0LC 1FS  D  = (2.0528; 1.4011;−0.1735) kN 

ri j  LC2 = 

⎡ 

⎣ 
68.8288 1.9223 −0.3951 
−1.5469 68.5143 −0.6759 
0.5936 1.5517 68.5467 

⎤ 

⎦ (12) 

→F0LC 2 = (−0.0077; 0.4135; 0.4903) kN 

ri j  LC2FS  D  = 

⎡ 

⎣ 
68.8259 1.9375 −0.4183 
−1.5484 68.5337 −0.6803 
0.5910 1.4783 68.3361 

⎤ 

⎦ (13) 

→F0LC 2FS  D  = (−0.0108; 0.4121; 0.4831) 

ri j  LC3 = 

⎡ 

⎣ 
71.7003 0.9777 −0.8403 
0.1425 70.0384 0.0757 
0.1219 −0.7856 67.7489 

⎤ 

⎦ (14) 

→F0LC 3 = (−0.0186;−0.0918;−0.5600) kN 

Equations (9)–(14) are a complete set of equations to calculate forces using voltage 
readings for the third load cell (LC3). For the load cells, where the outliers have been 
detected (LC1 and LC2), there is a need to consider a replacement model for outliers 
to achieve an acceptable precision. 

Estimations of mean deviations for the full calibration data set relative to the full 
load range (LR = 50 kN) for the model when no outliers considered are summarised 
in Table 2. 

Table 2 Standard deviations (MSD) for the full calibration data set relative to the full load range 
(LR = 50 kN) clearly indicate substantially lower precision for the axial (Fz) component as compared 
to the perpendicular components Fx and Fy: for the first load cell (LC1) about 10 times and about 
5 times for the second one (LC2) 

Straightforward (no outliers considered) MSD (Fx) MSD (Fy) MSD (Fz) 

LC1 0.01%LR 0.01%LR 0.1%LR 

LC2 0.01%LR 0.01%LR 0.06%LR 

LC3 0.01%LR 0.01%LR 0.01%LR 

Remarkably that the third load cell (LC3) show same order of magnitude of the MSD for the all 
three components (compare with [7, 8] Table  1) when MSD calculated after correction of outliers)
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The corresponding bias was of the order of 10–5%LR that is much less than the 
corresponding mean deviations. This table show mean standard deviations of the 
order 10–2%LR for all three components of the third load cell (LC3) and for the Fx 
and Fy for LC1 and LC2. The axial component (Fz) reveals 10 times higher mean 
standard deviation (MSD) of the order of 10–1% of the load range for the first load 
cell (LC1) and it is about 5 times higher than usual for the second load cell (LC2). 

Outlined below is the replacement model which allowed decrease of the standard 
deviation (MSD) for the Fz by about 10 times (for LC1) and about 5 times (for LC2). 
This makes the same order of 10–2%LR for the MSD for all force components Fx, 
Fy, Fz of the all three load cell readings. 

Analysis confirms that LC characteristics change with different loads applied. 
There is a range for all force components in proximity to zero (starting from 

about 0.2 kN and rising sharply at 0.01 kN and lower) where relative error become 
very large, however the corresponding absolute error remains in approximately same 
range. 

5 Physical Model to Improve Readings 
of Multidimensional Force Response 

A general idea is that during calibration a matrix of precision zones would be estab-
lished for each multidimensional sensor component, so that it could be used to find 
out which of the component has the largest error around some point in multidi-
mensional precision calibration space. As soon as this precision calibration field is 
designed with all the vector component errors calculated or estimated for each of its 
points, it is the turn of the replacement model to identify the vector component with 
the highest local error and replace its reading with the better one, which has been 
calculated using the calibration data set. This procedure helps to increase the load 
response measurement precision both for the particular vector sensor component, 
and for full multidimensional force reading as well. 

As a particular case this physical replacement model could be applied to increase 
precision of load cells with single-component outliers, which were detected during 
the confidence interval tests in calibration data for two load cells. These tests show 
single-component axial voltage (Vz) outliers in calibration data sets from first (LC1) 
and second (LC2) load cells. Established single-component nature of contamination 
processes allow to use physical meaning of full vector force together with calibration 
results to construct the substitution process replacing outliers in experimental data 
from the multidimensional load cells. 

The physical multicomponent replacement model could be introduced for the 
detected outlier when 

d
(
Fout 
i , Fmed 

i

) = |Fout 
i − Fmed 

i | > Dmax 
Fi (15)



360 M. G. Ponomarev

where Fout 
i is the outliers i-component of multicomponent force, 

Dmax 
Fi  is the maximal absolute deviation from Fmed 

i . 
If a particular data point detected as an outlier, one has to replace it with 

Fmed 
i =

(
1 

k2 
(V − V0)

2 − F2 
j − F2 

k

)1/2 

± D (16) 

where k and V0 could be obtained from the prior calibration equation containing 
voltages and forces in the calibration data set, value and sign of D depends on the 
standard deviation and direction of absolute deviation. This physical replacement 
model allows to detect outliers in real-time and replace them with those found with 
prior calibration. 

In previous paper [6] the physical replacement model has been introduced for 
specific case of one force component Fz., namely, for detected outlier when 

d
(
Fout 
z , Fmed 

z

) = |Fout 
z − Fmed 

z | > Dmax 
Fz (17) 

where Fout 
z is the outliers axial (Z) component of the force, 

Dmax 
Fz  is the maximal absolute deviation from Fmed 

z . 
If a particular data point detected as an outlier, one has to replace it with 

Fmed 
z =

(
1 

k2 
(V − V0)

2 − F2 
x − F2 

y

)1/2 

± D (18) 

where k and V0 could be obtained from the prior calibration equation containing 
voltages and forces in the calibration data set, value and sign of D depends on the 
standard deviation and direction of absolute deviation. 

6 Validation 

This novel physical model tested and validated by application to the calibration data 
sets for multiaxial load cells installed on the South Western Mooring Test Facility 
(SWMTF), which is published in separate papers [5–8]. 

7 Conclusion 

New method is described for processing the multidimensional response force data 
generated by multiaxial load cells, which allow to identify and correct gross errors 
in sets of measurements. These are then used to identify which vector sensor compo-
nent has outliers. Within the study a model has been developed for cross-validation
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of a three-component system [5–7], and extended to more general multidimen-
sional systems in this paper and [8]. In addition, for a case of single component 
failure a method is introduced that allows obtaining credible multicomponent force 
measurements even if some components fail and/or have significant outliers. 

Results could be used not only for electronic (strain gauge) transducers but also for 
hydraulic or mechanical (in proving rings, for example) load cells. As a bigger picture 
it could be considered as a mechanism for self-regulation of sensors systems, when 
the output improved using the novel physical replacement model and calibration 
data. 

This paper show the cases of outliers in calibration data and suggests methods 
for minimizing their influence on calibration results, furthermore the novel physical 
replacement model of detection and excluding or substitution of outliers in future 
force response data readings is proposed. 

This could be considered as a way to get load transducers (load cells) more precise 
and reliable, and for the cases when mechanical repairs are impossible or too expen-
sive, the new physical replacement model could be adapted to specific transducer 
configurations to improve measurements. The results show that this new multidi-
mensional physical replacement model significantly decreased the errors of strain 
control, and that this new model is very effective in controlling multidimensional 
strain, feedback, and greatly improve the experimental accuracy. 
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Experimental Validation of Novel 
Physical Model for Improvement 
of Sensing Multidimensional Fluid Flow 
Loads and Responses in Real Sea 
Conditions with South Western Mooring 
Test Facility 

Maxim Glebovich Ponomarev, Lars Johanning, and David Parish 

Abstract Multi axis load cells (transducers) are widely used in modern engineering 
systems to measure multidimensional forces. This paper deals with analysis and 
calibration methodology for the multi axis load cells, considering them in specific 
installation South Western Mooring Test Facility as a key instrument to measure 
the mooring leg tension in its x-, y- and z-component for wave energy device 
development. Cross-validation model has been applied for the multicomponent 
system. 

Keywords Multidimensional mechanical response to fluid flows ·Multi-axis load 
sensors ·Multiaxial fatigue · Force · Sensors · Strain condition monitoring ·
Transducers · Vector load sensors · Calibration · Precision · Reliability · Smart 
sensors · Enhance precision · Overcoming sensor degradation 

1 Introduction 

Present load cell designs do not contain an absolute internal reference for measuring 
forces but they provide an accuracy of 0.03–0.25% of full scale and are suitable for 
almost all industrial applications. In its most common form, it consists of a stamped 
metal sheet attached to a flexible, insulating base [1–4]. The sensor is glued to the 
object whose deformation is to be studied. As the object deforms, the sheet deforms, 
causing its electrical resistance to change. Calibration procedure is more difficult for 
multiaxial load cells due to almost unavoidable cross-couplings (crosstalks) between 
sensors for different axes (components). If the load cells have been correctly installed
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and calibrated, accuracy can be within 0.25% of full scale or better, which is accept-
able for most weighing processes [5]. A need for analysis of calibration data for the 
multiaxial load cells from laboratory is outlined here. 

It is followed by cross-validation of the calibration, and final validation of the 
calibrated multiaxial load cells installed on the South Western Mooring Test Facility 
(SWMTF) in real sea conditions [6] used as mooring load and response test facility. 
It has been recently installed in Falmouth Bay, Cornwall, UK. 

In our study, we proceed from the assumption that the resonant modes of floating 
wave energy converters (WECs) are close to the excitation modes for obtaining 
energy from first-order waves. Modes of excitation differ due to the size of the body 
and the possibility of its application. In the case for moored WEC devices additional 
complexity is given through the analysis requirement of the coupled system. We 
can capture many implications that can affect WEC device designs. Therefore, we 
conclude that a good understanding of the dynamic response of a floating system 
is required. Reliability, life expectancy, design characteristics, and subsequent cost 
optimization of WEC devices affect load and response performance results. As a 
consequence, motion and load characteristics need to be identified during realistic 
offshore installation to aid the development and design of WECs and to inform fully 
dynamic numerical simulation models. Realistic in-situ tests can aid to obtain data 
that can be applied to calibrate and/or validate these simulation models, allowing a 
higher accuracy of simulations, which consequently could be used to improve WEC 
designs [7–10]. 

The SWMTF facilities will allow measuring loads that are experienced in the field 
through prototype testing, which information can be subsequently used for numerical 
calibration purpose or to perform accelerated component testing under simulated in-
service field conditions. A key instrumentation are three top end multi axis load 
cells (LC1, LC2 and LC3) [11]. Then it is possible to measure the mooring tension 
for loads near or under tension. Since no suitable load cell could be identified for 
this task, multi axis load cells were designed and developed in a collaborative effort 
between the University of Exeter (UK) and Elite Transducers Ltd. (UK). 

The preliminary analysis of the multi axis load cell calibration identified a non 
deterministic behaviour that required the development of new approach to rectify 
the calibration results. A new method for enhancing the measurement precision and 
reliability for tri-axial load cells has been developed with introduction of precision 
matrix defined with prior calibration by Ponomarev [6,10] for multiaxial load sensors 
by Ponomarev [12]. Application of this method will be demonstrated for processing 
data generated by multi-axis load cells which allow to find and correct errors in sets 
of measurements. Furthermore, the model will be proposed for cross-validation of 
multicomponent system together with calibration.
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2 Validation by Application to the Calibration Data Sets 
for Multiaxial Load Cells Installed on the South Western 
Mooring Test Facility 

When the model has been built, it is important to check the model’s fit to the data, 
however checks based on internal validation are not equal to prediction testing. To 
be on the ideal side, the predictive power can only be confirmed by testing on new 
objects, nevertheless, it is widely accepted, that in majority of cases cross-validation 
describes sensibly the prediction ability for the first stage testing at least, moreover 
it could be considered as a necessary condition for the goodness of prediction. In 
practice, internal validation widely used as the most obvious tool, when the obtained 
predictor would be tested on the calibration set itself. During cross check of improved 
calibration matrices with the corresponding improved calibration data sets the aver-
aged bias was of the order of 10–5 %LR, that is much lower than the corresponding 
mean deviations, which are combined in the table below. Table 1 shows enhanced 
mean precisions for the axial Fz component relative to the full load range (LR = 
50 kN), when cross check data with outliers substituted and calculated with improved 
matrix. Namely, by comparison with the standard deviations (MSD) calculated after 
calibration with the full data set (see 12 Table 2), there is up to an order of magnitude 
decrease of the standard deviation for the axial component Fz. 

The assessment of the model is presented by the Quality of Prediction figures 
(Fig. 1), where predicted forces plotted versus corresponding measured forces. 
Ideally, these scatter plots should be on a diagonal (45°) line, which is plotted over 
these scatter plots for the easier reference. It presents visually the quality of calibra-
tion models for the first (LC1), second (LC2), and third load cell (LC3). It shows that 
the models seem to be having appropriate scatter ranges over the calibration loads. 
In addition, it demonstrates on the visual level that the quality of prediction is not the 
same through the calibration load, but does depend on the value of force measured.

For comparison Fig. 2 shows significantly lower quality for the straightforward 
calibration made on data with excluded outliers (improved data) but there is no 
replacement model applied.

The more detailed quantitative measure of the model precision is calculated during 
cross-checks with plots of mean absolute percentage error (MAPE) 

MAP  E  j = 1 
N 

N∑

i=1

∣∣∣F̂ j i − F̃ j i
∣∣∣

∣∣∣F̂ j i
∣∣∣

× 100% (1)

Table 1 Standard deviations 
(MSD) over the full load 
range (LR = 50 kN) for 
improved calibration 

MSD (Fx) MSD (Fy) MSD (Fz) 

LC1 0.01 %LR 0.01 %LR 0.01 %LR 

LC2 0.01 %LR 0.01 %LR 0.01 %LR 

LC3 0.01 %LR 0.01 %LR 0.01 %LR 
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Fig. 1 Quality of the final calibration models for the first (LC1), second (LC2), and third load cell 
(LC3). It shows that the model seem to be having appropriate scatter ranges over the calibration 
loads. In addition, it shows that the quality of prediction is not the same through the calibration load 
range, but does depend on the value of force measured. Namely, there is a limited increase of the 
scatters range for decreasing loads

where predicted (forecast) force components F̃ x 
i ; F̃ y i ; F̃ z 

i were checked against corre-
sponding measured (actual) ones F̂ x 

i ; F̂ y i ; F̂ z 
i . Because there is an output for the 

forces as vector components, it is informative to have the precision plotted for each 
component separately. Figure 3 shows MAPE, which, as expected, decreasing with 
increasing corresponding force components. The solid line corresponds to spline 
interpolation between filled circular dots representing MAPE for the improved cali-
bration. The empty circles represent the MAPE for the case of calibration on the full 
data set (when no outliers have been taken into account). Not surprisingly, MAPE 
is not changing for the Fx and Fy components, because of single component nature
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Fig. 2 Quality of the calibration if the replacement model is applied on the first stage only: when 
outliers were excluded from the calibration data set and calibration made with this improved data 
set. However, outliers could appear in new measurements, if there is no second stage in replacement 
model implemented

of the outliers confirmed earlier. It is shown clearly that the replacement model 
make it possible to decrease the error (MAPE) for the axial force components Fz 
only. Furthermore it should be noted that after such a decrease the MAPE for Fz 
becomes very close to the MAPE for the perpendicular components Fx and Fy: esti-
mations show that all the force component measurements reach 10% of MAPE when 
measured forces’ components are 2.5 kN and it becomes 5% at 5 kN.

These estimates are in good agreement with previously made precision estimate 
for the full force measurements [6]. To get the more obvious visual presentation of 
improvement factors, the MAPE for Fz are plotted on the different scale on the Fig. 4 
shows estimations that the replacement model allows to decrease the MAPE (which 
could be represented as an estimation of expected relative precision as with mean
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Fig. 3 Mean absolute percentage error (MAPE) as a function of applied forces. For the first and 
second load cells (LC1, LC2) bold points connected with spline interpolation show the errors for 
the improved model, empty circles corresponds to the raw data

absolute relative deviation) up to 10 times (for Fz forces < 8 kN) 2 times for (8 kN) 
(for LC1) and up to 2 times (for LC2) for axial measured component Vz within loads 
range 1–10 kN.

Figure 5 represents levels of confidence of force readings for the load cell LC1, 
LC2 (after the correction of outliers) and LC3.

It develops previous results for the confidence levels estimated by Ponomarev [6, 
10–12]. It can be seen that for all measured vector force components Fx, Fy, Fz at the 
low sensitivity range (0–10 kN) the percentage confidence increases, reaching 95% 
at about 5 kN. At the high sensitivity range (10–35 kN) the confidence percentage 
approaches 100%. The load cellshave been designed for a measuring range of 5– 
50 kN to withstand extreme loads. It should be emphasized that this precision in
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Fig. 4 Model allows to decrease expected relative precision as a mean absolute relative deviation 
up to 10 times (for Fz forces < 8 kN) 2 times for (8 kN) (for LC1) and up to 2 times (for LC2) for 
axial measured component Vz within loads range 1–10 kN

future measurements can be reached only when replacement model is applied on 
both first and second stages of corrections. 

Up to this point there has been calibration made and cross-checked for the labora-
tory based equipment. However, it is crucial to be sure that this laboratory calibrated 
equipment works after installation in real sea conditions as expected. According to 
project, there is one more tool to verify the work of multi axis load cells as a part 
of the installed mooring system. Namely, every multi axis load cell attached to the 
mooring line through the load links, which allow to compare full force readings 
from the multi axis load cell and connected load link. This projected benefit made it 
possible to validate the laboratory calibration and data quality from multi axis load 
cells by comparison with parallel measurements from load links connected.
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Fig. 5 Confidence levels of force readings for a load cell LC1, LC2 (after the correction of outliers) 
and LC3. It shows that for all measured vector force components Fx, Fy, Fz at the low sensitivity 
range (0–10 kN) the percentage confidence increases, reaching 95% with an approximate force of 
5 kN. At the high sensitivity range (10–35 kN) the confidence level approaches 99%

Figure 6 confirms proper measurements from calibrated multi axis load cells over 
the load ranges shown. The solid lines show the full force measured by multi axis 
load cells, the dotted lines are the measurements from the corresponding load links 
(for the corresponding linear loads calibrated by the manufacturer). It should be 
noted that the second load link gives small negative readings two times during this 
60 s time slot: around 305 and 326 s. These negative readings could be a result of 
snapping which can cause softening or hardening of the tension response [10, 11].
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Fig. 6 Validation of measurements from calibrated multi axis load cells over the load ranges shown 
on the real sea data. The load cells are connected to mooring lines via load links to measure full 
force in the lines. The solid lines show the full force measured by multi axis load cells, the dotted 
lines are the measurements from the corresponding load links 

3 Conclusion 

This paper deals with yet another example from extensive number of innovative 
physical models with applications to real world problems outlined in [13–31] 

Data from calibration experiments of three multi axial Load Cells have been 
analysed, it has been found that, while data from one load cell (LC3) contains no 
obvious outliers, two others (LC1 and LC2) have shown records of contamination 
processes which could alter significantly overall precision of these load cells. The 
signatures of these contamination processes were detected during the initial stages of 
data analysis. It was crucial to find that these contamination processes added distorted
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data for one axial component only (two other orthogonal components haven’t shown 
any outliers). 

Confidence interval analysis of voltage measurements (outlined in previous 
papers [6, 10] has confirmed the presence of distinctive outliers in calibration data 
for the load cells LC1 and LC2. If there were no exclusion of these outliers it would 
distort the measurement results. By presenting the calibration result in its individual 
x-, y- and z-components it was possible to identify that outliers contaminating only 
the readings in the mechanically less sensitive z-axis. 

Therefore it is a case of critically distorted data in one axial component only 
namely single-component outliers, which could be replaced on the basis of the phys-
ical replacement model. This replacement model has been outlined, and detailed 
precision calculations show 10 time increase in precision of measurement. In 
addition, this model could detect and correct false snapping measurement readings. 

In the interests of reliability analysis it is crucial to note that there are outliers 
happen even at high loads up to 50 kN as well in both the first, and second load cells. 
Even with noticing the number of outliers decreasing with increasing axial force 
component, it has been obtained that the probability of outliers remain almost the 
same over the load range (1–50 kN), namely it is about 12% for the first and 2–4% 
for the second load transducer. 

For all load cells the sensitivity and calibration matrixes are obtained via least 
squares and least absolute deviation values according to tensor regression model. 
The mean absolute percentage errors have been calculated. It is shown that precision 
is not a constant value for points throughout the range but depends on the load range 
of the load cell. 

The main advantage of proposed calibration method is the ability to detect and 
remove or substitute outliers, which can cause extremely inaccurate calculation of 
the forces. The physical replacement model has been suggested that allows tenfold 
decrease for the mean absolute percentage error (MAPE). 

In some cases it could be useful in addition to the filtration of data, because there 
is no guarantee that any filtration can remove 100% of outliers with no significant 
loss of precision. The outliers we encountered here are most likely a high frequency, 
stochastic oscillatory component which could be a result of different noise sources 
such as electromagnetic pick-up. 

The results prove the effectiveness of the novel physical replacement method 
(outlined in previous papers [6, 10–12] ), and show well how the measuring accuracy 
can be considerably improved [15–25]. From the reliability viewpoint, it contributes 
with addition of a redundancy which could be used just in case of failing force 
components [26–31]. The emergency switch could be introduced into the data acqui-
sition system, when the system could adjust itself to produce multidimensional 
force measurements even with failure of sensors for some of the multidimensional 
components.
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Skimmer Using the Phenomenon 
of Vortex Cavity Formation 

V. P. Pakhnenko 

Abstract Various methods can be used to deal with oil spills. A widely used method 
is when mechanical means are used to remove oil products from the surface of the 
water. As a rule, booms are used to concentrate spilled oil, after which it is possible to 
clean the localized slick with the help of skimmers and pump oil into storage tanks. 
There are many varieties of skimmers, the technical features of which are optimized 
for specific tasks, different scales of cleaning operations, types of oil products and 
environmental conditions. This paper describes the requirements for the successful 
application of skimmers in various situations, as well as a unique new model and its 
parameters. 

Keywords Oil products · Emergency oil spills · Skimmer · Vortex ·Model 

1 Introduction 

The ultimate goal of any oil spill clean-up program is to recover the maximum 
amount of spilled oil in a cost-effective and environmentally friendly manner. A 
successful full-cycle oil recovery technique must solve several interrelated tasks from 
the localization of a significant amount of spilled oil products and their subsequent 
containment from distribution, to the collection, pumping, accumulation and trans-
portation of collected oil products. In this cycle for the elimination of oil products 
from the water surface, the functions of collecting and pumping are often performed 
by skimmers. 

All skimmers skim oil instead of water, but their designs vary considerably 
according to their intended use—for example, offshore or sheltered waters, as well 
as on land. Skimmers for use on the water are equipped with buoyancy systems 
or supports, and more complex designs can be self-contained, self-propelled and 
equipped with several different oil intake systems, can also be equipped with built-in
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oil storage tanks and separators to separate water from oil. When selecting skim-
mers for a particular application, a number of factors must be considered, the most 
important of which are the viscosity and adhesive properties of spilled oil products 
(including any change in the characteristics of oil products due to weathering over 
time), as well as environmental conditions, such as sea waves and the amount of 
debris. 

In relatively predictable emergencies, such as spills at stationary facilities. For 
example, in offshore oil depots and oil refineries, the type of oil can be known in 
advance, so a suitable skimmer design can be selected. Conversely, for different 
situations and spills of different types of oil products, it is preferable to use a multi-
functional skimmer or one that can be adapted to a specific situation. No particular 
type of skimmer may be suitable for all situations that may occur as a result of an 
accidental oil spill, so a selection of skimmers may be required for selective use 
depending on the situation. Accordingly, in order to implement an effective water 
surface cleaning cycle, it is necessary to determine the intended use and expected 
conditions for the operation of the skimmer, such as whether the skimmer should 
be used manually or autonomously, or whether it is necessary that it be built into a 
ship-mounted oil recovery system with water surface. Once these conditions of use 
have been established, other criteria can be defined, such as: design features, size, 
reliability, ease of handling and operation. 

2 Oil Product Recycling Cycle and Design Features 
of Skimmers 

Structurally, most skimmers are arranged as follows. The skimmer suction device 
diverts or collects oil from the water surface, directing it to a pumping system for 
transfer to a storage tank. Mechanisms for the removal of oil products from the 
surface most often include oleophilic systems (based on oil sticking to a moving 
surface), suction systems, gravity weir systems, systems that lift oil products from 
the surface using mechanical scoops, belts or buckets. 

There are many classifications of skimmers. As a rule, they can be divided into 
two main subgroups: oleophilic and non-oleophilic. The former include skimmers 
according to the following design features: disk, drum, mop ropes, brush, tape. Non-
oleophilic ones include: with vacuum suction, weir, belt, drum. In turn, all of them will 
have their pros and cons under different weather conditions, with different properties 
of the water surface (the presence and absence of waves), with various types of oil 
products that need to be eliminated, with and without various garbage around. It 
should also be taken into account that different skimmers have different oil collection 
capacities and may depend on the required auxiliary equipment. 

The oleophilic skimmers (Fig. 1) use materials that tend to stick to oil but repel 
water. The oil adheres to the surface of the material, most commonly in the form of 
a disc, tape, squeegee, drum, or brush. Which, when rotated, capture oil from the
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surface of the water. After separation from water, the oil is cleaned or squeezed out 
of the oleophilic material and enters a special reservoir, from which it is pumped 
to a storage tank. When using oleophilic devices, the largest ratio of the amount of 
oil collected and water taken separately or together with oil is usually achieved (oil 
recovery ratio). They are most effective when picking up medium viscosity oils from 
100 to 2000 centistokes. One disadvantage of this method is that low-viscosity oils 
such as diesel fuel and kerosene do not accumulate on the oleophilic surfaces in a thick 
enough layer to achieve high recovery efficiency. However, higher viscosity oils such 
as bunker oil are too sticky for this method and difficult to remove from the surface 
of the oleophilic skimmer. Also, oil-in-water emulsions can be nearly non-tacky and 
difficult to pick up with some designs of oleophilic type devices. For example, disc 
skimmers pass through the emulsion instead of withdrawing it. Oleophilic devices 
are usually made from polymeric materials, although metal surfaces have also been 
shown to be effective. It has also been proven that discs and drums with grooved 
surfaces provide higher oil intake performance than similar devices with a smooth 
surface [1]. 

From a theoretical point of view, the simplest design is a suction device in which 
oil is collected by pumps or vacuum systems directly from the water surface. In 
particular, mobile vacuum units that combine devices for collecting, accumulating, 
transporting and separating oil products and water are usually easily accessible near 
the accident site and, in this form, are convenient for collecting oil onshore or in the 
coastal zone. The simplest method of collecting oil products is to dip the receiving 
sleeve with a mesh screen to block the passage of debris directly into floating or 
stranded oil. The obvious disadvantage of such methods is the following: during 
such cleaning, along with oil, a large amount of water can be taken. If allowed by

Fig. 1 Oleophilic drum skimmer 
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Fig. 2 Belt skimmer 

regulations and the necessary equipment is available, then excess water should be 
drained from the tank to optimize the use of the oil storage tank. 

Higher selectivity in collecting oil can sometimes be achieved by attaching a weir 
to the receiving sleeve. When using spillway skimmers, the selective intake of oil 
products from the water surface is ensured by the action of gravity. By placing the 
edge of the weir at or just below the floating oil/water interface, the oil flows through 
the weir and is collected together with a minimum amount of water. Modern types 
of weir cleaners are equipped with adjustable weir systems, the exact vertical posi-
tioning of which is achieved by automatic alignment. None of the spillway skimmers 
are effective in rough waters, although roughness by itself does not usually interfere 
with the operation of the skimmer. To eliminate the loss of energy due to friction in 
the transfer hoses, some spillway skimmers are equipped with an onboard pump so 
that the collected oil is pumped through the hose, and not just sucked in, however, 
these methods still have a number of limitations and disadvantages (Fig. 2). 

3 New Skimmer Model 

Despite the large number of existing skimmers of different designs, intended for 
different tasks and conditions, they all have both their positive qualities and disad-
vantages, so some existing designs can be improved and finalized. The proposed 
further device for collecting oil products from the surface of the water is aimed 
at improving the efficiency of collecting oil products. The invention relates to a 
technique for cleaning the water surface from liquid contaminants, mainly from oil 
products. The device works on the principle of creating a vortex funnel in water, 
which in turn leads to the separation of water and oil products, which leads to an 
optimization of the water purification cycle.
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This result is achieved by the fact that the skimmer for collecting oil products 
from the surface of the water includes a cylindrical cup open from above, a means 
for creating a vortex funnel with a drive for its rotation and a means for pumping out 
the collected oil products. At the same time, the means for creating a vortex is made 
in the form of the mentioned glass, which, in turn, has the ability to move in height, 
and the drive for its rotation is equipped with a control unit. The output of the control 
unit is connected to the cup rotation drive, and the inputs are connected to various 
sensors: water and oil product viscosity meters, water and collected oil product 
density meters, an oil product layer thickness meter and a means for measuring the 
depth of immersion of the cup upper edge from the «water–oil product» interface. 
At the same time, the end of the receiving pipe (means for pumping out oil products) 
is located below the upper end of the cylindrical container by the value H/2, where 
H—cylindrical container height. 

This skimmer has a number of distinctive features: 

1. implementation of a means for creating a vortex funnel in the form of a cylindrical 
container, equipped with a drive for its rotation; 

2. cylindrical container is equipped with a means of its movement in height; 
3. the rotation drive is equipped with a control unit, the output of which is connected 

to the rotation drive of the cylindrical container, and the inputs are connected to 
water and oil product viscosity meters, water and collected oil product density 
meters, an oil product layer thickness meter and a means for measuring the depth 
of immersion of the upper edge of the cup from the «water–oil product» interface; 

4. the end of the receiving branch pipe of the oil product pumping means is located 
below the upper end of the cylindrical container by the value H/2, where H— 
cylindrical container height. 

It was experimentally established that the rotation of the glass in the form of a 
hollow cylinder leads to the formation of a vortex funnel inside the volume of the 
cylinder. And it is known from the prior art (see [2–4]) that if oil products are present 
on the surface of the water, then the separation of water and oil fractions in the vortex 
occurs. Thus, there is no need to have means, in the form of screws, jet pumps, etc., 
specially designed to create a vortex funnel, which simplifies the design. 

At the same time, equipping the glass with a means of moving it in height allows 
you to install it submerged to a depth that will provide the most optimal operating 
conditions for the device, which in turn will have a positive effect on its efficiency. 

The essence of the proposed device is illustrated by an implementation example 
and graphic materials. Figure 3 shows a schematic diagram of the implementation of 
the device. The basis of the entire oil-collecting structure is the main separate element 
for cleaning water, which is a cylindrical glass rotating around its longitudinal axis 
and directed vertically with its open end to the surface of water contaminated with 
oil products. Inside the cylindrical cup, through a hole in the bottom along the axis of 
rotation, a tube is introduced with an open end to a predetermined length, designed to 
drain the oil collected from the surface, the second end of which is connected to the 
pumping system. The pumping system transports the sucked oil through a flexible 
hose into a special storage tank.
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Fig. 3 Model of a skimmer for removing oil products from the surface of the water 

The device contains a hollow cylindrical cup, which is equipped with a drive for 
its rotation with its control unit. The drive can be selected from known and available 
ones, and a computer equipped with appropriate software can be used as a control 
unit. Various sensors are connected to the inputs of the control unit. In addition, 
means are provided for moving the glass in height so that the depth of its immersion 
can be adjusted. For example, it can be a vertically movable bracket with a device 
fixed on it, equipped with a special mechanism for its vertical movement, which is 
fixed on the carrier vessel. All nodes and blocks included in the proposed device are 
selected from among the known. 

The principle of operation of this skimmer is based on the phenomenon of the 
formation of a vortex cavity, which is formed during the rotation of the bottom or 
walls (or the simultaneous rotation of the bottom and walls) of a cylindrical shell 
(Fig. 3). A characteristic feature of such a vortex cavity is the separation of water 
and oil fractions in a vortex, which was shown in various experimental works [5]. 
This allows, by selecting the speed of rotation of the shell, to ensure the location 
of the open end of the skimmer tube in the oil part of the composite vortex, which, 
when the pump is running, leads to the selection of oil from the composite vortex 
and its transportation to the collection point through a flexible hose. The resulting 
oil deficit in the compound vortex is instantly replenished with oil from the surface, 
which leads to a continuous collection of oil products from the water surface.
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To improve the efficiency and speed up the process of cleaning the water surface, 
it is possible to combine a whole set of such separate skimmers into a chain fixed 
on a rigid structure (Fig. 4). This design is immersed in water and mounted on a 
cleaning vessel, which allows the oil recovery process to capture large areas of the 
water surface. 

When performing the oil product collection cycle, in order not to make the cleaning 
vessel heavier and to ensure its mobility, maneuverability and, if possible, a constant 
draft for the correct operation of the skimmers, it is supposed to use an additional oil 
recovery vessel (Fig. 5), to which the collected oil is pumped—water mixture from 
a contaminated surface. 

Fig. 4 A chain of skimmers connected in series 

Fig. 5 General principle of operation of the oil recovery system
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Accordingly, we obtain the following use of the device. At the site of an oil spill on 
the surface of the reservoir, the hollow glass of the skimmer is immersed to a certain 
depth using pre-installed means. Further, using the measurement sensors included in 
the device, the parameters of the liquid and oil products are determined, which are 
necessary to calculate the optimal operating conditions. The measurement results 
are sent to the control unit, which, in accordance with the program available in it, 
makes the necessary calculations and sets the required depth of the cup placement 
using the immersion tool. Based on the calculation, a command action is generated 
on the hollow cup rotation drive, which is set into rotation at the calculated speed. 

Since the means for measuring the parameters of liquids and the depth of immer-
sion of the cup, introduced into the device, work online, when they change, the control 
unit promptly makes changes to the modes of rotation of the cup and its immersion 
depth. As a result, only the collected oil product without water impurities or with a 
minimum amount of it enters the oil product pumping device. 

It was also experimentally established [6] that the shape and dimensions of the 
oil part of the composite vortex depend on a number of parameters, namely: the 
thickness of the oil layer on the water surface, the density and kinematic viscosity 
of the water and the removed oil products. In the experiments, various petroleum 
products and oils were used, such as: sunflower oil, a mixture of sunflower oil and 
diesel fuel in equal proportions, oil, diesel fuel. 

As a result of the analytical processing of the experimental data, it was possible 
to establish empirical dependences of the optimal regimes for the implementation 
of the water surface cleaning cycle, depending on the properties of the oil product 
and the state of the aquatic environment of the reservoir on the surface of which this 
oil product is located. In particular, it was found that the optimal immersion depth 
h of the upper edge of the hollow glass from the «water–oil product» interface, it is 
advisable to determine by mathematical dependencies: 

h < 
H 

α2 − 1 , α  = 1 + ρw 

ρo 

/
vw 

vo 

where 

h Immersion depth of the upper edge of the cup from the «water–oil product» 
interface, m; 

H Cylindrical container height, m; 
ρw Density of water, kg/m3; 
ρo Oil density, kg/m3; 
vw Kinematic viscosity of water, m2/s; 
vo Kinematic viscosity of oil, m2/s, 

and the optimal angular frequency of rotation of a cylindrical container ω can be 
determined from the dependence: 

ω = 1 
Rc 

/
g 
(H + 2h + △)(ρw + ρo)(

1 + α2
)
ρw − ρo
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where 

Rc Cylinder radius, m; 
△ Oil layer thickness on the water surface, m; 
g Gravitational acceleration, m2/s. 

And in order to ensure optimal conditions for the operation of the skimmer and its 
high efficiency, it is necessary to obtain data on the parameters included in the above 
mathematical expressions. Therefore, the device is equipped with density meters for 
water and the collected oil product, viscosity meters for water and oil products, a 
thickness gauge for the oil layer and a means for measuring the depth of immersion of 
the upper edge of the cup from the «water–oil product» interface. The corresponding 
data is sent to the control unit, processed and the generated control action is fed to 
the rotation drive of the cylindrical container. 

Empirically, it was found that the optimal location of the end face of the inlet 
pipe of the oil pumping means in the oil part of the composite vortex, (the end of the 
receiving pipe of the means of pumping out oil products is located below the upper 
end of the glass by the value H/2, where H is the height of the glass) when the 
pump is running, leads to the selection only oil from the compound vortex and its 
transportation to the collection point through a flexible hose. The resulting oil deficit 
in the compound vortex is immediately replenished with oil from the surface, which 
leads to a continuous collection of oil products from the water surface. 

4 Conclusion 

The advantages of various skimmers for the collection of oil products from the 
water surface must be compared with the prevailing conditions, such as sea waves, 
wind, currents and the location of environmentally sensitive areas. The type of oil 
to be collected, its viscosity at a certain ambient temperature and any change over 
time dictate the most efficient type of collection device. The selection of the most 
suitable skimmer must take into account throughput characteristics, design features, 
reliability, strength, operation, weight, versatility, power supply, maintenance and 
costs. A unique model of a skimmer was proposed, the principle of operation of 
which is based on the phenomenon of the formation of a vortex cavity. This skimmer 
has unique design features and allows for a more efficient cycle of cleaning the water 
surface from oil products. 
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Studies of the Construction of Horizontal 
Underground Workings-Tanks Under 
the Impact of Solution on Rock Salt 

V. P. Malyukov 

Abstract Studies of the construction of horizontal underground workings-tanks 
(caverns) were carried out on 4 large-scale models in real conditions with a hydro-
dynamic effect on rock salt in the Khoja-Mumyn salt mountain (Republic of Tajik-
istan). Extended horizontal workings with vaulted cross-sections close to equal in 
size were obtained, as well as analytical dependencies for calculating the techno-
logical parameters of the process of constructing horizontal workings in rock salt 
[1–11]. 

Keywords Construction of a working-tank · Hydrodynamic impact · Rock salt ·
Vaulted form ·Analytical dependencies · Process parameters · Economic indicators 

1 Introduction 

To carry out large-scale modeling of the processes of construction of horizontal 
workings-tanks according to the two-well option, it was planned to create a series of 
experimental reservoirs-models in the rock salt massif, simulating full-scale produc-
tion with a volume of 300 thousand m3 in relation to the mining and geological 
conditions of the corresponding salt-bearing basins. 

Correspondence of the physical processes occurring in the horizontal workings 
of industrial volumes and workings-models was envisaged to be ensured using tradi-
tional similarity criteria, taking into account the values of the mass transfer coef-
ficients of various rock salt surfaces along the contour of the working-model and 
nature. 

The practical construction of experimental workings-models was carried out in 
the side walls of two adits, previously driven in rock salt on the slope of Mount 
Khoja-Mumyn at a depth of 150 m. 

To create model workings, horizontal wells were drilled, more precisely, gently 
inclined with a slope towards the bottom of the order of 2°–3° with a diameter of
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65–70 mm and a length of 11–12 m. The wellhead part of the wells expanded to a 
depth of 1–1.5 m to a diameter of 110 mm and was cased with pipes with a diameter 
of 89 mm, equipped with centralizers in two places. The annulus of the wells was 
cemented to the length of the casing. 

To carry out the process of building model workings under the hydrodynamic 
action of the solution, the drilled wells were equipped with a system of pipes that 
marked the water supply and brine discharge columns. 

In order to ensure that cross sections close in size are obtained by the time the 
construction of the models is completed, it was envisaged to carry out the process in 
several successive stages equal in length with a successive increase in the amount of 
salt extracted at each stage by a given value. 

Each stage of the model development was characterized by two main technological 
quantities: the amount of salt extracted at the stage and the distance from the solvent 
injection point to the solution withdrawal point, which gradually increased due to 
the shortening of the pipe stage by the length of the pipe imitating the water supply 
column. 

Model 2D was developed in 5 stages. The amount of salt extracted at the stages, 
respectively: 9, 13, 18, 25 and 35% of the total. 

2 Results 

The main technological parameters of full-scale horizontal working-capacity and 
recalculated parameters for working-model are shown in Table 1.

Rock salt contains insoluble inclusions of clay material (up to 10%). On the 
surface of rock salt, after the opening of the developed large-scale models, spherical 
clay formations of the same size (Liesegang rings) located at an equal distance from 
one another were found. 

The linear dimensions of the stages along the length of the horizontal part of the 
well are assumed to be the same. 

To assess the concentration field in the working during the construction process, 
periodic sampling of the solution was provided directly from the working. 

During operation, the water and solution temperature, productivity, solution 
density, solvent injection point were measured, the pressure in the model was 
recorded hourly, and samples of the solution were periodically taken from different 
levels of the model through sampling tubes. 

Analysis of the mining parameters of the first working-model showed a certain 
discrepancy between the calculated parameters and the working shape, a horizontal 
roof of the working was obtained. 

The author of this work supervised the work at the test site for the development of 
2, 3, 4 horizontal workings-models. Prior to the work, a set of measures was revised to 
improve the performance of work, starting with changes to the downhole equipment. 
An articulated rotary mechanism was used for sampling the solution. Despite the 
limited depth of casing, there was no leakage of the wells.



Studies of theConstruction ofHorizontalUndergroundWorkings-Tanks… 389

Table 1 Main technological parameters of full-scale horizontal working-capacity and workings-
models 

No. Parameters Output 
capacity 

Model 1G Model 2G Model 3G Model 4G 

1 Linear scale 
factor 

1 45 40 45 45 

2 Working length 
(m) 

300 6.7 7.5 6.7 6.7 

3 Production 
volume (m3) 

300,000 3.3 4.7 3.3 3.3 

4 Water supply 
capacity (m3/h) 

243 0.12 0.15 0.12 0.12 

5 Average 
cross-sectional 
area (m2) 

1000 0.49 0.63 0.49 0.49 

6 Working off 
time (h/day) 

9120/380 192/8.3 228/9.5 192/8.3 192/8.3 

7 Number of 
stages of 
development 

5 6 5 5 5 

8 The amount of 
salt extracted at 
the stages, in % 
of the total 
amount 

7; 13; 17; 28; 
35 

10; 12; 15; 
17; 20; 26 

9; 13; 18; 
25; 35 

7; 13; 17; 
28; 35 

7; 13; 17; 
28; 35

When working out 2, 3, 4 models, a vaulted roof of workings was obtained, 
which indicates the possibility of controlling the technological regime with the design 
parameters, despite a number of problems. The cross-sections of the working-model 
obtained during physical modeling in natural conditions have a stable vaulted shape 
and are close to equal in size. The sectional shape 2 of the horizontal working-model 
2G is shown in Fig. 1.

Figure 2 shows the horizontal working-capacity and its cross sections.
Longitudinal-vertical section—section A–A, r—ribbed surface. 
After opening the model workings (2G, 3G, 4G), visual inspection revealed that 

a surface with craters was formed in the upper concave part. In the lower convex 
part of the workings, the surface is characterized by ribs. Section A–A shows the 
dynamics of working out and the change in the ratio of different surfaces. Figure 2 
shows a wavy convex surface of the lower part of the underground working, “ribbed” 
with straight ribs perpendicular to the well, located at an angle to the horizon. 

Figure 3 shows the three-dimensional form of the “reference” horizontal working-
model 2G.

Before working out the “reference” model 2G, a model was worked out, which 
at the initial stage of development turned out to be leaky and was opened. The 
obtained form of the model at the initial stage of development, which characterizes
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Fig.1 Sectional shape 2 of horizontal workings—model 2G

Fig. 2 Underground horizontal working

Fig. 3 Volumetric form of horizontal working-model 2G
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the entire initial process of mass transfer, is considered. The distinctive shape of the 
vertical surface of the horizontal model working under the hydrodynamic action of 
the solution is noted. 

The concentration of brine, which is given out of the mine when the position 
of the solvent input is periodically moved (by successively retreating stages) in the 
countercurrent solvent supply mode, is determined by the proposed relationship: 

C = CH

[
1 − exp

(
−1.19 

1 

Q 

n∑
i=1 

Ki Si

)]
(1) 

where Cn—saturated solution concentration; Ki—mass transfer coefficient i of rock 
salt surface; Si —i surface area; Q—productivity of brine extraction from mine. 

The concentration of brine, taking into account the correction for the tempera-
ture of the salt dissolution process in relation to the “reference” working-model, is 
determined by the proposed dependence: 

C = CH

[
1 − exp

(
−1.19 

1 

Q 

n∑
i=1 

Ki Si 
Tn − 250.8 

54.4

)]
(2) 

where: Tp—salt dissolution temperature (Tp > 250.8 K). 
The optimal productivity of the solution supply during the construction of under-

ground workings was determined on the basis of the calculation of capital costs. For 
this purpose, the main costs for the construction of a horizontal underground working 
were determined at various capacities, and the optimal one was taken to be the one 
at which the costs are minimal. 

The calculation of the main parameters of the construction process of a horizontal 
underground working-tank (height, span, cross-sectional area, length, volume, time 
of creation, the amount and concentration of the issued solution, etc.), which prede-
termine technical and economic indicators, is made on the basis of» large-scale model 
2G with the conversion of these indicators to nature. 

In addition to the technological parameters of the construction of a horizontal 
underground working-tank, the magnitude of pressure losses during the movement 
of fluid in wells in the pipeline and pressure losses due to local resistances are 
determined. 

The total cost of the processes of building a horizontal working is determined as 
the sum of cost items: the cost of electricity, wage costs, the cost of removing the 
solution. 

It is determined: the optimal performance of the solution supply based on the 
minimum cost at the appropriate performance; the geometric volume of the under-
ground gas storage (UGS), taking into account the size of the active stock of the 
storage, the number of workings for the storage. 

The concentration of the dispensed solution and the process time are calculated 
for the temperature of the full-scale mining process at different capacities.
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The cost of the process of building horizontal workings is determined for various 
solution supply rates for the options: the solution is disposed of using brine-absorbing 
underground horizons, the solution is disposed of by transferring it to a brine-
consuming enterprise. The total geometric volume of the underground storage of 
natural gas and the number of workings are determined, taking into account the 
selected value of the active gas reserve. 

3 Conclusions 

For the first time in the process of working out of a model working in natural condi-
tions, vaulted dome-shaped workings were obtained and samples of the solution were 
taken from the working to determine the concentration, which increased the scientific 
significance of the experiment and the reliability of the data obtained. The use of the 
method of physical modeling in natural conditions makes it possible to calculate the 
main technological parameters of an underground working of a horizontal type for 
various natural conditions of the required dimensions. 

With the hydrodynamic action of the solution on the surface of the rock salt of 
the model of a horizontal underground working, separations of the concentration 
boundary layer occur with greater intensity, since the process goes along the entire 
length of the working, which leads to an increased concentration of the issued solution 
compared to the vertical working, worked out by steps limited by the non-solvent. 
Local mass transfers and, consequently, the total mass transfer during the hydrody-
namic action of the solution on rock salt in the process of mining horizontal workings 
are more intense compared to vertical workings. 
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Influence of Langmuir Circulations 
on the Intensity of Turbulent Mixing 
in the Near-Surface Layer of the Sea 

M. I. Pavlov and A. M. Chukharev 

Abstract The purpose of the article is to describe an experimental study of the effect 
of Langmuir circulations (CL) on surface turbulence. A technique has been devel-
oped for determining the main dynamic characteristics of the CL using instrumental 
measurements of the flow velocity components with an ADCP DVS-6000 acoustic 
meter, background horizontal currents using the «Vostok-M» complex, and turbu-
lent fluctuations of hydrophysical quantities recorded by the «Sigma-1» complex. 
The velocities of descending and ascending flows in the zones of convergence and 
divergence in coherent Langmuir structures are determined. Based on synchronous 
measurements of the velocities of currents and turbulent pulsations, the velocity of 
the transverse displacement of the Langmuir bands in various hydrometeorological 
conditions is calculated using correlation coefficients. To assess the influence of the 
studied CL on turbulent exchange, the dissipation rate of turbulent energy ε was 
calculated. The calculation of ε was carried out from the pulsation components of 
the current velocity vector using the hypotheses of Kolmogorov and Taylor. The visu-
alization of the Langmuir stripes for photographic and video filming was achieved by 
spreading paper markers on the sea surface. With a steady wind of 7–17 m/s, markers 
and algae in the water, sea foam, etc. lined up in clearly visible bands, which made 
it possible to determine the spatial scales of the CL. To estimate the distribution of 
the rate of dissipation of turbulent energy over depth, measurements of turbulent 
characteristics by the «Sigma-1» complex were carried out at several horizons from 
1 to 7 m with an exposure time of 15–20 min. All measurements were accompanied 
by registration of background hydrometeorological conditions (surface wave param-
eters, wind speed and direction, water and air temperature, etc.). During 9 days of 
active observations, 74 Langmuir cells were detected. To assess the dynamics of the 
CL, the following parameters were chosen: the velocity of displacement of struc-
tures perpendicular to the direction of the wind, the number of observed cells for 
the selected observation period; width of convergence and divergence zones and 
vertical velocities in them. When analyzing the dynamic characteristics of the CL 
and comparing it with the intensity of turbulence, it was shown that the effect of the
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CL on turbulence in the near-surface layer depends primarily on the wind speed and 
direction and on their variability. The conditions under which CLs have a notice-
able effect on the turbulent regime are determined. In experiments, the mode was 
noted when the highest intensity of turbulence from the CL occurs at a wind of about 
5 m/s, while the wind direction must be stable, changing by no more than 10°–15° for 
10 min. The maximum speed in downdrafts ~ 5–32 mm/s was observed with small 
changes in wind direction at a speed of 3.7 m/s, in the range 5º–12º. With a sharp 
change in wind direction by 20º–150º, the number of observed cells and the speed 
in the convergence zones decrease every 10–40 min. In this case, the dissipation rate 
becomes much lower, ε ∼ (1.7 − 8.89) × 10−6 m2/s3. The developed technique for 
registering CLs and taking into account their influence on turbulent mixing has shown 
sufficient efficiency. The results obtained provide new useful information about the 
role of CL in near-surface turbulence. 

Keywords Turbulent exchange · Upper sea layer · Dissipation rate · Stokes drift ·
Langmuir number · Experimental studies · Langmuir circulations 

1 Introduction 

Surface turbulence affects many physical processes in the sea: gas exchange, distribu-
tion of suspended matter and nutrients, and vertical mixing. Determining the turbulent 
exchange coefficients, which vary over a wide range depending on hydrometeorolog-
ical conditions, is an urgent task in oceanology. Insufficient knowledge of physical 
processes in this layer of the sea leads to the fact that calculations by prognostic 
models for the upper layer can differ greatly from the actually observed values. Quite 
a lot of attention is now being paid to Langmuir circulations (CL). Relatively large 
coherent structures generated by wind and Stokes drift create an instability that leads 
to turbulent mixing. However, it has not yet been possible to accurately parameterize 
the CL, since the turbulent mixing in the near-surface layer is immediately affected 
by a combination of many processes. According to a number of researchers, the 
inclusion of this mixing mechanism in large-scale models of the interaction between 
the ocean and the atmosphere will help to significantly improve the objectivity of 
theoretical calculations. 

We consider the theory of Craik and Leibovich [1] as a theoretical basis for the 
mechanism of CL appearance. In their work, the scientists investigated a system of 
linearized equations and presented numerical results for weakly non-linear motions 
in infinitely deep water, assuming «crossed waves» and the invariance of rectified 
motions along the direction of the wind. The theory was limited to the assumption 
of time-independent motion, which led to the need for a special definition of the 
horizontally averaged drift. This limitation was removed by Leibovich [2], who 
extended the theory to include the temporal evolution of coupled (wind-directed) 
currents and circulations. The formulation of the problem with the initial value, 
when the currents and circulations are initially equal to zero and are initiated by the
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step function of the surface voltage, leads to a well-posed mathematical problem. 
Assuming that the wave field is invariant in the x (wind) direction and symmetric 
about the x axis, the problem is independent from x and any resulting circulations must 
be in the form of spirals. Assuming a constant wind stress for t ≥ 0, corresponding to 
the friction velocity u*, the presence of surface waves with characteristic frequency 
σ, wave number k and characteristic amplitude a, and eddy viscosity vT , it was  shown  
that the problem with the initial value depends on one dimensionless parameter 

La = (v3 
T k

2 /σ a2 u2 ∗)
1/2 (1) 

This parameter, which Leibovich called the Langmuir number, expresses the 
balance between the diffusion rate of longitudinal vorticity and the rate of creation 
of longitudinal vorticity by stretching the vortex. 

As is known, CL consist of two vortices with horizontal axes and oppositely 
directed rotations, oriented perpendicular to the front of wind waves. These circu-
lations arise in a turbulent fluid when the Stokes drift interacts with vertical shear, 
and in this case, a vortex force arises [1], which is responsible for the formation of 
circulations. An external sign of the existence of a CL is clearly visible stripes of 
foam, debris, or floating objects on the surface. The CL scales can range from a few 
meters to hundreds of meters, and systems of «nested» CL of different scales are 
often observed. 

Very detailed experimental studies are described in [3], where the CL parametriza-
tion is proposed in terms of widely used physical quantities: dynamic velocity and 
Stokes drift. 

In a relatively recent paper [4], both experimental observations of a turbulent 
boundary layer and modeling of structures in the coastal zone of the ocean were 
carried out. The authors noted that the existence of a CL increases the role of the 
vertical transfer of turbulent kinetic energy. 

With the development of computer technology, large eddy simulation methods 
(LES) have become widely used in our time. With the help of LES modeling, the 
processes of turbulent transport were studied in [5] based on experimental studies 
carried out using the CBLAST program. The relative contributions of breaking 
waves and CL in the vertical turbulent transport, calculated using the LES model, 
corresponded to the observational data. 

Important results in theoretical studies of the CL were obtained in a series of 
works [6–8], where various aspects of the dynamics of the near-surface layer of the 
sea were also studied on the basis of LES modeling: the effect of swell on the CL, 
the rate of deepening of the pycnocline, etc. 

An analysis of the cited and a number of other works allows us to conclude that 
CL plays an important role in the vertical exchange in the upper boundary layer 
of the sea. Therefore, an in-depth study of this phenomenon and its contribution to 
turbulent mixing is an urgent task.
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The question of the effect of CL on turbulent mixing still largely remains open. 
In [9], in the multiscale model of turbulence for the near-surface layer of the sea, the 
inclusion of CL was tested in two versions. 

(1) According to [10]: 

P L = νt
(

∂U 

∂ z 
∂Us 

∂z 
+ 

∂V 

∂z 

∂Vs 

∂z

)
(2) 

where, U, V, Us, Vs—components of the mean current velocity and Stokes drift 
along the horizontal axes x and y, respectively; 

(2) According to [11]: 

P L = 
<
w'2> 
u2+ 

=
{
0.398 + 0.48La−4/3 

SL , LaSL  ≤ 1 
0.64 + 3.50 exp(−2.69LaSL  ), LaSL  > 1 

(3) 

where 
<
w'2>—rms vertical fluctuations of the flow velocity, u* is the friction 

velocity in water. 

Using the method [11] gives the best result when compared with experimental 
data. However, it was found that the results of calculations and measurements can 
differ by several orders of magnitude. This is especially evident when the wind 
speeds are small: 2–5 m/s. It has also been observed that the variability of wind 
direction plays an important role. Under similar hydrometeorological conditions, 
but at different rates of change in wind direction, the experimental values of the 
dissipation rate can differ significantly. This led to the idea that there may be some 
regimes that contribute to intense turbulence, or vice versa, the necessary instability 
does not arise. To clarify these and other issues on a stationary oceanographic plat-
form in the settlement. Katsiveli in 2020–2021 experimental studies of the effect of 
CL dynamics on the intensity of turbulent mixing were carried out. 

2 Equipment and Methods for Studying the Effect 
of Langmuir Circulations on Turbulent Exchange 

Based on the works [12–14], a research technique was developed, which consists in 
determining the descending and ascending flows in the zones of convergence and 
divergence in coherent Langmuir structures, using an acoustic current velocity meter 
DVS-6000 (ADCP) located at a depth of 5 m below the sea surface. In this case, 
the emitters of the device are directed upwards, measurements are carried out in the 
depth range of 0.4–4.5 m in 5 layers (bins) 0.8 m thick, measurements are referred to 
the middle of each layer. The device was placed in a special frame and weighted with 
a load to minimize natural oscillations and increase the accuracy of measurements 
(Fig. 1). Also on the horizon of 5 m there is a measuring complex «Vostok-M» (Fig. 2)
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for recording averaged hydrophysical fields of flow velocity, electrical conductivity 
and temperature. To estimate the intensity of turbulent processes and the effect on 
vertical mixing, the rate of dissipation of turbulent energy ε is calculated. The calcu-
lation of ε is carried out using the measured fluctuation components of the three 
components of the flow velocity vector and temperature fluctuations. Measurements 
of turbulent pulsations of hydrophysical quantities are carried out by the «Sigma-1» 
complex created at the Marine Hydrophysical Institute [15], the appearance of which 
is shown in Fig. 3. The mutual arrangement of instruments and a view of the working 
area of the oceanographic platform, which is located from the sea, can be seen in 
Fig. 4. The experimental research methodology is as follows: with a steady wind 
of 7–17 m/s, markers were scattered on the sea surface in the form of cut sheets 
of thick paper ~ 10 × 15 cm in size, which, in the presence of a CL, lined up in 
clearly visible stripes. Visual observations of wave breaking and Langmuir bands 
were accompanied by photography and video recording. The Sigma-1 complex was 
successively installed at the desired horizon at a depth of 1–7 m with a step of 0.5– 
1 m to record pulsation characteristics with a duration of 15–20 min. This makes it 
possible to determine the values of the dissipation rate at different depths during the 
experiment. During the recording of pulsation values, the descending and ascending 
flows in the zones of convergence and divergence are recorded by the DVS-6000 m 
as vertical components of the current velocity. 

To study the evolution of Langmuir circulations and the dissipation rate, the 
«Sigma-1» complex is located at a depth of 2–3 m, and a recording lasting 3–10 h is 
made. for analysis.

Fig. 1 Flow meter 
«DVS-6000»
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Fig. 2 «Vostok-M» current 
meter 

Fig. 3 Current velocity 
pulsation meter «Sigma-1»

3 Results of Observations of Coherent Langmuir 
Structures 

During experiments in June 2021 on the oceanographic platform of the Marine 
Hydrophysical Institute, instrumental methods were used to study the dynamics of 
Langmuir circulations and their effect on turbulent mixing. To visualize the stripes,
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Fig. 4 Installation of meters, top view

cut paper sheets were used as markers. Figure 5 shows the emerging stripes of paper 
markers. 

In the process of conducting experiments on visual observations of Langmuir 
stripes on the surface, it was established:

• at wind speeds up to 4 m/s, the bands are rather weakly expressed; 
• visually noticeable stripes become at a speed of more than 6 m/s; 
• with steady wind at speeds of 9–13 m/s, stable, clearly defined stripes appear;

Fig. 5 Visualization of the CL using cut paper markers. Experiment on the oceanographic platform 
of the Marine Hydrophysical Institute 07/11/2021. Wind speed 17 m/s 
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• at velocities of 13–20 m/s, the bands are destroyed rather quickly, since with a 
sharp change in wind direction, the bands do not have time to “rebuild”, they are 
unstable and mix. 

With a wind of 17 m/s, however, it was possible to capture clearly pronounced 
stripes on the surface, which are shown in Fig. 5. 

According to the continuous data of the DVS-6000 flow meter for several days, 
zones of convergence and divergence were identified. Since the CL structures are 
gradually shifting to the right of the wind direction, in the measurement zone we 
consistently see the alternation of these zones. Examples of records are shown in 
Fig. 6 (measurements at a horizon of 0.8 m) and in Fig. 7 (measurements at the 
horizon 2.5 m). It should be noted that the strict regularity of the alternation of zones 
in our records is by no means always encountered. The vertical direction of the flow 
velocity in the zones of convergence and divergence is indicated on the images by 
red and blue arrows. In our data, as in the measurements of many other authors, the 
zones of convergence are larger than the zones of divergence in amplitude (velocities 
are higher), but less in period (in width). 

An analysis of the records for all 5 horizons showed that at the 0.8 m horizon, 
the CL is rather difficult to interpret, since the influence of surface effects and an 
increased measurement error affect. Structures in convergence zones with the highest 
descending vertical velocities up to 36 mm/s and periods of 2–6 min are located on

Fig. 6 Registration of zones 
of convergence and 
divergence by vertical 
velocities on the horizon of 
0.8 m for 180 min 

Fig. 7 Zones of 
convergence and divergence 
on the record of the vertical 
velocity component at the 
horizon of 2.5 m for 100 min 
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a horizon of 1.7 m. At the horizons of 2.5–3.5 m, the vertical velocities are lower, 
but the periods are clearly longer: 3–14 min. At the 4.5 m horizon closest to the 
sensors, the structures are often difficult to interpret due to the small amplitudes 
of the vertical velocities. It should also be taken into account that the farther the 
measurement horizon from the sensors, the obviously worse the accuracy, since 
the distance between the DVS beams increases, which affects the averaging of the 
vertical current velocity components. Recordings with convergence and divergence 
zones less than 2 min long and with an amplitude less than 5 mm/s were not studied, 
since it is not entirely clear whether these segments are part of coherent structures. 
Therefore, for a more accurate parametrization of the CL, we studied the dynamics 
of structures at horizons of 1.7–3.3 m, with an amplitude of 5 mm/s and a period 
of 2 min. In this paper, when describing the measurement results of the DVS-6000, 
hereinafter we use mm/s as the unit of measurement, in accordance with the units of 
the DVS data output program. 

On the records of horizontal velocities in the convergence zones, an almost twofold 
increase in velocity was found. In the case of closely spaced cells, the horizontal 
velocities in the convergence zones are identical. Figure 8 shows records of the 
vertical current velocity W at a depth of 3 m and horizontal current velocities U, V 
at a depth of 0.8 m. It can be seen that in the convergence zones on the W plot, the 
horizontal velocity U has a value of ~ 20 mm/s. Similar results were described in 
[12]. Using the methods listed above, records for 9 days were analyzed, where 74 
CL cells were identified. 

Fig. 8 Registration of zones of convergence and divergence by vertical velocities on the horizon 
of 3 m for 100 min. All three measured DVS-6000 current velocity components are shown
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4 Investigation of Langmuir Circulation Dynamics 

To understand how CL affect turbulent mixing in the near-surface layer, the dynamics 
of coherent structures was investigated and evaluated. The following parameters were 
chosen for evaluation: the rate of transverse displacement of structures, the number 
of observed cells during the observation period; width of convergence and divergence 
zones (for brevity they are sometimes called periods) and multidirectional vertical 
velocities in them (called amplitudes). 

Determination of the displacement velocity: to determine the displacement 
velocity, we used the relationship between the vertical fluctuations of the current 
velocity w', measured by the «Sigma-1» complex, and the vertical component of the 
current W, which was recorded by DVS. In the  Matlab application package, using the 
cov(x, y, coef ) function, we calculated the cross-correlation of r.m.s. ripples w'2, aver-
aged over 1 min, and W was expected in the recording areas where cells of coherent 
structures were found. The analysis revealed quite clear peaks of the coefficient of 
positive and negative cross-correlation, Fig. 9. In general, the level of correlation of 
the analyzed signals has low values, which can be explained by the remoteness of the 
instruments from each other; in this case, the cross-correlation functions are usually 
asymmetric. If we compare the signals W and w'2, it can be noted that they are often 
similar in shape, but, as can be seen in Fig. 10, there are also differences in period 
and phase shift. 

Thus, having determined the time when the signals have a maximum of the corre-
lation function of at least 0.5 and knowing the distance between the meters, the 
structure displacement velocity was calculated. 

Influence of wind: speeds on the surface of the ocean are much less than speeds in 
the atmosphere. This is mainly due to the difference in densities, since the momentum 
in water can be transported at a much lower speed than in the atmosphere. The transfer 
of momentum through the surface can be due to pressure drop when passing through 
irregularities (waves) or viscous stresses. Comparing the wind dynamics (wind speed 
at a height of 10 m, change in speed, change in wind direction) with the vertical speed

Fig. 9 Cross-correlation coefficients of signals W and w'2
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Fig. 10 Comparison of vertical current velocity signals W and averaged vertical current velocity 
fluctuations w'2

of the current in the presence of Langmuir cells, an interesting feature was revealed: 
the width of the convergence zones is affected by the change in wind speed. Figure 11 
shows that the slower the velocity changes by 0.5–1 m/s, the wider the convergence 
zone. The vertical speed in the convergence zones, according to our observations, 
is proportional to the wind speed. The dependence is not direct, but in the figure it 
can be seen that with a sharp increase in wind speed by 1–2 m/s and a change in 
direction by 20º, the downward speed increases significantly. Convergence zones are 
marked with blue arrows. Correlated changes in wind and speed characteristics in 
convergence zones are marked in pink on the graphs.

The analysis of the CL dynamics for 9 days of experimental observations is 
summarized in Table 1 with the parameters indicated above. Cross-correlation coef-
ficients were also added: (1) vertical current velocity and average wind speed BW&V10; 
(2) vertical current velocity and change in wind direction angle BW&△α. Highs are in 
brown, lows are in yellow.

The maximum number of cells, 13, was found at an average wind speed of 7.4 m/s 
and a change in wind direction by 2°–6° in 10 min. The displacement velocity of the 
structures was the smallest among all those observed, 0.007 m/s. At the same time, 
the period of the observed convergence zones was the longest: 3–22 min. The speed 
in the convergence zones is the highest, 11–32 mm/s. The correlation with the wind 
and its direction is minimal: BW&V10 = 0.11 and BW&△α = 1.13. 

The smallest number of cells, 3 over a period of 90 min, was found with the 
smallest velocity amplitudes in the convergence zones: 3–9 mm/s; in this case, the 
observation period was also the shortest of the observed 2–3 min. The average wind 
speed was 3.6 m/s. During this period of CL observation, there was a sharp change 
in wind direction, every 10 min by 20°–30°, and every 30 min by 120°–250°. The
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Fig. 11 Comparison of downdrafts W in convergence zones, with wind speed V10, with a change 
in wind speed △V10 and with a change in wind direction △α

Table 1 Characteristics of the CL in the experiments 
Date and 

time 

Number 

of cells 

V disp, 

м/с 

T, 

min. 

−W, 

mm/s 

T(−W), 

min. 

+W, 

мм/с 

T(+W), 

min. 

BW &V10 BW&Δa V10 

11.06.2021 

9:08–10:18 

5 0.008 70 6–17 4–7 3–17 3–13 0.246 0.166 9.7 

11.06.2021 

1:08–2:50 

4 0.009 100 6–17 4–7 6–66 4–7 0.255 0.38 1.4 

11.06.2021 

20:47–22:11 

5 0.008 80 9–27 2–7 7–16 5–22 0.37 0.28 1.7 

13.06.2021 

10:28–12:42 

8 0.01 200 5–23  3–22 6–51 3–16 0.07 0.51 8.3 

11.06.2021 

18:18–18:48 

3 0.007 90 3–9 2–3 2–27 2–14 0.152 0.27 3.6 

20.06.2021 

12:33–13:03 

11 0.014 240 5–24 2–13 5–19 2–8 0.5 0.32 11.8 

17.06.2021 

20:30–23:00 

11 0.009 150 5–32 2–8 5–51 2–8 0.2 0.07 3.7 

18.06.2021 

10:03–12:03 

13 0.007 120 11–32 2–8 5–27 2–8 0.11 0.127 7.4 

18.06.2021 

3:23–4:13 

9 0.011 53 5–28 2–7 5–20 2–4 0.16 0.5 4.9

vertical component of the current velocity weakly correlated with the wind speed 
and direction. 

The longest period during which Langmuir cells (in the amount of 11 pieces) were 
continuously observed was 240 min. At the highest wind speed V10 = 11.8 m/s, the 
structure displacement velocity was also the highest: Vdisp = 0.014 m/s. At the same 
time, the wind direction practically did not change (no more than 1°–2° for 10 min), 
and the correlation coefficient BW&△α = 0.51 was also high. 

The highest speed in the divergence zone was recorded at night and amounted 
to 6–66 mm/s with a light wind of 1–2 m/s. The direction of the wind changed on
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average by 35° every 10 min. Such speeds are most likely associated with nighttime 
convection processes, when the sea surface cools. 

5 Effect of Langmuir Circulations on the Intensity 
of Turbulent Mixing 

Simultaneously with visual observation of the CL on the surface and registration 
of the current velocity components in the upper five-meter layer, measurements 
of turbulent fluctuations of three velocity components u', v' and w', temperature 
fluctuations and electrical conductivity were carried out according to the method 
described above. To determine the effect of CL on the intensity of turbulent mixing, 
the rate of dissipation of turbulent energy ε was calculated from the components of 
velocity fluctuations. Using the method of Stuurt and Grant [16], which was also 
used in [17], the values of ε were determined at all measurement horizons carried 
out by the «Sigma-1» complex: from 0.8 to 7 m (Fig. 12). 

When analyzing the dependence of ε on hydrometeorological conditions, an 
important feature was noted: the intensity of turbulence is associated not only with 
wind speed, but also with the speed of change in wind direction. When the wind 
direction changed within 1.5 h by △α = 8° on average, the values of ε were signifi-
cantly greater than at △α = 2°–4°, the wind speed in these cases was approximately 
the same. 

The many-hour variability of the intensity of turbulent mixing at a 3 m horizon 
was also studied. At night, when convective mixing was observed, the dissipation 
rate was calculated (Fig. 13a), and a comparison was made with the speed and change 
in wind direction. It can be seen from the figure that the process of convective mixing 
creates instability, but in our case it slightly affects the intensity of turbulent mixing:

Fig.12 Distribution of the 
energy dissipation rate ε over 
depth 



408 M. I. Pavlov and A. M. Chukharev

Fig. 13 Distribution of the dissipation rate of turbulent energy ε at a depth of 3 m for 150 min. a 
at wind speed V10 = 1–2 m/s and wind direction change △α = 30°. b V10 = 6–8 m/s and change 
in wind direction △α = 5°–10° 

ε ∼ 4 × 10−6 m2/s3. When observing the CL as a whole, ε fluctuates in the range of 
1.7 × 10−6 − 8.89 × 10−6 m2/s3, with a wind of 3–9 m/s. On (Fig. 13b) shows an 
example of such measurements. In this case, also when the wind direction changes 
by 5°–10° at a speed of 2–7 m/s, the intensity of turbulence increases. 

The highest intensity of turbulent mixing was found in the evening and at night, 
which is apparently associated with the development of nighttime convection. On 
(Fig. 14a, b) show the values of ε, which turned out to be larger than the other 
measurements by 1–3 orders of magnitude; the wind varied in the range of 2–5 m/s. 
When the wind direction changed by 25°–45°, the intensity of turbulent mixing began 
to decrease. Thus, in our experiments, the case was noted when the highest intensity 
of turbulence from the CL occurs at a wind of about 5 m/s, while the wind direction 
must be stable, changing by no more than 10°–15° for 10 min. The displacement 
velocity of the structures was ~ 10 mm/s, the number of cells was 9–11, and the 
downward flow velocity was ~ 5–32 mm/s. That is, in this mode, the largest number 
of cells appears and a high downward flow rate is observed at an average displacement 
velocity of coherent structures.
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Fig. 14 Change in the rate of dissipation of turbulent energy ε at a depth of 3 m, wind speed V10 
at a height of 10 m and change in the wind direction angle △α within 80 min 

6 Conclusion 

It is well known from observations that the sea surface is extremely variable. This 
is primarily due to the interaction with the adjacent layer of the atmosphere, which 
occurs over a wide range of scales. Such a phenomenon as CL can be visually 
observed in almost any weather, with wind starting from 2 m/s. 

In those held in 2020–2021 In experiments at the hydrophysical sub-satellite 
test site of the MHI RAS, we obtained experimental data on the main dynamic 
characteristics in the observed CLs. Simultaneously with visual observations of the 
state of the sea surface and determination of the geometric parameters of the Lang-
muir strips using paper markers, instrumental measurements of the current velocity 
components, turbulent characteristics and background hydrometeorological condi-
tions were carried out: wind speed and direction, water and air temperature, wave 
characteristics, etc. 

In the process of research, it was found that the effect of CL on turbulence in the 
near-surface layer of the sea largely depends on the speed and direction of the wind. 

According to visual observations of the Langmuir stripes on the surface: 

• at wind speeds up to 4 m/s, the bands are rather weakly expressed; 
• visually noticeable stripes become at a speed of more than 6 m/s; 
• with steady wind at speeds of 9–13 m/s, stable, clearly defined stripes appear;



410 M. I. Pavlov and A. M. Chukharev

• at velocities of 16–20 m/s, the bands are destroyed rather quickly, since with a 
sharp change in wind direction, the bands do not have time to «rebuild», they are 
unstable and mix. 

A technique has been developed for determining the main dynamic characteristics 
of the CL, which include: the velocity of displacement of structures perpendicular 
to the wind, the number of observed cells during the observation period; the width 
of the zones of convergence and divergence (for brevity they are sometimes called 
periods) and the vertical velocities in them (amplitudes). 

The regularities of CL evolution with changes in the absolute values of the wind 
speed are revealed: 

• with an increase in V 10, the average vertical velocity in the convergence zones 
and the width of the zones increase; 

• an increase in wind speed leads to an increase in the speed of displacement of 
structures to the right of the wind direction. The range of displacement velocities 
observed in the experiments was from 0.007 to 0.014 m/s; 

• with well-defined CL and a stable wind speed of about 10 m/s, a «smooth» change 
in wind direction (up to 20° for 10–20 min) causes an increase in the displacement 
velocity, vertical velocity in the convergence zones and the transverse scale of the 
zones; 

• at low wind speeds (up to 2 m/s) and sharp changes in direction (by 30° or more 
within 10–20 min), the structure displacement velocity is the smallest: about 
0.008 m/s. 

The developed technique for registering CLs and taking into account their influ-
ence on turbulent mixing has shown sufficient efficiency. However, not all important 
characteristics can be determined in this case, for example, such a parameter as the 
direction of the CL. It is also possible that the calculation of the rate of transverse 
displacement of structures also requires refinement and more thorough experimental 
verification. 

At this stage, it was not possible to establish a statistically significant correlation 
between the intensity of turbulence (the rate of dissipation of turbulent energy ε and 
the characteristics of the CL in the work at this stage. However, a regime has been 
identified in which the CL increases turbulent mixing in the near-surface layer— 
these are sharp changes in the direction of the wind, which, in our opinion, leads 
to a restructuring of the CL and an increase in the instability of fluid motions. To 
parameterize this process, and, ultimately, to develop a predictive model, a deeper 
study of the issue is needed. A detailed calculation of ε in each cell of the structure, 
more accurate measurements of vertical velocity in downdrafts and updrafts, addi-
tional laboratory studies will provide more complete information and statistical data 
for solving the problem. 
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On the Solution of Dirichlet Problem 
for Sobolev-Type Equations 
for Four-Dimensional Cylindrical 
Domain 

N. V. Kalenova and A. M. Romanenkov 

Abstract The paper discusses an initial boundary value problem for four-
dimensional, by spatial variables, Sobolev-type equation. The domain, in which this 
equation is valid, is a classical cylinder in R4, i.e. one of the coordinate directions, 
which the cylinder axis is parallel to, is specially singled out; and the cylinder base 
is located in the subspace set up by the rest of the coordinate directions. It should be 
pointed out that the spheres from R3 lie in the cylindrical domain bases. In this case, 
it is possible to consider solutions with specific radial symmetry by three variables, 
which makes it possible to obtain precise solutions in the form of Fourier series of 
Dirichlet boundary value problem for such domain. The theorem of uniqueness is 
further presented in the paper with the use of integral identities technique. 

Keywords Precise solutions of Sobolev equation · Radial solutions · Solution 
uniqueness 

1 Introduction 

The following equation is called Sobolev-type equation in literature [1]: 

∂2 

∂t2 
(△u) + A2 ∂

2 

∂ x2 n 
u = 0, (1) 

where A ∈ R, u = u(X, t), X = (x1, x2, . . . ,  xn), △  = ∂2 

∂ x2 1 
+  · · ·  +  ∂2 

∂ x2 n 
—Laplace 

operator and X ∈ W ⊂ Rn, n ∈ N\{1}. 
The issues of asymptomatic behavior of solutions of an initial boundary value 

problem of Sobolev type equation are studied in the indicated paper [1] from the
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oscillation point. In paper [2], which is dedicated to non-classical models of math-
ematical physics, Sobolev-type equation appears when considering the liquid diffu-
sion problem in porous media. This paper contains the overview of results on the 
properties of equation solutions and theorems of uniqueness for different domains. 
Paper [3] presents sufficient conditions for the existence of positive solutions of 
Cauchy and Showalter-Sidorov problems for an abstract linear Sobolev equation. 
Paper [4] discusses nonlinear Sobolev-type equation from the first by time derivative 
with time. In this paper, the asymptomatic formula for solving Cauchy problem is 
obtained by integral estimation method. The methods of integral estimations are very 
productive for establishing the qualitative behavior of solutions and uniqueness of 
solutions of corresponding initial boundary value problems. In [5], the conditions 
of solution uniqueness and correctness of Cauchy problem are given for the class of 
power growth functions. It should be pointed out that the consideration of models of 
incompressible viscoelastic liquids results in the necessity of investigating Cauchy 
problem for Sobolev-type semilinear equations [6]. 

Let function u be a radial function of its first n − 1 spatial variables, 
i.e. u = u(X, t) = u(r, xn, t), where r =

/
x2 1 + x2 2 +  · · ·  +  x2 n−1. r = /

x2 1 + x2 2 +  · · ·  +  x2 n−1. So, we consider the case when the radial symmetry is deter-
mined not by spatial variables but only by some specified multitude of these variables. 
Not limiting the generality, we distinguish variable xn , the solution radially depends 
on the remaining variables. 

It is known that in the nth space Laplace operator is expressed in radial coordinates 
by formula [7]: 

△ = 
∂2 

∂r2 
+ 

n − 1 
r 

∂ 
∂r 

. (2) 

2 Solution Formulation in the Form of Fourier Series 

After the assumptions made, the initial Eq. (1) can be now rewritten as follows: 

∂2 

∂t2

(
∂2u 

∂r2 
+ 

n − 2 
r 

∂u 

∂r

)
+ ∂4u 

∂t2∂x2 n 
+ A2 ∂

2u 

∂ x2 n 
= 0, (3) 

for which we formulate the first initial boundary value problem for n = 4 and W 
domain of special type: 

W =
(
X : X = (x1, x2, x3, x4) ∈ R4 , x4 ∈ [0; L],

/
x2 1 + x2 2 + x2 3 ≤ l; L , l > 0

)
,
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in other words, W is a cylinder in four-dimensional space. So, it is necessary to find 
the solution of Eq. (1) satisfying Dirichlet’s boundary conditions in W domain: 

u|∂ W = 0 

and initial conditions: 

u|t=0 = f (X ), ut |t=0 = g(X ). (4) 

To solve this problem, let us introduce the supplementary function v for 

u(r, x4, t) = 
v(r, x4, t) 

r 
. (5) 

It is possible to obtain the expressions of variables of the initial function u through 
function v: 

∂2u 

∂x2 4 
= 

1 

r 

∂2v 
∂x2 4 

, (6) 

∂u 

∂r 
= 

r ∂v 
∂r − v 
r2 

, (7) 

∂2u 

∂r2 
= 

1 

r 

∂2v 
∂r2 

− 
2 

r 

∂v 
∂r 

+ 
2 

r3 
v. (8) 

Further we substitute the obtained expressions (6)–(8) into Eq. (3): 

∂2 

∂t2

(
1 

r 

∂2v 
∂r2 

− 
2 

r2 
∂v 
∂r 

+ 
2 

r3 
v + 

n − 2 
r

(
1 

r 

∂v 
∂r 

− 
v 
r2

))
+ 

1 

r 

∂4v 
∂t2∂ x2 4 

+ 
A2 

r 

∂2v 
∂x2 4 

= 0. 

After reducing similar summands and multiplying by r , we have:  

∂4v 
∂t2∂r2 

+ ∂4v 
∂t2∂ x2 4 

+ A2 ∂
2v 

∂ x2 4 
= 0. (9) 

Using the idea from paper [8], we look for the unknown function in the following 
form: 

v(r, x4, t) = T (t) sin μr sin λx4, (10) 

where μ, λ—constants to be defined. Now after substituting the expression for 
v(r, x4, t) into Eq. (9) we have:
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− sin μr sin λx4
(
T ''(t) + 

A2λ2 

μ2 + λ2 
T (t)

)
= 0. (11) 

Then T (t) = C1 sin

(
Aλ √
μ2+λ2 

t

)
+ C2 cos

(
Aλ √
μ2+λ2 

t

)
. After that let us point out 

that the following equalities should be satisfied to fulfill the boundary condition: 

sin μl = 0, sin λL = 0, (12) 

that is μn = π n 
l , λm = π m 

L , n, m ∈ N. 
For each pair of natural numbers n, m function 

vn,m(r, x4, t) =
(
C1n,m sin

(
ξn,m(t)

) + C2n,m cos
(
ξn,m(t)

))
sin

(πn 

l 
r
)
sin

(π m 
L 

x4
)
, 

(13) 

where ξn,m(t) = At /
L2 

l2 ( n m )
2+1 

, is the solution of Eq. (9). To find constants C1n,m , C2n,m 

we use the initial conditions: 

v|t=0 = r f  (X ), vt |t=0 = rg(X ), (14) 

i.e. 

∞∑
n,m=1 

C2n,m sin
(πn 

l 
r
)
sin

(π m 
L 

x4
)

= r f  (X ), (15) 

∞∑
n.m=1 

⎛ 

⎝ A /
L2 

l2
(
n 
m

)2 + 1 

⎞ 

⎠C1n,m sin
(π n 

l 
r
)
sin

(π m 
L 

x4
)

= rg(X ). (16) 

After expanding in double Fourier series we have: 

C2s,q = 
4 

Ll 

L∫

0 

l∫

0 

ρ f (ρ,  η4) sin
(πs 

l 
ρ
)
sin

(π q 
L 

η4

)
dρdη4, (17) 

C1s,q =
4 

ALl  

/
L2 

l2

(
s 

q

)2 

+ 1 
L∫

0 

l∫

0 

ρg(ρ,  η4) sin
(π s 

l 
ρ
)
sin

(πq 

L 
η4

)
dρdη4. (18) 

Now it is eventually possible to write down the boundary value problem solution:
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u(r, x4, t) = 
1 

r 

∞∑
s,q=1

(
C1s,q sin

(
ξs,q (t)

) + C2s,q cos
(
ξs,q (t)

))
sin

(πs 

l 
r
)
sin

(πq 

L 
x4

)
. 

(19) 

Theorem “On Uniqueness of Solution” If the solution of the boundary value 
problem (1)–(3) exists, it will be unique. 

Proof Let us use the standard procedure [7]. We multiply the initial equation by ∂u 
∂t 

and integrate by W and from 0 to T by the time variable: 

0 = 
¨ 

W ×[0;T ]

(
∂2△u 

∂t2 
∂u 

∂t 
+ A2 ∂

2u 

∂x2 n 

∂u 

∂t

)
dXdt. (20) 

At the same time, it should be pointed out that the following identities are available 
due to Leibniz formula: 

∂2u 

∂ x2 n 
∂u 

∂t 
= ∂ 

∂xn

(
∂u 

∂xn 

∂u 

∂t

)
− 

1 

2 

∂ 
∂t

(
∂u 

∂xn

)2 

, (21) 

∂4u 

∂t2∂x2 n 

∂u 

∂t 
= ∂ 

∂xn

(
∂3u 

∂t2∂ xn 
∂u 

∂t

)
− 

1 

2 

∂ 
∂t

(
∂2u 

∂ xn∂t

)2 

. (22) 

Then 

∂2△u 

∂t2 
∂u 

∂t 
+ A2 ∂

2u 

∂ x2 n 
∂u 

∂t 
= ∂ 

∂xn

(
A2 ∂u 

∂ xn 
∂u 

∂t

)
+ 

n∑
k=1 

∂ 
∂ xk

(
∂3u 

∂t2∂xk 

∂u 

∂t

)

− 
1 

2 

∂ 
∂t

((
A 

∂u 

∂xn

)2 

+ 
n∑

k=1

(
∂2u 

∂xk∂t

)2
)

. (23) 

Let us introduce value Eu(t): 

Eu(t) = 
1 

2

∫

W

((
A 

∂u 

∂xn

)2 

+ 
n∑

k=1

(
∂2u 

∂xk∂t

)2
)
dX. (24) 

It should be noted that function Eu(t) can be interpreted as the energy of some 
system. Then we calculate the integral value (20): 

0 = 
¨ 

W ×[0;T ]

(
∂ 

∂ xn

(
A2 ∂u 

∂xn 

∂u 

∂t

)
+ 

n∑
k=1 

∂ 
∂ xk

(
∂3u 

∂t2∂ xk 
∂u 

∂t

))
dXdt  − 

T∫

0

(
∂ 
∂t 

Eu(t)

)
dt
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= 
T∫

0

∫

W

(
∂ 

∂xn

(
A2 ∂u 

∂ xn 
∂u 

∂t

)
+ 

n∑
k=1 

∂ 
∂xk

(
∂3u 

∂t2∂xk 

∂u 

∂t

))
dXdt  

− 
1 

2

∫

W

((
A 

∂u 

∂ xn

)2 

+ 
n∑

k=1

(
∂2u 

∂xk∂t

)2
)||||| 

t=T 

t=0 

dX  

= 
T∫

0

∫

W 

n−1∑
k=1 

∂ 
∂xk

(
∂3u 

∂t2∂xk 

∂u 

∂t

)
dXdt  − Eu(T ) + Eu(0) 

= 
T∫

0

∫

∂ W 

n−1∑
k=1

(
∂3u 

∂t2∂xk 

∂u 

∂t

)
cos(ν, xk)dSdt  − Eu(T ) + Eu(0) = −Eu(T ) + Eu(0). 

Eu(T ) = Eu(0). (25) 

Thus, we found out that if Eu(0) = 0, then for all further time moments Eu(T ) = 
0. Now we put forward the standard reasoning for the formal proof of theorem of 
uniqueness. Let the problem (1), (2), (3) has two solutions: u1(X, t) and u2(X, t), 
besides u1(X, t) /= u2(X, t) . Further we introduce the function 

w(X, t) = u1(X, t) − u2(X, t), (26) 

which satisfies Eq. (1), boundary conditions (2) and trivial initial conditions 

w|t=0 = 0, wt |t=0 = 0. (27) 

For w we have Ew(0) = 0 and by formula (25) Ew(T ) = 0. Then, using energy 
estimations [7], we obtain w(X, T ) = 0, which proves the equality of u1(X, T ) and 
u2(X, T ). 

3 Conclusion 

The paper discusses Dirichlet problem for Sobolev equation in cylindrical domain 
in four-dimensional space. Drawing on specific symmetry of the considered domain, 
the explicit formulas for solving this problem in the form of double Fourier series 
by sinuses were obtained for this domain. The theorem of this problem solution 
uniqueness was proved by the method of energy estimations.
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Reasons and Consequences 
of Sedimentation Layer Formation 
in Tray Part of Pipes of Waste Water 
Gravity Flow Networks 

O. A. Prodous and D. I. Shlychkov 

Abstract Reasons and consequences of sedimentation layer formation in tray part of 
pipes of waste water gravity flow networks are presented. The formula for calculating 
the given pipe diameter with internal sedimentation is developed and proposed for 
use. The comparison of values of hydraulic characteristics of new pipes and pipes with 
sedimentation in tray part is given on the particular example. The deviation percentage 
of hydraulic slope values in the rate range from 1.0 up to 3.06 m/s is indicated. 
The network operation efficiency is estimated based on the proposed technique to 
predict its utilization duration. It is proposed to work out normative requirements for 
obligatory hydrodynamic cleaning of waste water gravity flow networks. 

Keywords Waste water networks with sedimentation · Hydraulic calculation ·
Necessity in cleaning and time period norm setting 

1 Introduction 

The currently applicable normative Code of Practice 32.13330.2012 “Sewage. 
External networks and facilities” for gravity flows in waste water networks estab-
lishes the main requirement—omission of calculated flow rate with self-cleaning 
rates of waste water flow. This standard fixes the calculated minimal rates of waste 
water flow depending on the utmost filling degree H din  

, Table 1, Fig.  1.
The analysis of calculated values of waste water flow rates (Table 1) at different 

filling degrees H din  
demonstrates that the less H din  

value in pipes is, the less is the value 
of minimal gravity flow rate Vmin found by the following formula:
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Table 1 Flow rate depending on filling of pipes H 
din  

Internal diameter of pipes, din (mm) Flow rate Vmin, m/s at filling H 
din  

0.6 0.7 0.75 0.8 

150–250 0.7 – – – 

300–400 – 0.8 – – 

450–500 – – 0.9 – 

600–800 – – 1.0 – 

Fig. 1 Fragment of sedimentation in tray part of pipes din—pipe internal diameter, m; Sp—pipe 
wall thickness by GOST (State Standard) for particular material type, m; h—sedimentation layer 
thickness, m (mm)

Vmin = 
4 · q 

π · (
da 
in

)2 , m/s (1)  

where 

q Waste liquid consumption, m3/s; 
da 
in  Actual internal diameter of pipes, m. 

2 Materials and Methods 

da 
in  value depends on the value of actual rate of gravity flow V a influencing the 
possibility of internal sedimentation formation in tray part of pipes as shown in 
Fig. 1. The sedimentation is possible only on the following condition: 

Va ≤ Vmin, m/s (2)  

The value of actual flow rate V a depends on the sedimentation layer thickness 
h in tray part of pipes and is characterized by value dr—reduced internal diameter 
relying on the sedimentation layer thickness h, found by formula [1]:
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Fig. 2 Filling 
Ha 
in  
dr 

in the pipe with layer sedimentation h: din—internal diameter; dex—external 
diameter; Sp—pipe wall thickness; h—thickness of sedimentation layer; Ha—actual filling; H— 
filling degree in a new pipe; Y—angle between the chords connecting the sedimentation layer 
boundaries with the pipe center 

dr =
/(

din  − 2Sp
)2 − (dex − h)2 , m (3)  

where 

dex External diameter of pipes by GOST, m; 
(din  − h) = dr Actual reduced internal diameter of a pipe relying on layer thickness 

h, m.  

The reduced internal diameter of the pipe with sedimentation in the tray part—dr 
corresponds to the pipe diameter with discharge section area ω (formula (4)) equaled 
to the free area left to let consumption q pass after the formation of sedimentation 
layer h in the tray part (Fig. 2). 

Let us find the value of V a ≤ Vmin for particular example, at which the process of 
sedimentation formation in tray part of pipes starts, i.e. condition (2) is violated. 

ωr = ωex − ωa, m2 (4) 

π · d2 
r 

4 
= 

π · d2 
in  

4 
− 

π · (
da 
in

)2 

4 
, m2 , from which 

dr =
/(

dex − 2Sp
)2 − (din  − h)2 = 

/
d2 
in  − (din  − h)2 .
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3 Results 

The analysis of formula (3) shows that the reduced internal diameter of pipes dr 
decreases during the life cycle “operation” due to the increased layer thickness h 
(increased filling degree Hin  

dr 
). Therefore, the accuracy of hydraulic calculation of 

pipes with sedimentation in tray part depends on the change in the rate of layer 
thickness h and waste water physical and chemical composition. The more the value 
of sedimentation layer thickness h is, the more is the value of filling degree in pipes 
Hsed 
dr 

, since with the unchanged consumption q the dependence Hsed 
dr 

= f (h) takes 
place, confirming during the hydraulic calculation of pipes the need to take into 
account the value of layer thickness h influencing the hydraulic slope value i [1]. 

Let us illustrate it on a particular example. 

4 Discussion 

4.1 Problem Setting 

The consumption q = 150 l/s (0.15 m3/s) moves along the gravity flow pipeline made 
of concrete pipes with the diameter din = 400 mm (0.4 m). The waste water flow 
characteristics: contaminants = 350 mg/l, waste water temperature is 12 °C. 

Find the reasons and describe the consequences of formation of sedimentation 
layer with thickness h = 100 mm (0.1 m) and calculate the values of characteristics 
of hydraulic potential of new pipes and pipes with sedimentation h for comparison. 

Solution 

1. We define flow rate V in a new concrete pipe without sedimentation layer h: 

V = 
4 · q 

π · d2 
in  

= 4 · 0.15 
3, 14 · 0.42 = 1.19, m/s. 

2. The currently applicable normative Code of Practice 32.13330.2012 fixes the 
minimal flow movement rate for pipes 400 mm in diameter as Vmin = 0.8 m/s 
(Table 1) that is less than the value V = 1.19 m/s by 32.77% or in 1.49 times. 

3. This means that the norms allow the formation of sedimentation layer thickness 
h in tray part of pipes changing the actual flow rate mode in the rate range of 
0.8 m/s ≤ V a ≤ 1.19 m/s, however, the permissible h value is not indicated. 

4. We find the wet perimeter area of a new pipe—ωn and pipe with the diameter of 
400 mm with the sedimentation layer h, corresponding to ωa: 

ωn = 
π · d2 

in  

4 
, m2; ωa = 

π · (
da 
in

)2 

4 
, m2 .
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5. Using formula (4) we calculate the value of reduced area of wet perimeter ωr left 
to let consumption q pass: 

ωr = 
3.14 · 0.42 

4
= 

3.14 · 0.2652 
4

= 0.1256 − 0.0708 = 0.0548, m2 . 

The remaining reduced area of wet perimeter ωr characterized by value dr, which 
is always less than ωex: 

ωr = 0.0548 m2 < ωex = 0.1256 m2 , by 56.37% or in 2.29 times. 

Using formula (3), the reduced area of wet perimeter ωr = 0.0548 m2 is 
characterized by the value of reduced diameter dr : 

dr =
/

(0.511 − 2 · 0.055)2 − (0.4 − 0.1)2 =
√ 
0.42 − 0.32 

= √
0.16 − 0.09 = √

0.07 = 0.265 
da 
in  = din  − dr = 0.4 − 0.265 = 0.135 m. 

6. Using the value da 
r = 0.135 we calculate the reduced flow rate value V a in: 

V a r = 4 · q 
π · (

da 
in

)2 =
4 · 0.15 

3.14 · 0.1352 = 
0.6 

0.0572 
10.49, m/s. 

7. Then we compare the rate values in a new pipe V and pipe with sedimentation 
layer V a r at h = 0.1: 

V a r = 10.49 m/s > V = 1.19 m/s by 88.66% or in 8.82 times. 
This indicates that it is possible to judge about the change in the value of reduced 

area of wet perimeter ωr by the change in the actual values of flow rate V a r . That is, 
there is a functional dependence: 

V a r = f (ωr). Then the actual filling in the pipe 
Hsed 
da 
r 

for the given example is: 

Hsed 

da 
in  

= 0.7 + h = 0.8 

So, knowing the sedimentation layer thickness h, it is always possible to calculate 
the value of actual filling degree Hsed 

da 
r 

in a pipe with sedimentation in the tray part. 

Figure 3 demonstrates the graph of dependence Hsed 
da 
r 

= f (h).
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Fig. 3 Graph of dependence Hsed 
dnp 

= f (h) 

5 Conclusion 

To measure the sedimentation layer thickness h in any gravity flows, the authors 
of the paper have developed in detail and proposed a special simple device, which 
allows determining h value with high accuracy [2]. 

For the conditions of the given example, Table 2 contains the values of hydraulic 
characteristics of pipes with different h values, based on which the graphs of 
dependence ir = f (h) and iin  = f (h) are plotted in Fig. 4.

The analysis of values of hydraulic characteristic of pipes for the given example 
demonstrates that at sedimentation layer thickness h = 0.15 m the network gets 
clogged and waste water flow stops. At the same time, the deviation percentage of 
hydraulic slope values ir and iex in the rate range from V = 1.0 ÷ 3.06 m/s is from 
82.64% (at V = 1.0 m/s) up to 99.86% (at V = 3.06 m/s). 

That is, the more h value is, the more is ir value, and it is more possible that the 
network will be clogged. 

Therefore, it is necessary to estimate the operation efficiency of waste water 
gravity flow network by its operation efficiency coefficient value based on the 
technique proposed [3]: 

Kef  = 
i p ·

(
d p in

)2 · Vp 

i a r ·
(
da 
r

)2 · V a r 

, (5) 

where 

i p, d 
p 
ex , Vp Values of calculated (for new types) from certain material type charac-

teristics of hydraulic potential at the moment of putting the pipeline into 
operation; 

i a r , d
a 
r , V 

a 
r Reduced values of actual characteristics of hydraulic potential of pipes 

with sedimentation layer thickness h in the tray part.
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Table 2 Hydraulic parameters of pipes in the example 

Hydraulic 
characteristics of pipes 

New pipes 

Sedimentation layer thickness h = 0 
Pipe diameter, d (m) 0.4 0.4 0.4 

Flow rate, V (m/s) 1.0 1.5 2.0 

Hydraulic slope, iin ⊝ 

(m/m) 
C = 52.37 C = 52.37 C = 52.37 
0.00365 0.00547 0.01459 

Pipes with sedimentation h (m) 

0.05 0.1 0.15 

Actual diameter, da ⊛ 0.35 0.30 0.250 

Actual reduced 
diameter da r ⊕ 

0.135 0.008 – 0.01 clogging 

Actual rate, V a (m/s) 1.56 2.12 3.06 

Chezy factor, C =◯ 43.68 27.25 19.23 

Reduced hydraulic 
slope, ir (m/m) 

0.03779 3.03 10.13 

Percentage of values 
deviation ir and iin 

82.64% or in 10.35 
times 

99.98% or in 553.93 
times 

99.86% or in 694.31 
times 

⊝ i = 4·V 
2 
np 

C2 
r ·da r , m/m 

⊛ da r = (
dex − 2Sp

) − h, m 

⊕ dr =
√ 
d2 − (da − h)2, m (d − dr ) = da r 

=◯ Cnp =
(
da r 
4

)0,167 

n , n = 0.013 is taken for calculations

The operation duration of waste water gravity flow network with sedimentation 
in the tray part is forecasted based on the network operation efficiency coefficient 
values given in Table 3 and calculated with the help of dependence (5).

For the considered example 

Kef  = 
0.00516 · 0.42 · 1.19 
1.17 · 0.1352 · 10.49 = 

0.000982 

0.22368 
= 0.004 

According to the data from Table 3, it is prohibited to operate the waste water 
pipeline with the diameter of 400 mm with the sedimentation layer thickness h 
= 0.1 m in the tray part, since the value Kef = 0.004 confirms the need in its 
hydrodynamic cleaning.
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Fig. 4 Graph of dependence 
ir = f (h) and iex = f (h)

i, m/m 

i, m/m 

h, m 

h, m 

new pipes 
pipes with sedimentation 

d r 

forecast 

calculation 

Table 3 Forecast of 
operation possibility of waste 
water network 

Range of values Kef Possibility to continue further operation 
of the network 

0.6 ≥ Kef ≤ 1 Possible 

0.5 ≥ Kef ≤ 0.6 Hydrodynamic cleaning of the network 
is required 

Kef ≤ 0.5 It is prohibited to operate the network 
Hydrodynamic cleaning of the network 
is required
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6 Recommendations 

The material presented in the paper allows indicating possible reasons contributing 
to sedimentation formation in the tray part of pipes and forecasting the consequences 
of their emergence. 

The main reason of sedimentation formation in the tray part of waste water gravity 
flow networks is the non-uniformity of waste water flow conditioned by: 

• flow rate mode when V a ≤ Vmin, m/s;  
• influence of local resistance hampering the gravity flow (turns, offsets, branch 

pipes, etc.); 
• influence of side connections and drops of network local points; 
• line sagging and availability of large mechanical particles in the tray part, which 

hamper the flow (gravel, crushed stones, tree branches, etc.). 

The availability of sedimentation layer h in the pipe tray part (Fig. 1) leads to the 
following consequences: 

1. Increased pipe filling degree H din  
by the sedimentation layer thickness value h. 

2. Changed actual wet perimeter area ωa (formula (4)), and, consequently, decreased 
free area of the pipe remaining space to let the targeted consumption q pass, which 
is characterized by the reduced parameter value dr (formula (3)). 

3. Increased values of flow actual rate V a, and, consequently, increased hydraulic 
slope values of ir (loss of head per length unit)—main characteristic of pipe 
hydraulic potential (V, d, i). 

4. Changed values of network operation efficiency coefficient Kef (formula (5)), 
which is used for forecasting the possibility of further operation and substanti-
ating the necessity in hydrodynamic cleaning of the network. 

Thus, the material presented is the foundation for developing normative require-
ments for obligatory annual hydrodynamic cleaning of waste water gravity flow 
networks with sedimentation in the tray part of pipes and for continuing research 
in sedimentation layer morphology and structure depending on the waste water 
composition [4–16]. 
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The Influence of Strong Nonequilibrium 
on Multifractal Scaling 
of Two-Dimensional Distributions 
of Seismic Energy 

I. R. Stakhovsky 

Abstract Spatial distributions of seismic energy (seismic energy fields) in the 
vicinity of the epicenter of the October 30, 2020 Aegean Sea Earthquake (M ≈ 7) 
have been investigated by the multifractal analysis methods. It is shown that the 
singularity spectrum of the seismic energy field before the main shock of this event 
had undergone significant widening and asymmetry changing. From the physical 
point of view, these changes can be explained by seismogenerating system transition 
into strongly nonequilibrium state before the main shock. Quantitative characteris-
tics of the revealed effects which can be used in the methods of seismogenerating 
medium current state monitoring are proposed. 

Keywords Earthquakes · Seismic energy · Multifractal · f (a)-spectrum 
asymmetry · f (a)-spectrum widening 

1 Introduction 

Dynamic system evolution from the equilibrium state to destruction includes the 
transitions into weakly nonequilibrium, and then—strongly nonequilibrium states. 
According to the theory of nonequilibrium systems [1], these states differ by the 
character of fluctuations: in equilibrium state fluctuations are absent, in weakly 
nonequilibrium state fluctuations emerge but die out, in strongly nonequilibrium 
state fluctuations grow, while the emergence of infinite fluctuation is equivalent to 
destruction. The indicated transitions are accompanied by radical structural recon-
structions of the system, therefore in most cases for their detection the structural 
analysis of the system is effective, including multifractal one [2–4]. 

In seismic systems the seismic wave focal point, located in the lithosphere massif, 
is inaccessible for direct investigation, therefore the main means of receiving direct 
information about processes taking place in the preparing source of large-scale earth-
quake is the analysis of small-scale seismicity of its focal area. It is known that
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spatial distributions of seismic epicenters are self-similar and can be modeled by 
multifractal measures [5–7]. Thus, the indicators of seismogenerating system transi-
tion into strongly nonequilibrium state should be sought in variations of multifractal 
structure of spatial distributions of seismic epicenters and fluctuations of seismic 
activity. In [8, 9] such indicator was found and called “the effect of seismic field 
f (a)-spectrum widening” (it is described further). The term “seismic field” is used 
here for brief designation of multifractal measure, modeling spatial distribution of 
earthquake epicenters. 

The effect of seismic field f (a)-spectrum widening precedes the main shock of 
strong earthquake and can be considered as a method of monitoring the current state 
of seismogenerating medium, however seismic data for its accurate determination 
have to be highly representative. In the analysis of seismic field, the lack of data leads 
to artificial scaling break, so this fact actualizes the search for methods of decreasing 
the dependence of analysis results on the lack of data. 

It is further demonstrated that the period of seismogenerating system transition 
into strongly nonequilibrium state can be also revealed under conditions of data 
shortage by replacing the analysis of spatial distribution of seismic epicenters with 
the analysis of spatial distribution of seismic energy. For brevity the multifractal 
measures modeling spatial distribution of seismic energy will be designated below 
as “seismic energy fields”. The analysis of seismic energy field provides additional 
advantages when it is necessary to differentiate the seismogenerating system, caught 
up by the process of strong earthquake preparation, from the system, in which such 
preparation has not started yet. 

2 Seismic and Seismic Energy Fields 

In the work [8] it was found that during the last ∼ 2.5 years before main shocks 
of strong earthquakes in their focal areas the spatial distributions of epicenters of 
weak seismicity have demonstrated the fluctuations of seismic activity, i.e., local 
short-term peaks or attenuations of seismic events generation. Due to high intermit-
tency peculiar to seismic process in general, these fluctuations cannot be singled out 
as an independent research object, however in multifractal measures modeling the 
distribution of seismic epicenters, the fluctuations of seismic activity appear in cumu-
lative form as the increase of seismic field f (a)-spectrum width (i.e., as the increased 
difference between the maximum and minimum values of seismic field singularity 
indices) in comparison with the earlier field. It should be noted that according to 
the theory of nonequilibrium systems [1] the described result can be considered as 
theoretically expected. 

This effect allows to differentiate the steady seismic regime, i.e., weakly nonequi-
librium state of seismogenerating system, from the transient regime, i.e., strongly 
nonequilibrium state preceding the global destruction. In the steady regime, multiple 
but “weak” (in the scale of the system investigated) events do not destruct the system
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global integrity, do not change boundary conditions determining the system evolu-
tion, and do not lead to changes in its dynamics. In the transient regime, all the 
considered system is caught up by the process of event preparation, which will 
further result in the system destruction, i.e., by the process of preparing “strong” (in 
the scale of the system investigated) earthquake. In the steady regime, the singularity 
spectra of seismic fields are subject only to weak variations; in the transient regime, 
before the global destruction the singularity spectra significantly widen. 

The investigation of the effect of seismic field f (a)-spectra widening requires 
large data volumes. Theoretical consideration of the issue of constructing f (a)-
spectrum for the distribution of single-type events leads to the estimations of the 
required data volumes, which predominantly exceed the capabilities of modern 
seismic catalogs [10]. At the same time, there is a firmly established power-law 
dependence between seismic energy and number of events inducing this energy 
(Gutenberg-Richter law) [11]. Thus, if t measures modeling spatial distributions of 
seismic epicenters, i.e., seismic fields, are multifracls, then the measures modeling 
spatial distributions of seismic energy are also subjected to multifractal organization. 

After covering spatial distributions of seismic energy by scale grid which is ordi-
nary used in multifractal analysis, the total energy of seismic events within the grid 
box due to Gutenberg-Richter law is determined not by the number of events but by 
the energy of several events with maximum magnitude values. The rest of the events, 
irrespectively of their quantity, add only minor corrections to the total sum. In the 
process of constructing f (a)-spectra of seismic energy field this fact qualitatively 
decreases the dependence of calculation accuracy on the number of events available 
for research. 

In accordance with the physics of the process, the variations of interconnected 
seismic and seismic energy fields have to be synchronous. Besides, the overall 
numbers of events in the grid boxes usually differ on the order of magnitude by 
not more than one-two orders when overall values of seismic energy of these events 
can differ by four-five orders and more, what may be considered as sort of multiplier 
of the variations under investigation. Due to these peculiarities of seismic energy 
fields, their f (a)-spectra can be constructed rather accurately even under conditions 
of lack of data, which makes impossible to construct full f (a)-spectra of seismic 
fields. Thereby, the seismic process variations, connected with the transition of seis-
mogenerating system into strongly nonequilibrium state preceding the main shock 
of strong earthquake, can be more likely detected in seismic energy fields than in 
seismic ones. This is further demonstrated by the analysis of small-scale seismicity 
preceding the October 30, 2020 Aegean Sea Earthquake, which has become one of 
the strongest earthquakes in recent years in Europe. 

3 Initial Data 

The Aegean Sea Earthquake occurred on 30.10.2020 at 11:51:27 (UTC) in the region 
of a so-called Hellenic Arc, i.e., in the collision zone of African and Anatolian
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lithospheric plates. Its magnitude was M ∼= 7.0, hypocenter depth—H ≈ 20 km. 
The epicenter proved to be in the sea strait between the Greek island Samos and 
western coast of Turkey, and had the coordinates 26.78◦ N, 37.89◦ E. The earthquake 
was accompanied by numerous victims and destructions of engineering constructions 
[12], as well as tsunami [13]. 

In this research the seismicity preceding the October 30, 2020 Aegean Sea Earth-
quake was studied within the 100×100 km polygon with sublatitudinal and submerid-
ional orientation of sides and center coinciding with the epicenter of this event. The 
polygon territory is directly controlled by two seismic networks: Hellenic Unified 
Seismological Network [14] and Turkish National Seismic Network [15]. Several 
seismic stations of both networks are located on the polygon territory. Both networks 
transmit data to International Seismological Centre, ISC in the UK [16] where they 
(together with data of other seismic networks) are systemized in ISC-catalog [17]. 

The data from ISC-catalog about the seismic events, preceding the October 30, 
2020 Aegean Sea Earthquake, for the period 10.05.2013 ÷ 30.10.2020 within the 
boundaries of the polygon under investigation were used in the calculations. Within 
this period the polygon territory was characterized by weak seismicity with the 
maximum magnitude of events M = 4.7 and depths of hypocenters in the range 
H < 25 km (with singular exceptions). The checks run demonstrated the compliance 
of ISC-catalog data within the polygon borders with the earthquake recurrence law 
(Gutenberg-Richter law) in the magnitude range 1.5 ≤ M ≤ 4.7, the data on weaker 
events were not used in the calculations as unrepresentative. The total volume of 
ISC-catalog data with the indicated parameters amounted to 3428 events. 

4 Calculation Technique 

Magnitudes of seismic events systematized in catalogs are connected with the energy 
of seismic waves by empirical dependencies, among which the Bath formula is one 
of the most popular [18]: 

lg E = 5.24 + 1.44M, (1) 

where E—seismic energy (J), M—magnitude by surface waves. A number of alter-
native formulas of magnitude connection with energy are known, which result in 
somewhat different energy absolute values, however, only the parameters of energy 
scaling independent of energy absolute values will be calculated further. 

In the course of calculations, the investigated polygon (investigated system) was 
covered by two-dimensional renormalizing scale grid of non-overlapping square 
boxes. The grid boxes were enumerated by index i (i = 1, 2, 3 . . .). The spatial distri-
bution of seismic energy was modeled by measure P whose content in the i th box 
pi was estimated with the help of normalization: 

pi = Ei /E0, (2)
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where Ei —total value of seismic energy in the i th box, i.e., the sum of seismic 
energies determined according to expression (1) for all events in the i th box, E0— 
total value of seismic energy of all events in the sample, i—box sequence index. Let 
us construct the partition function: 

Zq (r ) = 
N∑

i=1 

pq i (r ), q ∈ {−∞, +∞}, (3) 

where q—measure moment order, r—grid box size (scale), N —total number of 
nonempty boxes of the grid. The following correlation is true for self-similar 
measures [2]: 

N∑

i=1 

pq i (r ) ∝ r−τ (q) , (4) 

where τ (q)—cumulant-generating function: 

τ (q) = lim 
r→0

[
ln 

N∑

i→0 

pq i (r )/ ln(1/r )

]
. (5) 

The singularity spectrum of the investigated measure can be constructed with the 
help of Legendre transformation: 

a = −  
d 

dq 
τ (q), (6) 

f (a) = aq + τ (q). (7) 

where a—singularity index, f (a)—singularity spectrum, however, in the condi-
tions of data deficiency the smoothing procedures of Legendre transformation are 
undesirable. Let us differentiate the function (3): 

d 

dq

(
N∑

i=1 

pq i (r )

)
= 

N∑

i=1 

pq i (r ) ln pi (r ). (8) 

Combining the expressions (5)–(8) and using (4), after some transformations we 
can obtain the following equations [19]: 

a(q) = lim 
r→0 

(ln r )−1 
N∑

i=1 

p̃i (q, r ) ln pi (r), (9)
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f (a(q)) = lim 
r→0 

(ln r )−1 
N∑

i=1 

p̃i (q, r ) ln p̃i (q, r ), (10) 

where 

p̃i (q, r ) = pq i (r )/
∑

j 

pq j (r ). (11) 

In this paper f (a)-spectra of seismic energy fields were constructed using 
Eqs. (9) and (10). Equations (9) and (10) allow to construct f (a)-spectrum of 
multifractal measure P without intermediary procedures of Legendre transfor-
mation. Limits in (9) and (10) were estimated as coefficients of linear regres-
sions

∑N 
i=1 p̃i (q, r ) ln pi (r ) and

∑N 
i=1 p̃i (q, r) ln p̃i (q, r ) versus ln r . Scale changes 

r (r = r1, r2, r3 . . .) were realized by grid renormalizing. In numerical calculations 
q values were sorted out discretely with step �q = 0.1 in the range of values 
−20 ≤ q ≤ 20. 

5 Calculation Results 

The ISC-catalog data used in the calculations were split into three samples: the 1st 
sample covered the time period from 10.05.2013 to 31.07.2015 and contained 1142 
events, the 2nd sample covered the time period from 01.08.2015 to 31.12.2017 and 
contained 1133 events, the 3rd sample covered the time period from 01.01.2018 to 
30.10.2020 and contained 1153 events. The third sample characterized the seismic 
process directly preceding the main shock of the October 30, 2020 Aegean Sea 
Earthquake (the Aegean Sea Earthquake itself was not included into the sample). 
From physical considerations connected with empirically estimated sizes and time 
of forming the preparation areas of earthquakes with magnitude M = 7, the  volume  
of the 3rd sample could not be increased by extending the polygon sizes or time 
period duration covered by the sample, also the magnitude range was limited by the 
representativeness threshold of catalog. The volumes of the 1st and 2nd samples were 
selected approximately equal the third sample volume to avoid errors in calculations 
caused by different data representativity. 

These data are not enough to construct full f (a)-spectra of seismic fields, besides, 
the measure content in scale grid boxes is principally limited by the impossibility 
for fractional amounts of events less than one to be placed in the boxes. Due to the 
scaling break, even incomplete right branches of f (a)-spectra of seismic fields prove 
to be distorted. In order to track changes in the seismogenerating system state, let us 
refer to the analysis of seismic energy fields. 

Figure 1 demonstrates f (a)-spectra of seismic energy fields constructed with the 
data of the 1st and 2nd samples. In this case, we managed to construct relatively full 
f (a)-spectra. Let us consider numerical characteristics of f (a)-spectra:
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Fig. 1 Singularity spectra of 
seismic energy fields based 
on the data of the 1st and 2nd 
samples. The solid line 
(designated with 
1)— f (a)-spectrum 
constructed by the data of the 
first sample, dots (number 
2)— f (a)-spectrum 
constructed by the data of the 
second sample

�a = amax − amin, (12) 

where �a—expansion (width) of f (a)-spectrum, amax and amin—maximum and 
minimum values of singularity indices of the investigated fields, respectively, and 

A = 
amax − 2aex + amin 

amax − amin 
, (13) 

where A—parameter of spectrum asymmetry, aex—singularity index value corre-
sponding to the position of f (a)-spectrum extreme point. The parameter of asym-
metry A determined in such a way can have the values in the range −1 < A < 1. The  
signature of A indicates the shifting direction of the spectrum extreme point relatively 
to the center of range�a. For a symmetric spectrum A = 0. Subscripts at parameters 
A, �a and f (a) will be further used to identify them with the corresponding data 
samples. 

Sets of events in the 1st and 2nd samples have no intersections, however, the values 
of extreme points of f (a)-spectra (monofractal dimensions of seismic energy fields), 
as  shown in Fig.  1, are approximately the same f (aex )1 ≈ f (aex )2. The expansions 
of f (a)-spectra during this period were �a1 = 3.97 . . ., �a2 = 3.94 . . ., i.e., they 
practically did not change either. The ranges of singularity indices for both fields are 
quite similar. The seismic process took place rather quietly during this period and 
f (a)-spectra of seismic energy fields do not demonstrate the growth of fluctuations 
of seismic activity. 

However, f (a)1 and f (a)2 spectra are not identical and are characterized by 
different curvature of branches and different asymmetry degree. Both spectra in 
Fig. 1 are asymmetric, their extreme points are shifted to the side of lower values
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of singularity indices. This physically means that during the whole period of time 
covered by both samples, from 10.05.2013 to 31.12.2017 the seismic flux in the 
investigated area consisted of events with low magnitude values (M ≤ 3), events 
with higher magnitude values (M > 3) occurred rarely. For the spectrum constructed 
by the data of the first sample A1 = 0.27 . . ., for the spectrum constructed by the 
data of the second sample A2 = 0.15 . . .. 

Comparison of f (a)-spectra of seismic energy fields by their expansion values
�a1 and �a2 gives the ground for conclusion that in the period from 10.05.2013 to 
31.12.2017 the seismic process in the investigated polygon proceeded in the steady 
regime. The comparison of f (a)-spectra by their asymmetry parameters A1 and 
A2 demonstrates that the seismic process during this period also comprised internal 
structural dynamics. 

Figure 2 demonstrates f (a)-spectra of seismic energy fields constructed by the 
data of 1st and 3rd samples. As seen from Fig. 2, in the time period from 01.01.2018 
to 30.10.2020 the seismic process character changed significantly. 

The changes refer to the expansion of f (a)-spectrum of seismic energy field 
directly preceding the October 30, 2020 Aegean Sea Earthquake, as well as to 
its asymmetry. The values of f (a)-spectra extreme points in Fig. 2 still differ 
insignificantly f (aex )1 ≈ f (aex )3. However, the expansion of f (a)3 spectrum is
�a3 = 5.05 . . ., which exceeds �a1 value by 27%. Figure 2 demonstrates the effect 
of multifractal field f (a)-spectrum widening but detected already not in the seismic 
but seismic energy field. At the same time, the position of f (aex )3 spectrum extreme 
point shifted relatively to the center of �a3 range to the side of high values of 
singularity indices, i.e., the share of events with magnitudes M > 3 in the sample 
increased. Parameters A1 and A3 of spectra f (a)1 and f (a)3 have already different 
signatures, A3 = −0.07.

Fig. 2 Singularity spectra of 
seismic energy fields based 
on the data of the 1st and 3rd 
samples. The solid line 
(designated with 
1)— f (a)-spectrum 
constructed by the data of the 
first sample, dots (number 
3)— f (a)-spectrum 
constructed by the data of the 
third sample 
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Thus, in the time period from 01.01.2018 to 30.10.2020 the seismic process ceased 
being quiet, the steady seismic regime was replaced by the transient one. The peaks 
and attenuations of seismic activity resulted both in the growth of maximum values 
and decrease in the minimum values of singularity indices of seismic energy field, 
what is demonstrated by the expansion of its f (a)-spectrum. The relative increase 
of strong energy fluctuations, i.e., events with increased magnitude in seismic flux 
resulted in the signature inversion of asymmetry parameter A. The seismogenerating 
system turned into the strongly nonequilibrium state. The seismic process in the 
transient regime naturally resulted in the strong earthquake. 

At the same time, it should be pointed out that all seismicity preceding the October 
30, 2020 Aegean Sea Earthquake can be referred as so weak that neither foreshocks 
nor any other physical phenomena able to contain the prognostic information were 
revealed before this event. Nevertheless, the prognostic information was contained in 
the scaling structure variations of seismic energy fields, i.e., the investigation of these 
variations can be considered as a tool for analyzing a seismic process fine structure, 
which cannot be currently analyzed by other methods yet. 

In [8, 20] it is proposed to quantitatively estimate the effect of f (a)-spectra 
widening with the help of functional δS: 

δS = S∗∗ − S∗ = 
a∗∗
max∫

a∗∗
min 

f ∗∗(a)da − 
a∗
max∫

a∗
min 

f ∗(a)da, (14) 

where S-area of coordinate space enveloped by the spectrum (and another character-
istic of the spectrum expansion), the superscripts in the form of two asterisks refer to 
the spectrum of seismic energy field preceding a strong earthquake, the superscripts 
in the form of one asterisk refer to the spectrum of earlier seismic energy field. Func-
tions f (a) in the integration area are continuous, smooth and limited, i.e., widening 
parameter δS can be always estimated numerically. In this case, by spectra f (a)1 and 
f (a)3 it is δS = 1.45 . . .  (by spectra f (a)2 and f (a)3 it is δS = 1.25 . . .). The func-
tional δS is convenient for quantitative estimation of the effect, first of all, because 
it takes into account not only the expansion but also the shape of f (a)-spectra. 

As we can see, the effect of f (a)-spectrum widening can be considered as a quan-
titative characteristic of the preparation process of a strong earthquake. However, at 
the same time, the investigation of seismic energy fields also provides a qualita-
tively new opportunity in comparison with seismic fields—analysis of f (a)-spectra 
asymmetry.
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6 Discussion and Conclusions 

Detection of the strong nonequilibrium period preceding a strong earthquake, 
requires the seismic process parameterization and reduction of its complex phys-
ical manifestations to quantitative parameters allowing the comparison of preparation 
processes of different seismic events. Such parameters also include quantitative char-
acteristics of the effect of seismic energy field f (a)-spectra widening, many aspects 
of which (though not all) can be discussed and interpreted today quite substantively. 

The results of this investigation demonstrate that monofractal dimensions of 
seismic energy fields are insensitive to the preparation of critical transition (destruc-
tion) of seismogenerating system, i.e., the sets of points of energy dissipation in 
the lithosphere are mainly stationary. The dissipation points (weakened points of the 
lithosphere, fault nodes, focal centers) induce seismic events repeatedly not migrating 
in space. In other words, seismic energy fields (the same way as seismic) are multi-
fractal fields with localized singularities. This aspect has the principal meaning in 
the mathematical simulation of a seismic process, which is often performed with the 
help of multiplicative cascade procedures and, consequently, requires their adequate 
selection. 

The effect of seismic energy field f (a)-spectrum widening is determined by the 
behavior of higher moments of the multifractal measure, modeling spatial distribu-
tion of seismic energy. Physically, this means that the multifractal structure of seismic 
energy spatial distribution is formed due to energy activity of localized dissipation 
points in the seismogenerating system. Changes in the system state, i.e., the transi-
tion from the weakly nonequilibrium state into the strongly nonequilibrium one, are 
reflected in the energy activity of the dissipation points. During the system transition 
into the strongly nonequilibrium state the energy activity of the dissipation points is 
revealed in the growth of fluctuations, at the same time the total amount of energy 
induced by the seismic flux can increase not very significantly. The effect of seismic 
energy field f (a)-spectrum widening in the integral form combines many details of 
quite complex evolution process of seismogenerating system in strongly nonequi-
librium state, however the investigation of these details requires higher quality of 
seismic data. 

Nevertheless, the possibility to describe the effect by scalar characteristics (for 
example, δS, though alternative numerical characteristics of the effect can be 
proposed) allow to consider the seismic scaling as the seismogenerating system 
macroparameter, providing an opportunity, in a certain sense, to measure the process 
of system forthcoming to the moment of global stability loss. In this context, not only 
the numerical value of parameter δS can be useful but also the change of signature 
of parameter A. 

As demonstrated above, the change of seismic regimes can be accompanied by 
the change of asymmetry of seismic energy field f (a)-spectrum. The asymmetry of 
f (a)-spectrum of seismic energy field is connected with the lack of strong energy 
fluctuations in the steady regime and growth of fluctuation range in the transient 
regime, thus resulting in the inversion of parameter A signature. The time moment
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characterized by the value A = 0, i.e., by symmetry of seismic energy field f (a)-
spectrum, can be considered as some reference moment of earthquake preparation 
process. Previously, when analyzing seismic fields, it was impossible to reveal the 
asymmetry of f (a)-spectra due to their incompleteness. 

Thus, the effect of seismic energy field f (a)-spectrum widening even with the 
current representativity of seismic data can be used both for the detection of the 
fact of preparation processes of strong earthquakes in seismogenerating medium 
and also for the quantitative description of these processes. Nevertheless, there is a 
number of questions connected with details of this effect, which can be answered 
only after increasing the representativity of seismic data, i.e., this effect requires 
further investigation. 
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Geomechanical Modeling During Solving 
Problems Related to Development 
of Hard-to-Recover Hydro-carbonate 
Deposits 

V. I. Karev, Yu. F. Kovalenko, and K. B. Ustinov 

Abstract The developed geomechanical model to describe deformation, fracture 
and filtration processes occurring within bottom-hole zone of production well is 
presented, and the results of mathematical modeling for a particular gas-condensate 
field are provided. The optimal constructions of the bottom-hole zones were chosen 
on the base of the conducted analysis. It was demonstrated, a significant increase in 
flow rate can be achieved by choosing the optimal bottomhole design. 

Keywords Low-permeability rocks · Enhanced oil recovery · Perforation hole ·
Mathematical modeling · Directional unloading method 

1 Introduction 

Due to reduction of the part of easy-to-recover hydro-carbonate deposits, the neces-
sity arises to develop deposits with reservoirs having low permeability character-
istics and located at huge depths. Development of such deposits cause significant 
technological difficulties, since applying the traditional methods including hydro-
fracture often becomes non-effective. This leads to necessity to develop new methods 
of increasing wellbores productivities and methods of reducing the risks of nega-
tive effects on the bottom-hole zones. For developing such methods geomechanical 
modeling has to be used. 

A geomechanical and filtration model of processes within the bottom-hole zone 
of a reservoir that accounted their mutual influence was developed and adopted to 
conditions the particular hydro-carbonate deposit. The model includes description of 
elastic deformation, transition to inelastic state, as well as description of elastoplastic 
deformation of reservoir rocks after transition to non-elastic state. The model is 
detailed described in [1–4]. A short mathematical formulation is provided below.
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2 Mathematical Model 

The stress–strain state and fluid flow is described by the laws of poro-elasticity [5, 6] 
and Darcy’s law. In case of inelastic (plastic) deformations the system of equations 
may be written as follows 

(κik  p,i ),k = 0 (1)  

σi j,i = 0 (2)  

si j  = σi j  + αP pδi j (3) 

si j  = �i jkl  ε
E 
kl (4) 

εT i j  = εE 
i j  + εP 

i j  = 
1 

2

(
ui, j + u j,i

)
(5) 

Here p is the pore pressure; κik  is permeability tensor generally depending on coor-
dinate and the stress state; σi j  , si j  are components of the total and effective (acting 
on solid skeleton) stress tensors; εT i j  , ε

E 
i j  , ε

P 
i j  are components of the total, elastic and 

plastic strain tensors; ui are components of displacement vector; �i jkl  are compo-
nents of elasticity tensor; 0 ≤ αP ≤ 1 is Bio’s coefficient, characterizing the porosity 
structure (note, that more precise consideration requires to consider Bio’s coefficient 
as a second rank tensor). Summation is supposed for repeating indexes, indexes after 
the comma stand for derivative over the corresponding coordinate. 

Before fulfilling the criterion of elastic–plastic transition εP 
i j  = 0, and Eqs. (1)–(5) 

accompanied by the boundary conditions form the closed system. Inelastic deforma-
tion is described by using a non-associated law of plastic flow with yield function 
F and plastic potential Q written in the form of a modified Hill’s [7, 8] law  for  
anisotropic plasticity in the form of [9], respectively (see also [1]) 

dεP 
i j  = 

∂ Q 
∂si j  

∂ F 
∂skm 

dskm

(
H 

∂ Q 
∂spq 

spq

)−1 

, (6) 

F = (
G0 

(23)(s22 − s33)2 + G0 
(13)(s11 − s33)2 + G0 

(12)(s11 − s22)2 + 2L0 
(23)s

2 
23 

+ 2L0 
(13)s

2 
31 + 2L0 

(12)s
2 
12

)1/2 + (
B0 

(1)s11 + B0 
(2)s22 + B0 

(3)s33
) − A(k) (7) 

Q = (
G0 

(23)(s22 − s33)2 + G0 
(13)(s11 − s33)2 + G0 

(12)(s11 − s22)2 + 2L0 
(23)s

2 
23 

+ 2L0 
(13)s

2 
31 + 2L0 

(12)s
2 
12

)1/2 + (
B1 

(1)s11 + B1 
(2)s22 + B1 

(3)s33
)

(8)
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dk  = si j  dε p i j (9) 

Here H ≡ −∂ F/∂k = ∂ A/∂k is a material characteristic, obtained from experi-
ments. At first approximation it may be supposed to be a constant H = E−1 

p , where 
E p is the plasticity modulus; components of effective stress tensor si j  are written in 
coordinate frame, related to the material axes of isotropy; G0 

(i j), L
0 
(i j), B

0 
(i ), B

1 
(i ) are 

material constants; k is the parameter of hardening, related to the work of plastic 
strains (isotropic hardening). The above introduced yield function F and plastic 
potential Q differ only by parts related to normal stresses governed by constants B0 

(i), 
B1 

(i ). Therefore, the “non-assotiativity” covers only volumetric part of the law, which 
may be considered in accordance with the original concept of the origin of volu-
metric inelastic strains related to the intensity of shear strains (dilatancy) proposed 
by Reynolds [10]. For isotropic case the model is reduced to Drucker-Prager model. 

F =
/
1 

6

(
(s2 − s3)2 + (s1 − s3)2 + (s1 − s2)2

) + α(s1 + s2 + s3) − A(k) = 0, 

A(0) = τs (10) 

Q =
/
1 

6

(
(s2 − s3)2 + (s1 − s3)2 + (s1 − s2)2

) + α'(s1 + s2 + s3) (11) 

Here s1, s2, s3 are the principle effective stresses; α, α', τs are constants of Drucker-
Prager model. Equations (1)–(9) together with the boundary conditions form a closed 
system. The above equations were implemented into a FEM code. 

3 Instrumentals and Some Experimental Results 

All experiments were carried out using the Triaxial Independent Load Test System 
(TILTS) developed in the IPMech RAS [1, 11]. The tests were made on cubic spec-
imens with edge of 40 mm. The loading programs corresponded to the stress state 
occurred within the well bottom-hole zone. The loading program and dependence 
of permeability for a typical sample of studied rock are depicted on Fig. 1a; the 
deformation curves are depicted on Fig. 1b.

The samples revealed no pronounced anisotropy of elastic, plastic and filtration 
properties, therefore the isotropic variant of the model were used. The constants 
obtained in experiments (averaged over the set) and used in modeling are E = 
3.25 × 104 MPa; ν = 0.28; αP = 0.8; τs = 15 MPa; α = 0.24; α' = 0 (no 
pronounced dilatancy was observed); E p = E = 5 × 102 MPa. The dependence 
of permeability on stresses was taken as a piecewise function corresponding to that 
shown in Fig. 1a.
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Fig. 1 a Loading program and permeability curve; b stress–strain curves

4 Results of Modeling 

When adapting the model to the conditions of specific low permeability reservoirs, 
deformation and filtration processes occurring in bottomhole zones were simulated 
for various types of bottomholes: open, cased with perforations, open with perfo-
rations. Perforation holes of various geometry were considered for both cased and 
uncased wells with perforations(their lengths and diameters were varied). Isolines 
for stress intensity around a perforation hole in cased and uncased well calculated 
according to the described above algorithm are shown on Fig. 2a, b. The calcula-
tions were carried out for the following boundary conditions: q = 40.25 MPa is 
total normal stress at the external contour with radius equal 100 m (uniform normal 
pressure, corresponding to rock pressure); p0 = 17.5 MPa is pore pressure at the 
external contour corresponding to hydrostatic pressure of the fluid; pw = 0 MPa  is  
pressure in the hole (the minimal possible well pressure); qw = qh = pw are the total 
normal stresses at the contours of the wellbore and the holes for uncased wellbore; 
qw = 0.5q0, qh = pw are the total normal stresses at the contours of the wellbore 
and the holes for cased wellbore, respectively.

The figures demonstrate that in case of the uncased wellbore the stress inten-
sity around the boreholes increase are sufficient to initiate inelastic deformation for 
producing an additional crack system resulting in the increase in permeability, while 
in case of the cased well the level of stress intensity is not high enough. The calcula-
tion demonstrated also, that the zones of the highest stress intensity appeared around 
the boreholes in the vicinity of the wellbore, therefore increasing of the holes length 
would not increase the sizes of these zones. Meanwhile, increasing of the holes diam-
eters would result in increasing the sizes of these zones. Thus it is concluded, that 
for the most pronounced effect it is desirable to make large amount of short and wide 
boreholes.
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Fig. 2 Isolines of stress intensity. a Around a perforation hole in cased wellbore; b around a 
perforation hole in uncased wellbore

The filtration flows and well flow rates were also calculated. It was demonstrated 
that the increase in the well flow rate into an uncased wellbore with perforation holes 
comparing to the well flow rate into a cased wellbore with perforation holes increase 
up to 15%. 

It has to be noted, that the change of stress–strain state due to formation of the 
inelastic zones might lead to further initiation of secondary cracks accompanied with 
further increase in permeability. 

5 Discussion 

It has been demonstrated that for uncased wellbore with perforation holes inelastic 
deformation occur only near the perforation holes near the wellbore, while the stresses 
near the wells of the wellbore are not high enough to initiate them. Therefore, perfora-
tion of uncased wellbore allows initiating the process of crack formation and increase 
permeability in the bottom-hole zone. Neither for uncased wellbores without perfora-
tion holes, nor for cased wellbores with perforation holes the sufficient magnitudes of 
stresses to cause inelastic deformation accompanied by crack formation and increase 
in permeability were achieved for the conditions of reservoirs of deposits in question. 

On the base of the geomechanical approach in the Laboratory of Geomechanics 
of the Institute for Problems in Mechanics RAS a new technology of increasing 
productivity of well and gas boreholes, namely, the directional unloading method, 
was developed and passed the industrial approbation successfully [1]. The method 
consists in increasing permeability of reservoir rocks in the bottom hole zone due to 
creating systems of artificial micro and macro-cracks serving as additional filtration 
channels by the directional unloading of the bottom hole zone from rock pressure.
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6 Conclusion 

The developed geomechanical model to describe deformation, fracture and filtration 
processes occurring within the bottom hole zone of a producing well is presented. The 
results of mathematical modeling for a particular gas condensate field are provided. 

These results demonstrated that design of cased wells with perforation holes 
as well as uncased wells without perforation holes does not result in increase in 
permeability, while design of uncased wells with perforation holes results in essential 
increase in permeability. The analysis demonstrated that the increasing the lengths of 
the holes does not affect the increase in permeability, since the stress concentrations 
governing the appearance of inelastic zones with enhanced permeability occur within 
zones of conjugation of the wellbore and the holes. On the base of the conducted 
analysis optimal design of the bottom hole zone was chosen: uncased wellbore with 
wide, short perforation holes. It was also demonstrated, that the potential increase in 
well flow rate may reach an essential percentage by choosing the optimal design. 

Thus, it may conclude, that geomechanical modeling of the processes of defor-
mation, filtration and fracture within productive layers may serve as a basis for 
developing new effective technologies of increasing productivity and oil and gas 
recovery of low permeable reservoirs. 
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Micro-CT Analysis of Fractures 
and Permeability Changes 
in Low-Permeability Rocks After True 
Triaxial Loading 

V. V. Khimulia and V. I. Karev 

Abstract This article presents the results of complex studies of changes in the 
internal structure and evolution of filtration properties of rocks in the Astrakhan gas-
condensate field after physical modeling the implementation of the method of direc-
tional unloading of the reservoir. The experiments were carried out on the Triaxial 
Independent Load Test System of the Institute for Problems in Mechanics of the 
Russian Academy of Sciences. Scan of one of the samples on a high resolution 
computed tomography scanner CT-MINI was performed. A digital model of the 
internal structure of the rock was obtained. Different methods of estimating the 
finite permeability of a sample using numerical simulation of filtration flows in a 
rock structure obtained from CT scanning are reviewed and compared. Filtration 
flow velocity fields and sample permeability values were calculated. It is shown that 
the use of different approaches to permeability modeling based on scan results can 
lead to significantly different results. Research results allows to conclude that the 
method of directional unloading of reservoir can be successfully applied to the rocks 
of Astrakhan gas condensate field, allowing to significantly improve the filtration 
properties of rocks in the vicinity of a well. 

Keywords Low-permeability rocks · Permeability · Filtration properties · Pore 
space structure · Single phase filtration · Computed tomography (CT) · Stress 
strain state · Enhanced oil recovery · Directional unloading method 

1 Introduction 

With the accelerating depletion of easily recoverable hydrocarbon reserves, the 
primary focus is moving towards the development and exploitation of complex and 
unique reservoirs. In this connection the major operating companies are attempting to 
produce as much as possible from the already exploited fields, which does not require 
such high costs. At present, research related to improving oil and gas recovery of
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reservoirs and increasing the percentage of field depletion becomes very important 
[1]. When modeling various measures aimed at improving reservoir recovery, it 
is important to understand the changes in the deformation and filtration properties 
of the productive formation under complex stress conditions [2]. In real geotech-
nical conditions in rocks and soils, the stresses acting in the three directions can be 
significantly different. In order to simulate the stress–strain state of geomaterials in 
real conditions, true triaxial loading units are designed, which are able to indepen-
dently and simultaneously change the stresses or deformations along each of the 
three axes. Such installations allow to conduct physical modeling of geomechan-
ical processes, occurring in the rock mass during certain technological operations. 
Such installations are used to study deformation, strength, filtration and rheological 
properties of rocks under conditions of unequal three-axis compression and serve as 
an indispensable tool to determine the parameters of mathematical models created 
for calculations of deformation and fracture processes of geomaterials taking into 
account their properties anisotropy [3]. 

Bottomhole zone filtration properties have a significant impact on well produc-
tivity. The wellbore walls during various technological operations can be affected by 
stresses that can cause rock failure, as well as lead to both lowering and increasing 
their permeability [4]. 

One of the main nondestructive methods of studying the internal structure of rocks, 
significantly supplementing the direct laboratory tests, is X-ray CT scanning. X-ray 
tomography of heterogeneous media is based on the reconstruction of the spatial 
distribution of the linear attenuation coefficient of X-rays by means of computer 
processing of the projections of the substance layer obtained by radiation imaging. 
The difference in the attenuation coefficient is determined by the difference in density 
and chemical composition of the elements that make up the studied substance [5]. 
As a result of such reconstruction the internal three-dimensional microstructure of 
the sample is visualized. Linear dimensions of elements, their number, sphericity, 
anisotropy are determined using special software [6]. Modern software also allows the 
segmentation of the obtained image of a heterogeneous material, i.e. the separation of 
its components: the simplest example for rocks is the separation of the rock material 
and the pore space in it. After that, it is possible to perform numerical simulation 
of various processes on the resulting structure, including the process of filtration 
through the pore space of the rock [7]. 

2 Research Methodology 

In order to increase permeability of productive formation on the basis of stress–strain 
state control in the vicinity of the well, IPMech RAS developed an environmentally 
friendly, cost-effective and efficient way — method of directional unloading reservoir 
(DUR method). The essence of this method is a controlled pressure decrease in the 
well, which causes in its vicinity the appearance of stresses that lead to the formation 
of micro- and macro-cracks, thereby increasing the permeability of the rock [2, 8].
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All necessary for specific fields values of stresses are determined by direct physical 
modeling deformation and filtration processes, occurring in reservoir during well 
operations, on rock samples using Triaxial Independent Load Test System (TILTS), 
developed in IPMech RAS [2, 9]. 

TILTS is designed to study the elastic, strength, rheological and filtration prop-
erties of oil, gas, coal, and ore deposits rocks. It allows to load cubic rock samples 
with edges of 40 or 50 mm independently along each of the three axes. This makes 
it possible to experimentally recreate the stress–strain state of any type occurring in 
the formation during various technological operations in a well. The main feature of 
TILTS is the possibility to study the influence of stress strain state on rock filtration 
properties by continuous permeability measurement during the test. 

This paper presents the results of complex studies of changes in the internal 
structure and evolution of filtration properties of rocks in the Astrakhan gas conden-
sate field when modeling the implementation of the directional unloading method. 
Different methods of estimating the finite permeability of a specimen using numer-
ical simulation of filtration flows influence on a rock structure obtained from CT scan 
are reviewed and compared. Astrakhan gas condensate field is one of the unique and 
difficult to develop fields [10]. The peculiarity of the field is a complex structure of the 
geological section, abnormally high reservoir pressure, heterogeneity of distribution 
of filtration capacitive properties over the area and the profile [11]. 

Experiments were carried out on the unique TILTS on samples cut from the core 
material of the field. Four faces of the sample were covered with an impermeable thin 
polymer film, two remaining opposite faces were left open for air to pass through the 
sample. During the experiments, a physical modeling of the directional unloading 
method implementation was performed for the conditions of an uncased well with 
a perforation hole. After that, the sample was placed in a ProCon X-Ray CT-MINI 
high-resolution micro-CT scanner of IPMech RAS to study the internal structure of 
the sample. A digital model of the rock sample was created based on the analysis of 
the obtained images. The system of cracks that appeared in the sample was analyzed. 
Mathematical modeling of the filtration process on the obtained digital rock sample 
model was performed using the GeoDict software. 

A loading program was generated to simulate on TILTS stress strain state on the 
perforation hole surface in an uncased well at the top point at the distance of 1.25 
well radius. The stress state in the vicinity of the perforation hole in the uncased well 
can be represented by the superposition of solutions to the Lamé problem [12] and 
the problem similar to the Kirsch problem [13]. In this case, the stress state can be 
described by three the principal stresses: coaxial with the well Sz' , circular Sθ' and 
radial Sr' (Fig. 1). In the TILTS loading unit these stresses correspond to S1, S2, S3 
applied to the faces of the sample. The stress S2 corresponds to the stress component 
Sz' , S1 corresponds to the component Sθ' , and S3 corresponds to the radial component 
Sr' (Fig. 2).

As already said, X-ray computed tomography methods were used to quantitatively 
and qualitatively investigate the internal structure of the sample, as well as to evaluate 
the final permeability. The sample was scanned using a high-resolution X-ray scanner 
CT-MINI [14]. The total weight of the scanner is 570 kg. The dimensions of the device
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Fig. 1 The stress state in the vicinity of the perforation hole in the uncased well is the superposition 
of solutions to the Lamé problem and the problem similar to the Kirsch problem 

are 1300 × 850 × 600 mm. The device has a rigid base (monolithic granite slab) for 
practical elimination of the influence of temperature drift and accurate installation 
of X-ray optical and other system components inside the device, which provides 
accuracy and stability of measurements in the whole range of working space. A 
design scheme with vertical placement of the core for research is provided inside: 
the maximum height of the loaded sample is 200 mm, the maximum diameter of the 
loaded sample is 200 mm. The maximum weight of the loaded sample is 5 kg. 

The optical scheme of the scanner allows to set a distance of 335 mm from the 
tube to the object. For this purpose, a precision positioning system (manipulator) 
is built into the design. The detector has the ability to move perpendicularly to the 
main axis of the system within a range of ± 25 mm. The manipulator allows for 
360° rotation of the sample around its axis with an angular position reproducibility 
accuracy of 1.5 angular seconds. 

The high resolution, microfocus, closed-loop X-ray tube has an adjustable output 
voltage range of 20–90 kV and an adjustable current range of 10–160 μA. The 
maximum output power of the tube is 8 W. The smallest focal spot size is 5 μm. The

Fig. 2 Actual loading 
program of specimen A4.1
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high-sensitivity, low-noise X-ray detector has a pixel count of 2940 × 2304. Pixel 
size is 49.5 μm. The size of the active (sensitive) area is 146 × 114 mm. 

Parameters of the scan performed on the specimen A4.1: source character-
istics 90 kV/89 μA/8 W, exposure time 0.5 s, voxel size 44.117 μm. Recon-
struction of the scan was performed using VGSTUDIO program. 3D image 
processing was performed by means of Geodict Math2Market GmbH software. Such 
image processing methods as brightness correction, NLM filter application, image 
segmentation were used. 

3 Experimental and Simulation Results 

The values of initial permeability of the sample were obtained in the experiment, 
strain curves were plotted. The initial permeability of sample A4.1 was less than 
1 mD and almost did not change during the experiment. The sample was elastically 
deformed up to the value of the maximum principal stress S1 equal to 80 MPa. The 
fracture of the sample occurred at a stress S1 equal to 103 MPa. After the test, a 
system of macro-cracks was formed in the sample, acting as new filtration channels, 
but the final permeability value could not be registered during the experiment due to 
depressurization of the sample during cracking. A photo of the specimen after the 
tests is shown in Fig. 3a. 

Such image processing methods as brightness correction, application of NLM 
filters, image segmentation were used after scanning. To guarantee avoid scanning 
artifacts and to remove the material boundary with air space from consideration, the 
3D image of the sample was cropped on all faces of the cubic sample. Image segmen-
tation was performed using the Global Tresholding method, since only macrocracks 
are of research interest. Figure 3b shows the internal structure of the sample obtained

Fig. 3 a Sample A4.1 after tests. b Part of the obtained digital structure of sample A4.1 
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after segmentation: cracks and pores distributed over the image volume are shown 
in gray. 

The orientation of the resulting fracture system can be explained successfully, for 
example, by the theory of conjugate fractures of Gzovsky [15],  which is used in the  
study of reservoir structures [16]. Acute angle between the cracks corresponds to 
the quadrant (sector) of compression, and the bisector of this angle—the axis of the 
maximum compressive principal normal stress S1. The bisectors of adjacent obtuse 
angles correspond to the axis of the minimum compressive stress S3. Also this space 
geometry agrees with the inverse method of the main sections of the stress ellipsoid 
using the drawing of bisecting planes. 

The digital rock model was used for mathematical modeling of filtration flow in 
order to estimate the final permeability. Filtration fields were calculated using the 
FlowDict module of the GeoDict package. FlowDict predicts the physical mean flow 
velocity for a given pressure drop [17] and calculate permeability of a porous struc-
ture by applying Darcy’s law. This module is capable of calculating incompressible, 
stationary Newtonian flows based on Navier–Stokes equations with various approx-
imations. In order to recreate the permeability measuring conditions analogous to 
the experimental ones the boundary conditions along the flow measuring direction 
were chosen—periodic, and along the other faces—No Slip. The calculation was 
performed in the direction of the stress S3, i.e. along the rock layering. Figure 4 
shows in gray the fracture system formed in the sample and presents part of the 
calculated filtration paths along the fractures as a flow velocity distribution for two 
models: Stokes and Navier–Stokes, respectively. A total of nine filtration flow calcu-
lations were performed for different models and their parameters. The results of 
modeling are presented in Table 1: for each calculation the system of equations to be 
solved, the pressure drop, the condition of exit from the calculation cycle (calculation 
error), the obtained permeability in mD are indicated. Despite the fact that the main 
fractures run along the two directions in the sample, the calculated permeability in 
the perpendicular direction was 227.4 mD within the Navier–Stokes equation model 
and about 1.32 D within the Stokes model for a pressure drop of 0.1 bar. In order to 
compare the calculated value with the experimentally measured one, the sample was 
repeatedly placed in the TILTS facility for physical evaluation of the final perme-
ability. Due to the technical specifics of the experiment and preparation of specimens, 
the final conditions differed from the mathematically simulated ones: there is irre-
versible sealing of part of the filtration channels by an impermeable membrane, as 
well as the need for all-round compression when measuring the actual permeability, 
which leaded to a partial fracture closure. Given these differences, the minimum 
value of measured permeability is estimated at 150 mD.

As the pressure drop decreased, the Navier–Stokes model gave ever higher abso-
lute values of permeability. For the same pressure drop within the same model, the 
simulation results coincide within the margin of error. For different boundary condi-
tions in the flow direction (periodic/symmetric) with the same pressure drop, the 
results are the same within the margin of error, but require different amounts of 
resources and time. Boundary conditions “symmetric” require more resources and 
time.
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Fig. 4 Representation of selected filtration flows for Stokes (a) and Navier–Stokes (b) models 

Table 1 Results of the simulation of filtration flow through the obtained structure 

Filtration model Pressure drop (atm) Cycle exit condition, 
error bound 

Permeability (mD) 

Stokes 0.05 0.05 1324 

Stokes 0.1 0.05 1324 

Navier–Stokes 0.05 0.1 383 

Stokes 0.05 0.01 1543 

Navier–Stokes 0.1 0.1 225 

Navier–Stokes 0.1 0.05 227.4 

Navier–Stokes/symmetric 0.1 0.05 247.6 

Navier–Stokes 0.05 0.05 332.4

The difference in computational results for the two models is predictable and is 
due to the differences in the mathematical assumptions contained in the models. The 
computational model using Stokes equations is most applicable for small pressure 
drops, but has the undeniable advantage of lower computational resource consump-
tion. The Navier–Stokes model provides a more precise estimate at higher pressure 
drops, but requires careful optimization calculations to successfully complete the 
calculations: the calculations using these methods do not always complete success-
fully. To optimize calculations it is necessary to use special procedures that use more 
memory, processor resources or require more time. 

One of the ways to solve the problem of high resource consumption is to choose 
a smaller simulation domain size, i.e., to choose a smaller representative volume. In 
the case of multiphase filtering modeling or filtering through multicomponent struc-
ture, the selected volume should become even smaller. Otherwise, high-performance 
cluster and supercomputer resources are required. It is worth noting that differences 
in the calculated and physically measured permeability values are inevitable even 
under perfectly matched conditions: the quality of the input image (image reso-
lution) and post-processing (artifacts, filtering) have a significant influence on the
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calculation result [18]. By reducing the voxel size, recognizable borders of frac-
tures and pores are clarified, and the proper scanning will minimize the presence of 
image artifacts, which affect the recognizability of the internal space. The selection 
of image filtering parameters affects the procedural merging of pixels for the subse-
quent segmentation and lower resource consumption when modeling different kinds 
of processes on the resulting structure. On the other hand, image smoothing reduces 
the distinguishability of the pore space boundaries, which will affect the computa-
tion. An important disadvantage of CT in general is the ambiguity of segmentation of 
the obtained images, i.e. assigning to the image pixels the labels of different materials 
and substances (for example, rock/air distinction). Depending on the chosen method 
of segmentation and preliminary work with the image, the distribution of pores, frac-
tures and refinement of their boundaries may differ, affecting the final appearance of 
the resulting structure (and sometimes quite significantly). And of course the models 
behind the computational methods can produce different results depending on the 
simplifications and approximations underlying them. 

4 Conclusion 

The paper describes the results of physical modeling of deformation and filtration 
processes in the rocks of the Astrakhan gas condensate field when implementing the 
method of increasing filtration properties of low-permeability rocks—the method of 
directional unloading of a reservoir. Experimentally obtained curves of changes in 
the filtration and deformation characteristics of rocks when simulating controlled 
pressure reduction in uncased wells with a perforation hole at a distance of 1.25 
of the well radius. Scanning of one of the samples on a high-resolution micro-CT 
scanner CT-MINI was performed. A digital model of the internal structure of the 
rock was obtained. Filtration properties of rocks were digitally analyzed using exper-
imental data of micro CT scanning. Filtration flow velocity fields and sample perme-
ability values along the filtration direction were calculated. The results of calculations 
obtained within the framework of different filtration models with varying calculation 
parameters were compared. It is shown that the use of different approaches to perme-
ability modeling based on scanning results can lead to significantly different results. 
The choice of optimal computational model and its parameters should be carried out 
depending on the considered volume, available computational resources, filtration 
flow parameters and the type of obtained structure, which in turn depends on many 
factors, such as type of rocks under study, parameters of performed scanning, image 
processing, etc. Research results allows us to conclude that the method of directional 
unloading of reservoir can be successfully applied to the rocks of Astrakhan gas-
condensate field, allowing to significantly improve the filtration properties of rocks 
in the vicinity of the well. 
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Investigation of Wave Breaking by Radar 
Measurements in the Laboratory 
Modeling 

G. A. Baydakov, N. S. Rusakov, A. A. Kandaurov, D. A. Sergeev, 
and Yu. I. Troitskaya 

Abstract The article describes a series of experiments to study the scattering of 
microwave radiation by a water surface. Measurements of the NRCS of the water 
surface were carried out for co- and cross-polarizations in a wide range of wind 
speeds, including hurricane ones. As part of laboratory modeling, a study was made 
of the scattering of microwave radiation by wave breaking, for which regular artificial 
wave breaking was organized at a given point, a specially developed optical method 
was used to control the wave breaking parameters, with side illumination of the 
survey area. The dependence of the power of the scattered signal on the area of the 
wave breaking was obtained. 

Keywords Laboratory modelling · Remote sensing · Cross-polarization · NRCS ·
Wave breaking 

1 Introduction 

One of the most important tasks of monitoring the state of the World Ocean and the 
marine boundary layer of the atmosphere is the restoration of the surface wind speed 
and its direction according to active remote sensing data. Microwave radars located 
on artificial satellites of the Earth irradiate the water surface and determine its normal-
ized radar cross-section (NRCS) by the power of the backscattered signal. To do this, 
the so-called geophysical model functions (GMF) are used, they are empirical rela-
tionships between the NRCS of the water surface and the parameters of the air flow. 
Initially, for remote sensing, radiation was used at polarizations that were consistent 
in emission and reception, and for such devices, a set of GMF was proposed [1–4]. 
However, in this case, despite the high intensity of the scattered signal, the received 
power tends to saturate with increasing wind speed, which makes it impossible to 
restore this parameter at high speeds. To solve this problem, they began to use a 
cross-polarized signal, the power of which remains sensitive to changes in wind
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speed in a wide range of winds, including hurricanes [1, 2, 5–10]. However, under 
conditions of high wind speeds, when the water surface is characterized by complex 
rheology (collapse of surface waves, foam coating, spray, suspended air bubbles), 
the physical mechanisms underlying the process of microwave signal scattering are 
not well understood. 

Measuring the parameters of the wind flow and waves in strong winds in field 
conditions is technically complex and dangerous, and to accumulate a large amount of 
data in various conditions, many such experiments are required. Under the conditions 
of laboratory modeling, it is possible to ensure high repeatability and controllability 
of measurement conditions, and modern techniques make it possible to accurately 
describe the ongoing processes even with hurricane winds. In particular, it is possible 
to measure the wind speed profile near the water surface itself, and the use of optical 
methods makes it possible to accurately determine the proportion of water surface 
coverage by whitecaps. In the present work, a laboratory simulation of the scattering 
by a breaking wave crest of a microwave signal was carried out in order to create 
semi-empirical models that qualitatively and quantitatively describe the properties 
of the signal scattered by the water surface during hurricane winds. 

2 Experimental Setup and Data Processing 

Experimental studies of the scattering of microwave radiation by breaking waves 
were carried out at the Wind Wave Tank (TSWiWaT) of the IAP RAS (Fig. 1). The 
length of the channel is 12 m, the working depth of the liquid layer is 1.5 m with the 
deepening of the side walls of 0.5 m, the cross section of the channel varies from 0.7 
× 0.7 m at the inlet to 0.7 × 0.9 m at the outlet. The variable height of the channel 
compensates for the increasing height of the developing boundary layer, allowing 
to save the effective cross-sectional area of the channel, which allows to eliminate 
the pressure gradient, that is, the velocity on the channel axis does not change. 
The maximum air flow speed on the channel axis reaches 33 m/s, which, in terms of 
natural conditions, corresponds to the wind speed at a standard meteorological height 
of 10 m, about 50 m/s. At the beginning of the channel there is a wave generator that 
generates a train of three waves with a frequency of 1.04 Hz and a length of about 
1 m every 18 s. Directly in front of the study area, an underwater inclined plate was 
installed, simulating an exit to shallow water and providing multiple waves breaking 
in the zone of radar illumination and optical observations. The correct depth of the 
plate was predetermined for each wind speed and changed during the experiment in 
order to ensure a sufficiently intense wave breaking and, at the same time, prevent the 
wing trailing edge from being exposed. To control wave parameters and synchronize 
measurements, a resistive-type wire wave gauge was installed in front of the plate.

To study the dynamics of a breaking wave crest under the action of a wind flow, 
a series of measurements was carried out for 5 values of wind speed from 17.6 
to 38.4 m/s. The measurement of the air flow parameters was carried out by the 
gradient method. To do this, using a scanning device in the working section on the
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Fig. 1 Facility scheme. 1—beaches-wave damper, 2—wave generator, 3—inclined plate simu-
lating the exit to shallow water, 4—breaking wave, 5—optical system, 6—Doppler X-band 
scatterometer

channel axis, the air flow velocity profiles were measured using an S-shaped Pitot 
tube connected to a differential pressure gauge (range of measured velocities up to 
40 m/s with an accuracy of 0.15 m/s). The determination of the parameters of the 
atmospheric boundary layer was carried out according to an algorithm based on the 
self-similarity of the velocity defect profile in the air channel proposed in [11]. 

To determine the characteristics of the waves in the channel, measurements were 
taken by an antenna of three resistive wave recorders located at the vertices of an 
equilateral one with a side of 2.5 cm, the data sampling frequency was 200 Hz. 
Such a system makes it possible [11] to reconstruct the spatiotemporal spectra of 
surface waves: from the wave frequency, the modulus of the wave vector, and the 
angle relative to the wind direction. The upper limit of the wave number spectrum is 
determined by the distance between the wave gauges in the antenna and is equal to 
1.25 rad/cm. 

Microwave measurements were carried out using a coherent X-band Doppler 
scatterometer with a wavelength of 3.2 cm with simultaneous reception of linear 
polarizations. A pyramidal horn with a square section of 224 mm × 224 mm and a 
length of 680 mm was used as a receiving-transmitting antenna of the scatterometer. 
This choice is determined by the need to obtain a sufficiently wide radiation pattern, 
the width of which is 9°, and at the same time to localize the side lobes as much as 
possible to simplify the screening of areas, the reflection from which could introduce 
significant errors in the measurements. The antenna was equipped with an orthogonal 
polarization separator (OMT) with a polarization separation of more than 40 dB. The 
measurements were made at two co- and two cross-polarizations (VV, HH, VH, HV). 

The observation window in the cover of the wind-wave channel had dimensions 
of 40 cm × 40 cm, the angle of incidence varied from 30° to 50° towards the wind, 
the distance to the middle of the measurement area was 3.15 m, the cover of the 
working part was made of radio-transparent material (polystyrene) 11.2 mm thick. 
With such parameters, the illumination spot on the water surface had a width of up 
to 58–68 cm, i.e., less than the width of the channel, while due to the drop in the
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directivity pattern to the signal from near-wall regions, the power was more than 6 
times lower than on the channel axis. 

The absolute value of the radar cross section (RCS) of the rough water surface at 
co-polarizations was determined by comparing the scattered signal with the signal 
reflected from a reference calibrator with a known RCS value—metal balls with a 
diameter of 6 and 4 cm, the RCS of which was determined analytically. To calibrate 
cross-polarizations, a secondary calibrator was used in the form of a thin wire 19.2 cm 
long, oriented at different angles in a plane perpendicular to the radiation. In the 
vertical and horizontal position, the signal maximum was observed at HH and VV 
polarizations, and at an inclination angle of 45°, the same values were observed for all 
polarizations (HH, VV, HV, VH) and amounted to 1/4 in power from the maximum 
of HH and VV. 

Preliminary measurements of the NRCS of the water surface were carried out for 
various wind speeds without the use of an inclined plate and a wave maker, that is, in 
the mode of natural generation of waves by the wind and their breaking. An analysis 
of the measurement results (Fig. 2) showed that at small angles of incidence, the 
dependence of the NRCS on co-polarizations on the wind speed does not change 
within the measurement error, while for cross-polarizations there is a steady increase 
in the NRCS with increasing wind speed, the trend to saturation at wind speeds U10 
more than 50 m/s is also not observed. 

Comparison of the spectral distribution of wind waves by phase velocities with the 
spectral power density of the received radar signal, reduced to the Doppler velocity of 
the scatterers (Fig. 3), showed that an important contribution, especially at high wind 
speeds, to scattering is made by elements whose speed significantly exceeds not only 
the speed of the dominant waves, but also the short-wave ripples generated on the 
slopes of the long waves. It was concluded that such elements can only be collapsing 
ridges and the lambs formed by them. It was noted that for co-polarizations, the peak 
of the spectrum is already and more shifted towards an increase in the speed of the 
scatterers, while for cross-polarizations, the maximum captures both fast elements 
and the speed of the dominant waves.

Fig. 2 Co-pol and cross-pol NRCS of water surface versus wind velocity, for different incident 
angles: 30°, 40°, 50° 
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Fig. 3 At the top: filtered Doppler spectra of co-pol (black line) and cross-pol (gray line) X-band 
microwave return for upwind looking at different incidence angles versus equivalent velocity of 
the Bragg scatters, and along-wind phase velocity spectra of surface waves (the silhouettes). At the 
bottom: Doppler spectra weighted mean versus the along-wind phase velocity of dominant waves 

It was found that when a breaking wave crest passes on the water surface, struc-
tures are generated that have a characteristic size on the order of a few centimeters, 
and therefore have a significant RCS for the radiation frequency used in the experi-
ment, which manifests itself in the spectrogram as an increase in the intensity of the 
spectrum components. In strong winds, when artificial generation of waves occurs 
against the background of regularly breaking wind waves, it has less effect on the 
scattered signal. In this case, after passing through the studied area of the breaking 
crest of a long wave, backscattering from the water surface decreases compared to 
the background value observed during chaotic breaking.
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Regardless of radar experiments, optical measurements of the area of the water 
surface covered with collapses were carried out using a high-speed camera. As a result 
of processing video frames, the time dependences of the area covered by the foam 
in the irradiated area were obtained for all combinations of setup parameters. For 
this, two Cygnet CY2MP-CL-SN cameras with 50 mm lenses were used. Shooting 
from two synchronized cameras was used to eliminate the false detection of glare 
in the form of white spots as collapses. The cameras were installed at a height of 
273 cm from the surface of the water at 89 cm from each other. The image scale 
is 277.3 µm/px, the size of the image received from each camera is 1024 × 1920 
pixels, which corresponds to a platform on the water of 284 × 532 mm. To obtain 
the proportion of collapses over the entire area studied in the experiment, a system 
of two chambers was moved over the channel. To illuminate image areas from the 
side of the measurement zone, a matte screen was placed on the side wall, which was 
illuminated by powerful LED lamps to create a uniform light source that occupied 
the entire side wall of the section. 

Synchronization of the time dependences of the power of the signal received by 
the scatterometer and the data of optical measurements of the area of the water surface 
covered with collapses was based on the recording of a string wave recorder installed 
in front of the inclined plate in all experiments, and for a more accurate determination, 
correlation analysis was used. After the time alignment procedure, the dependences of 
the received signal power on the breaking area were obtained (Fig. 4), demonstrating 
the high sensitivity of the cross-polarized signal to the presence of whitecaps on 
the water surface, which can be approximated by a linear function. Moreover, at 
shallower angles, this sensitivity turned out to be stronger. At co-polarizations, the 
dependence was not revealed due to the high level of the signal from non-breaking 
small ripples compared to the signal from the surface covered with whitecaps. 

Fig. 4 Dependence of the received power on the whitecap coverage at various wind speeds on 
cross-pol for three incidence angles: 30°, 40°, 50°
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3 Conclusion 

In this work, the dependences of NRCS on wind speed were measured for three 
angles of incidence of microwave radiation. It is shown that at a wind speed of more 
than 20 m/s, co-pol NRCS does not change its value within the measurement error. 
At the same time, the cross-pol NRCS on wind speed has a monotonic dependence 
without a tendency to saturation at maximum winds. 

A comparison of the Doppler spectra of the scattered signal and the spectral 
distribution for surface waves showed that an important contribution to the scattering 
of the radar signal is made by the collapse of the crests of the dominant waves. At the 
same time, it was shown that co-pol NRCS increases sharply with an increase in the 
proportion of active whitecaps coverage and loses sensitivity to its further increase. 
At the same time, cross-polarization is characterized by a monotonic dependence 
of the received signal power on the fraction of the water surface covered by wave 
breaking and associated whitecaps. This indicates that whitecaps contribute to the 
critical factor that ensures the sensitivity of the cross-polarization NRCS to changes 
in wind speed under extreme conditions. 

When a long breaking wave passes, after reaching the peak power on the maximum 
area of the white cap coverage, the power value drops below the background observed 
in the presence of only wind waves, the water surface smoothes out and its NRCS 
decreases, which is clearly seen from the dependence of the received signal power 
on time. At the same time, it should be noted that at different stages of the passage 
of the collapse ridge, both wind wave zones and smoothing zones simultaneously 
fall into the radar coverage zone of illumination. The obtained results will allow 
us to determine the contribution of whitecaps to the scattered signal, which can be 
considered linearly dependent on the proportion of whitecaps coverage. 
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The First Results of the Study 
of Sequestration Properties of Coastal 
Marine Biomorpholithosystems 
(Sakhalin Region) 

V. V. Afanas’ev and A. B. Faustova 

Abstract The study of the first stage is completed by determining the geospatial 
position and sequestration capacity of coastal biomorpholithosystems. The general 
conservative estimate of carbon sequestration by lagoonal biomorpholithosystems 
alone, in terms of CO2 equivalent, is at least 500,000 tons/year. Taking into account 
the sequestration properties of marshes and droughts of northwestern Sakhalin, the 
figure is likely to increase several times. The work of the next stage of the study of 
coastal marine biomorpholithosystems, along with geospatial inventory, determina-
tion of dynamic parameters and material composition of carbon-fixing sediments, 
involves the creation of a system for obtaining data on the level of greenhouse gases in 
the atmosphere, water, and soil gas exchange. Particular attention will be paid to the 
creation of ground experimental industrial sites within the ground, supralittoral zone 
of the Sakhalin State University carboniferous range, where technologies will be 
tested and artificial zones of accelerated silty-pelitic and organogenic sedimentation 
will be created. 

Keywords Estuary · Salt marsh · Intertidal mudflat · Carbon sequestration 

1 Introduction 

Geomorphological data are actively used in the analysis of the balance of producers 
and sinks of greenhouse gases (GHGs), including in relation to the dynamics of 
blue carbon ecosystems [1]. Flows of nitrogen-containing and carbon-containing 
sediments, due to the high variability of the dynamics of the environment of the sedi-
mentation basin, as a rule, are clearly pronounced intermittent and uneven. The main 
allochthonous fluxes of organic matter (mainly from land) are essentially modeled
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by its autochthonous regime at the place of accumulation. In addition, depending on 
the morpholithodynamic trends in the development of the coastal zone, the reserves 
of organic matter formed in earlier epochs can again enter the ocean–atmosphere 
circulation. For example, the erosion of the low peaty shores of the Sakhalin Amur 
Estuary causes about 2 thousand tons of pure carbon to enter the ocean–atmosphere 
circulation. 

The aim of the study is to assess the geomorphological position and parameters 
of organogenic sedimentation within the uppermost part of the supralittoral zone, 
marshes and mudflats. Mainly thin silty and pelitic material brought to the silty dry 
land during the tide phase or by river runoff falls on its surface. Due to these sediments 
and weakly decomposed organic matter of plant origin, mainly the seagrass Zostera, 
this surface enters an altitudinal range already favorable for terrestrial vegetation. In 
our case, these are mainly sedges and pondweeds [2]. The accumulation of peat-gley 
earth layers at the first stage of formation occurs at a very high rate, according to 
our data, up to 3 cm/year. It is known that march growth rates strongly decrease with 
increasing age [3]. 

The paper deals with the issues of sedimentation in the lagoonal waters of the 
island. Sakhalin—coastal wetlands, the total area of which is about 2200 km2, and 
the length of the coastline of lagoons is 2150 km. Also, in relation to the sequestration 
of organic carbon, an analysis of the main processes of coastal-marine sedimentation 
in the estuary zone of the Tsunai and Susuya rivers, which is part of the Sakhalin 
University marine carboniferous range, is presented. It should be noted that we 
have not yet begun to study more than 100 km2 of marches and about 200 km2 of 
muddy drylands of northwestern Sakhalin [4]. Meanwhile, it is known that The Amur 
annually brings about 14 million tons of water into the Amur Estuary and adjacent 
water areas. Corg [5, 6]. 

2 Methods and Results 

The methodology of biomorpholithodynamic studies of this reconnaissance stage is 
based on both traditional and modern methods for obtaining and analyzing geospa-
tial and geological-geomorphological information. All measurements were made 
with SOUTH Galaxy G1 GNSS receivers (GPS, GLONASS, BEIDOU, GALILEO). 
Pickets at work sites were filmed in RTK (real-time kinematics) mode from a local 
base station (BS). The coordinates of local BSs were received in static mode from 
2 permanent BSs of the EFT-CORS network located in Korsakov and Yuzhno-
Sakhalinsk. At the same time, the RTK accuracy is within 1 cm in the plan and 
2 cm in height, the statics are no more than 2 cm in the plan and 2 cm in height. The 
ITRF2014 (epoch 2010.0) coordinates of the BS Korsakov and Yuzhno-Sakhalinsk 
are taken as reference, the height above the WGS84 ellipsoid. The received picket 
heights are recalculated into heights relative to the EGM2008 geoid.
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Sampling from the silty drying deposits was carried out using a Beaker sampler 
(Eijkelkamp). Drilling and sampling from the march deposits was carried out using 
a geoslicer, a set of soil hand drills by Edelman (Eijkelkamp). Sediment analyzes 
were carried out in the Laboratory of Chemical and Biological Research of Sakhalin 
State University. Samples from cores and sections for the determination of total 
carbon, organic carbon, and total nitrogen were taken at five-centimeter intervals. 
The analysis of arrays of aerial photographs of 1952 and satellite images of 2019– 
2020 was carried out in the Quantum GIS geoinformation system. The calculations 
were made on the WGS84 EPSG: 7030 ellipse. The resulting attributes were exported 
to spreadsheets for further processing. The average error in the location of objects 
on this map is about 5 m, the minimum error is 0.2 m, the maximum error is 18 m, 
the standard deviation is about 3 m. march areas for the period 1952–2019–2020. 

Figure 1 shows the location of the areas where the studies were carried out.
Currently, the characteristics of the horizontal growth of marches have been deter-

mined for the following objects; Chaivo Lagoon, Nyiski Lagoon, Nabil Lagoon, 
Lunsky Lagoon, Nevskoye Lagoon and Ainskoe Lagoon, Salmon Bay (Table 1).

It should be clarified that the surveyed part of Salmon Bay is an estuary-delta 
formation with an underwater swell separating it from the main water area, a kind 
of barrier form, and most of the time, by the type of water exchange, it is a kind of 
crypto lagoon. 

Thus, the area of the water area of the surveyed reservoirs is approximately one 
third of the area of all lagoons on the island. Sakhalin. The increase in the area 
of marshes in these lagoons was 10.317 km2 or 197.173 m2/year. Accordingly, the 
reserves of organic carbon recorded naturally in marsh soils, when converted to CO2 

equivalent, are approximately 20–25 thousand tons/year [7]. 
The volumes of carbon annually fixed in the bottom sediments of the closed 

Ainskoye lagoon and the Nyiskiy lagoon are about an order of magnitude higher 
than the Corg volumes recorded in marshes, in the Chaivo lagoon and in the Lososy 
Bay by about one and a half times. Thus, the overall conservative estimate of carbon 
sequestration by lagoonal biomorpholithic systems alone, in terms of CO2 equivalent, 
is at least 500,000 tons/year. Taking into account the sequestration properties of 
marshes and droughts of northwestern Sakhalin, the figure is likely to increase several 
times. 

3 Conclusion 

There is little doubt that bottom sediments and marches of estuarine-lagoonal geosys-
tems are among the most effective components of biosequestration systems on the 
planet [8–11] 

The proposed model of fixation of organic material in the march formations of 
the lagoons of the region is based on relatively rough estimates of the parameters 
of the sedimentation system and requires development and refinement. We have not
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Fig. 1 Map of the actual 
material
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Table 1 Main geospatial parameters of lagoons, solid runoff and dynamics of marches 

Lagoon Water surface area 
km2 

Change in the area of the water 
surface km2 

Area 
change 
m2/year 

Suspended 
sediment 
runoff 
(thousand 
tons/year) 

1952 2018–2022 Hapactanie 
mapxeЙ 

Pazmyv 
mapxeЙ 

Pezylbtat 

Chaivo 109.600 107.645 2.379 0.424 1.955 28,765 27.0 

Nyiskiy 106.567 104.302 3.059 0.794 2.265 37,750 560.0 

Nabil 164.700 162.380 2.388 0.068 2.320 39,320 19.0 

Lunsky 53.900 52.739 1.399 0.238 1.161 20,368 7.2 

Lagoon 
Lake 
Nevskoye 

185.127 182.808 3.021 0.701 2.319 34,107 18.2 

Lagoon 
Lake 
Ainskoe 

32.075 31.778 0.856 0.559 0.297 4368 43.7 

Salmon 
Bay 

– – 2.255 0.045 2.210 32,495 100.8 

Sum 651.969 641.652 15.357 2.829 10.317 197,173 775.9

yet even approached the solution of the issues of biohydrogeochemical cycle of 
matter in estuary-lagoon wetlands, which require high-tech methods for obtaining 
and processing information. We understand that the climatic effect of methane (CH4) 
and nitrous oxide (N2O) fluxes from marshes and mudflats in some areas may offset 
the “cooling effect” of carbon sequestration in coastal marine sediments, despite the 
fact that studies devoted to the study of mechanisms that suppress methanogenesis 
in the coastal area give hope [12]. 

The work of the next stage of the study of coastal marine biomorpholithosystems, 
along with the continuation of the process of geospatial inventory, the determination 
of dynamic parameters and the material composition of carbon-fixing sediments, 
involves the creation of a system for obtaining data on the level of greenhouse gases 
in the atmosphere, water and soil gas exchange. Particular attention will also be paid 
to the creation of ground experimental industrial sites within the ground, supralittoral 
zone of the Sakhalin State University carboniferous range, where technologies will be 
tested and artificial zones of accelerated silty-pelitic and organogenic sedimentation 
will be created. Nature itself tells us in which direction to move (Fig. 2).

Moreover, this practice already exists [13, 14].
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Fig. 2 Mud dry surface overgrown with sedges—the first stage of marsh formation
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New Research on Characteristics RLC 
Circuit 

Parfentev Nikolay Andreevich and Trukhanov Stepan Vikentievich 

Abstract Currently, there is no textbook on physics or electrical engineering that has 
a complete description of the amplitude frequency responses of a real RCL circuit. 
It is shown that the frequency characteristics of the RCL circuit have a special point 
at which the modulus of the complex resistance is not dependent on resistance. 
We investigated the application domain of the real model of the circuit. Shown a 
comparison of different schemes of resonant circuit. Also shown a diagram of the 
mechanical model with similar properties. 

Keywords RCL circuit · Mechanic resonance · Frequency · Resistance 

1 Introduction 

In textbooks and manuals on electrical engineering [7–10] is not carried out a full 
analysis of the properties RCL circuit. The model the parallel RLC circuit had studied 
in [1–6] Frequency characteristics of the circuit contain the special point located at 
a frequency equal to fr √

2 
, where the impedance does not depend on resistance. In 

these work investigated the existence region of a module of the impedance of the 
circuit and phase characteristics. In the study of the imaginary components of the 
impedance detected another singular point, located at the resonant frequency. Valid 
component impedance has the shape close to the hyperboloid of rotation. Remains 
open the question of the physical interpretation of observed phenomena. In this work, 
the authors continue original research on the oscillatory circuit, which complements 
the information known from many textbooks and articles on electrical and radio
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engineering. As a result of the research, the research has been studied. properties of 
a complete circuit model that includes additional inductance resistance and capacitor 
leakage resistance. 

2 Analysis of the Contour Model 

Consider two models of the contour built according to the schemes (Fig. 1). The 
model with a parallel connection A is the closest to reality, since a real inductor 
always has an active resistance, and real high-quality capacitors have a very high 
leakage resistance, which can be ignored in calculations. 

A model with a series connection B is doubly impossible, since it contains an ideal 
inductance and an unrealistically bad (large leakage) capacitor. Apparently, because 
of these circumstances, this scheme has not been previously investigated. 

However, both models are described by similar equations when the impedance is 
calculated for model A and complex conductivity for model B. 

DlЯ modeli A impedance is easy to calculate by the formula: 

Z = R + j ω 
j ωR + 

( 
1 − ω2

) , (1) 

Z and R—complex and active resistance normalized by the characteristic resis-

tance of the circuit is
/

L 
C , and ω is the frequency (circular) normalized by resonance 

frequency. The relative frequency equal to 1 √
2 
, the formula takes 

Z = 
R + j √

2 

j R √
2 

+ 1 2 
(2)

Fig. 1 Two types of the 
contour RLC 
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Fig. 2 The dependence of the module of the impedance (rel.units) in the circuit frequency 

It is obvious that the module of relative impedance at this frequency does not 
depend on the resistance and equal to

√
2. 

The vector phase of the semicircle at R = 0 equal j ω 
(1−ω2 ) , when R → ∞  equal 

1 
j ω . 
In Fig. 2 presents the dependence of the nopmipovannogo impedanca, the 

frequency at various values of relative resistance (at unity voltage). 
In Fig. 2 clear the area of existence of the current is bounded by two asymptotes 
ω 

|1−ω2| at R = 0 when and 1 
ω at R → ∞. 

Note that the graph shows lins of the type of curves—resonant at low values of 
active resistance and aperiodic at high values of active resistance. 

These characteristics coincide with the conductivity in model B. 
All the curves of an impedance module (and asymptotes) have the general point 

with value of the relative module
√
2 at the relative frequency equal 1 

/ √
2. The  

existence region of the module from above is limited by the second asymptote at low 
frequencies, and from below the first, and for frequencies is higher critical on the 
contrary. 

Note that the product of frequency stable points on the value of the module is 
equal to the product of the resonance frequency to the characteristic impedance. It is 
possible that this fact will be useful to solve the main problem (Fig. 3).

At the critical point corresponding to the impedance stability, the graph is a circle 
with a radius equal

√
2 (Figs. 4 and 5).
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Fig. 3 3D image of real and 
imaginary impedance 
contour

3 The Imaginary Part of the Impedance 

The components of the impedance calculated depending on the relative frequency 
and the relative resistance in the course of studying this issue. 

Z = 
ω 

( 
1 − r2 − ω2

) 

( 
1 − ω2

)2 + r2 ω2 
, (3) 

where ω is normalized frequency, r—is the normalized resistance. The computation 
results are shown in Fig. 6. Features include a special point located at the resonant 
frequency. The imaginary component does not depend on the resistance and equal 
to −1 at this point. 

The three asymptotes form the region of existence of imaginary components 

1. asymptote − 1 
ω ,when r → ∞, 

2. asymptote ω 
1−ω2 ,when r → 0, 

3. cut the y-axis from 0 do −∞. 

Two asymptotes are marked by fat lines in Fig. 4. Special points investigated in 
these characteristics: the extreme of the imaginary components of the frequency. 
The results are shown in Fig. 7. The maximum of the imaginary part of impedance 
is present only in the range of relative resistances from 0 to 1. The minimum of 
imaginary components is present throughout the range of relative resistances. The 
characteristic point associated with the factor 

√
2, which arises in the analysis of the 

dependence of impedance on frequency. The minimum is the resonance frequency 
at this value of relative resistance, as well as at zero resistance value. When the 
resistance is 1/

√
2, the minimum is at the maximum possible frequency in excess
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Special 

Fig. 4 Dependence of the imaginary components of impedance against frequency and normalized 
resistance 

of approximately 1.1719 times the resonant frequency. The last digit occurs in the 
numerical solution of the cubic equation. 

4 The Real Part of the Impedance 

The real component of the impedance of such a circuit—Re, normalized by the 
characteristic loop resistance, is calculated according to the formula 

Re = r 
( 
1 − ω2

)2 + r2 ω2 
(4) 

where ω and r are the normalized parameters introduced earlier. The result of 
calculation (Fig. 8) 

The two asymptotes form the region of existence of real component: 

1. asymptote— 1 
2ω|1−ω2| 

2. the x-axis. 

The first asymptote has a local minimum at the relative frequency 1 √
3 
. The real 

part of the impedance is equal 3 
√
3 

4 at this frequency (Fig. 5).



482 P. N. Andreevich and T. S. Vikentievich

Fig. 5 Real part of impedance RCL circuit 

Fig. 6 General scheme for the parallel circuit

5 Model with Capasitor Liekage Resistor 

Turning to a model of the circuit, sequentially connect the inductor and an additional 
resistance r (normalized by the characteristic resistance). 

The complex conductivity for a parallel circuit may be represented as: 

Y = 
( 
1 − ω2

) 
Yr + j ω 

j ωYr + 1
+ YR (5) 

It is easy to notice that the formula (5) coincides with (1) when connected to 
inductance of the additional resistance—r . 

In Fig. 7 the calculations of the impedance circuit when the magnitude of r r = 
0.5 

The region of existence of the impedance contour in the General case, limited to 
three asymtote:
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Fig. 7 The impedance of the circuit when r = 0.5 

Fig. 8 Mechanical model of a parallel electrical circuit. F—the variable power, S—spring, O1— 
hinge spring, L—weightless lever, O—the main hinge, O2—hinge of the second link, M—solid 
body V—element viscous friction

1. Asymptote Zmin = 
√  
r2 + ω2 for range of frequencies from 0 to ω √

2 
. 

2. Asymptote Zmin =
/

r2 +
(
1−ω2 

ω

)2 
for frequency ω √

2 
to ∞. 

3. Asymptote Zmax =
/
r2 + 

( 
ω − 1 

2ω 
)2 + 1 

2ω 

It is obvious that in this case there is a particular point on the frequency ω √
2 
. It  

is interesting to note that when r → 0 the third asymptote has two values of the 
derivative at the point ω √

2 
.
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The local minimum of the third asymptote with increasing additional resistance 
increases from ω √

2 
to infinity. When the value of r is equal to

√
2 is a local minimum 

at the resonant frequency. 

6 Mechanical Analogues 

A mechanical analog of the considered type of the circuit shown in Fig. 8. 
In a horizontally located model, there are no frictional forces between the elements 

of the model and the underlying surface. It is also assumed that the connection 
between the deformation and the applied force occurs according to the line law, as a 
consequence of the assumed small displacement. The mechanical model consists of 
an upper subsystem, a massive body M and the bottom containing spring and viscous 
element. 

Weightless spring S (low mechanical losses), is characterized by the coefficient 
of flexibility is the inverse of stiffness. 

If the forces applied to the spring and the element with viscous friction are equal, 
the system is like an electrical oscillatory circuit to the branches of which the same 
voltage is applied. The addition of the displacements of both branches of the model 
corresponds to the addition of currents in the path. A lever with an extreme low mass, 
rotating relative to the point O, ensures the fulfillment of both conditions formulated 
above (Fig. 8). 

The equality of forces and moments of forces acting on both arms of the system 
corresponds to the first and second equilibrium conditions of a solid.. In case of equal 
arms of the lever forces applied to the links will be equal to half the force F applied 
to the system. The speed of movement of the axis tcalculated as the average speed 
of movement of a spring and an element with viscous friction: 

UL = 
Us  + U v 

2 
(6) 

Us—speed link with a spring, and the Uv—speed link with viscous element. In 
the result, the resonance frequency of the mechanical system is equal to 

ωr = 
2 √
mC 

(7) 

The total mechanical resistance of the system in complex form coincides with f.3. 
In this case the calculated resistance in the formula should be 4 times higher viscous 
resistance level of the lower subsystem. 

Properties of an ideal mechanical system consisting of a spring and a load on a 
horizontal smooth surface are paradoxical. In the case when the force applied to the 
system will be determined by the formula Ft = ±F0cos(ωt), where ω is the resonant
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frequency, after instantaneous compression (stretching) of the spring, the point of 
application of the force will be fixed. 

7 Conclusions 

1. It is shown that the singular point exists in the frequency characteristics of the 
circuit. 

2. Determined the region of existence of the impedance of the series resonant circuit. 
3. It is revealed that both types of contour are described by a single mathematical 

form of resistance in the serial circuit are changed to the conductivity in parallel. 
4. The model of the mechanical system, analogous to the serial circuit. 
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Inelastic Deformation of Rocks 
with Deformation and Strength 
Anisotropy 

K. B. Ustinov 

Abstract Problems, related to various types of anisotropy of rocks for elastic and 
inelastic deformation are considered. Two types of strength anisotropy of rocks are 
described. Generalizations of the model of plastic deformation of rocks due Drucker 
and Prager, as well as applicability of associated and non-associated plastic flow 
lows, are discussed. 

Keywords Strength anisotropy · Non-tensor functions · Non-associated flow rule ·
Dilatancy 

1 Introduction 

Generalizing the huge amount of accumulated experimental data on rock plasticity, 
one may conclude that most essential peculiarities of inelastic deformation of rocks 
(excluding hard brittle rocks, for which using theories of plasticity is irrelevant), 
different from plasticity of metals, are: (i) dependence of the start of inelastic defor-
mation not only on shear, but also on volumetric stresses; (ii) loosing of co-axiality 
between strain tensor increment and stress tensor, which makes using of traditional 
theories of plastic flows inadequate for description of those processes; (iii) existence 
of deformation and strength anisotropy. 

Rocks are usually heterogeneous media, often having layered texture. That is 
almost compulsory for sedimentary and metamorphic rocks. Effective properties 
of such media are described in the approximation of transversal isotropic continua 
with the plane of isotropy being parallel to layering. For properties described by 2-
nd rank tensors (thermo-conductivity, electro-conductivity, thermal expansion, etc.) 
components of the corresponding tensors are expressed through two independent 
values, characterizing the corresponding properties in the plane of isotropy and along 
the normal to this plane). For properties described by 4-nd rank tensors, such as 
elasticity, the components of the corresponding tensors are expressed in terms of five
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independent constants. The role of various parameters that describe the degree of 
elastic anisotropy was discussed in [1]. However, some important properties, first of 
all, properties characterizing strength, do not possess tensor nature. 

2 Typical and Atypical Strength Anisotropy of Rocks 

Usually, strength anisotropy of rocks is attributed to existence of weekend planes 
related to layering or to systems of existing cracks [2–5]. In such a case, dependence of 
strength under compression on the angle between the applied stresses and the plane of 
layering (plane of isotropy) possesses a minimum, corresponding approximately 300 

and two maximums, corresponding to compressive stresses acting along and normally 
to this plane, the second of which being usually more pronounced [5, 6]. However 
a number of later experimental data, obtained in laboratory of Geomechanics of 
IPMech PAS, reviled that such dependencies are observed not for all types of rocks 
[7, 8]. Three independent sets of experiments carried out on porous weak Senoman 
sandstones [8] reveal atypical anisotropy: monotonous dependence of compressive 
strength on the angle between the maximal applied compressive stress and the plane 
of bedding with the maximal strength corresponding to loading normally to bedding 
and the minimal strength corresponding to loading along the bedding plane with 
no extremums in between. The hodographs of strength for the typical and atypical 
strength anisotropy is schematically shown on Fig. 1. 

Existence of anisotropy of rocks of such a type suggests an alternative view on 
some geomechanical problems, such as stability of wellbores and interpretation of 
log measurement of wellbore breakouts while determining the in situ stress state 
[8]. Existence of anisotropy of such a type had an indirect evidence followed by an 
analysis of shapes of breakouts of holes in coal [9].

x3 

x1 

θ θ 

a) b) 

Fig. 1 Hodographs of the critical stresses for rocks with typical a and atypical b anisotropy 
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Accounting for strength anisotropy is necessary for control of stability of well-
bores [10–14], and for analysis of data of wellbores breakouts used for estimations of 
magnitudes and directions of in situ stresses [4]. The described atypical anisotropy 
is expected inherent to weak porous rocks, therefore it has to be accounted while 
processing hydro-carbonate deposits and underground gas storages (UGS). 

3 A Variant of System of Equations 

Reaching the critical state, like the ones described above, does not implies immediate 
fracture, the rocks, especially soft sedimentary rocks forming reservoirs of hydro-
carbonate deposits, continue to deform. A promising method for description of this 
inelastic deformation is using a properly modified theory of plastic flow. 

Consider, as an example, a system of equation describing elasto-plastic deforma-
tion of anisotropic rocks with non-associated law and isotropic hardening with yield 
function F and plastic potential Q written in the form of a modified Hill’s [15, 16] 
law in the form of [17], (see also [5]). 

σi j,i = 0 (1)  

σi j  = �i jkl  ε
E 
kl (2) 

εT i j  = εE 
i j  + εP 

i j  = 
1 

2

(
ui, j + u j,i

)
(3) 

dεP 
i j  = 

∂ Q 
∂σi j  

dλ, (4) 

dλ = ∂ F 
∂σkm 

dskm

(
H 

∂ Q 
∂σpq 

σpq

)−1 

, (5) 

F =(
G0 

(23)(σ22 − σ33)
2 + G0 

(13)(σ11 − σ33)
2 + G0 

(12)(σ11 − σ22)
2 

+2L0 
(23)σ 2 23 + 2L0 

(13)σ 2 31 + 2L0 
(12)σ 2 12

)1/2 

+ (
B0 

(1)σ11 + B0 
(2)σ22 + B0 

(3)σ33
) − A(k) (6) 

Q =(
G0 

(23)(σ22 − s33)2 + G0 
(13)(σ11 − σ33)

2 + G0 
(12)(σ11 − σ22)

2 

+2L0 
(23)σ 2 23 + 2L0 

(13)σ 2 31 + 2L0 
(12)σ 2 12

)1/2 

+ (
B1 

(1)σ11 + B1 
(2)σ22 + B1 

(3)σ33
)

(7) 

dk  = σi j  dε p i j (8)
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Here σi j  are components of stress tensors; εT i j  , ε
E 
i j  , ε

P 
i j  are components tensors of the 

total, elastic and plastic strain; ui are components of displacement vector; �i jkl  are 
components of elasticity tensor. Isotropic hardening, governed by parameter k, related 
to the work of plastic strains (8). Function H ≡ ∂ A/∂k is a material characteristic 
to be obtained from experiments. In many cases it may be set constant H = E−1 

p , 
where E p is the plasticity modulus; G0 

(i j  ), L
0 
(i j), B

0 
(i), B

1 
(i) are material constants. The 

introduced yield function F and plastic potential Q differ only by parts related to 
normal stresses governed by constants B0 

(i ), B
1 
(i ). Therefore, the “non-association” 

relates to volumetric part only. For isotropic case the model is reduced to Drucker-
Prager model. Using the associated law would result to unrealistic volumetric stains, 
which was, probably, the main reason for introducing the non-associated flow rule 
[18, 19]. 

Also isotropic work hardening law is used in (8), kinematics hardening, or a 
combination of both may also be used [5]. Kinematic (translation) hardening law 
may be also considered as a way to introduce initial or induced anisotropy [5]. 

Note, that contrary to elasticity, where increments of elastic strains depend on 
increments of stresses, according to the theory of plastic flow, which is supported by 
enormous amount of experimental data, increments of plastic strains are proportional 
to the derivatives of plastic potential over corresponding components of stress tensor. 
Hence, ratio of increments of elastic strains depends on the increments of stresses, 
while ratio of increments of plastic strains depends on the components of stresses in 
the actual state. In other words, contrary to elasticity, the direction of the increment 
of plastic strain in the strain space is prescribed by the current stress state and does 
not depend on the direction of the increment of stresses in stress space. 

Note also, that plastic potential Q in (4) is written in terms of stresses, i.e. it 
is written in stress space, while the left part of Eq. (4) relates to the strain space. 
According to the traditional approach the left-hand and right-hand parts (both 2-nd 
rank tensors) are related through a scalar, dλ. However, the most general relation 
between two 2-nd rank tensors is through a 4-th rank tensor. Thus, introducing a 
tensor of plastic moduli Mi jkl  we may write an analogous of (4) a kind of associated 
law, but using a tensor relation between the left-hand and right-hand parts: 

dεP 
i j  = Mi jkl  

∂ F 
∂σi j  

dλ, (9) 

Therefore, instead of using plastic potential, at least written in the form (7), and 
formally different from the yield function (6), one may use a “pseudo-associated 
law” (9) by choosing a properly defined tensor of plasticity Mi jkl  . 

4 Deformation Under High Compressive Stresses 

Under relatively low stresses the yield function in a projection of stress space to στ  
plane form a monotonous function, schematically depicted as curve ABCD on Fig. 2,
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Fig. 2 Yield function for 
rocks describing behavior 
under high compressive 
stress 

τ 

σ 

C 

A 

B 

D 

E 

almost linear part BC being described by Coulomb-Mohr or Drucker-Prager criteria. 
However, fracture, or more generally, transition to inelastic deformation may take 
place under higher compressive stress and relatively small shear stress mainly due 
to closure of pore space. This process, especially pronounced in high-porous rocks 
is described by part DE of the yield curve on Fig. 2. Various variants of models are 
suggested to describe this descending part of the curve, like “cup” models, in which 
the yield line is approximated by piece-wise function [20–22], or Cam-clay models 
approximating the whole curve as an ellipse [23–25]. 

5 Inelastic Volumetric Deformation 

Contrary to plasticity of metals, for which both magnitude of plastic volumetric 
strains and influence of volumetric stress on plastic deformation, and are usually 
negligible, it is not the case for rocks. Influence of volumetric stresses on elastic– 
plastic transition is accounted for in Coulomb-Mohr and Drucker-Prager criteria; 
existence of volumetric strains during inelastic deformation is a well-known fact. 
To describe the inelastic volumetric strain Reynolds [26] proposed the concept of 
dilatancy, according to which the increment of the volumetric inelastic strain is 
proportional to the increment of intensity of shear inelastic strains. It implies that 
inelastic volumetric strains occur due to rearrangement of the structure, caused by 
shear strains. This concept is in agreement with the spirit of the theory of plastic 
flaw: the ratio of increments of volumetric and shear strains depends on the acting 
stress, rather than their increments, which is accounted for by formulae (4)–(8). 

Inelastic volumetric strains may be also negative, corresponding to compaction. 
This phenomenon in usually manifests itself in porous rocks [22]. When using the 
associated flow rule, the AD part or the yield function (Fig. 2) would associate with 
inelastic expansion (dilatancy), DE part would associate with inelastic compaction, 
point D would correspond to pure shear deformation. However according to a non-
associated flow rule, the transition between militancy and compaction should not 
necessarily coincide with the point D.
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σ 

ε 

σ 

ε 

(a) (b) 

θθ θθ'<θ 

Fig. 3 Typical deformation curves a for rocks; b for metals 

6 Problems Related to Using Plastic Flow Laws for Rocks 

In spite of evident efficiency of using plastic flaw theories for description deformation 
of soft rocks there are some fundamental questions. 

1. Any law of plastic flow implies hardening, which means that during unloading 
and following cycles of loading the material deform elastically with the initial 
elastic constants up to the maximal level of stresses achieved in the previous 
cycles. However, deformation of rocks often reveals another type of deformation. 
During the following cycles elastic moduli are often less than the initial ones, 
which implies some changes in rock structure, like a kind of damage (Fig. 3). 
Therefore, deformation of rocks is often described as a softening rather than 
hardening process [27]. 

2. Another problem may arise when specifying the yield function for anisotropic 
rocks. Due to a strong dependence of the critical stresses on the orientation, the 
yield function (as well as plastic potential) written in space of stresses may loose 
convexity. Itself the problem is not so drastic, because such a behavior reflects 
the real mechanical processes. However, the corresponding mathematical model 
and algorithms may become unstable. Note, that no such problem occurs when 
dealing with rocks possessing the atypical strength anisotropy mentioned above. 

7 Conclusion 

Two types of strength anisotropy of rocks, namely the traditionally considered weak-
ening along the planes of bedding, and an atypical anisotropy, manifesting itself 
as monotonous dependence of compressive strength versus the angle between the 
applied compression and the plane of bedding, with the minimal strength corre-
sponding to loading along the bedding plane, are discussed. It was pointed out that 
accounting for strength anisotropy of both types is necessary for control of stability
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of wellbores while processing hydro-carbonate deposits and UGSs, for analysis of 
data of wellbores breakouts used for estimations of in situ stresses. 

Theory of plastic flow may be used for description of inelastic deformation of 
rocks, although with some caution. The theory allows the possibility to account for 
deformation and strength anisotropy (Hill’s anisotropic model, a model accounting 
two mechanisms of fracture). It was shown that application of non-associated laws 
appears more preferable to compare with the associated law, because the results agree 
better with the experimental data. 
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Carbon Sequestration in the Coastal 
Marine Biomorpholithosystems 
of the Salmon Bay of Aniva Bay 

Victor V. Afanas’ev, E. M. Latkovskaya, A. V. Uba, and A. I. Levitsky 

Abstract Determining the carbon sequestration capacity of coastal marine ecosys-
tems in Russia is a process that has just begun. The category of priority tasks includes 
issues related to determining the geomorphological position and geospatial parame-
ters of areas with an increased intensity of organogenic sedimentation. In this paper, 
for the first time, numerical values of the dynamics of silt dredges and marshes in 
the estuary zone of the sea bay are given. The potential of the main processes of 
coastal-marine sedimentation in relation to the sequestration of organic carbon is 
considered. It is assumed that the carbon sink capacity of the estuarine zone of the 
Tsunai and Susuya rivers, which is about 9 thousand tons in CO2 equivalent, will be 
adjusted upwards. 

Keywords Estuary · Salt marsh · Intertidal mudflat · Carbon sequestration 

1 Introduction 

The study area is located in Salmon Bay, the northern part of the hall. Aniva, which, 
according to its geomorphological essence, is the estuarine zone of the Tsunai and 
Susuya rivers. The marshes formed in this deltaic system are mainly composed of 
oligohaline wetlands due to fresh water discharges through the delta’s canal network. 
Like other elements of the morpholithic system of deltas, wetland formations and 
mudflats are subject to significant rearrangements. The volume of suspended sedi-
ment runoff at a compacted silt density of 1.2 t/m3 is about 80 thousand m3/year. 
The tides in Aniva Bay are diurnal. The value of tropical straits is about 1.0 m, and 
that of equal straits is 0.5 m. The recorded amplitude range is 2.4 m; repeatability 
20–50 years [1].
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The aim of the study is to determine the geomorphological position and dynamics 
of marshes and silt drains of the Sakhalin Carboniferous Polygon, as well as to 
estimate the content of organic carbon in these climate-modeling components of 
biomorpholithosystems. 

2 Methods and Results 

The methodology of biomorpholithodynamic studies is based on both traditional 
and modern methods for obtaining and analyzing geospatial and geological-
geomorphological information. All measurements were made with SOUTH Galaxy 
G1 GNSS receivers (GPS, GLONASS, BEIDOU, GALILEO). Pickets at work sites 
were filmed in RTK (real-time kinematics) mode from a local base station (BS). 
The coordinates of local BSs were received in static mode from 2 permanent BSs of 
the EFT-CORS network located in Korsakov and Yuzhno-Sakhalinsk. At the same 
time, the RTK accuracy is within 1 cm in the plan and 2 cm in height, the statics are 
no more than 2 cm in the plan and 2 cm in height. The ITRF2014 (epoch 2010.0) 
coordinates of the BS Korsakov and Yuzhno-Sakhalinsk are taken as reference, the 
height above the WGS84 ellipsoid. The received picket heights are recalculated into 
heights relative to the EGM2008 geoid. 

Analyzes of bottom sediments were carried out in the Laboratory of Chemical and 
Biological Research of the Institute of Economics and Safety of the Federal State 
Budgetary Educational Institution of Higher Education “Sakhalin State University”. 
The moisture content of the samples was determined on an MOC-120 Shimadzu 
analyzer according to GOST R ISO 11465 [2]. The content of organic carbon was 
analyzed by the spectrophotometric method according to Tyurin after the oxidation 
of organic carbon with a chromium mixture [3, 4] on a Shimadzu UV-1800 UV 
spectrophotometer at a wavelength of 590 nm. Before analysis, air-dry sediment 
samples were ground and sifted through a sieve with a mesh size of 0.25 mm [3]. The 
interfering effect of chlorides was eliminated by washing. The Corg concentration 
in g/kg was determined from the calibration dependence. The accuracy index (the 
limits of the relative error at a confidence level P = 0.95) is 20%. 

The reliability of the results was assessed by analyzing a standard sample of conti-
nental sedimentary deposits (GSO 5358-90/5367-90) with a certified total carbon 
content Ctot = 3.6%. To recalculate the obtained values of organic carbon in dry 
sediments per wet mass and per area, the recommendations from [5] were used. 
Sampling from the silty drying deposits was carried out using a Beaker sampler 
(Eijkelkamp). Samples from cores and sections for the determination of total carbon, 
organic carbon, and total nitrogen were taken at five-centimeter intervals. Analysis 
of arrays of aerial photographs of 1952 and satellite images of 2020 was carried 
out in the Quantum GIS geoinformation system. The calculations were made on the 
WGS84 EPSG: 7030 ellipse. The resulting attributes were exported to spreadsheets 
for further processing. The average error in the location of objects on this map is
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Fig. 1 Growth and erosion of marching terraces in Lososey Bay and location of soil sections (Aniva 
Bay, Sakhalin). 1—blur, 2—increase 

about 5 m, the minimum is 0.2 m, the maximum is 18 m, the standard deviation is 
about 3 m. 

At the next stage of the study, in the same QuantumGIS-environment, using stan-
dard procedures for analyzing remote sensing materials, we reconstructed the change 
in march areas for the period 1952–2020. The geospatial position of the studied areas 
and areal changes in the march surfaces are shown in Fig. 1. 

It has been established that during the period from 1952 to 2020, 45,113 square 
meters of low marching terraces were destroyed in the studied area, mainly due 
to channel reconstructions of the river. Tsunai. During the same period, 2,254,795 
square meters of silt drains passed into the category of marches. As is known, the 
reserves of organic carbon recorded in peat-gleyzems are 20.9–42.7 kg/m2 (Lipatov 
et al., 2021) respectively. By simple calculations, it is possible to establish the amount 
of organic carbon recorded in the sediments of the Salmon Bay marches, which is 
46182—94,353 tons or about 1000 tons/year. Figure 2 shows soil sections of marches. 
Marching peat-gley earth deposits in sections No. 3 and No. 2, 6o and 90 cm thick, 
respectively, were formed after 1952. Moreover, the plastic bag at the base of the 
peat deposits of section No. 3 dates back to the beginning of the twenty-first century. 
Section No. 1 characterizes a march of an earlier age, overlain by floodplain deposits.

For the content of organic carbon, the sediment cores of silt desiccations were 
tested (Fig. 3).

A sample of just two columns does not yet make it possible to draw any 
conclusions. And the data obtained should be classified as estimated (Table 1).

However, it should be noted that, in general, the results on the content of organic 
carbon in the sediments of silty drying are somewhat lower than the data obtained in 
the study of bottom sediments of lagoons [6–8].
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Fig. 2 Soil sections of march formations (location in Fig. 1)

It can be assumed that, in contrast to the bottom sediments of the lagoons, there 
is practically no autochthonous organic carbon in the deltaic deposits of the silty 
dry land located directly in the estuary zone of the river. Thus, if we determine the 
volume of suspended sediments that are deposited in the estuary zone, then we can 
estimate the amount of organic carbon that remains in the estuary sediments. The 
maximum possible average long-term volume in this case will be about 2 thousand 
tons of Corg. 

3 Conclusion 

We understand that the restoration and reshaping of coastal blue carbon ecosystems, 
which can be reliably used to mitigate the effects of climate change, is impos-
sible without understanding the conditions of sedimentation in the coastal zone
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Fig. 3 Muddy drying (a), sediment column of muddy drying (b)

and morpholithodynamically substantiated scenarios for their development [9, 10]. 
However, it should be taken into account that the data obtained mainly on the basis of 
geomorphological analysis of sedimentation processes are probably greatly under-
estimated. Because the autochthonous regime of organic matter flows is not taken 
into account. 

Therefore, the carbon sink capacity of the estuarine zone of the Tsunai and Susuya 
rivers, which is about 9 thousand tons in CO2 equivalent, will probably be adjusted 
upwards.
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Table 1 Results of determination of Corg in sediments of silty drying 

Sample 
name and 
sampling 
interval 

Corg, 
g/kg 
dry.gr 

Corg, % 
dry.gr 

Humidity, 
W% 

Corg, 
g/kg wet 
ground 

Copg, %  
wet 
ground 

Copg, 
mg/cm3, 
wet ground 

Copg, 
g/m2, wet  
ground 

A1 (0–4) 12.80 1.28 36.96 8.07 0.81 12.98 0.13 

A1(4–8) 13.08 1.31 34.27 8.60 0.86 14.20 0.14 

A1(8–12) 8.29 0.83 33.54 5.51 0.55 9.17 0.09 

A1(12–16) 15.30 1.53 38.91 9.35 0.93 14.76 0.15 

A1(20–24) 13.17 1.32 34.32 8.65 0.87 14.28 0.14 

A1(24–28) 9.14 0.91 35.61 5.89 0.59 9.59 0.10 

A1(28–32) 16.19 1.62 41.43 9.48 0.95 14.62 0.15 

A1(32–36) 9.96 1.00 32.02 6.77 0.68 11.44 0.11 

A1(36–40) 7.24 0.72 32.34 4.90 0.49 8.25 0.08 

A1(40–44) 11.20 1.12 34.05 7.39 0.74 12.22 0.12 

A1(44–48) 6.44 0.64 33.26 4.30 0.43 7.17 0.07 

A1(48–52) 4.05 0.40 28.60 2.89 0.29 5.05 0.05 

Column №2 

A2 (0–4) 14.17 1.42 31.93 9.65 0.96 16.30 0.16 

A2(4–8) 7.58 0.76 28.38 5.43 0.54 9.52 0.10 

A2(8–12) 22.67 2.27 43.04 12.91 1.29 19.62 0.20 

A2(12–16) 13.18 1.32 36.01 8.43 0.84 13.69 0.14 

A2(16–20) 7.91 0.79 32.22 5.36 0.54 9.04 0.09 

A2(20–24) 13.21 1.32 23.85 10.06 1.01 18.53 0.19 

A2(24–28) 15.12 1.51 32.01 10.28 1.03 17.36 0.17 

A2(28–32) 12.81 1.28 33.33 8.54 0.85 14.24 0.14 

A2(32–36) 12.09 1.21 32.77 8.13 0.81 13.63 0.14 

A2(36–40) 17.41 1.74 34.35 11.43 1.14 18.86 0.19 

A2(40–44) 22.97 2.30 39.62 13.87 1.39 21.75 0.22 

A2(44–48) 14.17 1.42 38.22 8.76 0.88 13.91 0.14 

A2(48–52) 24.24 2.42 33.41 16.14 1.61 26.88 0.27 

A2(52–57) 3.54 0.35 24.25 2.68 0.27 4.91 0.05
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Organogenic Sedimentation in the Nyivo 
Lagoon 

Victor V. Afanas’ev, A. V. Uba, A. I. Levitsky, and A. B. Faustova 

Abstract The assessment of the role of coastal-marine geosystems in the runoff and 
emission of greenhouse gases (GHG) to determine their contribution to the overall 
balance of GHG in the territory of the Sakhalin Region is very relevant due to the 
limited potential of forestry and the geographical position of the region. The process 
of studying the emission and absorption of greenhouse gases (GHGs) in coastal 
marine ecosystems began with determining the geomorphological position of areas 
with an increased intensity of organogenic sedimentation, i.e. lagoons, studying the 
dynamics of marshes and silty lands, determining the main parameters of sedimenta-
tion in these elements of lagoonal biomorpholithosystems. The paper deals with the 
issues of sedimentation in the Nyivo lagoon, which receives the maximum amount 
of solid alluvial runoff for the region and for which the highest rates of horizontal 
growth of marshes are noted. 

Keywords Sakhalin Island · Salt marsh · Intertidal mudflat · Organic carbon ·
Peat accumulation 

1 Introduction 

The object of this study is the marshes and mudflats of Nyisky Bay (essentially, 
lagoons), the formation of which is associated with the subboreal phase of the Middle 
Holocene transgression [1]. A notable feature is that the bay area of the Nyivo lagoon 
is a zone of convergence of the resulting sediment flows of the southern and northern 
directions of the lithodynamic system of the lagoon coast of northeastern Sakhalin 
[2]. 

During the period 1927–2014, the distal end of the spit shifted in the N–NW 
direction by more than 2200 m. At the same time, for the period up to 1977, there
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were about 1360 m of growth of the spit in the indicated direction, i.e. 27 m/year, 
for the period 1977–1985 about 490 m or 61 m/year and 1985–2014 about 360 m 
i.e. 12 m/year. According to the calculated data characterizing the wave climate of 
the last 20 years, the resulting flow here is currently acting in a southerly direction 
and the previously eroded northern spit is increasing its area [3]. 

The rapid movement of the strait makes it difficult to forecast the evolution of the 
morphodynamic system of the Nyisky Bay for the next decades, taking into account 
possible changes in the relative sea level. The question of the relationship between 
the rate of coastal subsidence and the volume of marine and alluvial sediments 
filling the lagoon basin remains open. The diffusion transport of sediments between 
the elements of the system cannot yet be described in terms of real concentration. 
Thus, the main object of our interest, the dynamics of marshes and silty lands, 
serves as a good indicator of the preservation or degradation of the entire lagoonal 
biomorpholithic system, including changes in its sequestration properties. 

A characteristic feature of the Nyivo lagoon is the maximum river runoff for all 
Sakhalin lagoons and, accordingly, the volume of solid runoff, which is more than 500 
thousand tons/year, which is about 20 times more than the runoff of river sediments 
into the comparable Chaivo lagoon [4]. As a result, the lagoon is a shallow basin 
almost completely filled with sediments with a high content of weakly decomposed 
organic matter of plant origin, mainly the sea grass Zostera [5]. Figure 1 shows an 
area with a typical change from the shallow part of the lagoon inhabited by zostera 
to a silty dry land with rare clumps of sedges, which, in turn, passes into the marsh 
surface. The level of the march surface is 30–60 cm higher than the surface of the 
silty drying.

The modern area of the water surface of the Nyivo lagoon is 104.3 km2, which is 
about 2.3 km2 less than in 1952. Almost the entire decrease in the area is associated 
with the transformation of silty drylands into the surfaces of marches. 

A typical soil section of the march is shown in Fig. 2. The thickness of the peat-gley 
soil horizon is about 60 cm, the exposed thickness of gley soils is up to 1.0 m.

2 Methods and Results 

The methodology of biomorpholithodynamic studies is based on both traditional 
and modern methods for obtaining and analyzing geospatial and geological-
geomorphological information. The work is based on the analysis of arrays of aerial 
photographs of 1952 and satellite images of 2020, which was performed in the 
Quantum GIS geoinformation system. The calculations were made on the WGS84 
EPSG: 7030 ellipse. The resulting attributes were exported to spreadsheets for further 
processing. The average error in the location of objects on this map is about 5 m, 
the minimum is 0.2 m, the maximum is 18 m, the standard deviation is about 3 m. 
changes in the areas of marches for the period 1952–2020 When calculating the 
carbon stocks in the sediments of marshes, silty desiccations and bottom sediments, 
the published data and the authors’ own results were used.
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Fig. 1 Lagoon shallow water turning into dry mud

Figure 3 and Table 1 present the results of measuring changes in the area of 
marches in the delta parts of the rivers flowing into the Nyivo lagoon. The area 
of the marches of the lagoon for 1952–2020 increased by 2,265,623 m2, or by  
33,318 m2/year.

Stocks of organic carbon recorded in the northeast of the island. Sakhalin, in peat-
gleyzems it is 20.9–42.7 kg/m2, in gleyzems it is 16.6 kg/m2 [6]. Accordingly, 700– 
1400 tons/year of organic carbon will be accumulated in the soils of marshes, which 
in terms of CO2 equivalent is 2100–4200 tons/year. The reserves of organic carbon 
in the gleyzems of the base of the marches are about 550 tons/year, respectively, or 
about 2000 tons/year in terms of CO2 equivalent. 

The solid runoff of rivers into the Nyisky lagoon is about 500 thousand tons/year 
of suspended sediments. Taking the density of compacted silts as 1.2 t/m3, we get 
that the volume of sediment supplied by rivers to the lagoon is about 420 thousand 
m3/year. And if these sediments are simply evenly distributed over the entire area of 
the lagoon, a layer about 4 cm thick will be obtained. It is in this layer that the content 
of organic carbon is 1.6–2.2% per natural sediment [7]. What part of organic carbon is 
brought by rivers, and what part is autochthonous, given the widespread distribution 
of zoster thickets, it is not yet possible. However, under favorable conditions, i.e. 
the minimum removal of suspended sediments to the open sea. Bottom sediments 
can contain up to 8–10 thousand tons/year of organic carbon or up to 30 thousand 
tons/year in terms of CO2 equivalent.
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Fig. 2 Typical soil section of a march

3 Conclusion 

Geomorphological approaches have already shown their effectiveness in analyzing 
the balance of producers and sinks of greenhouse gases, especially in relation to the 
dynamics of marches and silt lands [8–10]. 

We acknowledge that the lack of a detailed facies analysis of sedimentation in the 
intertidal zone of the lagoon raises many questions. However, the main goal of this 
stage is a kind of geomorphological reconnaissance, in the form of analyzing geospa-
tial information using modern methods and assessing the main biomorpholithic 
complexes of the lagoons. Work on a detailed study of carbon turnover in lagoonal 
biomorpholithosystems has already begun. And if we were able to estimate already 
at this stage the sequestration capacity of the Nabil lagoon, which can reach 36 
thousand tons/year in terms of CO2 equivalent, this article deserves attention.
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Fig. 3 Change in the area of the water surface of the Nyisky bay a—northern part of the bay, 
b—southern part of the bay, 1–7—calculation area and site number 

Table 1 Results of measuring changes in the area of marches for the polygons shown in Fig. 3 

Section Accumulation km2 Abrasion km2 River mouths 

1 0.273,205 0.000,691 Small Tapauna, Patience, Tapauna 

2 0.113,086 0.006,769 Dougie 

3 0.223,060 0.000,764 – 

4 0.189,795 0.000,802 Tomy 

5 0.139,151 0.026,199 Nelbuta 

6 0.061,497 0.002,041 Small Bauri 

7 1.246,068 0.159,888 Tym, Jimdan 

Total 3.059,729 0.794,106
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Experimental Determination 
of Permissible Drawdown for Gas Field 
Wells on a True Triaxial Loading Unit 

N. I. Shevtsov and S. O. Barkov 

Abstract One of the typical complications arising during the operation of wells in 
formations formed by weakly cemented rocks is sand production, when the sand 
from the reservoir enters the well together with the fluid. To study this issue, it is 
necessary to conduct experimental modeling of conditions in specific wells. This 
work is devoted to this method of studying the sand problem in gas fields. A unique 
research installation triaxial independent loading test system developed in IPMech 
RAS—TILTS—was used for experimental modeling of gas field bottom-hole zone. 
Nine specimens were made from core material of real gas field. Samples were used 
for physical modeling of the bottomhole formation zone. As a result of the studies, a 
significant anisotropy of strength properties of the studied rocks has been revealed. 
Due to anisotropy of strength properties, rock destruction along the contour of the 
well will be uneven—it will begin at the points corresponding to the upper and lower 
points of the contour of the horizontal well in the formation, and then will continue in 
this direction, forming a characteristic borehole collapse. Also, from the above data, 
we can conclude that the maximum pressure draw-down that can be safely given in 
the wells in the considered field should not be more than 0.5 MPa. Also, during all 
tests there was observed a decrease in permeability of samples, nevertheless final 
permeability remained big enough for effective operation of wells. 

Keywords Physical and mathematical modeling · True triaxial loading · Pressure 
draw-down · Sand carryover · Geomechanical modeling
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1 Introduction 

One of the typical complications arising during the operation of wells in formations 
formed by weakly cemented rocks is sand production, when the sand from the reser-
voir enters the well together with the fluid. This leads to formation of sand plugs 
and sand carry-over along the further technological chain, which leads not only to 
flow rate reduction, but also to wear-out of downhole and surface equipment and, 
consequently, to increase of economic losses due to reduced productivity, expenses 
for current and overhaul repair of wells, cleaning fluid from mechanical impurities. 

In the literature, the main cause of sand outflow into the well is the destruction 
of the bottomhole formation zone, which is a consequence of the occurrence of 
stresses in the rock during filtration of formation fluids (gas, water and their mixtures). 
Bottomhole zone destruction occurs when these stresses exceed the rock strength 
limit [1–6]. In this regard, the main directions of preventing the destruction of the 
borehole zone are considered to be the reduction of underbalance on the formation 
by reducing the flow rate of the well and creation of screens at the filtration surface 
by installing sand-holding filters. 

Despite the fact that the problem is actively being studied, at the moment there 
is no sufficiently substantiated theoretical model of reservoir failure in the borehole 
zone. To study this issue [7, 8], it is necessary to conduct experimental modeling of 
conditions in specific wells. This work is devoted to this method of studying the sand 
problem in gas fields. 

2 Experimental Method 

A unique research installation triaxial independent loading test system developed in 
IPMech RAS—TILTS—was used for experimental modeling of gas field bottom-
hole zone [9]. The installation TILTS allow loading rock samples in the form of a 
cube with 40 mm edge along any loading trajectory independently in each of the three 
directions. The possibility to load the sample independently in each of the three axes 
is provided by the original kinematic scheme used in the construction of the loading 
unit, which allows the pressure plates to move closer to each other in three directions 
without obstructing each other. At the same time, it was necessary to ensure that 
there was no friction between the plates, which is a technical challenge. 

The maximum pressure of the working fluid in the hydraulic cylinder of the unit 
is 20 MPa, and the hydraulic cylinder develops a force of 500 KN. This makes it 
possible to create stresses up to 280 MPa on samples with an edge of 40 mm. 

TILTS use a four-channel control system with electrohydraulic converters (servo 
valves). Three channels of the control system are used to control power hydraulic 
cylinders, one channel is redundant. Dynamometers installed in the rods of the 
power hydraulic cylinders or displacement sensors are used as feedback sensors 
in the control system. Possibility of controlling the loading process either by force
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or displacement in each of the three channels allows realization of practically any 
loading (deformation) trajectory of a specimen, including the fracture process. 
This makes it possible to determine elastic moduli and strength characteristics of 
anisotropic rocks by loading rock samples according to special loading programs. 

An important peculiarity of the TILTS installation is a possibility to study the 
dependence of rock permeability on the value and type of the acting stresses. It is 
known that rock permeability can both decrease and increase (irreversibly) depending 
on the occurring stresses in them. The type and level of these stresses are determined 
by the bottom hole design (casing presence or absence, perforation type, etc.) and 
pressure draw-down created at the bottom hole. TILTS installation allows to simu-
late these conditions on rock samples and continuously record the change in their 
permeability. For this purpose, one pair of pressure plates, which form the loading 
assembly, has a perforation for air supply and exhaust. The four faces of the sample, 
parallel to the filtration axis, have a latex-based shell, which ensures their tightness at 
relatively large deformations of the sample up to the formation of magistral cracks. 

The capabilities of TILTS unit are not limited to determination of deformation, 
strength and filtration characteristics of rocks in conditions of complex stress state. 
Its main advantage lies in the possibility of direct physical simulation of deforma-
tion and fracture processes as well as filtration processes in oil reservoirs under the 
influence of real stresses occurring during drilling, development and operation of 
wells. Specimens for testing at the TILTS unit are produced on a specially designed 
machining complex that includes two machines—stone-cutting and grinding. This 
complex allows to produce cubic specimens with high accuracy and any orientation 
relative to the borehole axis. 

The object of the research is core material, selected from a real gas field, from 
which 20 samples were made. Part of them was used to determine the elastic and 
strength properties of the rock, part of them was used for physical modeling of the 
bottomhole formation zone. 

Figure 1 schematically shows a vertical section of a horizontal uncased well and 
the radial and annular stresses acting in its vicinity at two points M and N. Compres-
sive stresses are assumed to be negative, as is common in deformable solid mechanics. 
To determine the type and degree of anisotropy of the studied rocks, the velocities of 
longitudinal ultrasonic waves in three mutually orthogonal directions were measured 
in the samples before testing on the TILTS facility. The velocities were measured 
in three directions: along axis 1, i.e., along the core axis, and along axes 2 and 3 
in two mutually perpendicular directions in the horizontal plane. Measurements of 
elastic wave velocities showed that the presented samples are isotropic. For condi-
tions of isotropic medium with elastic properties, the values of stresses acting on the 
borehole wall are calculated from the solution of Lame’s problem [10]. Using this 
solution programs of experimental samples loading have been compiled. Since it is 
planned to produce in the studied field by means of inclined wells, which are close 
to horizontal wells in productive strata, for physical modeling of deformation and 
destruction processes of bottomhole reservoir rocks, the programs of core sample 
loading corresponding to the stresses actually occurring in the vicinity of horizontal 
wells during their operation were developed.
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Fig. 1 Circular and radial 
stresses σθ , σr , acting in the 
vicinity of the horizontal 
well at the upper and lateral 
points M and N 

3 Experiment 

One of the main factors determining rock failure in the vicinity of a well is the 
anisotropy of strength properties of the reservoir rocks in which the well is conducted. 
Anisotropy of strength properties of reservoir rocks is mainly related to the presence 
of bedding planes in the formations, since bedding planes are usually the planes 
of weakening. This explains the fact that rock failure in the vicinity of the well 
largely depends not only on the magnitude of stresses arising in this area, but also on 
the orientation of the stress ellipsoid relative to the bedding planes. In particular, the 
simulation of the pressure reduction process at the horizontal well bottom, performed 
on reservoir rock samples from various fields, revealed that the value of stresses, at 
which the samples were destroyed, significantly depends on the location of the sample 
on the contour of the horizontal well, Fig. 1. Destruction of samples located at the 
upper point M on the contour of the well occurred at significantly lower values (and, 
accordingly, lower values of pressure draw-down) than samples located at the lateral 
point N. 

At the point M, the pressure drop in the borehole unloads the rock in the vertical 
direction, i.e., in the direction in which it has the lowest strength. In addition, it is 
subjected to even greater compression along the layers by annular stress, which also 
contributes to rock delamination in the vertical direction. This is the type of rock 
fracture observed in most experiments. At point N, a different picture is observed. 
Here, the rock is unloaded along the bedding, i.e., in the direction where rock strength 
is highest, when simulating a pressure decrease in the borehole. Moreover, the hori-
zontal layers are compressed by large annular stresses, which also increases the 
rock’s resistance to fracture. As a result, in the vicinity of point N, rock failure does 
not occur at significantly higher depressions.
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Fig. 2 Stress-time dependences and permeability curves for samples M1.5.1—upper point M 
(a) and M1.5.2—lateral point N (b) 

Therefore, in the course of experiments on a part of samples was simulated location 
of samples on the contour of the horizontal well at point M (top), and on a part—at 
point N (side). Permeability of the sample at points N and M was also measured 
along different axes of the sample: at point M—along the core axis, and at point 
N—perpendicular to it, that is, in both cases in the direction of the borehole radius. 

As an example, consider specimens M1.5.1 and M1.5.2, cut from the same piece of 
core, which were tested according to programs corresponding to the lateral and upper 
point of the horizontal well. Figure 2 shows the loading programs and permeability 
curves for these specimens. It is easy to see that the failure of M1.5.1 occurred at 
a lower value of maximum compressive stress than M1.5.2, which corresponds to 
a lower pressure draw-down in the well. For M1.5.1, the simulated borehole draw-
down was 0.5 MPa, while M1.5.2 was 1.8 MPa. Qualitatively similar results were 
obtained on the entire sample array, which may indicate that the upper point of the 
borehole contour is more dangerous in terms of wall failure. The data for the rest of 
the samples of the series of experiments are given below. 

Sample number Sampling depth, m Experiment Result Permeability 

M1.4 972.0 Well, top point Collapsed at S2 = 
29.0 MPa 
Pressure draw-down 
△Pc = 1.35 MPa 

Initial 
8.8 D 
Final 
5.9 D 

M2.4.2 973.0 Well, lateral point Collapsed at S2 = 
27.6 MPa 
Pressure draw-down 
△Pc = 1.48 MPa 

Initial 
10.4 D 
Final 
9.2 D 

M2.4.3 973.0 Well, top point Collapsed at S2 = 
23.0 MPa 
Pressure draw-down 
△Pc = 0.5 MPa 

Initial 
8.12 D 
Final 
5.3 D

(continued)
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(continued)

Sample number Sampling depth, m Experiment Result Permeability

M3.4.2 973.8 Well, lateral point Collapsed at S2 = 
29.3 MPa 
Pressure draw-down 
△Pc = 2.0 MPa 

Initial 
13.9 D 
Final 
7.9 D 

M9.4.2 984.1 Well, top point Collapsed at S2 = 
32.3 MPa 
Pressure draw-down 
△Pc = 2.9 MPa 

Initial 
2.4 D 
Final 
1.4 D 

M1.5.1 1000.85 Well, top point Collapsed at S2 = 
27.0 MPa 
Pressure draw-down 
△Pc = 0.5 MPa 

Initial 
3.5 D 
Final 
0.8 D 

M1.5.2 1000.85 Well, lateral point Collapsed at S2 = 
31.2 MPa 
Pressure draw-down 
△Pc = 1.8 MPa 

Initial 
3.4 D 
Final 
1.1 D 

M10.5.1 1013.4 Well, lateral point Collapsed at S2 = 
29.9 MPa 
Pressure draw-down 
△Pc = 1,82 MPa 

Initial 
5.8 D 
Final 
3.6 D 

M10.5.2 1013.4 Well, top point Collapsed at S2 = 
26.5 MPa 
Pressure draw-down 
△Pc = 0.5 MPa 

Initial 
5.1 D 
Final 
2.6 D 

4 Conclusion 

As a result of the studies, a significant anisotropy of strength properties of the studied 
rocks has been revealed. Due to anisotropy of strength properties, rock destruction 
along the contour of the well will be uneven—it will begin at the points corresponding 
to the upper and lower points of the contour of the horizontal well in the formation, 
and then will continue in this direction, forming a characteristic borehole collapse. 
Also, from the above data, we can conclude that the maximum pressure draw-down 
that can be safely given in the wells in the considered field should not be more than 
0.5 MPa. Also, during all tests there was observed a decrease in permeability of 
samples, nevertheless final permeability remained big enough for effective operation 
of wells. 

Acknowledgments The work was performed within the framework of the state assignment, 
registration number AAAA-A20-120011690133-1.



Experimental Determination of Permissible Drawdown for Gas Field … 515

References 

1. Mirzajanzade, A. Kh. Fundamentals of gas production technology. - Moscow: Nedra, 2003. -
880 p. (in Russian) 

2. Gassumov R. A., Varyagov S. A., Serebryakov E. P. et al. Causes of destruction of unstable reser-
voirs and methods of removing sand plugs from wells // Problems of well workover and opera-
tion of UGSF: collection of scientific papers of SevKavNIPIgaz. - Stavropol: SevKavNIPIgaz 
RIC, 2001. - Vol. 34. - p. 5–13. (in Russian) 

3. Karev V.I. Geomechanical Approach to Improving the Efficiency of the Operation of Under-
ground Gas Storages / (eds) Physical and Mathematical Modeling of Earth and Environ-
ment Processes. Ser. Springer Proceedings in Earth and Environmental Sciences. Switzerland: 
Springer International Publishing. – 2018. – P. 150–158. 

4. Bashkatov A.D. Prevention of sanding of wells. - Moscow: Nedra, 1981. - 177 p. (in Russian) 
5. Gladkov P. V., Zagornov V. F. Optimization of methods of impact on the productive reservoir 

of the Orenburg OGCF during well workover // Gas Industry. - 2014. - № 6. - P. 21–23. (in 
Russian) 

6. Aliev Z.S., Andreev S.A., Vlasenko A. P. et al. Technological operation mode of gas wells. -
Moscow: Nedra, 1978. - 279 p. (in Russian) 

7. Kovalenko Yu.F., Ustinov K.B., Karev V.I. Geomechanical analysis of formation of blowouts 
on the walls of wells // Izv. MTT. 2022. № 6. P. 148-163. (in Russian) 

8. Ustinov K.B., Karev V.I., Kovalenko Yu.F.*, Barkov S.O., Khimula V.V., Shevtsov N.I. Exper-
imental study of influence of anisotropy on orientation of dumps in wells // Izvestiya RAN. 
MTT. (accepted for publication) (in Russian) 

9. Karev V., Kovalenko Yu. Triaxial loading system as a tool for solving problems of oil and gas 
production. The 12th International Congress on Rock Mechanics (Beijing, October 18 – 21, 
2011). 

10. Lyav A. Mathematical Theory of Elasticity. - Moscow - L.: ONTI NKGIP USSR. - 1935. - 676 
p. (in Russian)



Assessment of Fracture and Pore 
Permeability in Rocks by Results 
of X-ray Computed Tomography 

V. V. Khimulia and N. I. Shevtsov 

Abstract The paper presents the results of studies of the filtration properties of rocks 
carried out on the ProCon X-Ray CT-MINI high-resolution scanner of the Institute 
for Problems in Mechanics RAS. Images of the internal structure of reservoir rocks 
of two different types were obtained: a highly porous coarse-grained sandstone from 
a gas field reservoir and a fine-grained well cemented low-permeability sandstone 
with a branched network of macrocracks from a gas condensate field reservoir. The 
approaches to the processing of tomography images in the GeoDict software are 
described. Numerical modeling of filtration flows through the obtained structures is 
performed. Filtration fields were calculated using Navier–Stokes and Stokes-only 
solvers of the FlowDict module of GeoDict package. Differences and difficulties in 
modeling depending on the type of filtration in the rock: pore permeability and frac-
ture permeability are shown. The differences between the measured and computed 
permeabilities were evaluated. Conclusions are made about the possibility of using 
the described methods to assess the filtration properties of rocks. 

Keywords Permeability · Filtration properties · Pore space structure ·
Navier–Stokes numerical modeling · Single phase filtration · Computed 
tomography (CT) · GeoDict software · Pore permeability · Fracture permeability 

1 Introduction 

Physical properties of reservoir rocks are essential for creating reservoir models, 
predicting well performance, and creating new methods to increase well productivity. 
To create hydrodynamic and geological reservoir models, it is necessary to conduct 
deep and comprehensive studies, including laboratory core analysis. One of the main 
characteristics of reservoir rocks requiring study and determination is permeability, 
because fluid flow through the pore space is one of the key processes occurring in the 
reservoir [1]. Until recently, rock permeability was determined through laboratory or
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well logging tests, or indirectly through correlations with other rock properties [2]. 
One of the new and promising approaches to the laboratory study of the filtration 
properties of rocks is the numerical simulation of filtration processes on the structures 
obtained by microcomputed X-ray tomography (µCT). 

X-ray computed tomography is a major non-destructive method of studying the 
internal structure of rocks, which significantly complements the direct laboratory 
studies. X-ray tomography of heterogeneous media is based on reconstruction of 
the spatial distribution of the linear attenuation coefficient of X-rays using computer 
processing of the projections obtained during the radiation survey. The results of CT 
investigation presented as a stack of grayscale images represent a three-dimensional 
picture of X-ray absorption within the sample under study [3]. Linear sizes of 
elements, their quantity, sphericity, anisotropy are determined by means of special 
software [4]. For quantitative material analysis and the use of tomography results 
for numerical process modeling, image segmentation is necessary [5]. Segmentation 
is a method of analyzing images and transitioning in the sample space from X-ray 
absorption to the spatial distribution of the components that constitute the sample. 
Segmentation can be binary (two-phase) or multiphase. 

The methods and devices of three-dimensional imaging developed in the last 
decades make it possible to penetrate inside natural and artificial materials. With the 
development of 64-bit technology and increased computing power, it has become 
possible to visualize and calculate efficient properties on large three-dimensional 
images. However, this requires very fast and memory-saving numerical methods 
[6]. Numerous researchers and engineers are interested in effective properties of 
homogenized materials, such as permeability, pressure drop and mean velocity, 
thermal and electrical conductivity, diffusion and tortuosity, stiffness, strain, stress or 
elastic moduli, properties that depend on saturation or compression, such as relative 
permeability. 

Pore imaging experiments paired with modeling are valuable instruments used 
in industry to predict geological and physical properties [7], including porosity and 
permeability [8]. The calculations are performed on a segmented image, which is 
obtained mainly for the macropore space, that is, for pores with well resolved bound-
aries that can be segmented into fluid and grains on voxel basis [9]. If the rock grains 
are impermeable and the pore holes are very large compared to the image resolution, 
a fairly accurate segmentation is required to obtain a realistic estimate of flow through 
the rock [10, 11]. In reality, however, not all grains are non-porous, and intra-grain 
microporosity contributes significantly to overall rock microporosity [12]. 

This work presents the results of rock structure studies carried out on the ProCon 
X-Ray CT-MINI high-resolution scanner of the Institute for Problems in Mechanics 
RAS. The internal structure of reservoir rocks of two different types was scanned: 
a highly porous coarse-grained sandstone from the reservoir of the Cenomanian 
horizon gas field and a fine-grained well cemented low-permeability sandstone with 
a branched network of macrocracks from the reservoir of the gas-condensate field 
in the Caspian lowland. The approaches to the processing of tomography images in 
the GeoDict software are described. Numerical modeling of filtration flows through
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the obtained structures is performed. Filtration fields were calculated using Navier– 
Stokes and Stokes-only solvers of the FlowDict module of GeoDict package. Differ-
ences and difficulties in modeling depending on the type of filtration in the rock: 
pore permeability and fracture permeability are shown. The results of modeling 
are compared with the results of physical experiment on the studied rock samples. 
Conclusions are made about the possibility of using the described methods to assess 
the filtration properties of rocks. 

2 Research Methodology 

The ProCon X-Ray CT-MINI high-resolution micro-CT scanner [13] of the Institute 
for Problems in Mechanics RAS was used to perform computed tomography and 
obtain images of the samples (Fig. 1). The dimensions of the device are 1300 × 
850 × 600 mm. The device has a rigid base (monolithic granite slab) for practical 
elimination of the influence of temperature drift and accurate installation of X-ray 
optical and other system components inside the device, which provides accuracy and 
stability of measurements in the whole range of working space. A design scheme 
with vertical placement of the core for research is provided inside: the maximum 
height of the loaded sample is 200 mm, the maximum diameter of the loaded sample 
is 200 mm. The maximum weight of the loaded sample is 5 kg. The optical scheme 
of the scanner allows to set a distance of 335 mm from the tube to the object. For this 
purpose, a precision positioning system (manipulator) is built into the design. The 
detector has the ability to move perpendicularly to the main axis of the system within 
a range of ± 25 mm. The manipulator allows for 360° rotation of the sample around 
its axis with an angular position reproducibility accuracy of 1.5 angular seconds. The 
high resolution, microfocus, closed-loop X-ray tube has an adjustable output voltage 
range of 20–90 kV and an adjustable current range of 10–160 µA. The maximum 
output power of the tube is 8 W. The smallest focal spot size is 5 µm. The high-
sensitivity, low-noise X-ray detector has a pixel count of 2940 × 2304. Pixel size is 
49.5 µm. The size of the active (sensitive) area is 146 × 114 mm.

Reconstruction of the scans was performed using VGSTUDIO software. 3D 
image processing was performed by means of Geodict Math2Market GmbH soft-
ware. GeoDict is the complete solution for multiscale 3D image processing, mate-
rial modeling, visualization, material property determination, material development 
based on modeling and process optimization. In addition to basic image processing 
capabilities, GeoDict offers different methods of image segmentation. GeoDict also 
offers different solution methods for modeling single- and two-phase fluid flow, 
conductivity and mechanics in porous media. 

Filtration fields were calculated using the FlowDict module of the GeoDict 
package [14]. The FlowDict module predicts effective material properties (flow 
velocity, flow permeability, and flow resistivity) by simulating flow experiments and 
post-processing the simulation results. FlowDict predicts the physical mean flow
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Fig. 1 ProCon X-Ray CT-MINI high-resolution micro-CT scanner of the institute for problems in 
mechanics RAS

velocity for a given pressure drop [15] and calculate permeability of a porous struc-
ture by applying Darcy’s law. This module is capable of calculating incompressible, 
stationary Newtonian flows based on Navier–Stokes equations with various approx-
imations. FlowDict is easy to learn and is actively used by researchers around the 
world to model flows in a wide variety of materials [16–19]. 

The LIR solver was used for numerical filtration simulations in this work [20]. 
LIR is the newest, very fast and memory-saving iterative finite volume method [21]. 
The solver calculates permeability as well as velocity and pressure fields on large 
three-dimensional images. The convergence speed depends on the complexity and 
heterogeneity of the pore space. The limitations of this approach are the simulation 
of very fast flows with high Reynolds numbers and the resulting turbulence and 
boundary layers. In addition, the simulation of slip conditions at the boundary is also 
very difficult. However, these limitations apply to all methods using voxel grids. 

Two rock samples with different structures were selected to simulate filtration 
processes in FlowDict software: a highly porous coarse-grained sandstone from the 
reservoir of the Cenomanian horizon gas field and a fine-grained well cemented low-
permeability sandstone with a branched network of macrocracks from the reservoir 
of the gas-condensate field in the Caspian lowland. From the core material were made 
cubic samples with a face of 40 mm for further permeability measurement with the 
TILTS unit [22, 23]. Due to limitations on tomography resolution, consideration of 
small pores is difficult at these sample sizes, so rock with a large number of well-
defined pores was considered to calculate pore permeability. The second sample was 
chosen for fracture permeability modeling reasons to compare the obtained results.
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3 Experimental and Simulation Results 

For both samples the air permeability was measured using the TILTS facility of 
the Institute for Problems in Mechanics [23]. For this purpose, a cubic sample was 
covered with an impermeable film on four faces. Air was passed through two open 
faces along one of the sample axes [22]. The pressure drop did not exceed 0.1 bar. The 
measured permeability of the highly porous sample was 9 Darcy. Initial permeability 
of the second sample was less than 1 mD. After permeability measurement, the second 
sample was unequally loaded in the TILTS unit and a system of macrocracks formed 
in it, acting as new filtration channels [24]. It is not always possible to accurately 
measure permeability on the TILTS after the jacket is breached by cracking the 
sample, but the final permeability of this sample was estimated to be 150 mD. 

After laboratory permeability measurements, the samples were placed in a 
ProCon CT-MINI high-resolution scanner. After scanning, image reconstruction in 
VGSTUDIO software was performed and the resulting project was processed in 
Geodict. For both samples we performed image alignment, cropping of air-contact 
areas, brightness correction by sample volume, NLM filtering for smoothing and 
further segmentation into two phases: air/material. 

The scanning parameters of the first sample are as follows: X-ray source voltage 
90 kV, current 89 µA; exposure time 0.28 s, number of averages 3, voxel size 
22.326 µm. 

The correct choice of segmentation method is one of the key steps for further 
numerical modeling, especially for porous material. In this case, we used segmen-
tation to identify the most well-defined pores with sufficient voxel size and a rela-
tively clear boundary. Accounting for microporosity at such scanning parameters 
causes an increase in the subjective impact on the image segmentation. To solve this 
issue, methods will be proposed further below. For comparison, segmentation was 
performed using two methods: Global Tresholding and AI Segmentation (trained 
neural network). Both segmentations showed close simulation results. 

To simulate filtration flow through the resulting structure using the FlowDict 
module, two available filtration models were used: Stokes and Navier–Stokes [25]. 
To recreate the conditions of laboratory permeability measurement the following 
flow parameters were chosen: fluid—air, pressure drop 0.1 bar, temperature 20 °C, 
boundary conditions in the filtration direction—periodic with implicit region 10 
voxels, in the tangential direction—No Slip. The direction of simulated flow coin-
cided with the direction of laboratory measured permeability in the sample. LIR 
solver parameters: error bound 0.05–0.1, 8 × parallelization, Multigrid method, 
relaxation 0.3. 

Attempts of numerical calculations on the cube of size 1720 × 1765 × 1670 
voxels obtained during cropping and processing failed due to instability of calcula-
tions or lack of resources to start computations. It was decided to divide the cube into 
4 equal parallelepipeds keeping the side length along the filtration direction. Due to 
homogeneity of the pore space, the calculation results for different quarters of the
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Fig. 2 The obtained structure of the quarter sample and the distribution of flow velocities 

cube coincided. The calculated permeability of the quarter sample with the dimen-
sions 860 × 1765 × 835 voxels within the Navier–Stokes model was equal to 3.5 D 
(with the termination condition of error bound 0.1). Visualization of the obtained 
structure of the quarter sample is shown in Fig. 2. The rock material is shown in 
gray, and the pore space is shown in black. On the right is a visualization of part 
of the calculated flow velocity distribution. An attempt to simulate the flow in the 
Stokes model showed a result of 3.8 D at an error bound of 0.1, and the calculations 
took three times less time. 

It can be noted that the result of the calculation of both models is almost the 
same for this structure. At the same time, the more complex Navier–Stokes model 
required much more time and computer resources. However, when we tried to set 
the condition error bound 0.05 to increase the accuracy of the obtained result, both 
models did not give the final result: the calculations became unstable, the calculation 
accuracy at each cycle decreased to 0.07, but after that the error increased and the 
calculation divergence occurred. The intermediate iteration result with the highest 
accuracy value of 0.07 in the Stokes model showed the same permeability value 
as obtained earlier. However, the very fact that the cycles diverged indicates the 
instability of the calculations at these parameters. 

A different situation was observed for a low-permeability sample with macro-
cracks. The Scan Parameters of the second sample are as follows: X-ray source 
voltage 90 kV, current 89 µA, exposure time 0.5 s, number of averages 2, voxel 
size 44.117 µm. Similar reconstruction and image processing methods were used, 
segmentation was done by Global Tresholding, because the cracks strongly contrast 
with the material. The conditions and parameters of the numerical simulation of the 
filtration process were the same as the previous ones. During processing, the cube 
surfaces were cropped to remove air contacts as well as to get rid of image defects.
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Simulation results within the Stokes model showed a result of 1.3 Darcy at an error 
bound of 0.05. 

Visualization of the resulting structure of the fractured sample is shown in Fig. 3. 
Rock material is shown in gray (with transparency for detecting fractures), and macro-
cracks are shown in black. On the left is a visualization of a part of the calculated 
filtration flow velocity distribution along the material fractures. The filtration direc-
tion is from top to bottom. Modeling within the Navier–Stokes model gave a result 
of 227 mD at an error bound of 0.05. Thus, the permeability values obtained for 
this structure differ significantly. The Navier–Stokes model gives results close to the 
physically measured permeability value. The Stokes model, on the other hand, is 
designed for small pressure drops and flow rates. Under macrocrack flow conditions, 
higher flow velocities develop than under pore space conditions. This may be one of 
the reasons for such an overestimated result. It can be noted that both types of calcu-
lations on this structure were successfully completed at error boundaries less than 
0.1. For the Stokes model a result of 1.5 D at an error bound of 0.01 was obtained. 
Thus, the calculations appear to be more stable in estimating the fracture perme-
ability. This may be due to less complexity and branching of the structure compared 
to the porous sample. At the same time, calculations within the framework of the 
Navier–Stokes model take much more time and resources, and also require the appli-
cation of methods to optimize the calculations, such as Multigrid [6], but give a more 
accurate estimate of the fracture permeability. 

Analyzing the results obtained for the porous sample, we can conclude that the 
calculated permeability values under both models for estimating porous permeability 
were the same within the margin of error. This suggests that both models can be used

Fig. 3 The obtained structure of the sample with macrocracks, as well as the distribution of flow 
velocities 
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to estimate permeability under the described conditions. But the Stokes model has 
the undeniable advantage of lower consumption of computational resources and 
time. The preference for one or the other model should be given depending on the 
computational resource-intensiveness. For modeling under macrofracture conditions, 
the Stokes model gave highly overestimated results, in contrast to the Navier–Stokes 
model. However, similar comparisons for different rock types are required to make 
an accurate conclusion. 

One can notice that the results obtained for the porous medium are very different 
from the physically measured value. This is predictable and caused, first of all, by the 
choice of segmentation model: only the largest pores were mostly selected, because 
the main interest in this case is the comparison of the results obtained for different 
mathematical models. In order to use this technique as an accurate assessment of 
the permeability of porous structures, it is necessary first of all to carry out a high-
resolution scanning. However, this requires the use of a much smaller sample volume. 
This may present a problem of selecting a representative volume that correctly repre-
sents the average pore distribution in the rock. Another method is to combine micro-
and nano-sampling to obtain information about porosity on different scales and its 
permeability. After obtaining a pore permeability value that cannot be recognized 
from a larger sample volume image, this permeability can be considered by adding a 
third segmentation phase with a customized permeability value. But the total volume 
of the third phase in the sample will also make a significant difference in the final 
permeability estimation. When conducting research on a large sample of one rock 
sample, it seems possible to determine the micro- and nanoporosity of the rock, 
selecting scanning parameters and segmentation method to accurately match the 
simulation results with the physically measured permeability results. After that, the 
created methodology can be applied to other rock samples of the same type if all 
scanning and image processing parameters are maintained and the device calibration 
is accurate and remains the same. This factor could also be affected by external condi-
tions such as temperature. On the other hand, the results of microtomography can 
be complemented by other research methods, such as synchrotron radiation results. 
However, the use of additional expensive equipment reduces the availability of the 
described technique as a whole. 

Consequently, the problem of the segmentation procedure and the problem of 
device resolution are among the main issues that need to be solved to obtain reliable 
results when modeling processes in rocks based on the results of computed tomog-
raphy. Consequently, the problem of the segmentation procedure and the problem 
of device resolution are among the main issues that need to be solved to obtain reli-
able results when modeling processes in rocks based on the results of computed 
tomography. The issue of increasing the resolution of tomography is related to 
the computing capabilities of the data processing equipment. The problem of any 
segmentation procedure is that it is never strictly accurate and always contains some 
degree of uncertainty. Accurate segmentation will be possible only for images with 
almost infinite resolution. This means that each pixel/voxel usually contains a combi-
nation of different phases, but segmentation requires that it be associated with only 
one phase, ideally with the component that prevails in a given volume of the sample.
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Objective and clear segmentation requires a very high-resolution image, a limitation 
of which is the characteristics of the scanning device. However, even if such an accu-
rate image is obtained, significant computational resources are needed to process it 
and successfully perform simulations on the resulting structure. 

4 Conclusion 

The paper presents the results of studies of the filtration properties of rocks carried out 
on the ProCon X-Ray CT-MINI high-resolution scanner of the Institute for Problems 
in Mechanics RAS. Images of the internal structure of reservoir rocks of two different 
types were obtained: a highly porous coarse-grained sandstone from a gas field reser-
voir and a fine-grained well cemented low-permeability sandstone with a branched 
network of macrocracks from a gas condensate field reservoir. The approaches to the 
processing of tomography images in the GeoDict software are described. Numerical 
modeling of filtration flows through the obtained structures is performed. The flow 
through the pore space was solved using Navier–Stokes and Stokes-only solvers of 
the FlowDict module of GeoDict. Differences and difficulties in modeling depending 
on the type of filtration in the rock: pore permeability and fracture permeability are 
shown. The calculation data are compared with the results of physical experiment on 
the investigated rock samples. Conclusions are made about the possibility of using 
the described methods to assess the filtration properties of rocks. 
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Report “Overcoming the Limits” 
and New Solutions to Global Problems 

K. V. Pokazeev and D. A. Solovyev 

Abstract The article discusses specific aspects of the report “Overcoming the 
Limits”, which presents the Russian view on ways to solve global problems from 
the standpoint of the current situation in the first quarter of the twenty-first century. 
The report was presented at M. V. Lomonosov Moscow State University at the end 
of March 2022. The features of the approaches of the authors of the report to the 
consideration of global problems of mankind and new ideas and approaches for their 
solution are considered. Some issues insufficiently reflected in the report are noted. 
The possibility of implementing the plans proposed by the authors to solve the global 
problems of mankind is discussed. 

Keywords Club of Rome · Growth limits · Full world concept · Global warming ·
Low-carbon energy 

1 Introduction 

A team of researchers led by academicians (V. A. Sadovnichy, Rector of Moscow 
State University and A. A. Akaev) presented a report to the Club of Rome, “Over-
coming the Limits” [1], timed to coincide with the 50th anniversary of the publication 
of the work “Limits to Growth” [2]. The report “Overcoming the Limits” summarizes 
the long-term scientific work of the team on the study of the dynamics of the world 
system [3]. The presented work develops the approaches of domestic scientists V. I. 
Vernadsky, P. I. Preobrazhensky, N. D. Kondratieva, P. A. Sorokina, I. R. Prigogine, 
N. N. Moiseev. The findings of the authors of the report “Overcoming the Limits” 
can be interpreted as a concretization, development of the idea of the transition of 
humanity to the “noospheric” stage of human evolution, based on the latest research
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in several fields of science, primarily cybernetics, biology, geophysics. This model 
of human development allows the authors to give concrete solutions to the global 
problems of humanity. 

The purpose of “the Overcoming the Limits” report is ambitious attempt to find 
solutions to the major global problems facing humanity today and the threats for 
all of humanity. Starting from the very title of the report, the difference between 
the results and conclusions of the presented work as well as the conclusions of its 
predecessors are emphasized. First of all, these conclusions are optimistic: the limits 
can be overcome, and the disasters can be avoided, however, by means of joint 
coordinated work of all humanity. 

The study made at Moscow State University differs significantly from the work 
and conclusions of the Club of Rome in some ways: in the scale of the problems 
considered; the complexity of the approach; according to the research methodology, 
which is much more complex, more mathematically justified, and the analysis of 
global changes is based on identifying the patterns of world dynamics over a historical 
period of several thousand years; by the volume of testing of model calculations; 
according to time intervals at which the state of the Earth and humanity are considered 
and predicted. That is, modeling humanity dynamics is performed in more detail and 
at a higher level. As a consequence of all that, the work of the authors “Overcoming the 
Limits” differed from that of its predecessors, including the Club of Rome findings, 
in terms of forecasts and proposed approaches to solving global problems. 

The authors of the report “Overcoming the Limits” consider global problems of 
humanity, not as limits but as surmountable challenges. According to the authors, 
there is a fundamental difference between a challenge and a limit. The challenge can 
be responded, but overcoming the limit, one can come force the death of the system 
(the biosphere, humanity) due to the loss of its stability and subsequent destruction. 
Therefore, ways of evolution of the system are being sought not to achieve one or 
another destructive limit but to cause the development of the system, which makes 
it possible to avoid reaching the limit. 

2 The Content and Introductory Provisions of the Report 
“Overcoming the Limits” 

The results of the authors of the report “Overcoming the Limits” can be interpreted 
as concretization, development of the idea of the transition of humanity to the “noo-
spheric” stage of human evolution, based on the latest research in several fields of 
science, primarily cybernetics, biology, geophysics. This model of human develop-
ment makes the authors possible to give concrete solutions to the global problems of 
humanity. The conclusions of the report, and the proposals based on them, compared 
with the conclusions of the works of the Club of Rome, are distinguished by opti-
mism. Implicitly in the proposed solutions to the global problems of planet, there is 
a belief in the triumph of human reason.
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The authors concluded that humanity is at a critical point in its history. But unlike 
the Western ideas of the authors of the Club of Rome, the report notes that the 
current global problems are no limits to growth but challenges that can and should 
be overcome. 

First of all, in the work “Overcoming the Limits”, the models of the Club of 
Rome of the resource type are criticized, and their limitations are noted. Unlike 
the authors of the Club of Rome, who focused mainly on the physical and biolog-
ical limits of the planet (exhaustible natural resources bordering on the ability of 
the Earth to absorb industrial and agricultural pollution), the social organization of 
Society was considered unchanged in the forecast calculations, the possibilities of 
technological innovations were poorly taken into account. The conclusion of the 
research considers a necessity of transition to zero economic growth rates and forced 
population stabilization. 

The study of Russian authors considers modern processes in a broader macroe-
conomic context, taking into account the peculiarities of long-term technological 
development. It is shown that a significant number of problems can be solved taking 
into account the development of modern technologies under the conditions of the 
second demographic transition (global decline in fertility). 

The most challenging task facing humanity is the stabilization of the climate. 
The ways of solving this problem are proposed. Research conclusion: the main 
problem lies in the socio-political sphere, and the essential prerequisite for solving 
common humanitarian issues is the transition from competition between the countries 
of the world to joint cooperative actions. In this case, most problems become not 
growth limits but challenges that collective efforts and purposeful technologies can 
overcome. The difference between the approaches of the authors of the two reports 
(“Limits to Growth” and “Overcoming Limits”) is shown in Fig. 1.

There is no social block in the calculations based on the World-3 model of the Club 
of Rome, and the failure to take social processes into account distorts dynamics of the 
global processes. The “Overcoming the Limits” model includes the social block and 
plays a significant role. However, it raises some questions, which will be discussed 
below. The latest reports of the Club of Rome note that capitalism has exhausted itself, 
and ways out of the global economic and environmental crises are proposed. True, 
since these proposals do not follow model calculations and are advisory, they are not 
as convincing as conclusions based on resource models. The proposals of the Club 
of Rome, outlined in the 2018 report [5] and based on the concept of “full world”, 
should be criticized along with the forecasts of the Club of Rome based on resource 
models. In our opinion, the idea of a “complete world” is also not convincing. Before 
the world’s fullness, humanity has to master the resources of some vast regions of 
South America and Asia, the entire World Ocean, which are not only far from being 
exhausted but are still far from being explored. Therefore, all forecasts based on the 
“full world” concept require adjustment or even denial.
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Fig. 1 The main differences in approaches to solving global problems in the reports: “Limits 
to Growth” (a) and “Overcoming the Limits” (b). Source presentation materials for the report 
“Overcoming the Limits”, [4]

3 Discussion of the Results of the “Overcoming the Limits” 
Report 

Using a historical approach, the authors of the “Overcoming the Limits” report 
believe that the most important factor in human society is technological development, 
which determines all spheres of human society activity, and this development takes 
place against the background of a certain natural background, which closely interacts 
with society. All the main parameters of the global system, interacting with each other, 
change historically. 

An important distinguishing feature of the presented report is a much longer 
time interval of predicted calculations than previous model calculations. The models 
for different historical eras are based on a single cognitive scheme. The system 
development models are tested on extended periods, calculated in centuries and 
millennia. This is a striking difference from the forecasts in works of the Club of 
Rome based on the prolongation of the identified trends of changes in society at 
present for a relatively near future. However, it is not clear how far the application 
of the same models based on general principles to different social formations by 
the authors of the “Overcoming the Limits” report is, although this is given special 
attention to. How correct are these general principles? 

In the historical dynamics modeling system, seven areas were identified for the 
calculations: climate (atmospheric pollution), ecology (environmental pollution), 
economics, demography, technology, social sphere, and politics. 

The scheme of interaction between various fields of activity, which is the basis 
of the historical dynamics modeling system, is shown in Fig. 2. The diagram is a
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Fig. 2 Cognitive scheme for 
modeling historical 
dynamics. Source [6] 

directed graph, where the vertices of the graph are separate spheres. The connecting 
lines are the influence of one sphere on another. The scheme adopted the following 
designations for the areas: Nature (climate, natural environment), Ecology, Tech-
nology, Demography, Economy (production, economic relations), Society (social 
interactions), and Politics (public administration, political interactions) [6]. 

The scheme of interactions in the global system of nature-humanity includes seven 
spheres (blocks in the terminology of the authors) of human activity: climate, natural 
environment; ecology; technology; demography, economy (production, economic 
relations); social (social interactions); politics (public administration, political inter-
actions). For each block, basic equations were proposed to characterize these inter-
actions. However, the specifics of the development of Society are such that at almost 
any stage of its development, there are various social formations in different regions 
of the planet. How is this diversity of social structures simultaneously taken into 
account in modeling? The scheme of interactions of spheres (blocks) of human 
activity demonstrates a significant complication compared to the model used in the 
“World” model. On the other hand, each area of activity (blocks) is described by 
common equations: for the sake of clarity and to simplify the analysis, the authors 
identified the main processes. It is not always clear how justified this choice is since 
there is no selection criterion. 

For example, in the “Demography” block, the authors do not include migra-
tion and argue if this can be done. This statement raises doubts: when considering 
migration processes, it is necessary to consider the influence of all other blocks. 
Their methods are still far from being studied and interact non-linearly with each 
other. In this case, the nature of the interaction will experience substantial historical 
variability. 

According to the authors, the fundamental equations of the “Politics” block reflect 
the main features of the corresponding social formations. This section cannot but 
remember the ideological views of the authors, so it seems to be the most artificial 
of all the blocks of the cognitive system. The main predictive criterion is the system
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stability criterion, which takes into account the interaction with the environment, as in 
the Club of Rome models, and the system’s internal processes. Thus, it is hard to judge 
how correctly economic, ecological, and social interactions are taken into account if 
at each moment on the planet only, there are simultaneously different social systems 
(the method of evolution of individual systems is described in sufficient detail), 
interacting with each other, which complicates forecasts greatly. Also it seems wrong 
that influence of religion remains unaccounted for in the “Politics” block. 

The “Society” block is probably the most challenging to describe with equations. 
The authors consider the conditions that ensure the stability of the functioning of the 
social sphere to be the main factors determining the state of the system. For some 
reason, religion, which plays a massive role in modern society, is not considered in 
this block. Although in the future, the most crucial part of religion or ideological 
attitudes is noted, especially during periods of reforming the economic foundations 
of society. 

The “Ecology” block takes into account the man-caused CO2. Still, it does not 
consider changes caused by climate variability, which can have a decisive impact on 
the fate of humanity, primarily during periods of transition from one stable state of 
the climate system to another. 

An important place in the report is given to the problem of climate variability. The 
“nature” block includes equations describing climate change and resource endow-
ment. The stages of the climate forecast are described in sufficient detail and include 
accounting for energy consumption and its structure, including during the transition 
to low-carbon energy and population dynamics. In nature, long-term temporal factors 
determine climate and temperature changes, which are not taken into account in the 
“nature” model. Climatic variability is described only by anthropogenic temperature 
change, which raises questions. How is natural variability taken into account? The 
role of biological factors in the development of humanity is well-known in history. 
Natural climatic variability contains long-term components, including hundreds of 
thousands of years [7, 8]. How are they counted in the block? The resource use is char-
acterized by substantial geographic variability, with almost all other affecting blocks 
of the scheme. Unfortunately, this is not reflected in the model. Similar questions 
and remarks can be made on nearly all model blocks. 

The “Nature” block is associated with energy problems, particularly the transi-
tion to low-carbon energy. Such a construction of a natural block seems to be too 
simplistic, including in historical terms. In the modern world, along with energy 
problems, there is an acute problem of fresh water [9], which will only get worse 
shortly, so the issue of fresh water should be one of the most important in the “Nature” 
block. Water availability determines the level and duration of life, population size, 
agriculture and energy, migration, etc. The limit of freshwater consumption refers to 
those limits that can be overcome through the collective action of several countries 
or the entire world community. Unfortunately, the problem of fresh water was not 
mentioned in the report. 

The implementation of the authors’ proposals for solving climate and energy 
problems is designed for an extended period and provides for a well-coordinated, 
solidary interaction of all states of the planet. The authors believe that the way out
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of a critical situation can be a transition to joint action by all countries of the world, 
and China and Russia can become leaders in the evolution of humanity to a more 
just society. It is not easy to imagine the problem-free possibility of implementing 
such a process. According to the authors’ forecasts, the population of the Russian 
Federation, together with the CIS countries by the end of the twenty-first century, will 
be less than 3–5% of the world population. It is hard to imagine that a country with 
such a population is capable of providing not only a theoretical but also a practical 
example of solving global problems. Such a role was within the power of Russia 
only at the beginning of the previous century. 

Based on the processing of statistical data for the period 1960–2021 and the 
trends observed in recent years in the field of energy consumption, as well as taking 
into account the implemented energy-efficient technologies, the authors selected 
and calculated three scenarios for the increase in the average global temperature of 
the surface atmosphere in the twenty-first century: a conservative scenario, ambi-
tious and zero emissions scenarios. The traditional method assumes that government 
policies, technologies, and social preferences continue to evolve the same way as 
in the past. The ambitious scenario envisages introducing measures that lead to 
a significant reduction in carbon emissions from energy use, making it possible 
to limit the increase in global temperatures in the twenty-first century. The Zero 
Emissions scenario assumes that the measures proposed in the ambitious method 
are complemented and reinforced by significant societal behavior and preferences 
changes. 

The considered scenarios of the dynamics of changes in the structure of the global 
fuel and energy balance in the twenty-first century indicate that a special role in the 
transition period to low-carbon energy will be played by gas energy as the most 
environmentally friendly branch of modern energy and industry provided with huge 
natural resources, including in the world ocean. However nuclear power, despite its 
high environmental friendliness, has a high cost, limiting its widest distribution, so 
its role in the transition period requires additional research [10]. 

According to the assessments, if implemented, the “zero emissions” scenario will 
make it possible to meet the requirements of the Paris Climate Agreement to keep 
global warming at 1.5–2 °C compared to the pre-industrial level. As part of the 
implementation of the “zero emissions” scenario, this goal is primarily expected to 
be achieved through the use of energy-efficient technologies, including hydrogen and 
the further development of renewable energy sources, as well as the simultaneous 
use of chemical technology for capturing and storing carbon dioxide. 

Thus, it is argued that with the effective use of modern technologies and concerted 
actions of the world community, it is possible to avoid the climate crisis if the world 
acts decisively and takes the cooperative measures necessary to reduce carbon dioxide 
emissions. In particular, the global community needs to redirect the investment flows 
from the most profitable to those that will benefit society in the long term. A similar 
conclusion was also made concerning other global environmental problems. 

Predicting the dynamics of world development, the authors of the report proceed 
from the reliability of the onset of global warming, which determines not only the 
way to solve the problem of global warming but also ways to solve the energy,
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environmental, and ultimately, socio-economic problems that arise due to global 
change of climate [11]. However, the problem of global warming is criticized by 
several researchers, it requires further study, and the problem of global warming 
would not be replaced by the problem of global cooling [12]. The prospects for 
“green energy” also require further research, the possibility of “green energy” to meet 
the basic energy needs of mankind has not been proven yet [13]. The optimism of 
forecasts about the prospects for “green energy” has been replaced by more balanced 
estimates that take into account the economic costs of developing renewable energy, 
its efficiency and reliability [14]. There are still many uncertainties on the way to the 
development of renewable energy and the search for unconventional energy sources, 
so we hope that there will be many promising discoveries. 

The analysis carried out by the authors based on the developed cognitive scheme 
for modeling historical dynamics shows that modern problems are not so much in 
the field of “society-nature” interactions, which can be solved with the necessary 
coordination of the efforts of the world community, but in the field of social and 
political interactions. 

According to the authors’ ideas, the entire previous history of humanity is 
explained based on the assumption of the existence of social formations: X-structures 
and Y-structures and their periodic change from one to another. X-structures are 
formed under conditions of stability, and Y-structures—under growth conditions. 
The evolution of structures is associated with revolutionary technological changes. 
The role of ideology and religion significantly increases in transitional periods of the 
development of society [15]. The authors demonstrated the success of this approach 
in describing the history of humanity. It is interesting to note the importance of the 
authors’ research on the role of inventive activity as the most crucial factor of social 
activity influencing the development of technologies and, as a result, the most critical 
indicator of the development of human society. Now the relative number of people on 
the planet engaged in creative work, activities associated with ingenuity, is declining 
everywhere. 

Currently, a digital revolution is taking place, leading to the formation of a funda-
mentally new type of Society. The authors call it a cybernetic or W-society, which 
differs from the X-society and the Y-society. According to the authors, the transi-
tion to a new kind of society cannot be predicted. The change must be designed 
and offered to society for implementation. This is what happens in reality. Several 
projects of the future W-society have already been formulated—this is K. Schwab’s 
“stakeholder capitalism” and a similar project—the “inclusive capitalism” of Pope. 
Both projects involve the modernization of capitalism. The “Overcoming the Limits” 
report is an alternative blueprint for the future of the W-society based on the impor-
tance of collaboration over competition. W-society is characterized by globalization, 
isolation, aging of the population and the stabilization of population, implementation 
of information technologies and artificial intelligence into all spheres of life, active 
influence of biotechnology, genetic engineering, etc. The inevitability of the transi-
tion to this type of society has been discussed repeatedly, with the transition option 
and the option of the emerging W-society being important. Humanity faces a bifur-
cation point, and the direction of further development depends on human society.
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The authors model two options for the transition of humanity to the W-society and 
assert the existence of only these two options. 

The first option is the formation of “inclusive capitalism,” which will be imple-
mented under the control of the “world government” You can name specific steps that 
are already being implemented in the world and direct humanity along option No. 1. 
This is the transition to a “basic income”, gender politics, managing the mentality 
of the masses with the help of social media, etc. The second option is a plan for 
implementing the idea of the “noospheric” stage of human development, which was 
formulated by Vernadsky and further developed, mainly in the works of Russian 
scientists. However, there are no practical steps to implement this plan yet, only 
theoretical research. It is interesting to note that both options have many common 
characteristics due to the use of information—digital technologies and other scientific 
industries—but the created societies are strikingly different. 

Thus, a fundamental conclusion is made: the type of global interactions in the 
nature-human system will depend on the type of social structure of society and the 
variant of the transition of humanity to the W-society. Also here is discussion of how 
the formation of the social structure will take place or how to design the choice of 
social structure. 

4 Conclusions 

The implementation of the authors’ proposals to solve climate and energy problems is 
designed for a long period and actually provides for coordinated, solidarity interaction 
of all states of the planet. The authors believe that the way out of the critical situation 
may be the transition to joint actions of all countries of the world, and China and 
Russia can become the leaders of the transition of mankind to a more just society. 

The current digital revolution is leading to a fundamentally new type of society. 
The authors call it the cybernetic or W-society, which differs from both the X-society 
and the Y-society that existed earlier. According to the authors, the transition to a 
new type of society cannot be predicted. The change must be designed and offered to 
the human society for implementation. This conclusion seems to be very important 
since there is a fundamental difference between design and forecasting. According 
to the authors, the W-society can be implemented in two ways. The implementation 
of the option depends on the type of social structure of society. The authors make 
a fundamental conclusion about the significance of the kind of social structure of 
society, conducting the transition to the society of the future. For some reason, the 
authors do not single out this fundamental conclusion. Nor is there any discussion 
of how to design the choice of social structure. 

The questions and comments formulated above will contribute to the further 
improvement of the project “Overcoming the Limits”. 
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Wave Dynamics of Stratified Medium 
with Shear Flows: Main Problems 
Formulation 

V. V. Bulatov 

Abstract The paper considers issues related to the formulation of problems for 
describing the dynamics of internal gravity waves in stratified media with horizontal 
shear flows. Physical formulations of problems in which critical levels can arise are 
discussed. In the first problem, the bottom oscillations are considered, which begin at 
some point in time, and the establishment of a critical level at large times is studied. 
We also consider the formulation of the problem of a stratified medium flow running 
on an obstacle, behind which outgoing waves can arise, with a singularity at the 
critical level being formed far from the obstacle. 

Keywords Internal gravity waves · Shear currents · Dynamics of a stratified 
medium · Buoyancy frequency · Critical level 
The generation of internal gravity waves by shear currents is an important example 
for geophysical applications of the interaction of waves with hydrodynamic flows 
[1–7]. When internal gravity waves propagate in shear flows, specific effects arise 
associated with the amplification and absorption of waves [8–14]. This occurs in the 
presence of resonant layers, in which the flow velocity coincides with the phase or 
group velocity of internal gravity waves. Critical layers play an important role in the 
mechanism of hydrodynamic instability of shear flows [1, 2, 15–20]. The resonant 
interaction of waves with critical layers is an important mechanism for the genera-
tion and absorption of various types of waves in the atmosphere, ocean, and moving 
plasma. A strong interaction of a propagating wave with a flow is possible in those 
layers where the frequency of the wave coincides with the frequencies of natural 
oscillations of the inhomogeneous flow. In this case, the resonance is due to the 
equality of the group velocity of the wave with the velocity of a certain liquid layer. 
As a result, the wave packet is captured in the vicinity of the resonance. The algebraic 
method for studying waves in shear flows is based on a piecewise linear approxima-
tion of the velocity profile. This method is unsuitable for the analysis of resonant
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features. To study waves in a flow with a continuous velocity profile, one can use 
direct numerical simulation or approximate asymptotic methods: the WKB method, 
the method of reference equations, the method of matching asymptotic expansions 
[21–27]. The plasma-hydrodynamic analogy may also be useful, providing a tool for 
the physical understanding of resonant processes. To study the dynamics of internal 
gravity waves, the Richardson number Ri plays a fundamental role [2, 3, 18, 19]. 
When the value of the number Ri > 1/4 in the vicinity of the critical layer, the wave 
packet approaches the critical point indefinitely as the wavelength decreases. 

In this paper, we consider the specifics of setting the problems of wave dynamics of 
IGWs in a stratified medium with horizontal shear flows. Linear IGWs are described 
in the Boussinesq approximation by the equation [1–3, 8, 9] 
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where (U (z), V (z))—shear flow velocity components on the horizon z, N 2(z)— 
Brent–Väisälä frequency squared (buoyancy frequency), W —vertical component of 
IGWs velocity. 

Upavnenie (1) paccmatpivaetcЯ v  cloe −H < z < 0. Ha  dne z = 
−H veptikalbnaЯ komponenta ckopocti pavna nylЮ, na povepxnocti z = 
0 icpolbzyetcЯ ppibliҖenie «tvepdoЙ kpyxki», otfilbtpovyvaЮwee 
povepxnoctnye volny. B okeane BGB mogyt obmenivatbcЯ ∋    nepgieЙ co 
cpednimi teqeniЯmi [2–7]. If the vertical velocity gradient of the currents is 
large, then the average currents can give energy to the waves, that is, the corre-
sponding oscillations can be unstable. The Miles condition is known, under which 
there are no unstable eigenwaves, which has the form [1, 2, 16, 19]: Ri (z) ≥ 0.25, 
Ri(z) = N 2(z)/

((
∂U 
∂ z

)2 + (
∂ V 
∂ z

)2)
. 

For IGWs with harmonic dependence on time and horizontal coordinates 

W (t, x, y, z) = exp(i (ωt − kx))w(z) (2) 

where the direction of wave propagation is taken as the axis x , on a certain horizon 
z = Z , for which the x-component of the current velocity U (z) coincides with the 
phase velocity C = ω/k, the wave energy is absorbed, that is, part of the wave 
energy is transferred to the mean currents. Then the level z = Z is called the critical 
level. 

The behavior of short-wavelength IGWs packets approaching the critical level 
is usually considered in the WKB approximation under the assumption that U (z) 
and N 2(z) change slowly over the oscillation period of the considered wave field. 
However, the question of in what particular physical problems such packets can arise, 
as a rule, is not considered [1, 2, 19, 23].
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Next, we will discuss the formulations of boundary value problems in which 
critical levels may arise. Typically, two-dimensional problems are considered, that 
is, solutions that do not depend on the horizontal variable y. Then, substituting (2) 
into (1) to determine the function w(z), we get the Taylor–Goldstein equation [1, 2, 
16, 19] 

(ω − kU (z))2 
∂2w 
∂ z2 

+ (
k2

(
N 2 (z) − (ω − kU (z))2

)) + k 
d2U (z) 
dz2 

(ω − kU (z)) = 0 

(3) 

From here, in particular, it can be seen that the horizon z = Z on which ω = kU (z) 
is the singular point of this equation. The behavior of the function U (z) on either 
side of the value z = Z is determined by the rule for bypassing this singular point. 
A physically meaningful solution is a solution obtained by analytical continuation 
from the domain Im ω > 0. 

The IGWs field W (t, x, y, z) = exp(i (ωt − kx))w(z) near the critical level can 
be represented as the sum of W+ and W−, where W+—corresponds to a wave that 
transfers energy from bottom to top, and W−—to a wave that transfers energy from top 
to bottom. Each of these waves, when crossing the critical level, abruptly decreases 
in amplitude by a factor of exp(−πμ), where μ = √

Ri (Z ) − 0.25. This fact means 
the absorption of IGWs energy at a critical level, i.e., the transfer of energy to the 
average currents of part of the IGWs energy. 

Next, consider the following problem statements in which critical levels may 
arise. It can be assumed that there are natural oscillations with critical levels, that 
is, solutions of the Taylor–Goldstein equation that vanish at z = 0, −H and for 
ω − kU (z) = 0 which at some z = Z . However, under the Miles condition and a 
strictly monotonic function U (z), such eigenfunctions do not exist. Therefore, for a 
field with a given wave number k, all natural frequencies turn out to be such that there 
is no critical level—any of ωn(k) satisfies one of the inequalities ωn(k) >  max kU (z) 
or ωn(k) <  min kU (z). 

This result admits a simple physical interpretation: at Im ω = 0, the wave energy of 
any eigenoscillation W (t, x, y, z) = exp(i (ωt −kx))w(z) must be conserved, and in 
the presence of a critical level, part of the IGWs energy is absorbed, transforming into 
the energy of medium currents. Therefore, critical levels can occur only for forced 
oscillations with a given frequency Ω, that is, for example, oscillations described 
by an inhomogeneous Eq. (1) with the right side (source distribution) of the form 
exp(i (Ωt − kx)) f (z) for some function f (z). 

Technically, it is easier to consider IGWs excited not by sources, but by boundary 
oscillations, that is, consider a homogeneous Eq. (1) with an inhomogeneous 
boundary condition in the form: W = exp(i (Ωt − kx)) at z = −H and W = 0 at 
z = 0. Then, defining the solution in the form: W (t, x, y, z) = exp(i (ωt −kx))w(z), 
one can obtain that w(z) satisfies the Taylor–Goldstein equation with given values 
ω and k boundary conditions: w(0) = 0, w(−H ) = 1. Obviously, such a solution 
already has a critical level.
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However, such a substitution is a physical idealization, assuming that the oscilla-
tions continue indefinitely. Therefore, it seems more natural to formulate the problem, 
in which the bottom oscillations begin at some point in time, that is, to consider the 
solution of Eq. (1) that satisfies the boundary and initial conditions: 

W (t, x, 0) = 0 
W (t, x, −H ) = 0(t < 0), W (t, x, −H ) = exp(−i (Ωt − kx))(t > 0), 
W (t, x, z) ≡ 0(t < 0) 

(4) 

For t → ∞, this solution should tend to a function that has a singular point at 
z = Z . For any finite value t , this solution must be a regular function z, so the  
question of how the solution tends to the limit t → ∞, that is, how the critical level 
is set, is of interest. Let us further consider the mean flow (U (z) /= 0, V (z) = 0) 
and the variable-independent y solution of Eq. (1) W (t, x, z) satisfying conditions 
(4). We will assume that the value Ω is within the interval [I−, I+], where I± is 
the minimum (maximum) value of the function kU (z) in the interval of the vertical 
coordinate. 

This means that the phase velocity of the bottom oscillations coincides with 
the current velocity U (z) at a certain horizon z = Z . Assuming W (t, x, z) = 
exp(ikx)u(t, z) for the function u(t, z), you can get the boundary value problem
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u(t, z) ≡ 0(t < 0), u(t, 0) ≡ 0 
u(t, −H ) = 0(t < 0), W (t, −H ) = exp(−iΩt)(t > 0) 

(5) 

Then it can be expected that for t → ∞, the solution u(t, z) will tend to a harmon-
ically time-dependent function v(t, z) = exp(−i Ωt)V (Ω, z), where the function 
V (Ω, z) is a solution to the Taylor–Goldstein Eq. (3). 

For a particular case of a constant distribution N 2(z) and a linear function U (z), 
the solution W (t, x, z) coincides with the limiting solution (2) with an arbitrarily 
small relative error ε for all z outside the transition zone—the vicinity of the critical 
level z = Z , whose size tends to zero at t → ∞  as A(ε)/t . At the same time, it is 
obvious that ε → 0 when A(ε) → ∞. In this case, the most interesting question is 
how quickly the limiting solution is established, that is, what is the actual width of 
the transition zone described by the function A(ε), and how the zone size depends 
on the parameters of the problem: the wave number, the local Richardson number. 

The qualitative nature of the exit of the behavior of solutions to the limit 
in the presence of a critical level can be represented as follows. The function 
W (t, x, z) exp(−i (Ωt − kx)) outside the transition zone coincides with U (z). Inside  
the transition zone, there should be a smooth transition from one branch of the func-
tion U (z) to another. With an increase t , the width of the transition zone decreases,
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but the qualitative form of the transition zone, as a function of the variable t (z − Z ), 
should not change. Obviously, for arbitrary distributions of the buoyancy frequency 
and shear flows that satisfy the Miles conditions and the natural regularity conditions, 
special asymptotic methods must be used to construct solutions. 

There is also another class of problems in which critical levels can arise—these 
are problems about lee currents. Let us consider the flow of a stratified medium 
running on some obstacle—a bottom ledge, a local bottom elevation. Behind this 
obstacle, a wave escaping from it can arise, and this wave can excite IGWs. Then 
the corresponding boundary value problem for Eq. (1) has the form 

W (t, x, 0) = 0 
W (t, x, −H ) = 0(x < 0), W (t, x, −H ) = exp(−i (Ωt − kx))(x > 0) 

It is possible to look for a solution that depends harmonically on time, the unique-
ness of which is ensured by the radiation condition, that is, assuming Ω = ϕ + i 𝛙, 
𝛙 >  0. For a complex solution Ω, the solution is unique, since the fulfillment of the 
Miles condition guarantees the absence of complex eigenvalues for the Taylor–Gold-
stein equation with zero boundary conditions at z = 0, −H . Next, we look for the 
passage to the limit of the solution at 𝛙 → 0. In such a formulation of the problem, 
the singularity of the IGWs field at the critical level is formed at x → ∞, that is, far 
from the streamlined obstacle. 

Analytical estimates and numerical results show that asymptotic constructions 
using model representations of the buoyancy frequency and background shear veloc-
ities can qualitatively correctly describe the amplitude-phase structure of IGWs. 
Taking into account the real distributions of the main hydrological parameters makes 
it possible to study the whole variety of generated waves, and numerical methods 
must be used to describe the amplitude dependences of IGWs in natural environ-
ment (ocean, atmosphere) with arbitrary background shear currents. Therefore, to 
study IGWs in real natural environment (ocean, atmosphere), it is necessary to 
combine both exact numerical methods for studying wave fields and various asymp-
totic approaches that allow studying the main qualitative features of excited waves, 
including the development of remote methods for detecting IGW by radar methods. 
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Changes in a Shoreline Under Influence 
of a Groin Field 

I. O. Leont’yev and T. M. Akivis 

Abstract A one-line analytical model of groin impact on a sandy beach suggested 
before by the authors is further developed in this work. The new version of the model 
considers trapping capability of groins to be dependent on shoreline displacement 
associated with infilling of inter-groin compartments. Thus, a feedback is implied 
between accumulation rate and evolution of shoreline contour which tends to its 
equilibrium state. It is shown that accumulation in a groin field is governed by 
rather fine mechanism operating in a relatively narrow range of conditions. The 
groin system is most efficient when the step of the groin field coincides with the 
length of an influence zone of a single structure. This in its turn leads to an optimal 
relation between the length of the structures and the distance between them. The 
model calculations demonstrate the ability to control the groin system operation by 
changing its parameters. 

Keywords Groin field · Inter-groin compartment · Shoreline contour · Sandy 
beach · Longshore sediment flux · Accumulation volume · Down-drift erosion 

1 Introduction 

Groins are linear constructions connected with the shore. Usually they are combined 
into a system, which includes a series of elements approximately equally distanced 
from each other. The idea of the system is its ability to accumulate a part of sediment 
transported longshore by waves and currents and, as a result, to increase the beach. 
As shown by experience, the successful work of a groin field is possible only in the 
presence of a noticeable longshore sediment flux. Otherwise, the consequences for 
the coast may be negative [1]. 

The changes in nearshore morphology in the influence area of groins are related 
to wave diffraction at obstacles and the corresponding transformation of currents 
and sediment transport. This idea is a base of rather complicated numerical models
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[2–4]. Their application requires significant labor costs and is not always advisable, 
including for economic reasons. The relatively simple one-line analytical model [5, 
6] is more convenient for operational calculations. In this model, sediment accumu-
lation within the groins field is explained in terms of the mass conservation law. The 
introduced scale of the structure’s area of influence allows finding an optimal ratio 
between the length of the groins and the distance between them. 

In this work the model concept is further developed. The parameter of the groins 
trapping ability gets a new interpretation. It is connected directly with the coast-
line displacement due to infilling of inter-groin compartments. In addition, the more 
appropriate relationship between sediment accumulation and shoreline propagation 
is deduced. In the new version of the model, coastal morphology naturally evolves 
towards equilibrium, thus eliminating the artificial feedback function suggested 
before. 

2 The Model Concept 

First, it makes sense to recall the main backgrounds and arguments of the previous 
model because they are largely preserved in its new version. 

We consider the groin system with the constant step λ. The construction length 
lG does not exceed the width of the sediment flux. Because of this, a part of material 
can be transported outside the constructions (Fig. 1). It is supposed that an influence 
of the obstacle on the sediment flux is limited to some distance △ (Fig. 2). 

Fig. 1 A scheme of a beach and a groin system. l∗—width of sediment flux (of active part of coastal 
profile), h∗—closure depth, lG—groin length, hG—depth at head of a groin, lbeach and zbeach— 
width and elevation of beach, λ—distance between the groins or a system step, △s—shoreline 
advancing in the inter-groin compartment
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Fig. 2 Changes in sediment flux and shoreline contour for relatively long (a) and relatively short 
(b) inter-groin distance λ. A scale △ is the length of the structure influence zone 

If the system step λ is large enough and meets the condition λ ≥ 2△ then the 
separate groins practically have no influence on each other. Sediment flux is unloaded 
before the obstacle and downstream it saturates and recovers up to initial value Q0. 
Accumulation near the structure results in the shoreline propagation while sediment 
deficiency on the leeward side causes its retreat. However, on average, the sediment 
balance does not change, because of mutual compensation between accumulation 
and erosion (Fig. 2a). 

In the case when λ < 2△, the groin system is able to accumulate material (Fig. 2b). 
The first structure traps a part of alongshore sediment flux b1 Q0 and initiate accumu-
lation with a rate Ac0 = b1 Q0. The flux increases downstream and were the distance 
between the groins 2△ the growth would be  b1 Q0. In other words, the flux would 
recover up to its initial value (Fig. 2a). But at smaller λ the increase of the flux can 
take only a part, namely Kb1 Q0, where 

K = λ/2△, λ/2△ <  1. (1) 

In the section of the flux increasing erosion occurs at a rate Kb1 Q0, and on the 
up-drift side of the groin G2 sediment is accumulated at a rate b2 Q1. Therefore 
the total accumulation rate in the first inter-groin compartment S1 equals Ac1 = 
b2 Q1 − Kb1 Q0. Since Q1 = Q0 − b1 Q0 + Kb1 Q0 = [1 − (1 − K )b1]Q0, we get 
Ac1 = [b2(1 − b1) − b1(1 − b2)K ]Q0. 

In a similar way accumulation rate in the next compartment (S2) can be found: 
Ac2 = [b3(1 − b2) − b2(1 − b3)K ]Q1, where Q2 = [1 − (1 − K )b2]Q1. As a  
result we come to relations that determine the accumulation rate and the sediment 
flux in each inter-groin compartment Sn: 

Acn =
[
bn+1(1 − bn) − bn(1 − bn+1)K

]
Qn−1, n = 1, 2, 3, . . .  ,  N − 1,
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Qn = [1 − (1 − K )bn]Qn−1, 

where N is a number of structures in the groin system (so a number of inter-groin 
compartments is N − 1). 

As can be seen, the sediment flux decreases downstream (Fig. 2b). Downstream 
from the last construction, the discharge is restored to its initial value Q0 (Fig. 2b), 
which should lead to down-drift erosion. 

Figures 1 and 2 reflect the situation where the sediment flux goes from left to right 
viewed from the shore. In the opposite direction of the flux, the groin with number 
N will accumulate at a rate Ac' 

N and down-drift erosion will occur to the left of the 
first groin. 

Representing the dependences found for the accumulation rates as a functions of 
the sediment flux at the entrance to the groin field (Q0 and QN ) we get the relations: 

Ac0 = b1 Q0, Acn = an 
n∏

1 

cn Q0, n = 1, 2, 3, . . .  ,  N − 1, (2) 

an = bn+1(1 − bn) − bn(1 − bn+1)K , cn = 1 − (1 − K )bn, 

Ac' 
N = bN QN , Ac' 

N−n = a' 
N−n 

N−n∏

1 

c' 
N−n QN , 

a' 
N−n = bN−n(1 − bN−n+1) − bN−n+1(1 − bN−n)K , c' 

N−n = 1 − (1 − K )bN−n+1, 

where the primed values correspond to the sediment flux directed from right to left. 

3 The Model Parameters 

The parameter b characterizes the part of the sediment flux trapped by the groin. In 
the actual new version of the model it is defined by a ratio of the structure length lG to 
the width of the longshore flux l∗. If  lG / l∗ ≥ 1 the groin traps all the flux and b = 1. 
But in the case lG / l∗ → 0 we have b → 0. In the same time, b should decrease 
with the shoreline advancing △s when the groin system is being filled. It is clear that 
increase in △s leads to decrease in the “working” length of the structure (lG − △s). 
When (lG − △s)/ l∗ → 0 then b → 0. The  value  b also depends on permeability 
factor of the groin pG which varies from 0 (fully transparent construction) to 1 (solid 
barrier). These considerations lead to the following relations: 

b =
{
pG 

lG−△s 
l∗ , lG−△s 

l∗ < 1 
pG ,

lG−△s 
l∗ 

≥ 1 
. (3)
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The parameter △, which characterizes the scale of the structure influence zone 
also depends on the ratio of lG to l∗ [7]: 

△ =
{

(lGl∗)0.5 , lG / l∗ < 1 
l∗, lG / l∗ ≥ 1 

. (4) 

The value △ essentially characterizes the distance at which the sediment flux 
has time to react to the presence of an obstacle. As was shown above, the inter-groin 
distance λ should be between △ and 2△. Correspondingly, the value of the parameter 
K from (1) is limited by the range 0.5 ≤ K < 1 that marks the applicability limits 
of our model. Accumulation rate is maximal when K = 0.5 i.e. when λ = △. Then 
the optimal ratio between the groin length and the system step is 

λ/ lG = (lG / l∗)−0.5 . (5) 

By increasing the groin length, the distance between them λ should increase 
proportionally to

√
lG . For short constructions, lG / l∗ = 0.1, the system step λ is 

close to 3lG . For relatively long groins, lG / l∗ = 0.5, an optimal step is λ ≈ 1.4lG . In  
practical use, the value λ/ lG ranges between 1 and 3 [1, 8]. 

The width of the sediment flux l∗ can be found using the corresponding depth h∗ 
and the average bottom slope β = h∗/ l∗. For the individual storm event the value 
h∗ refers to the depth of wave breaking hB which marks the outer boundary of the 
longshore flux under the given wave action [9, 10]: 

hB =
(

1 

4πγ  2 B

)0.4 

H 0.8 
1%0

(
gT 2

)0.2
(
cos�0 

cos�B

)0.4 

, (6) 

where H1%0 is a wave height of 1% cumulative exceedance probability in deep water, 
T is the wave period, �0 and �B are the wave incidence angles in deep water and at 
the wave breaking point, respectively, and γB = 0.8 is breaking index. 

For the time scale of a year or several years, the depth h∗ is interpreted as a closure 
depth limiting the area of significant morphological changes in the coastal profile. It 
can be expressed in terms of wave height Hs012. which might be exceeded only 12 h 
per year (0.137% cumulative exceedance probability), 

h∗ = K Hs012, (7) 

where K depends on the wave steepness and the given threshold of the bottom 
deformations △hc [11]. For typical storm waves steepness 0.03–0.04 and choosing 
△hc = 0.1 m we have K = (1.5 ÷ 1.6).



548 I. O. Leont’yev and T. M. Akivis

4 Volumes of Accumulation and Shoreline Displacement 

4.1 Inter-groin Compartment 

Under wave action during time tw the volume of accumulation in the inter-groin 
compartment will be 

Vn = 
tw∫

0 

Acndt  or V ' n = 
tw∫

0 

Ac' 
ndt (8) 

depending on the wave angle between the wave direction and the normal to the shore-
line. The accumulating material can be conditionally represented as a layer distributed 
in the inter-groin compartment (Fig. 3a). Formation of the layer is accompanied by 
appropriate propagation of the shoreline △s. If the bottom beyond the depth hG were 
horizontal the cross-sectional area of the layer would be equal to the parallelogram 
area with the base length △s and the height hG + zbeach , and the total layer volume 
would be V = △s(hG + zbeach)λ. 

However, since the bottom has a slope β, a certain part of sediments should be 
spent on the construction of the base of the layer (Fig. 3a). In the first approxima-
tion, the cross-section of the base is a triangle with bottom side 2△s, height β△s 
and corresponding area β△s2. So the volume of the accumulated layer is expressed 
as V = △s(hG + zbeach)λ + βλ△s2. Using the approximation (hG + zbeach) ≈ 
β(lG + lbeach), we get the square equation relative to △s: 

△s2 + (lG + lbeach)△s − 
V 

βλ 
= 0. (9)

Fig. 3 Schemes explaining 
shoreline advancing in the 
inter-groin compartment 
(a) and shoreline retreat in 
the down-drift erosion area 
(b). Notations are given in 
the text 

s 

hG 

h* 

l* lbeach 

s 
zbeach 
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(b) 

s 
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Its solution is 

△s = −  
1 

2 
(lG + lbeach) +

/
1 

4 
(lG + lbeach)2 + 

V 

βλ 
. (10) 

At the initial moment when V = 0, we have △s = 0. As  V increases the shore 
advances and at certain stage the displacement of the shoreline reaches its limit 
△sm = lG . It follows  from (10) that corresponding maximal volume Vm should be 

Vm = lGhG

(
2 + 

lbeach 
lG

)
λ. 

As △s approaches lG the value b decreases according to (3) and the accumulation 
rate Ac is reduced resulting in decay of changes in volume V. 

4.2 Areas Adjacent to the Groin Field 

An average shoreline displacement △s also can be determined here by (10). But 
instead of the distance between the groins λ in (10) the length of the accumulation 
zone lA near a single obstacle should be implied. Observations show that the displace-
ment reaches its maximum at the obstacle and decreases to zero with distance from 
it. Accordingly, the average displacement △s over the length lA is about a half of 
its maximal value corresponding to the groin length lG [7, 12]. Based on this, the 
displacements △s0 and △sN of the shore contour before the first and the last groins 
are determined as follows: 

2△s 
lA − x 
lA 

=
{

△s0, i f  − lA ≤ x ≤ 0 
△sN , i f  0 ≤ x ≤ lA 

, (11) 

where x is a longshore distance. 
The length △ of an obstacle influence zone from (4) is supposed to be the scale 

for lA. The accumulation area tends to expand over time proportional to
√
t and for 

the periods of years and decades is expressed by the dependency [7, 12]: 

lA = cA△ 
√
t/t0, (12) 

where cA is a proportional coefficient of order 1, t0 = 1 year and t is measured by 
years after completion of the construction. 

Changes of lA during an individual storm event supposedly can be described by 
the same dependency (12). In this case, it makes sense to take the time interval t0 as 
the characteristic duration of the process of forming a quasi-equilibrium nearshore



550 I. O. Leont’yev and T. M. Akivis

morphology. This may be, for example, a 12-h interval during which the cross-shore 
beach profile is largely stabilized [11]. 

4.3 Areas of Down-Drift Erosion 

Downstream from a single obstacle or the series of constructions is a down-drift 
erosion zone of length lE where the longshore flux saturates and recovers to its initial 
value (if the shore is uniform). The erosion volume corresponds to the total sediment 
volume accumulated by the groin system: 

VEN  = −
(

∑ 

n 

Vn + V0

)

, VE0 = −
(

∑ 

n 

V ' n + VN

)

. (13) 

Imagine the eroded volume as a layer distributed within the erosion zone (Fig. 3b). 
The area of its cross-section is a sum of areas of two parallelograms with the base 
△s and heights h∗ and zbeach , and its volume is VE = △s(h∗ + zbeach)lE . From here 
the shoreline retreat is 

△s = VE 

(h∗ + zbeach)lE 
. (14) 

This value characterizes an average shoreline displacement in the erosion zone. 
As shown in [7, 12] the contour of the shore can be approximated by a sinusoid 
bounding the same area △slE : 

△sE = 
π 
2 

△s sin kE x, kE = 
π 
lE 

. (15) 

The length of the erosion zone lE is supposed to be dependent on the scale △ 
similar to the length of accumulation zone lA and increases with time: 

lE = cE △ 
√
tY , (16) 

cE ≥ 1 is a proportionality coefficient presumably close to cA. 

5 Comparison of Calculations with Observations 

First compare the calculations with the results of the field experiment carried out 
on the sandy coast of the northern Yucatan, Mexico (21° N, 90° W) [13]. The aim 
of this experiment was an investigation of effect of a single groin. The latter was a 
permeable dismountable construction consisting of several dozen concrete hexapods
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(60 kg each). Installation and dismantling of the 15 m long structure by a team of 20 
people took about 2 h. The length of groin from its tip to the shoreline was lG ≈ 9 m. 

The experiment lasted 24 h during which there were waves of height Hs from 
0.4 till 0.8 m and period Tp of about 4 s. The wave direction varied within north-
eastern sector. For this period the sand volume of VN = 35 m3 was accumulated on 
the east side of the groin. Figure 4a demonstrates the shoreline positions before and 
after the experiment. The difference between corresponding points, i.e. the shoreline 
displacement is represented in Fig. 4b. 

Parameters for calculations were dg = 0.25 mm, Hs = 0.6 m, Tp = 0.4 s, �0 = −  
45°. Corresponding height of wave breaking and sediment flux were calculated by 
formulae from [10] as  hB = 1.1 m and QN = −  6.6 m3/h. The groin permeability 
consistent with the mentioned above value of VN should be pG = 0.6. The sizes of 
the surf zone and the beach were lB = 20 m, zbeach = 1 m,  lbeach = 15 m. 

Matching of calculated and observed changes in shoreline was achieved by 
choosing the value cA 

√
t/t0, under the assumption of equality of coefficients cA = cE 

in (12) and (16). The optimum value obtained is close to 2.5. As noted above t0 has 
the meaning of a typical stabilization period of coastal morphology in an individual

Fig. 4 Changes in a shoreline caused by a single groin observed in the field experiment [13] and  
predicted by the model: a shoreline positions before installation of groin (1) and 1 day after (2); b 
shoreline displacement according to observations (1) and calculations (2) 
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Fig. 5 Shoreline changes under influence of groins (southwest coast of India [14]). 1—protective 
wall marking shoreline position in 2009, 2 and 3—shoreline displacement 5 years after construction 
of groins according to observations and calculations 

storm event (12 h). Since the wave action duration t in this case is 24 h we get the 
estimate cA = cE ≈ 1.8. 

The modelled changes of the shore contour are also shown in Fig. 4b. As can 
be seen, the model conveys the main trends of the beach changes though the actual 
shoreline shape is of more complicated character. 

The next example, referring to an eroded site of the southwest coast of India (8° 
25' N, 76° 58' E) [14] was used for testing the previous version of the model [5]. 
After the construction of the two groins, the beach quickly grew and after 5 years 
got advanced to the end of the first groin (Fig. 5). The protective wall in this case 
prevents the bank from retreating in the zone of down-drift erosion. These are the 
updated parameters for the calculations: lG = 35 m, λ = 150 m, Q0 = 70 thousands 
m3/year, h∗ = 5 m,  l∗ = 200 m, cA = cE = 1.5, dg = 0.3 mm. Figure 5 shows that 
modelled and measured shoreline changes are nearly identical. The deviations are 
less than in the previous version [5]. 

Another modelled object is a section of Westhampton Beach, U.S.A. Atlantic coast 
(40° 47' N, 72° 41' W) [15]. A groin system including 15 elements is built here for 
the extension of the beach. Figure 6a shows the position of the coastline immediately 
before the system is constructed and after 23 years. Figure 6b shows the difference 
of the corresponding marks, reflecting the displacements of the coastline. Here are 
the results of the forecast by our model when using the following parameters: lG = 
145 m, λ = 400 m, Q0 = 150 thousands m3/year [4], h∗ = 8 m,  l∗ = 500 m, pG = 
0.8, cA = cE = 2, dg = 0.25 mm.

Inconsistencies in the volume of erosion outside the groin field were due to 
repeated nourishment of the beach during the period under review, which could 
not be factored into the calculations. However, within the bounds of the groin field, 
there are no significant differences in the accumulation and position of the shoreline 
according to observations and calculations.
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Fig. 6 Shoreline evolution at Westhampton Beach, U.S.A. Atlantic coast [15]. a Shorelines before 
and after construction of groin field: (1)—1966, (2)—1989; b shoreline displacement over 23-year 
time lapse according to observations (1) and calculations (2)

5.1 Examples of Calculations and Discussion of Results 

Some examples of shoreline changes under the influence of groins demonstrate how it 
is possible to regulate the operation of the structures by variation of their parameters. 

Consider the shore profile with the following parameters h∗ = 6 m,  l∗ = 400 m, 
zbeach = 1.5 m, lbeach = 30 m. The structures are supposed impermeable (pG = 1). 
Based on the above results we take cA = cE = 2. The conditions of the tests are 
shown in Table 1. There are the length and the step of the system (lG and λ), the ratio 
λ/△, sediment fluxes (Q0 and QN ) and the prediction period (tw). The results of the 
calculations are shown in Fig. 7.

In the tests 1 and 2 the system step is close to the optimal value λ ≈ △ that 
causes intensive accumulation in inter-groin compartments. If the sediment flux is 
one-directed (test 1) then down-drift erosion is significant but for double-directed 
feeding (test 2) it is hardly noticeable. 

In the tests 3 and 4 the distance between the groins increased and far exceeds the 
optimal value △. The volume of accumulation and the shore advancing are much less
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Table 1 The conditions of the tests for calculations of shoreline changes under groins impact 

Test number lG (m) λ (m) λ/△ (–) Q0 (thous. 
m3/y) 

QN (thous. 
m3/y) 

tw (y) V (thous. m3) 

T1 50 150 1.06 50 – 5 51.5 

T2 50 150 1.06 50 − 20 5 77.0 

T3 50 220 1.56 50 − 20 5 64.3 

T4 50 280 1.98 50 − 20 5 45.0 

T5 100 300 1.50 50 − 20 5 135 

T6 100 300 1.50 50 − 20 25 560 
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Fig. 7 Examples of computed shoreline changes under influence of a groin field for various initial 
conditions (given in Table 1)

than in the similar test 2. If λ/△ > 2 then according to calculations accumulation in 
inter-groin compartments is replaced by erosion. 

In the test 5 the groin length and the system step are doubled compared to test 2. 
The constructions trap the more significant part of longshore sediment flux. 

The test 6 demonstrates the changes over the period of 25 years under the same 
conditions. The sediment volume in inter-groin compartments noticeably increases 
and accumulation and erosion areas near the outer bounds of the groin field widen 
significantly.
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Figures 6 and 7 show that accumulation in the first (upstream) compartment is 
getting a little slower compared to neighboring ones (tests 1, 2 and 6). The point is 
that as the shoreline before the first groin advances, an increasing proportion of sand 
bypasses the first compartment, and the area of more intensive accumulation shifts 
downstream. This feature revealed in cases of relatively small distance between the 
groins (λ/△ ≤ 1.5). However, when the system step is greater, the infilling volume 
decreases downstream (tests 3, 4 and 5). 

6 Conclusions 

The represented model considers sediment accumulation within a groin field as a 
result of specific changes of longshore sediment flux. When entering the inter-groin 
compartment the flux increases causing shore erosion. However, before recovering to 
its original value the flux decreases before the next obstacle causing the sediment to 
settle. If the distance between the groins is chosen properly, the volume of accumula-
tion exceeds that of erosion and leads to the resulting accumulation in the inter-groin 
compartment. This is quite a fine mechanism operating within a relatively narrow 
range of conditions. 

Sediment accumulation in a groin system is possible if the ratio of system step 
λ to the scale of influence zone △ of the structure falls within the interval 1 ≤ 
λ/△ < 2 which at the same time limits the applicability of our model. The value 
△ is proportional to the width of longshore flux and the structure length. The most 
efficient operation of the system is achieved under the condition λ = △ which 
determines the optimal ratio of the system step to the length of the structures λ/ lG . 

For relatively short groins this ratio is close to 3 while for the long constructions 
it tends to 1. 

In the new version of the model, the part of sediment flux trapped by the structure 
is characterized by the ratio of its length to the width of the active part of coastal 
profile. The “working” length of the groin changes with the beach advancing. This 
provides feedback between the rate of accumulation and the evolution of the shore 
contour, which tends to some equilibrium condition. 

The model is applicable to different time scales including time of an individual 
storm event. In this case, parameters of the surf zone width lB and the depth of wave 
breaking hB are used instead of active profile width l∗ and closure depth h∗. 

Operation of groin system causes not only positive changes (growth of the beach), 
but also negative phenomena associated with the erosion of adjacent areas of the coast. 
Calculations on the base of the obtained dependencies allow prompt comparison of 
different project variants, which is shown in the given examples. The application 
of the model helps to choose the best option in which the negative effects can be 
minimized. 

There is no enough examples of comparisons of modelling with observations yet 
to unambiguously assess calibration coefficients cA i cE characterizing the extent of 
the accumulation and erosion zones outside the groin field. The likely range of the
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specified coefficients from 1.5 to 2.5 can only be recommended. Wider validation 
of the model is still difficult due to lack of necessary data and presents the task of 
future research. 
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On the Issue of the Impact of Recreation 
on Coastal Territories 

A. Yu. Sanin, O. D. Vasilyev, and V. A. Kulakovskaya 

Abstract Recreational human activity, as well as other types of nature management, 
have a remarkable impact on natural landscapes, including in coastal territories. 
Its most important consequences include environmental pollution, the activation of 
dangerous natural processes, in particular, those related to the dynamics of the coasts, 
the transformation of natural landscapes, a decreasing biodiversity, the degradation 
of ecosystem services provided by the natural landscapes of coastal territories, visual 
and noise pollution, and a number of others. Similar consequences are characteristic 
of other types of human activity, and for some of its types, for example, for industrial 
human activity, they are much stronger. As a rule, an area attractive for recreation 
usually holds a high value for many other types of human activity, in particular, for 
permanent residence, which causes conflicts between them. It is necessary to know 
the structure of the nature management of the region and the history of its formation in 
order to understand the causes of conflicts—they are often caused by competition for 
the same territorial resources. In order to achieve the sustainable development of the 
territory, it is necessary to mitigate the most intense conflicts between different types 
of human activity. In many cases, conflict mitigation makes it possible to achieve 
mutual concessions to different types of economic activity to each other. Another 
condition for the sustainable development of territories actively used for recreation 
is the preservation of their tourist potential, which is impossible without control over 
the flows of recreants, both organized and unorganized (independent). It will allow 
recreationists to visit the region in the future, and will keep the attractiveness of the 
territories for tourists at the current level. However, other types of economic activities 
should also be taken into account, which also have an impact on the recreational 
potential of the region—its basis is largely untouched or slightly modified natural 
landscapes. In many cases, the only way to preserve them is to create protected 
natural areas within their borders and restrict economic activity on them provided 
by their status.
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1 Introduction 

The peculiarities of the impact of recreation, along with other types of economic use 
of coastal territories, are considered both as a whole [1–8] and for individual regions 
[9, 10]. 

This article focuses specifically on the effects of recreation on coastal territories. 
Only a small part of the Russian sea coast is popular among tourists, and we will talk 
about it. 

Some coastal regions of Russia, which are characterized by mass recreation: 

1. The Black Sea coast of the Caucasus 
2. The coast of the Sea of Azov 
3. The Baltic coast within the Kaliningrad and Leningrad regions 
4. The Caspian coast (especially the coast of Dagestan) 
5. The coast of the Sea of Japan within the southern part of Primorsky Krai in the 

vicinity of Vladivostok. 

Anthropogenic impact on coastal recreational areas is manifested in the following: 

1. Pollution of waters, coastal and bottom sediments, reduction of water quality. 
It is especially evident for small bays, which are characterized by a slow 
water exchange with the rest of the sea. An example of such water areas: 
Tsemesskaya Bay near the city of Novorossiysk, Krasnodar Krai, the Black Sea 
([11], Sevastopol Bay, Crimea, the Black Sea, Peter the Great Bay [12], Primorsky 
Krai, the Sea of Japan, etc.). The main pollutants are industrial, municipal and 
agricultural enterprises. 

2. The receipt of household garbage in the water area and the coastal zone. 
3. Transformation of landscapes, which reduces their recreational potential, as well 

as the cost of environmental services they provide, violates the structure of the 
ecological frameworks of the regions. 

4. “Visual pollution” of landscapes, which manifests itself in “chaotic” development 
of the territory, “oversaturation” of engineering structures. Noise pollution. 

5. Activation of dangerous natural processes caused by man. 
6. Reduction of biodiversity, invasion of new species and displacement of native 

flora and fauna by them. 
7. Impact (dredging and shore protection works, changes in the volume of solid 

river flow, and a number of others) on dynamic processes peculiar to the coasts.
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2 Results and Their Discussion 

2.1 Reducing the Cost of Ecosystem Services of Coastal 
Landscapes 

The intensification of the economic use of natural landscapes leads to a complete or 
partial loss of the ability of natural landscapes to provide environmental services. As 
a result, according to some estimates [13], over the past half century, about 60% of 
the world’s ecosystem services have degraded. 

Costanza and his colleagues have assessed global ecosystem services twice [14, 
15]. As of 2014, it amounted to 125 trillion dollars per year. This sum consists of 
average estimates of the cost of ecosystem services provided by each natural zone 
of the world, and the areas of territories occupied by these natural zones. The losses 
of ecosystem services to the world and the economy amount to an average of about 
$12 trillion per year. 

Apparently, the costs of preserving natural landscapes in many cases can be 
quite lower than the losses from a decrease in the quality of environmental services 
provided by natural systems. For the preservation of natural landscapes in coastal 
areas, which are characterized by a high intensity of anthropogenic activity, the most 
important role is played by the ecological framework, in particular, its cores, which, 
as a rule, are specially protected natural territories. The ecological framework is 
the whole set of undeveloped and not covered with artificial materials territories 
with vegetation of a different nature, which performs various ecological functions 
[16]. The cores of the ecological framework are characterized by the highest cost of 
ecosystem services that they provide. 

2.2 The Impact of Recreation on Forest Landscapes 
of Coastal Ecosystems 

Forest ecosystems play one of the most important roles in the conservation of natural 
biodiversity on our planet. However, the area of forests is constantly decreasing 
including in the coastal regions. The issue of forest cover conservation is on the 
agenda of many scientific conferences around the world. Forests are known to be 
important reservoirs (pools) of carbon and carbon dioxide, one of the main green-
house gases causing global climate change. The importance of forests in reducing 
carbon dioxide emissions and in solving global environmental problems has been 
recognized at international conferences and agreements, such as the UN Framework 
Convention on Climate Change (UNFCCC), the Kyoto Protocol, the Paris Agree-
ment. Preservation of forests is a necessary element for minimizing greenhouse gas 
emissions into the atmosphere. In addition, forests produce oxygen during photo-
synthesis. Thus, forests perform the most important environment-forming functions
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from a human point of view (services, in the context of this article, these terms can be 
considered synonymous)—production of oxygen and deposition of carbon dioxide 
[17]. 

At the same time, the forests of coastal areas experience a colossal anthropogenic 
load. Entire forests are cut down for recreation and tourist attraction. This does not 
create illusions about the loss of the most important ecological functions (services) 
of forests. 

Using the reference landscapes of the Moscow Region as an example, the authors 
developed a methodology for cartographic assessment of the environment-forming 
functions of forests [17, 18]. A similar assessment technique is also valid for the 
coastal forests under consideration. 

The authors considered forest landscapes, which are characterized by different 
anthropogenic influence, different forest cover and the predominance of certain 
tree species. So, the most valuable forest communities are coniferous, coniferous-
deciduous forests. Small-leaved forest communities, as a rule, have relatively low 
values of oxygen production and carbon dioxide deposition [18]. It is worth noting 
the extreme importance of forests, which have high values of both oxygen production 
and carbon dioxide deposition. They need additional evaluation and protection. It is 
these forests that will probably be the cores of the ecological framework of both the 
landscape and the entire coastal territory. Within these communities, natural rela-
tionships between landscape components are preserved. Such areas have a minimum 
anthropogenic load. They are important for the ecological well-being of the territory 
and maintaining the stability of the ecosystem. 

It was found that the area of just such important forests has been greatly reduced 
over the past quarter century. The most valuable forest communities produce oxygen 
by more than 6 t/ha per year and deposit carbon by more than 3 t/ha per year. The 
reduction of such forests in only one forest landscape leads to oxygen losses of more 
than 1 million tons over the past quarter of a century. For normal human life, about 
0.5 million tons of oxygen is needed annually. Thus, the loss of oxygen per 1 million 
tons leads to its shortage for 2 million people [18]. All this negatively affects human 
health. Oxygen starvation leads to an increase in cardiovascular diseases. 

However, it is precisely such assessments that today receive insufficient attention 
when planning the development of territories. The ecological value of much of the 
coastal forests has yet to be assessed. 

2.3 Examples of the Most Polluted Water Areas of Russia 
and the Post-Soviet Space and Possible Measures 
to Counteract Their Pollution 

Among all water areas, the greatest impact of recreation, as well as other types of 
human economic activity, is manifested in the open sea on small semi-enclosed bays, 
as well as for ponds, lakes (especially drainless) and reservoirs on adjacent land.
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Table 1 Examples of the most polluted water areas of Russia and possible measures to counteract 
their pollution 

Name of the bay Sources of pollution Possible measures to preserve 
water quality 

Tsemesskaya Bay, 
Novorossiysk, Krasnodar 
Territory 

Pollutants come from surface 
and underground waters that are 
polluted by industrial 
enterprises of Novorossiysk, not 
all of them are cleaned. Pollute 
the bay and municipal drains. 
An important polluter is the 
Commercial Seaport of 
Novorossiysk, which is the 
leader in Russia in terms of 
cargo turnover among all 
seaports of the Russia 

Improvement of methods of 
municipal wastewater treatment, 
introduction of circulating water 
supply cycles at enterprises 

Peter the Great Bay, 
Vladivostok, Primorsky 
Krai 

The main sources of marine 
pollution are the spillway of 
enterprises and utilities, rivers 
and other watercourses, storm 
sewers, discharges from ships, 
emergencies, atmospheric 
precipitation. Part of the 
wastewater causing chemical 
pollution of the coastal zone is 
formed in the catchment area, 
and the other is discharged 
directly into Peter the Great Bay 
from these sources [19] 

Cleaning of municipal and 
industrial effluents, control of all 
vessels, including small-size 
fleet 

Examples of the most polluted water areas of Russia and possible measures to 
counteract their pollution are given in Table 1. 

2.4 Activation of Dangerous Natural Processes 

Unfavorable and dangerous natural processes appear on all coastal recreational terri-
tories, the list and intensity of which already depends on the natural conditions (and 
often human activity, in particular, on the percentage of development of the territory) 
of a particular area. For the coastal territories popular among recreationists, there is 
a manifestation of such dangerous processes as storms, tornadoes, mudslides, abra-
sive processes, landslides, intense heat, intense precipitation and floods, etc. They 
threaten the health and even the lives of recreational workers, leading to significant 
material damage to infrastructure facilities. The most dangerous natural processes 
are manifested in the foothill and mountainous coastal regions: the North Caucasian 
coast of the Black Sea, the coast of the Sea of Japan.
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Recreation directly or indirectly leads to the activation of the processes of abrasion 
and erosion of the coasts, landslides on the slopes, floods in regions characterized by 
the reduction of forests and some others. The intensification of adverse and dangerous 
natural processes and the increase in material damage from them, which is explained, 
among other things, by the increased intensity of the use of the coastal zone, the 
involvement of new areas in the use of nature. 

Since 2020, it has become an urgent need to take into account the situation that has 
developed since the outbreak of the coronavirus pandemic (which can also be consid-
ered as one of the dangerous natural phenomena), and especially its consequences, 
including economic and social. 

Adverse and dangerous natural processes occur in all recreational areas, but in 
many cases their intensity is low, and they are rarely repeated. Because of this, it is 
of particular importance to identify those from them that pose the greatest threat to 
recreants, to counteract them, to inform recreants and local residents about them, to 
avoid using the sections of the coast where they manifest themselves to the greatest 
extent. 

2.5 Transformation of Landscapes of Coastal Territories 
Through Human Fault 

It is especially pronounced in the vicinity of large coastal cities: St. Petersburg, the 
Baltic Sea coast, Rostov near the coast of the Sea of Azov, Vladivostok on the coast 
of the Sea of Japan. The transformation of landscapes leads to a decrease in their 
aesthetic value and the cost of environmental services provided by natural systems, 
a decrease in biodiversity, degradation of ecological frameworks of territories. 

2.6 Environmental Pollution 

The waters of the coastal regions are polluted by industrial, domestic and agricultural 
runoff. Human agricultural activity leads to contamination of surface and ground-
water with nitrogen, phosphorus and other pollutants. There is a decrease in water 
quality, especially in semi-enclosed bays and bays with relatively small volumes of 
water, pollution of the coastal strip with construction and household garbage, the 
entry of garbage, in particular plastic, into the seas.
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2.7 Exceeding the Recreational Capacity of Beaches 

Recreational areas are characterized by recreational capacity. Its excess jeopardizes 
the preservation of their natural and recreational potential, reduces the effectiveness 
of environmental services that they provide. In order to avoid exceeding the recre-
ational capacity, it is necessary to control the number of all categories of recreants, 
including unorganized ones, and redistribute tourist flows if necessary (especially in 
the Krasnodar region). The most important part of the tourist capacity of recreational 
areas is the capacity of beaches. 

According to some estimates, the recreational capacity of the beaches of the 
seven above-mentioned coastal territories averages several million tourists per year. 
However, the following important points can be noted: 

1. The coastal territories are characterized by an uneven distribution of recreants 
over time, a significant part of them come during the “peak of the bathing season”, 
in July–August. For some coastal territories (coast of Primorsky Krai, Kalin-
ingrad and Leningrad regions) this is a large part of the tourist season, for others— 
about half or a little more. A more even distribution of tourists throughout the 
year can be achieved through the development of different types of recreation, in 
particular, sightseeing, business and others. The seaside territories have a number 
of natural and cultural attractions that allow the development of new types of 
tourism. Uneven distribution in space is one of the reasons for exceeding the 
recreational capacity of beaches in some cases. 

2. The coastal territories are characterized by an uneven distribution of recreants in 
space. They are associated with different levels of infrastructure development, 
different number of attractions and their value for tourists, with established vaca-
tion preferences and some other reasons. Only on the North Caucasian coast of 
the Black Sea, the number of recreants is comparable to the recreational capacity 
of beaches, therefore, it will be exceeded in any case, since an absolutely uniform 
distribution of tourists in space and time in a market economy is unattainable. For 
all other coastal territories, the number of tourists is much less than their recre-
ational capacity, but due to the uneven distribution along the coast in a number 
of areas, it is largely exceeded. 

3. Many coastal territories are characterized by an influx of recreants from large 
cities located within their borders or in close proximity—first of all, these are 
St. Petersburg, Rostov, Krasnodar and Vladivostok—which are poorly taken into 
account in statistics, but also contribute to exceeding the recreational capacity of 
beaches, especially on weekends. 

Finally, it should be noted that the recreational capacity of beaches is not identical 
to the maximum loads on natural landscapes, if exceeded; anthropogenic impact leads 
to their inevitable changes. The calculation of such loads is another issue, but it is 
clear that they are significantly less than the capacity of beaches. 

The redistribution of tourist flows in space and time will contribute to reducing 
the load on natural systems where tourism is most developed, which will ensure the
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preservation of the recreational potential of such territories. The redistribution of 
tourist flows can be achieved, in particular, through the development of new types of 
tourism, which should be identified and planned individually for each recreational 
region. 

2.8 Visual and Noise Pollution of Landscapes 

Recreational development of coastal zones of reservoirs often occurs spontaneously, 
which leads to visual pollution of landscapes. As a result, the cost of aesthetic services 
provided by natural geosystems is noticeably reduced. It is not possible to quantify 
this decrease, since by now there are no proper estimates of the cost of aesthetic 
service of natural landscapes. 

2.9 Conflicts Between Different Types of Economic Activity 
and Ways to Solve Them 

In addition to recreation, the following types of human activity are characteristic of 
coastal territories (as well as for many others): 

– environmental protection (functioning of national parks and other natural reserves) 
– agricultural activities (crop production, animal husbandry, etc.) 
– transport activities (roads and railways, sea and river ports, airports, pipelines, 

power lines, etc.) 
– residential (use of the territory for the construction of residential buildings and 

accommodation of local residents in them) 
– industrial 
– the so-called special or military—the placement of objects necessary for the 

Armed Forces of the state. 

A number of types of human activity can have a positive impact on recreation, 
in particular transport, in some cases residential (rental housing), but others can 
significantly limit tourist flows (industrial, military, etc.) and reduce the quality of 
recreation, in particular, the aesthetic value of seaside landscapes, restrict access to 
the reservoir, cause water pollution etc. 

The potential relationship of various types of human economic activity with each 
other is shown in Table 2. For coastal territories, most often the relations between 
different types of economic activity acquire a special character.
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2.10 Features of the Impact of Organized and Unorganized 
(Independent) Recreation on Coastal Territories 

It is necessary to distinguish between organized and independent recreation. In the 
Russian coastal territories, both the first and the second take place, and in terms of the 
number of recreants for some of them—for example, for the North Caucasian coast 
of the Black Sea—the independent leads. Organized tourists purchase a tour, which 
includes accommodation on the seaside territory, and often also food and transport to 
and from the place of rest. An unorganized recreant organizes his rest independently, 
both movement and food, and accommodation. 

Unorganized recreation is a source of direct income for a significant number of 
local residents who rent housing, open cafes and shops, organize excursions—for a 
representative of small and medium-sized businesses in the region visited by tourists. 
Organized recreants bring income mainly to a narrower circle of people—owners of 
travel agencies and accommodation facilities. 

Both organized and unorganized recreation in the coastal zones of inland reservoirs 
carries certain risks for the latter. In the case of unorganized recreation, it is quite 
difficult to control tourist flows, the number of which is often unknown, especially if 
the recreation facility is located within walking distance from the places of residence 
of the recreants (which makes it impossible to account for their movement by car 
or public transport). In this case, the recreational capacity of recreation facilities is 
often exceeded, which leads to a decrease in their recreational potential. Visually, 
in such cases, such changes as the transformation of the species composition of 
vegetation, the formation of a “pathway” network, as well as spontaneous landfills 
of household garbage and simply “uniform” cluttering of recreation areas with it are 
recorded. Organized recreation comes to the same negative consequences, although 
due to better control over recreational flows, they can be somewhat smoothed out. 
Both unorganized and organized recreation often leads to non-compliance with the 
restrictions on the use of water protection zones and coastal protection strips provided 
for by the Water Code in Russia. Unorganized recreation is accompanied by parking 
of cars without a hard surface, organized often leads to the appearance of various 
tourist accommodation facilities that dump untreated sewage into reservoirs. 

A comparative characteristic of the impact of organized and independent 
recreation on natural landscapes is given in Table 3.

3 Conclusions and Recommendations 

The peculiarity of recreational nature management is its relatively weak impact on 
natural landscapes, especially in the following cases (ideally, they should take place 
simultaneously):

1. Recreation is represented by types that has a gentle effect on natural landscapes, 
for example, ecological tourism, and rural tourism.
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Table 3 Comparative characteristics of the impact of organized and independent recreation on 
natural landscapes 

Comparison criterion Impact of organized recreation Impact of unorganized 
recreation 

General features of the 
development of the coastal 
zone 

It can happen both according to 
some master plan, and 
spontaneously, depends on local 
authorities 

As a rule, it occurs 
spontaneously, which leads to 
visual pollution, as well as 
littering. But at the same time, 
the impact on nature and 
landscape changes may be 
smaller in comparison with 
organized recreation 

Impact on natural 
landscapes 

Moderate or strong, relatively 
easy to control if necessary 

From mild to moderate, but 
quite difficult to control 

Impact on the water quality 
of the reservoir 

As a rule, it is possible to 
organize wastewater treatment, 
therefore relatively weak 

Often, the functioning of tourist 
accommodation facilities is 
associated with the entry of 
untreated wastewater into 
reservoirs 

Impact on vegetation and 
wildlife 

Radical transformation of 
natural landscapes in the places 
of construction of recreational 
infrastructure facilities, very 
strong local impact, in 
general—medium and moderate 
while preserving the ecological 
framework, outside of 
recreational infrastructure 
facilities—weak and medium 

Independent tourism implies 
less active use of tourism 
infrastructure facilities; 
therefore, both positive and 
negative consequences of its 
presence are weaker 
Weak and medium impact, but 
widespread, often including 
within natural reserves, in 
which there are the most 
valuable species of plants and 
animals 

Manageability of 
recreational flow 

As a rule, medium or high As  a rule,  low or medium  

Influence on the aesthetic 
value of natural landscapes 

Active construction of 
recreational infrastructure 
facilities, as a rule, significantly 
reduces it, except in cases when 
they manage to “fit” into the 
landscape 

Often relatively insignificant, if 
unorganized recreation is not 
accompanied by the active 
construction of mini-hotels, but 
even in this case, it is often less 
impact than in the case of 
organized recreation. However, 
disorganized recreation can 
often be accompanied by 
littering of the coastal zone 

Impact on the dynamic 
processes peculiar to the 
coasts 

Recreational infrastructure 
facilities often require shore 
protection works, which can 
activate abrasion on adjacent 
sections of the coasts 

Insignificant

(continued)
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Table 3 (continued)

Comparison criterion Impact of organized recreation Impact of unorganized
recreation

Provoking adverse and 
dangerous natural processes 

Access roads to recreational 
infrastructure facilities can 
provoke the development of 
landslides 

Insignificant

2. Tourists and organizations and local residents providing recreation treat natural 
landscapes respectfully, strive to minimize the impact on them. 

3. The flows of independent recreants are predictable, controlled, and independent 
tourists fit under point 2. 

4. The desire of recreationists to preserve the aesthetic potential of the territory when 
creating and ensuring the functioning of recreational facilities, to “fit” them into 
the landscape. 

Achieving the last point can be a difficult task, solved by choosing the materials 
used for construction and repair, the optimal architectural design, the desired height 
of the object, their shape, color, etc. The problem of avoiding or at least reducing 
visual pollution of landscapes is quite complex; it has been considered in many 
publications [20, 21]. 

The listed types of anthropogenic impact and recreation, in particular, can ulti-
mately significantly reduce the likelihood of achieving sustainable development of 
coastal recreational areas if they are not controlled and limited. In order to control 
the impact, it is necessary to control the flows of recreants, comply with the norms of 
the current environmental legislation, organize environmental monitoring in coastal 
areas and counteract its pollution. 

In many cases, for coastal areas there is an excess of their recreational capacity 
which leads to a decrease in their recreational potential as well as of the level of 
comfort for most vacationers. However, at the same time, there are many coastal 
zones and their areas that are valuable for recreation which are poorly used. Thus, 
the solution is not to reduce the flow of recreants, but to redistribute it between 
different coastal territories not only in space, but also in time. 

It is necessary to ensure compliance with the norms of current legislation, in 
particular, the restrictions on the economic use of the so-called water protection 
zone of the seas (according to Law of the Russian Federation, this is a strip 500 m 
wide from the sea’s edge), this is necessary for its preservation. 

To summarize, it is necessary to support both unorganized and organized recre-
ation, provided that the flows of unorganized recreants are regulated and the negative 
impact of unorganized recreation on the landscapes of coastal territories is minimized.
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Serpentinization of Olivine 
in a Kimberlite Pipe Udachnaya 

V. K. Marshintsev, V. G. Gadiyatov, and P. I. Kalugin 

Abstract The article presents the results obtained in the study of the Udachnaya-
Zapadnaya and Udachnaya-Vostochnaya pipes. The nature of their relationships with 
each other and with the host rocks, the change in the composition of kimberlite 
rocks, the distribution of xenogenic and deep ultrabasic and eclogitic inclusions 
are shown. The isochron age of serpentinites and serpentinized ultramafic rocks 
is given as 863 ± 45 Ma and 1203 ± 66 Ma, respectively. In the serpentinized 
varieties of kimberlite rocks of Yakutia, serpentine is represented by two polymorphic 
modifications, lizardite and chrysotile. In kimberlite breccias with a massive cement 
texture of the Udachnaya-Vostochnaya pipe, the serpentine of inclusions is filled with 
lizardite; in the autolithic kimberlite breccias of the Udachnaya-Zapadnaya pipe, it 
is a mixture of chrysotile and lizardite. Serpentinization of olivine occurred in the 
prepipe stage of kimberlite formation, allochemically, without changing the volume 
of olivine. Serpentinization of olivine phenocrysts occurred in the late magmatic 
stage and decreases with depth. 

Keywords Kimberlites · Xenoliths · Serpentinization · Ultramafic rocks ·
Olivine · Chrysotile · Lizardite 

1 Brief Description of the Kimberlite Pipe Udachnaya 

The Udachnaya kimberlite pipe is located in the basin of the river. Daldyn (Western 
Yakutia), in the Daldyn-Alakit diamond-bearing region [1–3]. Comprises two sepa-
rate bodies: Udachnaya-Zapadnaya and Udachnaya-Vostochnaya pipes, which repre-
sent a single ore body down to a depth of 200 m. The rocks of the pipe have intruded
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and cut through the Lower Paleozoic sedimentary deposits. At contact with kimber-
lites, they are broken up by faults, folded, and brecciated. The Udachnaya-Zapadnaya 
pipe has an elliptical shape on the surface, in the section it is a cone-shaped tubular 
body. Kimberlites at the contact with the sedimentary sequence are carbonatized and 
ferruginated. The Udachnaya-Vostochnaya kimberlite pipe has a round-oval shape 
on the surface, elongated in the northeast direction. Kimberlites at contact with host 
sedimentary rocks are only weakly ferruginated. 

Kimberlites are complex natural systems in which there are rocks consisting 
of minerals formed at high thermodynamic parameters (diamond, garnet-pyrope, 
olivine, chrome spinel, chrome diopside, ilmenite), as well as a polygenic complex 
of mantle inclusions (peridotites, pyroxenites, eclogites), which are formed in the 
stability region of diamond. In the composition of kimberlites, up to 95% or more is 
occupied by serpentine and calcite. Serpentinization is the main metasomatic process 
that is widely manifested in rocks that fill kimberlite bodies at levels accessible to 
observation. Serpentine is composed of pseudomorphs after olivine, as well as the 
bulk of kimberlites. In addition, various xenoliths of ultramafic rocks in kimber-
lite rocks were subjected to serpentinization. The diamond content of platform 
formations of various structures is associated with kimberlites and other rocks [4]. 

2 Isochronous Age of Xenoliths 

Two groups of ultrabasic xenoliths were studied from the Udachnaya pipe by Rb–Sr 
isotopy: serpentinites and serpentinized ultrabasites. Calculation of isochron param-
eters for the first group of xenoliths gives an isochron age of 863 ± 45 Ma with a 
primary ratio of 87Sr/86Sr equal to 0.7083 ± 0.0003(1δ), and for the second group, 
respectively, 1203 ± 66 Ma and 0.7010 ± 0.0005(1δ). The rocks of the first group 
contain from 8.72 to 12.63% H2O, the rocks of the second group—from 0.58 to 5.9% 
H2O. 

Based on this, we can conclude about the nature of the influence of the serpen-
tinization process on the change in the Rb–Sr systems of the original rocks. It can 
be stated that with a strong degree of serpentinization (serpentine content from 50 to 
100%), the value of the primary ratio 87Rb/86Sr increases in them. 

The value of this ratio in the serpentines of the Udachnaya pipe is lower than in 
weakly serpentinized ultramafic rocks, which may indirectly indicate the redistribu-
tion of Rb and Sr during their serpentinization. The former are characterized by a 
somewhat lower content of 87Rb compared to slightly altered rocks, which, respec-
tively, is 1.2218 10−6 and 1.4467 10−6 g/g. The high linear correlation of 87Sr/86Sr 
and 87Rb/86Sr in both groups of rocks indicates a good homogeneity of the isotopic 
composition and suggests that the obtained isochron age figures correspond to the 
time of manifestation of specific geological events: the age of formation of ultra-
mafic rocks is 1203 Ma and the time of their serpentinization is 863 million years 
The formation age of the Udachnaya pipe is 350 ± 15 Ma [5].
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3 Serpentinization of Kimberlites 

Most researchers consider the process of serpentinization of kimberlites as autometa-
morphic, due to the presence of a large amount of volatiles, primarily water. The study 
of hyperbasite serpentinization and the experiments performed show that serpen-
tinization is capable of proceeding at temperatures not exceeding the upper temper-
ature limit of serpentine stability (500°) and at any water pressure (up to 33 kbar for 
magnesian associations). For magnesian-ferrous compositions, the serpentinization 
process takes place at a temperature below 400–300 °C. Theoretically, there is no 
lower temperature limit for serpentinization, but in fact it occurs at a temperature not 
lower than 200–250 °C, and in alpine-type ultrabasites—not lower than 350 °C. 

The process of serpentinization of dunites proceeds with the formation of brucite 
according to the following reaction: 

2Mg2SiO4 + 3H2O → Mg3Si2O5(OH)4 + Mg(OH)2 

The appearance of brucite together with serpentine is confirmed by detailed 
studies. In experiments at high water vapor pressures under conditions of SiO2 addi-
tion, peridotites can be serpentinized at higher temperatures (600 °C); pure olivine is 
not serpentinized under these conditions. Thermodynamic calculations indicate the 
possibility of formation in this case also of talc, which crystallizes according to the 
reaction: 

Mg2SiO4 + 3H2O + 3SiO2 → Mg3Si2O5(OH)4 + Mg3Si4O10(OH)2 

However, the co-occurrence of serpentine, talc, and brucite in serpentinized rocks 
has not been established. This indicates the impossibility of the simultaneous pres-
ence of talc and brucite. According to thermodynamic calculations, this association 
is unstable, and further talc and brucite react with each other, forming serpentine. 
Only one of these minerals can appear in serpentines as an excess component of this 
reaction [6]. 

The serpentinization process according to the above reactions should proceed with 
an increase in volume. A particularly significant increase in volume occurs under the 
conditions of the addition of SiO2. Detailed studies of the process of serpentiniza-
tion of ultramafic Urals [7] established a change in the volume of serpentinized 
rocks, which is expressed in an increase in the grain size of serpentinized olivine by 
several times, the appearance of boudinage, and stretching of early veins composed 
of chrysotile. The nature of all these changes is directly dependent on the degree of 
serpentinization and correlates quite accurately with the grain size of serpentinized 
olivine. In the process of regional serpentinization, which proceeds with an oblig-
atory increase in the volume of the rock, Mg, Fe and Si remain inert, and the ratio 
RO:SiO2 for the initial ultramafic rocks and the serpentinites that arose after them is 
a constant value. For dunites it is 1.9–2.2, and for peridotites 1.4–1.8. At the same
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time, the preservation of the ratio indicates that brucite should appear simultaneously 
with serpentine. 

In the case of local serpentinization with the formation of apodunitic vein serpen-
tinites, the RO:SiO2 ratio approaches that for pure serpentine (1.5) without an admix-
ture of brucite, which should be accompanied by the removal of an excess part of 
the components under conditions of a constant volume of serpentinized olivine and 
rock. In this case, the elements are carried out into a mobile serpentinizing solution 
moving along relatively large tectonic fissures. 

Thus, the process of serpentinization can proceed isochemically and allochemi-
cally. Most researchers point to the isochemical nature of the serpentinization process 
in kimberlites, accompanied by a significant increase in the volume of solid rock. 
With a content of 45% olivine in kimberlites, the increase in volume reaches 13.5% 
[8]. In some cases, an increase in the volume of kimberlite explains the phenomena 
of tearing of the layers of host rocks at the contact with kimberlites. 

One of the most important indicators of the expansion of kimberlites during 
serpentinization can be the cracking of olivine crystals. However, when studying 
serpentinized kimberlites, no cracking of olivine crystals was observed [9]. This is 
confirmed by goniometric studies of serpentine pseudomorphs after olivine of the 
second group with a clear crystallographic faceting from kimberlite rocks of the 
Udachnaya pipe [10]. 

The measurements and comparison of the grain sizes of olivine and serpentine 
pseudomorphs on olivine show that the average grain sizes in the rocks of the western 
body of the Udachnaya pipe, where the degree of olivine serpentinization reaches 
100%, is smaller (X = 1.28 mm, fluctuation limits 0.11–8.0 mm) than the grain 
sizes of the unaltered olivine of the eastern body (X = 1.47 mm, fluctuation limits 
0.12–8.0 mm). 

In the serpentinized varieties of kimberlite rocks of Yakutia, serpentine is repre-
sented by two polymorphic modifications, lizardite and chrysotile. The third variety 
of serpentine, antigorite, which is essentially a phase of a different composition, with 
a higher content of SiO2 and a lower content of MgO and H2O+, was not found in 
kimberlites. Experiments have established that when olivine is transformed, antig-
orite and lizardite develop directly over it. An analysis of the stability of modifications 
of serpentine of variable iron content shows that antigorite has the largest interval 
of magnesium and iron isomorphism and the widest field of stability. Lizardite is a 
mineral of elevated pressures, developed in a limited range of conditions and at low 
temperatures it breaks up into an antigorite-chrysolite association. Early serpentine 
is usually represented by lizardite. Hence, it is assumed that, among other serpen-
tine minerals, the replacement of kimberlite olivine by lizardite proceeded in the 
pre-pipe stage of its formation, under conditions of the remaining high pressure of 
the system. The character of the serpentine crystallization medium probably corre-
sponded to neutral or slightly acidic. Crystallization of chrysotile is associated with 
further transformation of lizardite at later stages. 

The serpentine of the Udachnaya pipe, which develops along large olivine 
porphyritic segregations in autolithic kimberlite breccias, is represented by a mixture 
of chrysotile (clinochrysotile) and lizardite in various proportions. In kimberlite
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breccias with a massive cement texture, pseudomorphases after olivine are made 
up of lizardite and chrysotile, which are in approximately equal proportions or only 
lizardite. The serpentine of the groundmass of kimberlite breccias in a massive cement 
texture is represented by lizardite, which is considered as an independent phase that 
crystallizes in the underground magmatic stage. In autolithic kimberlite breccias, 
the groundmass has a chrysotile–lizardite composition [11]. The composition of 
serpentine in serpentinized xenoliths of ultramafic rocks has a similar relationship. 
In kimberlite breccias with a massive cement texture of the Udachnaya-Vostochnaya 
pipe, the inclusion serpentine is represented by lizardite. In the autolithic kimberlite 
breccias of the Udachnaya-Zapadnaya pipe—a mixture of chrysotile and lizardite. 

According to the data of diffraction characteristics and electron microscopy, the 
composition of acicular serpentine inclusions found in the olivine phenocrysts of the 
Udachnaya-Vostochnaya pipe turned out to be identical to the composition of serpen-
tine of serpentinite inclusions from kimberlites, according to the data of diffrac-
tion characteristics and electron microscopy. As a result, it can be argued that the 
serpentinization process proceeds under similar conditions. 

As noted above, the isochemical course of the serpentinization process is accom-
panied by the appearance of rock-forming brucite, the amount of which, obviously, 
should be proportional to the amount of released magnesium. When studying kimber-
lite rocks of the Udachnaya pipe, we noted the presence of brucite in them. In the 
western body, these are secant parallel veins of a transverse-fibrous structure with 
a thickness of 0.1 to 2.5–3.0 cm, forming at a depth of 180 m a small zone 3.5– 
7 cm wide. In the east (in the near-surface area, and the southeastern part)—areas 
of kimberlite rock, intensively impregnated with brucite. In large blocks, a series 
of parallel transverse-fibrous veinlets with thickness from fractions to 1–1.5 mm is 
observed. Microscopically, thin veinlets of brucite cut through the olivine grains, 
suggesting superimposed mineralization. Thus, the serpentinization of olivine in 
kimberlites is not accompanied by the formation of brucite, and this process proceeds 
allochemically. 

When studying kimberlite rocks of deep horizons of the Udachnaya-Vostochnaya 
pipe, corresponding to the levels of olivine phenocrysts not affected by serpen-
tinization, we noted that the bulk of the material cementing phenocryst minerals is 
composed of calcite. It is quite possible that it is the source for the bulk of kimberlites. 

One of the possible ways of realizing the excess components of olivine serpen-
tinization is the crystallization of pyroaurite–shegrenite–magnesian–iron hydrate– 
carbonate (8 [([(Mg0.7 Fe0.3) (OH2)] CO3. H2O)]) usually present in close associ-
ation with serpentine in the form of a lath-like-fibrous aggregates and constituting 
from 14 to 40% of the composition of the main mass of kimberlites. The mineral 
forms thin veinlets and small geodes. Found in the rocks of many pipes of Yakutia, 
it is sometimes characterized as a rock-forming mineral [12,13]. Crystallization of 
pyroaurite–shegrenite, judging by the nature of mineral segregations, occurs at the 
late stages of crystallization of minerals of the main mass of kimberlites, in the 
presence of CO2. 

Experimental and theoretical constructions indicate a very low water content at 
the levels of ultramafic melt generation, which causes small volumes of melts, in
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particular, small amounts of kimberlite magmas [14]. In non-serpentinized varieties 
of kimberlites, the water content does not exceed 2–3 wt.%, which is probably close 
to its true value for these rocks. Experimental studies also show that igneous melts 
of ultramafic composition at a pressure of 1 kbar can contain about 2% water, and 
at 5 kbar—already 4–5% [15]. According to Kushiro [16], at pressures of 10 and 
20 kbar, the water content is 10% (at 1500 °C) and 15–23% (at 1400 °C), respectively. 
The tendency of magmatic masses to balance with the Earth’s gravitational field 
contributes to the radial diffusion of water in the apical part of the magma column, 
where a significant concentration of water and other volatile components should be 
expected. 

Depending on the radial extent of the magmatic column, the degree will also 
be different. concentration of water in the lower and upper parts of it. For a body 
with a length of 10 km, the difference will be 1–1.5 wt.%; at 50–100 km, the water 
concentration in the lower parts is 0.1% wt., and in the upper parts—10–30% wt. 
When certain temperatures (below 500 °C) are reached, the ascending kimberlite 
column, which is a kind of “fluidized porridge”, probably begins serpentinization of 
olivine crystals, primarily in the apical part of the column, where the highest degree 
of olivine serpentinization is expected. It should decrease with depth. There is a “dif-
ferentiation” of the kimberlite column according to the degree of serpentinization of 
olivine phenocrysts from complete, in the apical part (with the formation of complete 
pseudomorphs of serpentine after olivine) to partial (with the preservation of olivine 
relics) and, finally, to unaffected by serpentinization processes. The vertical extent 
of this process is most likely different in each specific case. The rapid rise and sepa-
ration of the volatile phase with a sharp drop in pressure contributed to the fact that 
the process of olivine serpentinization did not have enough time to migrate down the 
column. The later stages of serpentinization were probably hindered by the absence 
of a convection influx of volatiles from the deep parts of the magma chamber. 

4 Conclusion 

The processes of olivine serpentinization explain the petrographic facts observed in 
rocks with its partial serpentinization, when there is a joint occurrence of olivine 
grains with varying degrees of change: from completely transformed into serpentine 
pseudomorphases to completely unaffected by serpentinization processes. Similar 
can be observed in the rocks of the pipes Udachnaya-Vostochnaya, Nagaya and a 
number of others. Their formation occurs during the rise of a magmatic column 
during the mixing of areas of kimberlite magma with varying degrees of olivine 
serpentinization. 

Serpentinization of olivine occurs in the pre-pipe stage of kimberlite formation, 
allochemically, without changing the volume of olivine. Groundmass serpentine crys-
tallizes from the residual melt enriched in excess components leached during olivine 
serpentinization and, at a later stage, possibly pyroaurite. Serpentinization of olivine 
phenocrysts proceeds to the late magmatic stage and decreases with depth.
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The study of this complex natural system allows us to confidently speak about the 
formation of certain varieties of kimberlite rocks and the diamond content associated 
with them. 
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Analytical and Laboratory Modeling 
of the Movement of Markers in a Vortex 
Flow 

T. O. Chaplina 

Abstract The changing the direction of floating objects rotation on the vortex 
surface is discovered and explained. The differences in the behavior of symmet-
rical and asymmetric objects on the rotating water surface are shown. The proposed 
model of the transfer of floating markers along the surface of a vortex trough can also 
be used to study the dynamics of the transfer of “islands” of debris by large-scale 
oceanic vortices. 

Keywords Vortex trough · Marker · Solid-body rotation · Rotation angle ·
Spinning angle 

1 Introduction 

Vortex flows are widespread in natural conditions and are used in various technical 
applications. The problem of matter transfer in circulating flows is still very rele-
vant and in demand for hydrophysics, ecology, and industrial technologies and has 
many different applications. Despite a large number of studies, this area remains 
insufficiently studied, since such problems, as a rule, depend on a large number of 
random and difficult to control factors and are very difficult for experimental study, 
unambiguous interpretation, and theoretical description [1–7]. In this regard, it is very 
important to develop a methodology for experimental laboratory modeling, designed 
to ensure the stationarity of flows and reproducibility of results, and the creation of 
an adequate theoretical model of the processes under study. 

The article presents the results of experimental and theoretical studies of solid-
state markers of various shapes and sizes in a vortex flow in multiphase fluids and 
proposes a theoretical model that explains the movement of markers placed on the 
surface of a vortex flow in a one-component fluid. An equation is obtained that 
describes the motion of the marker’s center of mass and represents a logarithmic 
spiral on the surface of the vortex funnel, which coincides with the trajectories of
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liquid particles near the free surface. The experimental dependence of the angle of 
rotation on the angle of rotation in the region of rotation of a rigid body agrees well 
with the theoretical dependence obtained on the basis of the proposed mathematical 
model. 

2 Experiments and Data Representation 

The methods and approaches used in the course of the work are distinguished by 
a high degree of originality and novelty. Laboratory experiments were carried out 
on three installations that allow creating a stationary vortex flow and controlling its 
parameters: 

1. The “VTK” (Vortex Flows with Torsion) installation was created in the Labo-
ratory of Fluid Mechanics of the IPMech RAS to study the swirling flow, and 
is included in the complex of unique installations of the UNU GFK IPMech 
RAS. The vortex flow was created by a rotating disk installed at the bottom of 
a transparent cylindrical container. To reduce optical distortions, the container 
was placed in an open rectangular pool. 

2. Some of the experiments were carried out on installations for modeling flows, in 
which the vortex flow is created using a magnetic armature connected to a motor 
by a magnetic field. Heated magnetic stirrers Intllab MS-500 and ES-6120 are 
used as a vortex flow inductor. In addition, containers of various geometries and 
sizes were used. In these experiments, the free surface remained open, which 
makes it possible to control the introduction of impurities and record the fine 
structure of the flow. 

A series of experiments was carried out with solid-state markers (Fig. 1) of  
various shapes in order to reveal the influence of controlled external parameters 
on the patterns of movement of a solid-state marker along the surface of a rotating 
liquid. Polypropylene objects of various shapes were introduced into the already 
established vortex flow (both in pure water and with the addition of hydrocarbons), 
and at the same time, the video recording of the experiment began. A technique was 
developed for automatic processing of the results of the behavior of the marker on 
the free surface of the vortex flow, based on the conversion of a raster image into a 
vector representation, which can significantly speed up the process of processing the 
results of experiments.

The displacement of the marker, which moves along the surface of the liquid 
involved in the complex vortex flow, can be reduced to a combination of its rotation 
around the vertical axis of the flow and spinning around its own center of mass. 
Several coordinate systems are introduced in order to describe the movement of 
the marker on the free surface of flow. The origin of one coordinate frame XOY 
(Cartesian) coincides with the geometric center of the free surface, the axes directed 
along the video frame sides in the recorded flow pattern, the coordinate plane with 
the axes coincides with the undisturbed level of the free surface (Fig. 2). Another



Analytical and Laboratory Modeling of the Movement of Markers … 581

Fig. 1 Markers used in experiments

coordinate frame—polar (r, ϕ)—is located in the same plane and is most convenient 
to represent the marker movements around the vertical axis of the flow. In this frame, 
the coordinates of the center of the marker are counted depending on time. 

When a marker is placed on a surface, viscous tangential stresses from the liquid 
begin to act on its lower submerged surface, which carry it as a whole along some 
trajectory lying on the surface and rotate it around its own center of mass. 

Round marker after a short “involvement interval” (△    t = 5 s) is rotated around the 
vertical axis with almost constant angular velocity, the value of which monotonically 
increases with increasing of the disk rotation frequency, the estimations of which are 
2.3, 6.0, 9.9 s−1 for the values of the inductor rotation frequencies 3.3, 9.2, 16.7 s−1 

respectively (Fig. 3).
After being placed on a rotating free surface, the marker gradually picks up speed 

and moves to the center—the radial coordinate decreases, and the beat frequency 
increases. The processing of the experiments performed clearly demonstrates the 
influence of the shape of the marker on the speed of the marker and on the nature 
of the dependence of the change in the radius of the marker around the center. The 
shape of the marker is related to the rate of acceleration at the beginning of the

Fig. 2 Marker on a vortex flow: a 1–5 to 1, 7, 16, 21, 35 s after start of experiment, b coordinate 
frames scheme 
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Fig. 3 The angle of rotation of the marker around its own axis from time (H = 40 cm, R = 7.5 cm, 
Ω = 3.3, 9.2, 16.7 s−1)

experiment—markers with smooth boundaries (round and oval) pick up speed more 
slowly and move more slowly towards the center of the current than square and 
cruciform markers. Predictably, the increase in speed and approach to the center of 
the flow are the slower, the greater the mass of the marker, even if the shape coincides. 
At the same time, the rate of velocity increase and approach to the center of the flow 
practically do not depend on the depth of the initial liquid layer involved in the vortex 
flow (Fig. 4). 

The measurements of the radius of revolution of a large-scale solid marker from 
the center of the free surface show that the best agreement between the approximating 
function R(t) and experimental data was obtained using a logarithmic dependence 
Rm = A ln(t) + B of the form free flow surface, where Rm—the marker’s radial 
coordinate relative to the center, t—the time elapsed since the marker was placed on 
the free flow surface.

Fig. 4 Dependence of the change in the radius of circulation of markers of various shapes around 
the center of the rotating free surface at different depths of the liquid (R = 7.5 cm, = 200 rpm): a 
an oval marker 1.5 cm long, b a cruciform marker 1.5 cm, liquid depth 1—20 cm, 2—40 cm 
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3 Analytical Model of Marker Motion in Vortex Flow 

When assessing the force impact of the water flow on the marker, the experimental fact 
is used that its depth of immersion in water is significantly less than the characteristic 
scales of the near-surface current. This makes it possible to use the approximation of 
the absence of flow disturbances by placing a marker on its surface. Based on this, 
it is assumed that the marker spreads, as it were, over the surface of the vortex, but 
retains its flat shape during calculations. 

The marker, located on the surface of the water, experiences the action of gravity, 
the Archimedean force and the force of hydrodynamic origin, which is the result of 
the addition of several forces generated by various physical phenomena. 

The hydrodynamic force is determined by the distribution of pressure over the 
lower and upper surfaces of the marker, capillary effects that occur at the contact 
boundary of water on the edge of the marker, the effects of dragging the marker with 
the flow and its deceleration due to its immersion in water, as well as the effects of 
viscous interaction with water on the entire contact surface [8]. 

Obtaining exact analytical expressions for all the mentioned forces in the case of 
a marker of an arbitrary shape is, apparently, an unsolvable problem, and therefore a 
number of approximations were used in the work, allowing one to obtain constructive 
results. 

The first approximation is that the movement of the marker is always described by 
moving its center of mass and rotating around the instantaneous axis, which always 
passes through it normally to the liquid surface. Since markers were used in the 
experiments, the shape of which exhibits central symmetry (continuous or discrete), 
the component of the total capillary force acting on the marker tangent to the liquid 
surface is equal to zero (Fig. 5). 

Fig. 5 Schematic representation of the marker located on the surface of the vortex (a) and  the  
velocity field adjacent to its lower side (b)



584 T. O. Chaplina

The force acting from the side of the water flow on the immersed part of the 
marker edge is determined by the expression 

F f =
∮

L 

c f (L)ν (ν · (v − ṙc))dL, 

where rc—radius vector of the marker’s center of mass; v—the water velocity field, 
which, due to the small thickness of the marker in comparison with the characteristic 
scales, ν—is the internal normal to the contour; c f (L)—local linear shape resistance 
coefficient (in the case of an arbitrary shape of the bounding contour L , this coefficient 
is a hard-to-determine value); the dots above the symbols here and below denote 
differentiation with respect to time. 

Due to the central symmetry of the markers, the velocity head that occurs on a 
part of the contour and accelerates the marker is almost completely compensated by 
the braking effect that occurs on the remaining part of the contour. As a result, the 
second approximation consists in neglecting the force F f generated by the action 
of the flow on the edge of the marker, which allows us to consider the marker to be 
infinitely thin, and its center of mass located on the liquid surface. 

If the marker were placed on a horizontal surface, the resulting force of gravity, 
the Archimedean force, the component of the capillary force normal to the surface 
of the marker, and the force generated by the pressure difference on the upper and 
lower surfaces would be equal to zero. In the case of an inclined liquid surface, this 
resulting force is directed tangentially to the liquid surface, since the marker itself 
does not come off this surface, and is given by the expression 

FR = λmget , 

where m—marker weight; g—the acceleration of gravity; λ—is some dimensionless 
coefficient proportional to the tangent of the angle of inclination of the liquid surface 
to the horizon; et—is the unit tangent vector to the liquid surface. 

Viscous tangential stresses from the liquid side act on the lower surface of the 
marker, which transfer it as a whole along a certain trajectory lying on the surface and 
rotate around its own center of mass. Within the framework of the approximations 
made, the surface density of this viscous force is determined by the quantity 

fv = κ(vt − ṙc − ω × r) 

where vt—tangent to the surface of the water velocity field component marker at the 
point with coordinate rc + r; r—local radius-vector of a point on the surface of the 
marker with origin at the center of mass, as shown in Fig. 5; κ—some coefficient 
characterizing the adhesion of the marker surface (depending on its material, rough-
ness, etc.) with liquid; vt − ṙc − ω×r the speed of movement of the dot at the bottom 
of the marker relative to the fluid flow.
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The total viscous force and the total moment of viscous forces acting on the marker 
relative to the axis of its rotation passing through the center of mass are determined 
by the expressions 

Fv =
∫

S 

fv dS, Mv =
∫

S 

r × fv dS  

where S—area of the bottom surface of the marker. 
The moment of force FR applied to the center of mass is zero. 
Thus, in the adopted approximate model, the equations and initial conditions 

describing the movement of the marker on the liquid surface have the form 

mr̈c = Fv + FR = κ
∫

S 

(vw − ṙc − ω × r) dS  + λmget 

J ω̇ = κ
∫

S 

r × (vw − ṙc − ω × r) dS, ṙc|t=0 = 0, rc|t=0 = rc0, ω|t=0 = 0. 
(1) 

Here J —moment of inertia of the marker relative to the specified axis of rotation. 
The shape of the surface on which the marker moves is given by the relation 

ζ(s) = ζ0 + 
Ω2 

ϕ 

2g

[
R2 (s)θ(a − R(s)) + a2

(
2 − a2 /R2 (s)

)
θ(R(s) − a)

]
(2) 

and describes the emerging vortex funnel [9]. 
An equation was obtained that describes the movement of the center of mass of 

the marker in the form of a disk of radius ρ. 

s = σ(t) + ε 
a2 

σ(t) 
(1 + λ2 ) ln 

σ(t) 
s0 

+ o(ε) 

ε = Ωs/μ << 1, λ = Ωϕ/Ωs 

σ(t) =
/
s2 0 − 2a2Ωs t, μ = κS/m 

(3) 

The rotation frequency of the marker relative to its center of mass is determined 
by the equation: 

ω = 
βμ 
2

(
ϕe−μt − ϕ0 

) + 
1 

2 

[
ϕ̇0 

1 + 4ε ̇ϕ0/Ωϕ 
− ϕ̇ 

1 + 4ε ̇ϕ/Ωϕ 

] 

β = 
s2 0 ϕ̇0 

a2Ωϕ 
, ϕ̇0 = ϕ|t=0 

(4) 

The marker rotation angle relative to its own axis is determined by the expression



586 T. O. Chaplina

γ = 
t∫

0 

ω dt  = 
β 
2 

⎡ 

⎣ϕ0 − ϕe−μt − 
t∫

0 

ϕ̇e−μt dt  

⎤ 

⎦ − 
1 

2 
(ϕ − ϕ0) (5) 

The quantity ϕ − ϕ0 in Eq. (5) is the angle of rotation of the center of mass 
relative to the axis of rotation of the vortex funnel. Since, according to (5), we have 
the estimates

∫ t 
0 ϕ̇e

−μt dt  ∼ λε, β � 1, then the main term in Eq. (5) has the form 

γ ≈ −  
1 + β 
2 

(ϕ − ϕ0) + 
β 
2 
ϕ
(
1 − e−μt

)
(6) 

and this means that when the marker is in the periphery, it rotates around its own 
axis in the direction opposite to the direction of rotation of the center of mass of the 
marker relative to the axis of the vortex funnel. 

An important feature of the expressions obtained is that when using the main 
terms in the expressions for the coordinates s and ϕ the center of mass of the marker, 
these coordinates, both in the region of solid rotation and on the periphery of the 
vortex funnel, are related by the relation of the general form 

s ≈ s̃ exp

(
− 

Ωs 

Ωϕ 
(ϕ − ϕ̃)

)
(7) 

where s̃, ϕ̃—some constants. 
Equation (7) describes a logarithmic spiral on the surface of a vortex funnel 

along which the marker’s center of mass moves, and this spiral coincides with the 
trajectories of liquid particles near the free surface [10]. 

The obtained experimental data allowed to plot the dependence of the marker 
spinning angle ψ versus rotation angle ϕ (Fig. 6). 

Fig. 6 Interrelation of 
rotation ϕ and spinning ψ 
angles for (Ω = 3.3 s−1): 
rectangular markers 1, 
2—0.5 cm × 1.0 cm × 
0.3 cm, H = 40  and 20 cm,  
3, 4—1.0 cm × 2.0 cm × 
0.3 cm, H = 20  and 40 cm
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4 Conclusions 

Experimental studies of the transfer of solid-state markers of various shapes and sizes 
in a vortex flow in a single-component and multicomponent liquid have been carried 
out, a theoretical model has been proposed that explains the movement of markers, 
and an equation has been obtained that describes the movement of the center of mass 
of the marker and represents a logarithmic spiral on the surface of a vortex funnel, 
which coincides with the trajectories of liquid particles near the free surface. The 
experimental dependence of the angle of rotation on the angle of rotation in the region 
of rotation of a rigid body agrees well with the theoretical dependence obtained on 
the basis of the proposed mathematical model. 

The proposed model of the transfer of floating markers along the surface of a 
vortex trough can also be used to study the dynamics of the transfer of “islands” of 
debris by large-scale oceanic vortices. 
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The Thermohaline Structure, 
Hydrochemical Characteristics 
and Chlorophyll-A Distribution 
in the White Sea Based on the Expedition 
Data Obtained in the Summer of 2019 

N. S. Frolova, E. I. Kharkhordina, and A. A. Kirilova 

Abstract The article investigates the thermohaline structure and hydrochemical 
characteristics in the White Sea. The data were obtained during the third stage of the 
Transarctica-2019 expedition from July 16 to August 2, 2019. An indirect assessment 
of the productivity of the White Sea waters by the content of chlorophyll-a was also 
carried out. 

Keywords Water structure · Temperature · Salinity · Biogenic elements ·
Chlorophyll-a 

1 Introduction 

The White Sea is one of the Arctic seas that belongs to the Arctic Ocean basin and 
borders the Barents Sea along the line joining Cape Kanin Nos and Cape Svyatoy 
Nos. The total area of the sea is about 90 thousand km2, the average depth is 60 m, 
but the maximum depths are observed in the central part of the White Sea (Basin) 
and the northeast part of Kandalaksha Bay, where they are about 350 m. Due to 
geomorphological structure the Voronka (Funnel), the Gorlo (Throat), the Basin and 
four large bays are distinguished: Onega, Dvina, Mezen and Kandalaksha [1, 2]. 

The waters of the White Sea are formed from two main sources: fresh and salty 
waters. Fresh waters are transported to the sea from various sources, including the 
following: river runoff, subsurface drainage, distributed slope runoff, and atmo-
spheric precipitation. A certain portion of fresh water is removed from the sea by 
evaporation. The river runoff is the main input component of the freshwater budget 
in the White Sea. The salty water source is incoming waters of the Barents Sea. The 
main volume of river runoff is concentrated in the eastern part of the sea with rivers: 
the Northern Dvina and Onega. The volume of their runoff is more than two-thirds 
of the total volume. In the western part of the sea, the river flow is much smaller and
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distributed over many small rivers. For example, the Northern Dvina has 52.5% of 
the annual runoff during the high water period (May–June) [3]. 

The ocean waters enter the White Sea from the southeastern part of the Barents 
Sea. They are characterized by high salinity (about 34‰) and seasonally varying 
temperatures from 3 to 8 °C. Advection of these waters takes place in the western 
part of the open sea boundary adjacent to the Tersk coast [3]. Passing the Voronka 
and Gorlo, the Barents Sea waters are involved in the general cyclonic cycle within 
the Basin and its bays. These waters are subject to both heating and desalination. 
In the autumn–winter period, relatively warm water masses come from the Barents 
Sea, but most of the heat is lost as a result of heat exchange with the atmosphere in 
the ice-free northern parts of the White Sea (in the Voronka and Mezen Bay). The 
White Sea waters warm up more strongly than the Barents Sea in summer [1, 2, 4]. 

The main sources of the formation of water masses of the White Sea are the 
Barents Sea and mainland waters, as a result of which secondary water masses are 
formed. In summer, six water masses can be distinguished: water of the Barents Sea, 
well-mixed water of the Gorlo, sea surface water of the Basin, intermediate water, 
deep water and desalinated waters of bays. 

The main thermohaline feature of the White Sea is the presence of two types of 
the temperature and salinity vertical distribution: quasi-homogeneous (“Gorlovsky”) 
and stratified (“Basin”) types [5]. 

The “Gorlovsky” type of stratification is peculiar to the Voronka, Gorlo, Mezen 
and Onega Bays. Almost the entire Voronka, from the surface to the bottom, is 
occupied by the homogeneous Barents Sea waters with a temperature of about 5.7 °C 
and salinity of 34.16‰. The freshened waters of the bays occupy the upper layer in 
the top of the bays of the southern part of the sea and gradually wedge out toward 
the exit from the bays. 

The “Basin” type is peculiar to the Basin, Dvina and Kandalaksha Bays. Its 
features are: the vertical salinity (5–7‰) and temperature (15 °C) gradients and 
the presence of a thin (10–30 m) upper desalinated layer and a much thicker (100– 
300 m) lower layer. These layers are separated by a thermohalocline. The vertical 
structure of the Basin waters is approximately as follows: the surface waters of the 
Basin are located within 20 m, then there is a transition layer with a thickness of 
about 40 m. There is an intermediate water mass between the depth levels of 40 and 
60 m, and, starting from a depth of 100 m, deep waters spread. The surface water 
mass is characterized by a temperature of 10–12 °C and salinity of 25.9–27.0‰. 
Intermediate water mass is common in the Basin, Dvina and Kandalaksha bays. Its 
temperature varies from − 0.2 °C in the area adjacent to Dvina Bay and the Gorlo 
to 0.7–0.9 °C in Kandalaksha Bay and the central part of the Basin, salinity ranges 
from 28.0 to 28.2‰. A deep water mass fills the deep-water areas of Kandalaksha 
Bay and the Basin with a temperature of − 1.4 °C and salinity 29.7–30‰. In the bay 
areas adjacent to the Basin, the vertical structure of the waters is somewhat different. 
The upper layer is occupied by the freshened waters of the bays, below, at depths of 
10–30 m, the water mass of the upper layers of the Basin is located, and after the 
transition zone the intermediate waters of the Basin spread.
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The scientific investigations of the White Sea phytoplankton have shown that 
the spatial and temporal heterogeneity of planktonic algae is determined by local 
hydrophysical conditions [6–8]. The most significant component of the White Sea 
microflora is diatoms. The development of phytoplankton varies from season to 
season. The beginning of vegetation occurs during melting of ice and snow, when 
lighting is good, and the content of biogenic elements reaches the maximum values. 

The purpose of this research is to assess hydrological and hydrochemical processes 
in five areas of the White Sea (Kandalaksha Bay, Basin, Dvina Bay, Gorlo and 
Voronka) and to analyze the spatial distribution of chlorophyll-a in connection with 
the considered features. 

2 Materials and Methods 

In-situ data were obtained during the third stage of the Transarctica-2019 expedi-
tion from July 16 to August 2, 2019. The expedition was organized by the Russian 
Hydro-Meteorological Service together with the Arctic and Antarctic Research Insti-
tute, Northern (Arctic) Federal University named after M.V. Lomonosov, Moscow 
State University, Russian State Hydrometeorological University, St. Petersburg 
State University, Russian Federal Research Institute of Fisheries and Oceanography 
(VNIRO), N. Laverov Federal Center for Integrated Arctic Research of the Ural 
Branch of the Russian Academy of Sciences (FECIAR UrB RAS). SBE 32 equipped 
with 12 bathometers with a capacity of 5 l, and CTD Probe SBE 19 plus V2 for 
measuring temperature, pressure and salinity of the sea water, as well as dissolved 
oxygen level and pH. Samples for chlorophyll-a were taken at 17 biological stations 
in 5 areas of the White Sea (stations 29, 130, 129, 126, 119, 117, 116, 20, 21a, 60, 
59, 52, 51a, 6–9) (Fig. 1). To study chlorophyll-a, an integral sample was taken. It 
contained water from three depth levels—0, 5 and 10 m. The water was filtered using 
a vacuum filtration device through a membrane filter. Then the precipitate on the filter 
was covered with a thin layer of magnesium carbonate. Filters with precipitation were 
stored for subsequent analysis in a freezer at a temperature of − 18 °C. Hydrolog-
ical characteristics were determined at standard depth levels at each of the stations. 
Hydrochemical analysis for the presence of biogenic elements, including determi-
nation of the concentration of ammonium nitrogen, nitrates, nitrites and phosphates, 
was carried out at 12 stations. On the studied oceanographic sections, hydrochemical 
analysis data are available on the surface and at a depth of 10 m, as well as at the 
bottom, where the deepest sampling point is taken for the bottom. Hydrochemical 
analysis was carried out only at 30 and 50 m in some areas.

Data on biogenic elements were obtained in accordance with the standard methods 
of hydrochemical analysis for marine waters, namely according to the guidance 
documents [9–11]. Continuous meteorological observations were conducted along 
the vessel’s track. The average wind speed during the research work was 7.2 m/s, and 
the wave height was 0.5 m. However, on July 29–31, the White Sea was under the 
influence of the northern cyclone periphery with strong baric gradients. Wind gusts
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Fig. 1 Positions of the oceanographic stations in the White Sea

these days reached 22–27 m/s, and the wave height was from 2.9 to 4.5 m. Water 
samples in Dvina Bay (6–9 stations) were taken on the 1st of August 2019, when the 
storm subsided and the wind speed was less than 9 m/s. 

3 Results 

3.1 Hydrophysical and Hydrochemical Characteristics 

The depth of visibility of a white disk varied within 4–9.2 m, with the greatest 
transparency of sea water recorded in the Voronka on the border with the Barents 
Sea (Table 1). The analysis of the materials of the deep-sea observations was carried 
out according to the measurements on centuries-old and standard oceanographic 
sections.

The following vertical distribution of hydrological characteristics can be observed 
in Kandalaksha Bay (Table 2):

1. The water temperature changes from 11.5 °C on the surface to − 0.78 °C at the 
bottom. 

2. The salinity of the sea varies from 23.66 to 28.4‰.
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Table 1 Data on sea water transparency, air temperature, wind speed and direction, wave height 
at the stations 

Station Date Transparency, 
m 

Air temperature, 
°C 

Wind 
speed, 
m/s 

Wind 
direction, ° 

Wave 
height, m 

29 18.07.19 5 12.2 9 99 0.7 

130 19.07.19 7 11.4 7.4 61 1 

129 19.07.19 6 10.8 5.9 84 1 

126 19.07.19 5 9.9 7.4 84 1 

119 20.07.19 5 8.2 7.6 36 0.5 

117 20.07.19 5 8.9 7.6 343 0.25 

116 20.07.19 4 6.6 9.9 314 0.5 

21a 20.07.19 4 6.5 5.9 295 0.4 

20 21.07.19 – 5.3 3 20 0.5 

60 22.07.19 9.2 6.1 6.3 106 0.3 

59 22.07.19 9 6.9 5.2 120 0.2 

52 23.07.19 8.5 6.5 4.8 45 0.25 

51a 23.07.19 7 5.7 11.1 9 0.2 

9 01.08.19 6 4.9 9.2 341 0.54 

7 01.08.19 5 7.4 8 354 0.5 

6 01.08.19 4 7.8 7.3 360 0.2

Analyzing the distribution of hydrochemical characteristics, it can be concluded 
that the waters of the White Sea in this area are well aerated. The surface oxygen 
content (7.02 mg/l) is slightly lower compared to the deep layers (7.98 mg/l). This 
indicates an increase in oxidative processes in the surface layer. The hydrogen index 
(pH) decreases slightly with depth. The concentration of phosphates in the area of 
Kandalaksha Bay increases with depth, while at a depth of 10 m there is a minimum 
content in this area. This situation is typical for the active development of phyto-
plankton in the summer. Ammonium nitrogen concentration in this area decreases 
with depth. The highest values are recorded up to a depth of 10 m. There are signif-
icant increase of the concentrations of nitrates and nitrites in the surface layer. This 
may be associated with river runoff. According to the vertical distribution of the 
nitrate concentration, another local maximum can be distinguished at a depth of 
10 m. The results have shown that NO3 concentrations < 5 µg/l were observed in the 
bottom layer. 

In the Basin of the White Sea, the water temperature in the surface layer varies 
in a fairly wide range from 11.7 °C (station 130) to 5.7 °C (station 116) near Cape 
Zimnegorsky (Fig. 2). It can be also noted that there is a rapid temperature change 
to a depth of approximately 50 m from 11.7 to 0.5 °C, and then there is a gradual 
decrease in the temperature value to − 1.15 °C, which is the minimum temperature 
value on all sections.
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Fig. 2 Temperature distribution on the sections 130–116 (vertical axis—depth, horizontal axis— 
stations) 

The upper layer is occupied by less salty waters and formed under the influence of 
currents carrying the freshened waters of bays into the Basin (Fig. 3). Salinity values 
grow rapidly to a depth of approximately 50–60 m, and then gradually increase to 
29.3‰. 

Fig. 3 Distribution of salinity in sections 130–116 (vertical axis—depth, horizontal axis—stations)
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The distribution of dissolved oxygen in this section is fairly uniform and typical 
for the summer period. The area of the lowest concentration of dissolved oxygen 
falls on the deepest part of the section occupied by the deep-sea water mass, where 
the absolute minimum values are at the station 126 (6.43 mg/l). 

The pH value depends on the salt composition of the water, the content of dissolved 
gases and organic compounds. The highest hydrogen index value (8.09 pH units) was 
recorded at the station 123 (depth level—10 m). The lowest value (7.33 pH units) 
was defined at the station 128 (depth of 10 m). 

According to the vertical distribution of phosphates, it is possible to note a reduced 
content of this element in surface waters, which is associated with its consumption 
by aquatic organisms. 

Ammonia nitrogen (NH4 
+) accumulates in water when ammonia gas (NH3) 

is dissolved in water, which is formed during the biochemical decomposition of 
nitrogen-containing organic compounds. The main sources of dissolved ammonia 
(ammonium ion) are surface and underground runoff, atmospheric precipitation, as 
well as industrial wastewater. In the surface waters of the White Sea saturated with 
oxygen, under the action of nitrifying bacteria, ammonium is rapidly oxidized to an 
unstable nitrite (NO2

−), and then to a stable nitrate (NO3
−) form. Due to the fact 

that the waters of the White Sea are saturated with dissolved oxygen to the bottom, 
oxidative conditions are created. In turn, for the investigated elements that are stable 
under oxidizing conditions (PO4, NO3), an increase in their concentration to the 
bottom is natural. 

In the Gorlo, we can trace the water exchange between the colder and saltier 
waters of the Barents Sea and the warmer and less salty waters of the White Sea. 
There is a weak stratification of waters by temperature and salinity (Fig. 4) at the  
Tersk coast of the Gorlo (station 19). In the deepest part of the section, the distribution 
of temperature, as well as salinity from a depth of 10 m, becomes close to uniform. 
Such an approximate homogeneous vertical distribution of temperature and salinity 
of the Gorlo waters from the surface to the deep level is caused by the presence of 
intense turbulent mixing.

The waters near the eastern coast are more desalinated in relation to the western 
ones, and higher water temperature values are also observed here. In contrast to 
the weakly stratified waters of the western part, there are rather large horizontal 
temperature and salinity gradients in this area, which once again confirms that the 
White Sea waters flow from the Basin and Dvina Bay along the Winter Coast, and 
the waters of the Barents Sea penetrate along the Tersk coast. 

According to the vertical distribution of pH and dissolved oxygen, the interaction 
between the Barents Sea and White Sea waters is also well traced. At the eastern 
coast, elevated concentrations of dissolved oxygen are observed in the Gorlo waters 
and amount to 8.01 mg/l. In the middle of the section, at a depth of 20 m, the minimum 
dissolved oxygen content is observed, reaching 7.25 mg/l. Minimum pH values are 
also noted near the station 21a. 

Increased concentrations of ammonium nitrogen and nitrates are observed at 30 m 
in this area, while reduced concentrations of nitrites are recorded at the same depth.
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Fig. 4 Distribution of temperature (left) and salinity (right) in sections 19–21a (vertical axis— 
depth, horizontal axis—stations)

In the Voronka on the border with the Barents Sea, it is also possible to trace 
the interaction between waters of the two seas. The analysis of the temperature and 
salinity vertical distribution in this section has shown the following: the stratified 
waters are located near the Kanin coast (Fig. 5). The White Sea discharge current is 
clearly traced here.

Almost half of the length of the section to the Tersk coast is occupied by the Barents 
Sea waters. Their salinity from the surface to the bottom is almost homogeneous (S 
= 34‰). Due to summer warming, the incoming surface waters of the Barents Sea 
are temperature-stratified. 

In the north-eastern part of the section, in the area of Cape Kanin Nos, in the 
near-surface layer, more dramatic changes in the values of the hydrogen index are 
observed, and there is a relatively smooth decrease in the pH value with depth, while in 
the south-western part the value of the hydrogen index shows a uniform depth distri-
bution. The areas of the highest dissolved oxygen content in this section are mainly 
located near the surface, its concentration decreases with depth. Higher concentra-
tions of dissolved oxygen are observed near the western coast of the Voronka, in
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Fig. 5 Distribution of temperature (left) and salinity (right) in sections 61–51a (vertical axis— 
depth, horizontal axis—stations)

Fig. 6 Distribution of temperature (left) and salinity (right) in sections 6–9 

the area of Cape Svyatoy Nos, where the maximum value of dissolved oxygen is 
observed at the oceanographic station 61 (a depth of 10 m), 8.37 mg/l. 

The maximum concentrations of ammonium nitrogen are still observed at the 
depth of about 30 m in the area of Cape Kanin Nos. The concentrations of nitrates, 
nitrites and phosphates were not determined in this area. 

The Dvina Bay distribution of temperature and salinity is the characteristic of 
a bay—the surface layer is desalinated and well warmed up under the influence of 
abundant river runoff (Fig. 6). This is especially noticeable at the stations 6, 7 and 
8. The station 9 is located at a distance of 50 km from the coast, so the influence of 
river runoff is not so strong in comparison with other stations of this section. There 
are no data of other characteristics in the Dvina Bay section. 

3.2 The Concentration of Chlorophyll-A 

The thickness of the photic layer in the White Sea is 15–20 m on average [12]. 
According to other data, the thickness of the photic layer varies from 2 to 5 m in
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Dvina Bay to 15–25 m in the deep part of the sea and averages 10–15 m [8, 13, 14]. 
The transparency data measured with a Secchi (white) disk (Table 1) allow us to  
conclude that the thickness of the photic layer varies markedly from 12 to 27 m in 
different parts of the sea. Therefore, the depth of the greatest photosynthetic activity 
of phytoplankton varies within the same limits. 

According to the results of the research, the content of chlorophyll-a (Chl “a”) 
ranges from 0.4 to 3.71 µg/l (Table 3, Fig.  7). The maximum concentrations during 
the observation period were found in the Basin (station 126) and Kandalaksha Bay 
(station 29). In Dvina Bay the measured values of chlorophyll-a concentration indi-
cate the active development of phytoplankton at stations 6 and 7, the concentration of 
chlorophyll-a is 1.53 µg/l near the coast. The reduced concentrations of chlorophyll-a 
0.4 µg/l were noted at the station 9. The chlorophyll-a concentration, as an indicator 
of trophic state, does not give very accurate estimates because the intensity of photo-
synthesis depends not only on the concentration of chlorophyll, but also on many 
other factors: light, temperature, water transparency, composition and physiolog-
ical activity of cells, etc. [15]. Consequently, with one and the same trophic status 
concentrations of chlorophyll may differ dramatically. However, the trophic state 
classification of reservoirs based on a chlorophyll-a concentration makes it possible 
to give the White Sea preliminary assessments. This reservoir has a trophic status 
between the oligo- and mesotrophic seas.

Table 3 Chlorophyll “a” 
concentrations 

Station Chl “a”, µg/l 

29 2.43 

130 1.06 

129 1.89 

126 3.71 

119 2.01 

117 0.73 

116 0.75 

21a 1.06 

20 0.43 

60 2.22 

59 2.18 

52 1.53 

51a 1.27 

9 0.4 

7 1.53 

6 1.53
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Fig. 7 Map of chlorophyll-a 
concentrations in the White 
Sea

4 Discussion of the Results 

This scientific research presents the results of the White Sea vertical thermohaline 
structure. A water exchange zone has been identified between the waters of the White 
and Barents Seas, and it is also noted that the waters of the White Sea pass along the 
eastern coast of the Voronka, and the waters of the Barents Sea—along the western 
one. The interaction of the waters of these seas can be traced only on two sections 
(in the Gorlo and Voronka). It is impossible to see the influence of the Barents Sea 
on the other sections. In general, the results obtained confirm the summer feature 
of the White Sea hydrological structure, described in [1, 2]. The vertical structure 
of the Basin waters becomes apparent on the age-old section “Ivanovy Ludy–Cape 
Zimnegorsky”: surface waters are located from the surface to a depth of 20 m, then 
there is a transitional layer with a thickness of about 20–30 m. After the transition 
zone from 50 to 100 m, there is an intermediate water mass and, starting from 100 m, 
a deep-sea waters spread. 

Phytoplankton activity is also reflected in the vertical distribution of nutrients. 
The main factor limiting the development of phytoplankton in the White Sea is 
a sharp decrease in the nitrate nitrogen concentration [16], but in some situations 
phosphates can also play this role. Analysis of the obtained data has shown that, 
in general, the amount of biogenic elements on the surface is much less than at the 
bottom in summer period. It is largely due to active phytoplankton development. 
The complexity of the vertical distribution of biogenic elements in the White Sea 
is determined by a number of factors, which include, first of all, river runoff and 
vertical stratification in the deep-water areas of the Basin. Most of the White Sea is 
characterized by increased concentration of dissolved oxygen in the surface layer. In 
general, dissolved oxygen concentrations decrease with depth. The increase in the
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values of the hydrogen index occurs in those parts of the water area that are mostly 
filled with Barents Sea waters, where the dissolved oxygen concentration decreases. 
There is a significant decrease in pH values in areas of mixing of salt and fresh water. 

5 Conclusions 

Having studied the obtained data for five regions of the White Sea, it can be noted that 
the spatial distribution of biogenic elements mainly depends on the water dynamics. 
River runoff waters are richer in biogenic elements than surface sea waters. Therefore, 
the areas affected by river runoff are characterized by the increased concentrations 
of these elements [17]. 

The distribution of dissolved oxygen is closely related to the solubility of gases 
in water. Thus, with a decrease in temperature, an increase in the gas dissolution is 
observed and, consequently, an increase in the concentration of dissolved oxygen can 
be detected. In general, there is a slight decrease in the concentration of dissolved 
oxygen with a depth. However, in the summer, the waters of the White Sea, even in 
the bottom layer, are saturated with oxygen, which is in good agreement with the 
data presented in [18]. 

A comprehensive analysis of the distribution of biogenic elements makes it 
possible to find a minimum concentration of nitrates and phosphates in the surface 
layer and a maximum in the bottom layer. The obtained distribution of these elements 
is in good agreement with the concentration of chlorophyll-a. The increased concen-
tration of chlorophyll-a indicates the intensive development of phytoplankton, which 
in turn reduces the content of biogenic elements. The concentration of nitrites 
decreases with depth, while a local maximum of concentration in the surface layer 
and at a depth of 50 m are observed on the section. The content of ammonium nitrogen 
decreases with depth, while a local maximum is recorded on some sections, most 
often at a depth of about 30 m. 
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Features of the Formation 
of the Chemical Composition 
of the Hydrosphere of the Buzuluk Pine 
Forest 

I. V. Kudelina, T. V. Leonteva, and M. V. Fatyunina 

Abstract Buzuluk forest is a specially protected area with the status of a National 
Park. Hydrocarbon deposits have been explored in the region: Gremyachovskoye, 
Vorontsovskoye, Mogutovskoye, Elshanskoye, Zhuravlevskoye, Neklyudovskoye, 
Nikiforovskoye. The first three are located on the territory of the forest. Separate wells 
drilled outside the forest are operated. Settlements are located along the river valleys. 
They are supplied with water at the expense of the Upper Tatar complex and the 
Lower Pliocene-Holocene horizon, fed by atmospheric precipitation. Groundwater 
is practically not protected from pollution. Areas are identified from hazardous to 
permissible in terms of the content of harmful components, taking into account the 
lithological composition of the rocks, the results of standard logging, test pumping 
with measurements of temperature and water level until its restoration. The results 
of the conducted research should be used for planning and conducting monitoring 
work on a unique territory for its further prosperity. 

Keywords Buzuluk forest · National Park · Uvalistaya plain · Upper Tatar 
complex · Lower Pliocene-Holocene horizon · Spring flood · Hydrocarbon deposits 

1 Introduction 

Buzuluk forest is a specially protected area with the status of a National Park [1]. It 
is located in the southeast of the Russian platform in the Buzuluk depression, in its 
central part, within the Buzuluk and Buguruslan regions of the Orenburg and Bor, 
Bogatovsky, Neftegorsk regions of the Samara region. The study area has an area 
2477.7 km2 (Fig. 1).

The territory is occupied mainly by pine forests, but in addition to pine, birch, 
alder, aspen and oak grow here. In the southern and partly northeastern parts of the 
territory, a steppe zone is developed with a herbage of a forb-fescue-feather grass 
association with a small admixture of wormwood.

I. V. Kudelina (B) · T. V. Leonteva · M. V. Fatyunina 
Orenburg State University, Orenburg, Russia 
e-mail: kudelina.inna@mail.ru 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
V. I. Karev (ed.), Physical and Mathematical Modeling of Earth and Environment 
Processes—2022, Springer Proceedings in Earth and Environmental Sciences, 
https://doi.org/10.1007/978-3-031-25962-3_60 

605

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25962-3_60&domain=pdf
mailto:kudelina.inna@mail.ru
https://doi.org/10.1007/978-3-031-25962-3_60


606 I. V. Kudelina et al.

Fig. 1 The territory of the Buzuluk pine forest

Orographically, the area is confined to the ridged plain of the High Trans-Volga 
region [2]. It is dissected by deep river valleys, ravines and gullies and is inclined to 
the southwest. Relief marks decrease from the watershed of the rivers Borovka and 
Mal. Kinel (+ 265 m) to the northeast to + 51 m at the water’s edge in the mouth of 
the river. Samara. Within the Buzuluk forest along the right bank of the river Borovki 
is a developed massif of eolian sands. They are semi-fixed, creating a cellular relief 
character. Its length is 16–20 km in the northeast direction. Here there are dunes with 
a relative height of up to 20 m. Hydrographically, the territory belongs to the basin 
of the river. Samara, the left tributary of the river. Volga, and only in the northeast is 
the river basin. Bol. Kinel. 

2 Materials and Methods 

In the course of the research, an analysis of materials collected in the field, in the funds 
of geological organizations, as well as literary sources was used. The methodological 
approach includes zoning and mapping of the territory, regime observations of the 
quality of natural waters, sources of pollution, the use of ground and remote methods 
of research.
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3 Results and Discussion 

Hydrocarbon deposits have been explored in the region: Gremyachovskoye, 
Vorontsovskoye, Mogutovskoye, Elshanskoye, Zhuravlevskoye, Neklyudovskoye, 
Nikiforovskoye. The first three are located on the territory of the forest. Separate 
wells drilled outside the forest are operated. 

The territory is confined to the artesian East Russian basin of the 1st order, with 
reservoir type waters and to the basins: the Syrtovskaya of the 2nd order and the 
East Syrtov of the 3rd order. According to geodynamic indicators, 9 hydrogeolog-
ical divisions have been identified: the aquifers of the Lower Pleistocene-Holocene 
and Lower Triassic, as well as the Upper Tatar complex and the impervious Upper 
Pliocene horizon. Domestic and drinking water supply is carried out here mainly 
due to the Upper Tatar aquifer and the Lower Pliocene-Holocene aquifer. They feed 
on atmospheric precipitation. The formation of groundwater is influenced by the 
physical and geographical features of the territory, the lithological composition of 
rocks, the degree of their drainage and depth, as well as the nature and speed of 
water circulation. The composition of the waters is formed as a result of leaching of 
rocks and their ion-salt complex, as well as the dissolution of gypsum and anhydrite. 
The vertical hydrogeodynamic and hydrogeochemical zonality is well traced in the 
section. 

As a result of the research, the natural protection of the first aquifers from the 
surface was studied, as well as the possibility of penetration of pollutants from the 
underlying aquifers. An attempt was made to make an integral assessment of the 
degree of groundwater protection with the identification of three areas that differ in 
the degree of protection: weakly protected, relatively protected and protected [2, 3]. 
The alluvial horizon and the aeration zone are classified as weakly protected. This 
is evidenced by the results of studying the ecological and geochemical conditions 
of waters, soils and rocks in the aeration zone. The study of the concentrations of 
normalized components relative to the MPC made it possible to identify areas with 
moderately dangerous, hazardous and permissible content of harmful components, 
as well as areas from extremely and moderately hazardous to permissible content of 
normalized components. The waters of the Upper Tatar (Malokine-Kutuluk) aquifer 
complex are the most polluted. Of the pollutants, oil products and bromine predom-
inate. As a result of the assessment of the geological environment, areas with a 
relatively favorable state, a very unfavorable and a relatively unfavorable one were 
identified [3, 4]. A very unfavorable condition is typical for the south-west of the 
territory, in the interfluve of Samara and Borovka, as well as within the watershed of 
the Borovka and Kutuluk rivers in the extreme north-west of the territory. A moni-
toring system has been proposed and substantiated, and recommendations have been 
issued for the protection and rational use of natural resources. 

The ecological state of groundwater depends on both natural and man-made 
factors. According to the characteristics of natural environmental conditions, their 
suitability for household and drinking purposes is judged in accordance with SaNPiN 
2.1.4.1074-01 [5, 6]. The suitability of water is assessed according to the following
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indicators: dry residue, content of sulfates, chlorides, nitrates, hardness parameters, 
concentration of hydrogen ions, etc. 

The state of water in aquifers generally meets the requirements of SaNPiN, that 
is, the normalized indicators are below the Maximum Permissible Concentration 
(MPC), with the exception of the content of Fe and Mn. The source of iron in 
the waters are Perm red flowers. When the reducing environment of the oxidizing 
environment changes, iron ions (Fe2+) begin to migrate freely [7, 8], as well as 
manganese ions (Mn2+). They are common in the Lower Triassic and Neopleistocene-
Holocene deposits due to the presence of organic matter. 

The concentration of iron in the Upper Tatar aquifer is up to 3 MPC (well 50), and 
in the well. 53 of the lower Neo-Pleistocene-Holocene horizon reaches 1.85 mg/l, 
i.e. 6 MPC. 

In areas where the Lower Permian deposits lie close to the surface, the concentra-
tion of iron reaches 88 MPC. Elevated concentrations of iron are found in almost all 
wells. Even in single wells in the southern part of the study area, its content is from 2 
to 15 MPC. And at the Krasnogvardeisky water intake, the iron content in the waters 
of the eolian-alluvial lower-Neopleistocene-Holocene horizon, which provides water 
to the city of Buzuluk, the iron concentration exceeded the MPC by 29 times. The 
iron comes from the underlying Upper Permian rocks. With an increase in water 
withdrawal, the content of iron in water increases. This indicates that when drilling 
production wells, it is necessary to avoid opening the Permian deposits. 

Elevated concentrations of manganese (0.1–0.35 mg/dm3, i.e. up to 3 MPC, and  
at some points up to 8 MPC) were found in the waters of the Lower Triassic and the 
aeolian-alluvial horizon, which is due to the presence of organic matter in the form of 
fauna, buried soils and plant roots. At the Krasnogvardeisky water intake, manganese 
concentrations exceed the MPC by 8–10 times (wells 16 and 28). The increased 
oxidizability in the waters of the western part of the study area (5.4–7.2 mgO/dm3, 
which is somewhat higher than the MPC (5 mgO/dm3) is also associated with organic 
matter in the rocks of the Triassic and Jurassic). 

In the waters of individual wells in the waters of the eolian-alluvial horizon, the 
MPC in terms of hardness was exceeded up to 10.8 mmol/l at the Krasnogvardeisky 
water intake and 10.8–20.4 at the water intake of the city of Buzuluk with a MPC 
of 7 mmol/l. It is located in a residential area. In the waters of the Lower Triassic 
horizon, the total volumetric activity of alpha radionuclides was determined in the 
amount of 0.2–0.56 Bq/l. It is possible that this is due to the presence of organic 
matter in the sediments, which contributes to the creation of a reducing environment 
with the formation of a gley barrier concentrating radionuclides [9]. 

The background and elevated concentrations of toxic substances in the aeration 
zone, in soils, rocks and bottom sediments, as well as their relationship with water 
pollution and vegetation cover, were determined. Concentrations above MPC were 
obtained for chromium, barium and nickel. These elements have an impact on the life 
of people, but do not exceed the background in the rocks of this territory. Areas with 
hazardous, moderately hazardous and extremely hazardous concentrations of these 
components, as well as areas with moderately hazardous, hazardous and permissible 
concentrations of normalized components were identified.
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The highest concentrations of chromium, barium and nickel (hazard classes II 
and III) are associated with the Upper Tatar and Lower Triassic deposits, which 
are distinguished by their increased background. Alluvial and eolian deposits were 
formed as products of their destruction. 

Chromium throughout the entire territory, except for the south-west of the reserve 
with Neogene deposits, is characterized by high and extremely dangerous and 
hazardous concentrations in soils and rocks. But its concentrations differ: in eolian 
deposits they exceed the MPC by 8–10 times, and in the Triassic—by 4–6 times; in 
Permian deposits it is slightly less (by 3–5), and in Neogene deposits it is only 2–3 
times. In bottom sediments, MPC for chromium was taken as 100 mg/kg at Clarke 
in soils, according to Vinogradov, − 200 mg/kg. In bottom sediments, it is widely 
distributed throughout the territory at concentrations from 400 to 1500 mg/kg. This 
is 4–15 times higher than the MPC. Its maximum content of 1500 mg/kg was estab-
lished in the silts of the river Koltubanks. Elevated concentrations of chromium in the 
regional plan are due to the genesis of rocks and man-made emissions in connection 
with the operation of thermal power plants and railways. 

Barium is a product of eolian deposits and accumulates during the weathering of 
the Lower Triassic and Upper Permian rocks. Its concentrations reach 4–5 MPC, and 
even 7 MPC, that is, a moderately hazardous and dangerous level, which is much 
higher than within other breeds, where its concentration is moderately hazardous, 
not exceeding 1.5–2 MPC. And only on the eastern and western outskirts of the city 
of Buzuluk, at two points, its concentrations exceed the MPC by 10 and 20 times. In 
bottom sediments, the MPC of barium is taken as 200 mg/kg, and in all watercourses 
of the reserve, its content is 1.5–4.0 times higher than the MPC. Clark of barium in 
the earth’s crust according to Vinogradov is 500 mg/kg. 

Nickel is evenly distributed in moderately hazardous concentrations exceeding 
the MPC by 1.5–2 times. A slight increase in its concentration up to 3 MPC was 
found in the soils of the high floodplain along the right bank of Samara and up to 4 
MPC in the area of the village of Gremyachiy on the right bank of the river. Borovki. 
In bottom sediments, the nickel content averages 50 mg/kg, with MPC 45 mg/kg. In 
all rivers, the content of nickel in bottom sediments varies from 30 to 60 mg/kg, with 
a minimum content in the river Koltubank (30–40 mg/kg). 

The wide development of the hydrographic network ensures the removal of 
microelements from watersheds and slopes and accumulation in bottom sediments 
[9]. Therefore, as in bedrock, the content of chromium, nickel, and barium also 
increases in bottom sediments. 

The growth of the technogenic load on the geological environment within the 
Buzuluk pine forest significantly transforms the geological environment. This is due 
to a large number of wells for various purposes and other economic activities of 
people. As a result, the soil layer is disturbed, the vegetation dies off, the quality of 
natural waters changes. The negative impact of work on oil and gas on the natural 
complex of boron [10, 11] and the formation of man-made landscapes with “man-
made solonchaks” and the absence of vegetation have been proven. 

According to the negative impact of oil wells on the forest and its ecosystem, 
three zones have been outlined: (1) successional overgrowth of deforestation around
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the mouths of wells with chemical pollution of the geological environment, water 
bodies and atmospheric air with technological waste with the formation of man-
made landscapes contaminated with construction debris and metal structures. (2) In 
the second zone, treelessness is formed around the wells [12, 13]. Its area does not 
exceed 170–200 ha (0.3% of the forest area), but is distinguished by anthropogenic-
successional plant communities. (3) The third zone is the underground environment 
under the exhausted pine forest. When wells are put into production, reservoir pres-
sure changes, setting the entire ecosystem in motion, and changing not only the 
environment near oil fields, but also areas of the boron remote from the wells. When 
opening the productive layers of a number of fields, oil flowed with leakage of drilling 
fluid and produced oil. The surface of the earth, the aeration zone and aquifers were 
polluted [14]. 

In all wells of the tested horizons, MPC for oil products was exceeded up to 5 
times and for bromine up to 9 MPC [3]. In some wells in the Lower Pliocene horizon, 
MPC for oil products was exceeded by 20–22 times, and for bromine by 3 times. 
The environment is most polluted in the central part of the paleovalley. The transport 
of pollutants and their accumulation in the center of the paleovalley is favored by 
sands and pebbles of the basal layer in the Neogene rocks and a large flow slope in 
the overdeep part of the valley. In surface waters, the concentrations of oil products 
do not exceed MPC. 

Huge damage to the ecology of the Buzuluk pine forest was caused by pesticides 
(DDT), which were widely used until 1985 in the fight against forest pests. As a 
result, the animal world was on the verge of extinction. The livestock of animals and 
birds has not yet been restored, and in places the smell and taste of dust is felt in 
plants and mushrooms. Where there were warehouses of pesticides within the boron, 
the content of DDT in soils is 8 times higher than the MPC, and in the waters of 
the Upper Pleistocene-Holocene horizon near the former warehouse of pesticides, 
the content of nitrates is 2 times higher than the MPC, and the content of DDT is 
0.002 mg/dm3. Within the city of Buzuluk and its industrial enterprises, soils and 
soils contain elevated concentrations of lead, zinc and barium. 

4 Conclusion 

The pine forests of the Buzuluk forest have the status of a National Park. They are 
confined to the river basin. Samara and within the boron, groundwaters of the Upper 
Tatar complex and the Lower Pliocene-Holocene horizon are developed. They are 
practically immune to contamination. According to the content of harmful compo-
nents within the boron, areas are distinguished from dangerous to permissible. Inspec-
tion of technogenic objects makes it possible to substantiate the network of moni-
toring observations and issue recommendations for the protection and rational use of 
water resources. Ecological studies help to characterize the ecological conditions of 
the territory by zoning it with the construction of a set of ecological maps. It became 
possible to evaluate and specify the role of technogenic load in the transformation of
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the geological environment. The most important tendencies of anthropogenic trans-
formations in the Buzuluk pine forest with the formation of technogenic landscapes 
are revealed: with “technogenic solonchaks” and the death of vegetation. Three zones 
of the negative impact of oil exploration on the environment have been identified: 
(1) successional overgrowth of deforestation; (2) the formation of treelessness in 
an area of up to 200 ha around the wells; (3) negative changes in the underground 
environment under technogenically disturbed boron. 

The results of the conducted research should be used for planning and conducting 
monitoring work on a unique territory for its further prosperity. 
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About the Possible Relationship 
of the Iceland Hot Spot 
and the Surrounding Ocean Bottom 
Relief with the System of Intense 
Intra-mantle Vortexes 

S. Yu. Kasyanov 

Abstract The paper proposes a hypothesis that the Icelandic hot spot with a mantle 
plume was formed as a result of the contact of an intense intra-mantle vortex with a 
liquid core. In the area of contact with the stationary liquid core, the rapidly rotating 
substance of the vortex is decelerated and heated. As a result, a jet of hot mantle 
matter arises above the contact area between the core and the vortex, ascending 
to the ocean lithosphere and forming the Icelandic hot spot. The spreading of hot 
matter rising from the mantle under the oceanic lithosphere leads to the formation 
of a boundary layer in which the Görtler instability occurs with the formation of 
rolls with axes oriented along the direction of the main flow. The movement of 
matter in the structure of swells in the boundary layer under the lithosphere forms 
the corresponding topography of the ocean floor surrounding the Icelandic hot spot. 

Keywords Icelandic hot spot ·Mantle plume · Earth’s liquid core · Oceanic 
lithosphere · Rift zone · Intense vortex · Intramantle vortex · Convective jet ·
Boundary layer · Görtler instability · Taylor vortices · Görtler vortices · Gravity 
anomalies · Two-phase flow 

1 Introduction 

The Icelandic hotspot is one of the most geologically active places on Earth. The 
concept of the formation mechanism of the Icelandic hot spot with a mantle plume 
(see, for example [1]) and the complex structure of the bottom topography of the 
surrounding ocean area has not been finally established. In this paper, we propose 
a hypothesis that the Icelandic hotspot with a mantle plume was formed due to the 
contact of an intense intra-mantle vortex with a liquid core. In the area of contact with 
the stationary liquid core, the rapidly rotating substance of the vortex is decelerated 
and heated. As a result, a convective jet of hot mantle matter arises above the area 
of contact between the core and the vortex, ascending to the ocean lithosphere and
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forming the Icelandic hot spot. The hot matter rising from the mantle spreads in the 
boundary layer formed under the ocean lithosphere, in which the Görtler instability 
occurs with the formation of rolls with axes oriented along the main flow. The move-
ment of matter in the swells in the boundary layer under the lithosphere forms the 
structure of the bottom topography of the ocean area surrounding the Icelandic hot 
spot. 

2 Hypothesis About the Formation of the Icelandic Hot 
Spot During the Contact of an Intense Intramantle 
Vortex and Liquid Core 

According to our earlier hypothesis [2–5], a quasi-stationary system of intense 
vortices has formed in the Earth’s mantle, in which the hot mantle matter moves 
at high speeds in a two-phase gas–liquid state. In this system of eddies, one can 
distinguish a system of three energy-carrying intense hot large-scale eddies (Fig. 1), 
which includes eddies (1) Himalaya + Tien Shan—Kolyma, (2) Kolyma—Yellow-
stone and (3) Yellowstone—Mediterranean Sea. The vortex (1) comes into contact 
with the liquid core of the Earth under Lake Baikal, which manifests itself in the 
form of the Baikal rift [4].

The axis of the vortex (3) currently passes under Iceland (Fig. 1), where the 
geologically active Icelandic hotspot is located. We assume that the vortex (3) as 
well as the vortex (1) is in contact with the liquid core of the Earth and the result of 
the contact is manifested on the day surface in the form of a relief of the lithosphere in 
the vicinity of the Icelandic hot spot. Upon contact with the liquid core, the substance 
of the vortex slows down, heats up and partially evaporates. According to [4], the 
density of matter in vortex (3) can be estimated as 4180 kg/m3. 

Thus, in contrast to vortex (1), the density of matter at the periphery of vortex 
(3) is comparable to the density of the surrounding mantle. Therefore, the heating of 
the vortex substance (3) leads to the fact that the density of the vortex substance (3) 
becomes less than the density of the mantle surrounding it, and a powerful convective 
jet of hot substance is formed in the mantle in the vicinity of the contact point, 
ascending to the oceanic lithosphere. Note that due to the high density of matter at 
the periphery of the vortex (1), a similar phenomenon is not observed in the mantle 
under Lake Baikal. The rotation of the vortex gives the ascending hot jet a horizontal 
velocity component directed to the southwest.
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Fig. 1 A system of three energy-carrying intense large-scale vortices [4]. Eddies and estimates of 
velocity and density values at the lateral boundaries of eddies: (1) Himalayas + Tien Shan—Kolyma 
4131 m/s, 11,800 kg/m3, (2) Kolyma—Yellowstone − 1245 m/s, 4600 kg/m3, (3) Yellowstone— 
Hudson Bay—the eastern part of the Mediterranean Sea (Greece) 2941 m/s, 4180 kg/m3. Estimates 
of the values of velocity and density in eddies were obtained from the jump in geophysical parameters 
in 1997–1998 [4]. The drawing was made by the author using the Google Earth Pro program and 
its cartographic basis [6]

3 The Hypothesis of the Rotation of the Eurasian Plate 

In a report made in 1995 at the Lomonosov Readings at the Faculty of Physics of 
Moscow State University, combined with the fiftieth anniversary of the Department 
of Geophysics of the Physics Department of Moscow State University, the head of the 
Department of Geophysics, Academician Vladimir Magnitsky reported the following 
results, obtained by him when processing the data of the very first edition of Ulugbek’s 
zij of 1437: since the time of astronomical observations, the data of which are given in 
Ulugbek’s zij, the Eurasian plate has rotated at a grate angle, significantly exceeding 
that which could be given by possible Ulugbek’s measurement errors. 

Following the fact of rotation of the Eurasian plate established by Magnitsky, we 
put forward a hypothesis according to which the gyroscopic moment of the vortex 
(3), partially located in the body of the North American continent, led to the rotation 
of North America when sliding along the melt layer in the asthenosphere relative 
to the underlying mantle. As shown earlier [2], the melt layer, bounded from below 
by the modern seismic boundary of 220 km, was formed at the site of the modern 
asthenosphere layer, which has partially solidified by now, under the influence of 
mantle tides caused by the revolution of a large temporary Earth satellite. 

According to the hypothesis put forward, at the initial moment, Eurasia was 
pressed against Greenland. North America, being linked in the region of Beringia 
with Eurasia, brought it into rotation relative to the pole of rotation, located south 
of the Caspian Sea (Fig. 2). The position of the pole of rotation of Eurasia together



616 S. Yu. Kasyanov

Fig. 2 Rotation of Eurasia by 25.38° around the pole of rotation with coordinates 35.88° N, 
49.389° E (green circle). Pairs of points are connected in red, which were aligned with each 
other before the turn of Eurasia. Point on the shore Greenland was combined with the coast of 
the New Siberian Islands. Point on the shore Borneo was combined with the point on the coast of 
Minamidaito island. The drawing was made by the author using the Google Earth Pro program and 
its cartographic basis [6] 

with Africa is determined by the alignment of the points on the shores of Borneo and 
Minamidaito islands and points on the coasts of the bay of Kotelny island and the 
Cape in Greenland (see Fig. 2). At the same time, it turns out that Eurasia has rotated 
clockwise by an angle of about 25.38°. Note that such a turn of Eurasia geometri-
cally corresponds to the opening of the Arctic with the formation, in particular, of the 
Lomonosov Ridge between points on the Kotelny island and the Cape in Greenland, 
as well as the Gakkel Ridge. 

Thus, two interconnected rotations of the continents took place—the rotation of 
North America and the rotation of Eurasia as a whole together with Africa. The rota-
tion of North America relative to Eurasia, together with Africa, took place around a 
mobile pole of rotation, rigidly connected with Eurasia and located south of Beringia. 
At the initial moment, before the start of the turn, Eurasia was pressed against Green-
land. At the same time, North America was rotated clockwise by about 34° around 
its mobile pole of rotation, which moved along with Eurasia. In the present position, 
the pole around which North America rotated lies near the point (49° N 170° E). 
The angle of rotation of North America is determined from the angle of opening of 
a characteristic trace in the lithosphere of the Pacific Ocean, coming from an area 
with a weakened lithosphere located near the 176° E meridian (Fig. 3).
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Fig. 3 A characteristic trace in the lithosphere of the Pacific Ocean with an opening angle of about 
34°, coming from an area with a weakened lithosphere located near the 176° E meridian. The 
drawing was made by the author using the Google Earth Pro program and its cartographic basis [6] 

4 Formation of the Icelandic Hot Spot and the Topography 
of the Surrounding Ocean Floor Under the Influence 
of a Hot Jet from the Area of Contact Between 
the Intramantle Vortex and the Liquid Core 

Let us repeat that in the current position of Eurasia, the axis of vortex 3 passes 
under Iceland island. In the initial position, that is, before the turn of Eurasia, when 
Eurasia was pressed against Greenland, the axis of the vortex (3) passed along the 
southwestern coast of the Svalbard archipelago (Fig. 4). Perpendicular to this position 
of the vortex axis 3 is directed along the axial zone of the Mona Ridge, which is part 
of the Mid-Atlantic Ridge. Passing through Iceland, it then follows the Reykjanes 
Ridge.

The substance of the vortex is heated due to deceleration upon contact with the 
substance of the liquid core. Therefore, a jet of hot matter arises above the area of 
contact between the vortex and the liquid core, ascending to the day surface and 
leading to the formation of the Icelandic hot spot. 

The hot jet rising from the area of contact between the vortex and the liquid 
core to the ocean floor reaches the oceanic lithosphere and is partially decelerated. 
As a result, an elevation of the ocean floor relief appears above the region of jet 
deceleration, which corresponds to the region of positive gravity anomalies in free 
air in Fig. 5, which is less expressed in the field of isostatic gravity anomalies in 
Fig. 6.

The largest uplift occurs in the region corresponding to the central part of the jet, 
which is formed near the center of the region of contact between the vortex and the
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Fig. 4 The current position of the axis of vortex 3 (orange line on the left) relative to Eurasia and 
Greenland and the position of the axis of vortex 3 relative to Eurasia and Svalbard archipelago before 
the Eurasian turn (orange line on the right). The drawing was made by the author using the Google 
Earth Pro program and its cartographic basis [6]

liquid core. At present, this uplift corresponds to the area of Iceland, which turned 
out to be above the center of the ascending jet during the final turn of Eurasia to its 
present position, and therefore rose above the surface of the ocean. 

In the field of gravitational anomalies, a wedge-shaped the Reykjanes Ridge 
stretching from Iceland island is clearly visible. It corresponds to the character-
istic structure of a fluid flow around an obstacle in a horizontal boundary layer. This 
applies to both free air anomalies (Fig. 5) and isostatic anomalies (Fig. 6). 

The ascending flow, resting against the oceanic lithosphere, generates a horizontal 
current with a maximum speed under the Iceland. This flow goes around the solidified 
area under the uplifted earlier lithosphere of Iceland from both sides and forms a 
wedge-shaped structure, which is clearly visible in the bottom topography. The 
axis of the wedge corresponds to the axis of the horizontal current in the boundary 
layer under the oceanic lithosphere, flowing around Iceland from the southwest and 
northeast. Both flows join where the width of the central wedge formed behind the 
obstruction in the form of a solid lithosphere Iceland island, decreases to zero. 

A jet of hot matter ascending from the area of contact between the intramantle 
vortex and the liquid core to the day surface causes the divergence of matter on the 
ocean floor, the formation of faults, and the separation of the formed parts of the 
plate. The movement of Eurasia over the ascending hot jet led to the formation of 
extended faults in the northern part of the Mid-Atlantic Ridge. The movements of 
Eurasia occurred unevenly, by means of several fast turns, separated by periods of 
stationary positions of Eurasia, reflected in the fields of gravitational anomalies.
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Fig. 5 WGM2012—surface free air anomaly (mGal) [7]

The consequences of the contact between the intramantle vortex and a denser 
liquid core are manifested in the field of gravitational anomalies in Figs. 5 and 6 in 
the form of traces near the Svalbard archipelago, characteristic of the intersection 
of the regions of a spherical liquid core and a cylindrical vortex. The substance of 
the counterclockwise rotating vortex 3 (when viewed from the end of the vortex) 
displaces the denser substance of the liquid core from the area of intersection of the 
spherical liquid core and the cylindrical vortex. As a consequence of this, according 
to isostasy, an elevation of the relief of a characteristic shape is formed on the day 
surface. With the subsequent rotation of Eurasia, the upper layer of the mantle,
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Fig. 6 WGM2012—complete spherical isostatic gravity anomaly (Airy-Heiskanen, Tc = 30 km) 
[7]

together with the elevation in the relief of the lithosphere, shifts, and in a new position, 
the resulting elevation of the relief turns out to be above the undisturbed spherical 
surface of the liquid core. Therefore, over this elevation of the relief, there is an excess 
of mass and the corresponding positive gravitational anomalies in free air (Fig. 5). 
In the field of isostatic gravity anomalies, the positive perturbation of gravity near 
the Svalbard archipelago, which has a shape characteristic of the intersection of a 
sphere and a cylinder, is even more noticeable (Fig. 6).
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The hot matter, having risen in an ascending flow from the area of contact between 
the vortex and the liquid core, continues its movement in the horizontal boundary 
layer under the oceanic lithosphere. The flow boundary layer under the lithosphere is 
a special case of the boundary layer on a concave plate, in which Görtler vortices are 
formed (see Fig. 7). Görtler vortices are similar to Taylor vortices in the cylindrical 
Couette current (see Fig. 7) and form the topography of the ocean floor like swells 
with axes along the direction of the main flow. 

The movement of hot matter occurs in a spiral in the structure of hydrodynamic 
swells under the thin oceanic lithosphere. With this movement, the hot substance 
gradually cools, becomes denser, and at a certain moment sinks down, closing the 
circulation cell. The area of subsidence of matter appears on the ocean floor in the 
form of a fault oriented across the direction of the rift. The extent of structures such as 
swells in the horizontal boundary layer under the oceanic lithosphere can significantly 
exceed the diameter of the intramantle vortex, which serves as the source of their 
movement. 

The direction of the main flow in the boundary layer under the lithosphere rela-
tive to the lithosphere of Eurasia changed with the change in the position of Eurasia

Fig. 7 Taylor vortices in the cylindrical Couette flow (1–3) [8] and Görtler vortices in the boundary 
layer on a concave plate (4) [9]. Hierarchy of instabilities in Taylor instability: 1—formation of 
laminar Taylor vortices, 2—appearance of waves on laminar Taylor vortices, 3—turbulent Taylor 
vortices 
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relative to the intramantle vortex (3) and was different in different stationary posi-
tions of Eurasia. In the stationary positions of Eurasia, the updrafts over the area of 
contact between the vortex and the liquid core propagated in the mantle up to the 
oceanic lithosphere. They formed under it hydrodynamic structures such as swells 
with axes oriented along the directions of the main flow in the boundary layer under 
the lithosphere, corresponding to the stationary positions of Eurasia, and caused the 
formation of characteristic ridges and depressions of the rift zones of the northern 
part of the Mid-Atlantic Ridge on the ocean floor. This applies, in particular, to the 
rift zones of the Reykjanes and Mona ridges. 

Of particular interest is the difference between free-air gravity anomaly patterns 
in the rift zone of the Reykjanes Ridge and in the rift zone of the Mona Ridge. The 
smooth pattern of free air anomalies in the rift zone of the Reykjanes Ridge shows 
that the rift zone of the Reykjanes Ridge could be formed by Taylor laminar vortices 
(photo 1 in Fig. 7) or Görtler. At the same time, the irregular structure of anomalies 
in the rift zone of the Mona Ridge, similar to the flow pattern in turbulent Taylor 
eddies (photo 3 in Fig. 7), indicates turbulent motion in the boundary layer created 
by an intramantle eddy before or at the very beginning of the Eurasian turn. This 
allows us to speak of a decrease in the velocity of the large-scale intramantle vortex 
with time. 

5 Conclusion 

The formation of the Icelandic hot spot and the topography of the ocean floor 
surrounding it could have occurred due to the contact of one of the eddies in the 
system of three energy-carrying intense large-scale intramantle vortices with the 
liquid core of the Earth. 

The Mona and Reykjanes Ridges, which are part of the Mid-Atlantic Ridge, could 
be formed by a jet of heated mantle matter rising from the central part of the contact 
area of a large-scale intra-mantle vortex with the Earth’s liquid core. 

Flows of heated mantle matter rising to the lithosphere from the area of contact of 
a large-scale intra-mantle vortex with the liquid core of the Earth form a movement 
in the mantle with a horizontal boundary layer of friction under the lithosphere, in 
which Görtler instability occurs. 

The relief of the bottom of the rift zones of the ocean area adjacent to Iceland 
could be formed by a system of Görtler vortex oriented along the Mid-Atlantic Ridge 
in the boundary layer under the lithosphere.
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Investigation of Vortex Flows Formed 
When Ice Melting in Multicomponent 
Liquids 

T. O. Chaplina and O. A. Glebova 

Abstract The results of experimental studies of the spontaneous rotation of ice 
blocks of different sizes placed both on a solid surface (aluminum, polymethyl 
methacrylate, glass, foam plastic, ceramics) and on the surface of a pool with water 
of a certain depth at a given temperature are presented. Observations have shown that 
if an ice block is placed on the water surface, a pronounced vertical flow is formed 
under the ice-water interface, which causes rotation. During the experiments, it was 
found that the speed of rotation of the ice block increases with the temperature of the 
water on the surface of which the block is placed. It has been experimentally estab-
lished that with an increase in the mass of an ice block, its rotation speed increases. 
All observed flow patterns are stably reproduced by repeating the experiments and 
maintaining the conditions within the accuracy of the experiments. 

Keywords Ice · Vortex flow · Convection · Arctic · Ice melting 

1 Introduction 

Horizontal ice-water interfaces are ubiquitous in our country and are typical for the 
winter period, as well as throughout the year for the polar regions. Such boundaries 
are located at the bottom of ice shelves, as well as under sea, river and lake ice. 
It should be noted that the melting of ice shelves along the lower edge in recent 
decades has led to a significant increase in the mass flow from glaciers to the ocean. 
Of interest are the currents that arise at the water-ice boundary in various natural and 
man-made systems. 

The melting of ice shelves along the lower edge in recent decades has led to a 
significant increase in the flow of mass from the glaciers into the ocean. The study 
of the mechanisms that influence the formation of currents and processes, mixing 
in water bodies in different periods of the year is one of the most important areas 
of hydrophysical research. In recent years, more attention has been paid to studying
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Fig. 1 Ice circles on Baikal (a, b) [4] and in the center of the Liao River (c) [5] 

the real picture of ice melting dynamics in connection with the development of oil 
production and transportation in high latitudes—the Arctic and Antarctic. 

In 2009, satellite images were the first to reveal giant rings in the ice cover on 
the Baikal ice [1]. And in subsequent years, such rings were regularly recorded on 
satellite images on the ice of Lake Baikal. A careful study of satellite images from 
previous years showed that the rings in the images appeared even earlier, starting 
from 1970s [2]. Moreover, similar rings were also fixed in different years (starting 
from 1975) on Lake Khubsugul in Mongolia. The rings are almost round in shape 
and are 5–7 km in diameter, with the width of the darker and thinner ice ring itself 
being about 1 km. Under-ice hydrological measurements of currents and the thermal 
structure of waters in the region of the rings showed [3] that in the geostrophic 
region of the lake, an anticyclonic eddy sits under the ring, which delivers warmer 
deep water to the lower surface of the ice, which leads to the melting of ice from 
below (see Fig. 1). But the question why the ice melts from below along the ring 
remains open. 

Despite the large number of works, the processes of formation of convective 
vortex flows resulting from the melting of ice have not been fully studied, a number 
of formulated hypotheses have not been confirmed in experiments, which is explained 
by the complexity of the theoretical description and methodological difficulties in 
performing experiments. 

The relevance of research in this field of science is justified by the need to develop 
analytical and physical models of the processes of formation of convective vortex 
flows to solve physical, hydrophysical and environmental problems. 

The results of the experiments will be important, first of all, for a better under-
standing of the formation of convective currents that arise in the process of ice 
melting; they can be used to predict the thermal and dynamic regime of oceans, seas 
and lakes. 

At the moment, there is not enough literature on the description of this movement 
of ice in water bodies, as well as the processes occurring under it, however, a sufficient 
number of works are devoted to the study of the features of convective flows under 
ice [6–9]. Ice disks placed on the surface of a pool of water at a given temperature 
are studied in [10]. It is established that the disk rotates around its own axis and the 
rotation speed increases with the temperature of the reservoir.
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Spontaneous rotation of an ice disk during melting on a solid plate was studied 
in [11] and it was found that the disk rotation speed increases with an increase in 
the temperature of the plate and with the load applied to the ice disk. The authors 
proposed a model that explains the spontaneous rotation of the ice disk. 

In [12], the evolution of the melting front between the solid and liquid phases of 
a pure incompressible material is studied, where the motion of the liquid is due to 
unstable temperature gradients. 

The presence of pairs of counter-rotating eddies under ice is described in [13]. The 
numerical model in this work contains a layered ocean covered with a layer of ice. 
Beneath the ice layer, salt water generates an upper cyclone and a submerged anti-
cyclone, while a fresh water source generates an upper anticyclone and a submerged 
cyclone. 

The presence of rings on Lake Baikal is associated by the author of [14] with the 
rise of deep waters, which are caused by eruptions of mud volcanoes. At the same 
time, the temperature rises in the central part of the future ring structure (on average, 
by half a degree compared to other parts of the lake), and the so-called anticyclonic 
current (an annular counterclockwise current) is formed. The current enhances the 
vertical water exchange, as a result of which the ice cover is more strongly destroyed 
above the zones of maximum current velocities. 

Another interpretation of this phenomenon is the release of the natural combustible 
gas methane from the sedimentary strata of the bottom of Lake Baikal. Methane, 
rising to the surface, cools, but manages to warm the surrounding cold water. As a 
result, convection is formed in the water column in the form of a toroidal figure of 
rotation around the release of natural gas, which brings warm water to the surface 
(the lower edge of the ice) away from the natural gas column. Thus, a warm vortex 
begins to gradually destroy the ice shell from below, and its melted structure begins 
to be saturated with water, which leads to the formation of those same dark rings. 
The author of [15] believes that such processes occur due to seismic activity and 
tectonic movements in the Baikal rift system. 

The features of the processes of natural and forced convection under ice in a deep 
lake are studied in [16] using a mathematical model. Numerical experiments show 
that natural convection under ice intensifies the process of renewal of deep waters, 
triggered by random events of methane hydrates rising and decomposition. 

Laboratory experiments were carried out to study free small-scale convection 
under a growing ice cover. The structure of convection is represented by isolated 
elements “solids” and jets [17]. The latter are responsible for the formation of stalac-
tites and the formation of salt stratification of the near-ice water layer. The conditions 
for the implementation of congelation and intra-water (with supercooling) ice forma-
tion are registered. The elements of similarity are considered in the application of the 
experimental results to natural observations of thermohaline features in the surface 
water layer of Arctic waters. 

The features of currents in the reservoir in spring are associated with the formation 
of an intense convective vortex, which contributes to the formation of a column of 
cold water with a large horizontal temperature gradient, which is a barrier to the 
movement of the thermal bar, as revealed in [18].
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The influence of turbulence arising due to heat flows on the process of ice melting 
was modelled mathematically and studied experimentally in [19]. 

2 Study of Spontaneous Rotation of Ice on the Water 
Surface in Laboratory Experiments 

The study of flows that occur when an ice marker is placed on the free surface of a 
fluid at rest requires taking into account a host of factors, such as the composition and 
mineralization of ice and water, temperature, salinity, the shape and size of the ice 
marker, the roughness of its surface, and the existing underwater and surface currents. 
When conducting an experiment in laboratory conditions, it is possible to eliminate 
or minimize the influence of most poorly controlled factors, to study a simplified 
problem by reducing its thermodynamic part to the problem of free convection under 
a smooth interface. In our case, a flat horizontal interface is considered. A hydro-
dynamically simpler formulation, due to the absence of most random factors, also 
allows us to focus most fully on the flows that arise during ice melting. 

The experiments were carried out in vessels of various depths and shapes, differing 
in size (Table 1). 

As ice markers, pieces of ice of various shapes (circle, rectangle, square, star, 
pentagon, complex shape) were used, differing in size and height. Circular cylinders 
were used most frequently, with diameters ranging from 1.5 to 11 cm and heights 
from 0.5 to 3.0 cm. 

Ice markers with frozen-in markers were placed on the free surface of still water 
with both zero salinity and salinity changing water density in the range from 1.003 
to 1.120 g/cm3, the water temperature also changed from 20 to 5 °C. A number of 
experiments were carried out with the placement of an ice marker at the bottom of

Table 1 Containers used in laboratory studies 

Container material Form Horizontal size, cm Depth, cm 

From To 

Polypropylene Rectangle 37 1 13 

Cylinder 

Square 

Polymethyl methacrylate Cylinder 25 1 60 

Octagon 10,5 1 13 

Square 30 1 50 

Triangle 30 1 50 

Glass Cylinder 12 3 18 

Cylinder 30 1 25 

Square 30 1 30 
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a container with water (negative buoyancy of the marker is achieved by freezing a 
weighting weight near the center of the volume). 

The flow that occurs during the melting of an ice block located on the surface of 
water at rest has a pronounced density structure, which can be easily traced using the 
shadow visualization method. Figure 2 shows photographs of an incipient vertical 
current formed under a hemisphere-shaped ice block placed on the surface of salt 
water. 

For better visualization of emerging flows, the ice was selectively tinted by intro-
ducing dyes traditional for hydrodynamics (ink of various colors, aniline dyes, uranyl 
in small quantities) into water before making ice blocks. This relatively simple exper-
iment makes it possible to observe the formation of a flow directly under the ice block 
(Fig. 3). 

A vertically directed jet with a velocity vy carries a continuous mass flow directed 
along the gravity vector. Such a flow in the direction from the disk deep into the liquid 
serves as the basis for the emergence of a vortex directly under the melting ice block, 
as a result of which the ice block itself begins to rotate.

Fig. 2 Shadow registration of the current under an ice hemispherical marker (diameter 2.5 cm) at 
times of 0.7 and 28 s after the marker is placed on the water surface 

Fig. 3 Flow under the ice disk for different colors at different times. Disk diameter 1.0 cm height 
0.3 cm, time since the beginning of the experiment, a–d 5, 21; 1, 10 s, respectively 
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Fig. 4 Differences in the rotation speed of ice blocks 1.0 cm high on the surface of a layer of 
fresh (1) and salt (2) water (1.033 g/cm3) 3 cm deep in a rectangular container (32 * 37 cm): a the 
horizontal size of the block 12 mm, b 25 mm 

In the course of the experiments, the rotation of ice blocks of different sizes on the 
surface of the resting liquid was registered (Fig. 4), and the regularity of the change 
in the rotation frequency of the ice block with the change in the thickness of the layer 
of the resting water was traced. When an ice marker of any shape and size is placed 
on the surface of a vessel with water at rest (the area of the free surface exceeds the 
area of the upper face of the ice block by at least 2 times), the rotation of the block 
is recorded, the speed of which depends nonlinearly both on the depth of the water 
layer and on the size marker. In particular, in experiments with a liquid depth of 3 cm, 
the rotation of the ice block practically stopped. 

A noticeable slowdown in the rotation of ice blocks was also observed when they 
were placed on the surface of resting salt water (Fig. 4b). With an increase in the 
depth of the liquid layer (3, 5, 10, 15 cm), on which the ice block is placed, its rotation 
speed increases. With a further increase in the depth of the water layer (20, 30, 40, 
50 cm), the rotation speed decreases. The most characteristic example is the rotation 
of an oval block (Fig. 5).

3 Conclusion 

Experiments were carried out during which the rotation of ice blocks of various sizes, 
placed both on a solid surface and on the surface of a pool with quiescent water of a 
certain depth and density at a given temperature, was recorded. 

Observations have shown that if an ice block is placed on the water surface, 
a pronounced vertical flow is formed under the ice-water interface, which causes 
rotation. During the experiments, it was found that the speed of rotation of the ice 
block increases with the temperature of the water on the surface of which the block 
is placed.
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Fig. 5 Rotation speeds of an oval-shaped ice block (2.2 * 1.0 cm, height 0.5 cm) on the water 
surface at room temperature in a cylindrical container at large liquid depths. Lines: 1—depth 50 cm, 
2—40 cm, 3—30 cm, 4—20 cm, 5—15 cm

It has been experimentally established that with an increase in the mass of an ice 
block, its rotation speed increases. Also, when placing an ice block on the surface of 
fresh water, the rotation is slower than in experiments with salt water. All observed 
flow patterns are stably reproduced by repeating the experiments and maintaining 
the conditions within the accuracy of the experiments. 

Research and economic activities in the Arctic are directly dependent on ice 
conditions. The study carried out in this work is of great importance for monitoring 
the situation in the Arctic latitudes, including the ecological one. In the event of an 
unforeseen oil spill, studying the movement of ice floes will help improve response 
to accidents. 

The work was supported with the financial support on the topic State assign-
ments 123021700046-4 
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Response of an Extended Narrow Bay 
to Long-Wave Disturbances at Resonant 
Frequencies on the Example 
of the Sevastopol Bay 

Yu. V. Manilyuk and D. I. Lazorenko 

Abstract The response of a real bay to long-wave disturbances coming from the 
open sea, which have periods of potentially extreme seiche modes is studied by based 
on the ADCIRC hydrodynamic finite element model. 

Keywords Seiches in bays · Extreme seiches modes · Sevastopol bays · ADCIRC 
model 

1 Introduction 

Seiches in partially enclosed basins (bays, bays, harbors) connected to the sea are 
a special kind of movement ‘harbor oscillations’. They are most often generated by 
long-wave disturbances penetrating into them from the open sea through the entrance. 
The loss of wave energy in this case occurs mainly due to its radiation through the 
open boundary. 

The values of seiche periods in the bays are determined by the coastline profile and 
bathymetry. They are close to the eigenperiods of the bay, which can be established 
by solving the eigenvalue problem. For basins of a simple shape, there are analytical 
solutions [1, 2] that make it possible to obtain initial estimates of seiche parameters 
in real water bodies. For example, such estimates, which are in good agreement with 
the data of field observations were made in [3] for the Petrozavodsk Bay of Lake 
Onega, and in [2] for the Sevastopol bays. 

It was shown in [4] that the largest amplitudes in bays has resonant modes 
with narrow peaks in the amplification diagrams. In [5], it was proposed to call 
them ‘extreme modes’. The amplitudes of such modes increase significantly with 
an increase in the duration of the perturbation [4]. The spatial structure of extreme 
modes is such that it is difficult to radiate the energy of water vibrations through a 
bay entrance [4, 5]. For example, these can be transverse or longitudinal-transverse 
modes having nodal lines perpendicular to the bay entrance. An attempt to excite
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Fig. 1 Location of control points and bays included in the Sevastopol Bay (A): B-
Konstantinovskaya, C-Matyushenko, D-Starosevernaya, E-Northern, F-Inzhenernaya, G-Dock 
(Panaiotova), H-Holland, I-Sukharnaya, J-Lighthouse, K-Grafskaya, L-Kilen-bay, M-Ship, N-
South, O-Artillery, P-Alexandrovskaya, Q-Martynova 

extreme modes under laboratory conditions using monochromatic waves was made 
in [6]. But this did not work. According to the authors, it was not possible to fine-
tune the wave generator, and the excitation of such a wave requires a long time of 
hundreds and even thousands of wave periods. 

The general regularities of extreme modes have not yet been established. The 
studies were carried out for a small number of model basins. In this regard, it is of 
considerable interest to study the possibilities of the emergence of extreme modes in 
real bays. Sevastopol bay is the largest in the system of Sevastopol bays and includes 
a number of small bays (Fig. 1). 

The purpose of this work is to study the response of the Sevastopol Bay to long-
wave disturbances at resonant periods belonging to the potentially extremal modes 
of this bay. 

2 Hydrodynamic Model and Description of the Technique 
of Numerical Experiments 

A series of numerical experiments was carried out based on the ADCIRC finite 
element model (Advanced Circulation Model for Shelves Coasts and Estuaries) [7] 
to study the response of the Sevastopol Bay to external long-wave disturbances. The 
linear version of the model described in [8] is used in this paper. The computational
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area [8] included the system of Sevastopol bays and part of the coastal zone in the 
form of a sector with a radius of 8 km. The computational grid was condensed in 
bays (the lengths of the sides of the triangles here were ~ 50 m). Time integration 
step △t = 0.025 s. 

Numerical experiments were carried out in two stages. The periods of the trans-
verse and longitudinal-transverse modes of the Sevastopol Bay were refined at the 
first stage. According to analytical estimates [9], the values of these periods are 
2.8 min. To refine the parameters of the seiche modes, the calculations were carried 
out for a perturbation, which is a superposition of harmonic waves generated at the 
liquid boundary, with periods in the range of 2.4–3.0 min. Under zero initial condi-
tions, waves were excited by disturbances on the open boundary of the computational 
domain in the form [9]: 

η = a0 
N 

N∑ 

n = 1 

sin(ωnt), (1) 

where a0 = 0,1 m—oscillation amplitude; N—amount of harmonics in series; n— 
harmonic number; ωn = 2π/Tn—oscillation frequency; Tn—oscillation period. The 
oscillation period of each harmonic of series (1) is determined by the expression Tn 

= Tmin + (Tmax − Tmin)δn, where Tmin, Tmax—minimum and maximum oscillation 
period, δn = (n − 1)/(N − 1). Number of harmonics N = (Tmax − Tmin)/td + 1 (step 
was used in the calculations td = 10 s). 

Then the boundary condition (1) was replaced by the condition of free passage, and 
free oscillations of water were modeled. Two maxima were identified at periods of 2.5 
and 2.9 min, as a result of the spectral analysis of level fluctuations. The first belongs 
to the transverse mode, the second to the longitudinal-transverse mode. At the second 
stage, waves were generated at the obtained resonant periods of the Sevastopol Bay, 
and an analysis of forced oscillations in the Sevastopol Bay was carried out. Below 
is an analysis of the results obtained at the second stage of numerical experiments. 

3 Results and Discussion 

The response of the Sevastopol Bay to long-wave disturbances coming from the 
open sea with periods equal to the periods of potentially extreme seiche modes: 
2.5; 2.9 min was studied. The period equal to 2.5 min belongs to a mode with a 
spatial structure close to transverse, and the period equal to 2.9 min belongs to a 
longitudinal-transverse mode.
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3.1 Response of the Sevastopol Bay to a Disturbance 
with a Period of 2.5 min 

On Fig. 2 shows the calculated mareograms for points located in different parts of 
the water area of the Sevastopol Bay, reflecting the process of wave generation. 

As the analysis of these mariograms shows, at the initial stage, lasting about 6 h, 
a transient process is observed. The oscillation amplitude increases during the first 
4 h (95 wave periods) of the action of the disturbance. Then their value decreases (in 
some cases by more than 2 times: points 2; 19; 20) (Table 1, Fig.  2) depending on 
the location of the control point in the bay water area, and a stationary regime sets 
in. The amplitude of sea level fluctuations does not change in the stationary mode. 
Its onset is due to the achievement of a balance between the energy coming from 
the open sea and its radiation through the entrance to the bay. The spatial structure 
of the transverse mode hinders not only the emission of energy into the open sea, 
but also its assimilation. Therefore, a catastrophic increase in the amplitude of level 
fluctuations in the case of a disturbance with a period of 2.5 min does not occur, with

Fig. 2 Calculated mareograms normalized to the amplitude of incoming waves a0 = 10 cm: 
Northern Bay (point 5) (a), Mayachnaya Bay (point 12) (b), Kilen Bay (point 14) (c), Martynova 
Bay (point 22) (d) 
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Table 1 Amplification of sea level fluctuations in the Sevastopol Bay depending on the periods of 
long-wave disturbance 

Control point 2.5 min 2.9 min 

Transition process Stationary mode Transition process Stationary mode 

1 11.2 8.8 7.3 6.7 

2 5.5 2.5 3.2 1.7 

3 8.4 5.3 20.0 18.7 

4 9.3 8.7 9.7 8.9 

5 15.3 9.7 65.8 61.8 

6 1.5 1.2 4.3 3.9 

7 9.0 8.4 8.1 7.4 

8 1.2 0.9 1.3 1.2 

9 8.0 7.1 10.4 9.4 

10 1.0 0.8 0.9 0.6 

11 8.4 7.5 0.7 0.2 

12 2.6 2.3 0.5 0.1 

13 4.9 4.3 0.4 0.03 

14 13.3 11.9 6.3 5.3 

15 6.7 6.0 4.4 4.0 

16 2.2 1.1 1.1 0.7 

17 1.6 1.2 5.3 4.9 

18 3.2 2.7 2.2 1.8 

19 3.0 1.1 10.2 9.4 

20 5.9 2.1 8.9 3.2 

21 30.2 23.3 23.7 22.0 

22 3.8 2.1 23.4 21.8 

23 3.9 2.0 41.5 38.9 

24 1.0 0.6 5.1 4.8 

25 3.0 2.1 8.1 7.4 

the exception of point 21, located in the Aleksandrovskaya Bay, where the waves are 
amplified 30 times (Table 1). 

3.2 Response of the Sevastopol Bay to a Disturbance 
with a Period of 2.9 min 

The mode with a period of 2.9 min has a longitudinal-transverse structure. The 
amplitude increase of this wave occurs for about 3 h (60 wave periods) from the onset
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of the disturbance. In this case, the incoming waves amplify more significantly than 
under the action of a disturbance with a period equal to 2.5 min (Table 1, Fig.  3). Thus, 
in Northern Bay (point 5) the waves intensify 66 times, in Korabelnaya Bay (point 
23)-42 times, and in Martynova Bay (point 22)-23 times. A more significant increase 
in the amplitude of level fluctuations for this mode, compared to the transverse 
mode with a period of 2.5 min, can be explained by the fact that this mode has 
both a longitudinal component, which easily assimilats the energy coming from the 
open sea, and a transverse component that accumulates energy and prevents it from 
radiating into the open sea. 

Thus, the longitudinal-transverse mode with a period of 2.9 min poses a serious 
danger to the Sevastopol Bay, because for 2 h of disturbances in some parts of its 
water area, level fluctuations can increase by 10 times, and with an increase in the 
duration of the disturbance, by 20–66 times. This also takes place in the bays used 
for mooring passenger boats carrying out transportation between the Northern and 
Southern parts of the Sevastopol, and for ship repair.

Fig. 3 Calculated mareograms normalized to the amplitude of incoming waves a0 = 10 sm: 
Northern Bay (point 5) (a), Mayachnaya Bay (point 12) (b), Kilen Bay (point 14) (c), Martynova 
Bay (point 22) (d) 
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4 Conclusion 

The maximum oscillation amplitudes are observed at the end of the transient process 
caused by the action of a long-wave disturbance, the duration of which is from 3 to 
5 h, depending on the period of the disturbance. In the stationary mode, the amplitude 
of the level oscillations is less than during the transient process; in some places—up 
to 2 times. 

The longitudinal-transverse mode of the seiches of the Sevastopol Bay with a 
period of 2.9 min is a serious danger for the Sevastopol Bay, because in most of the 
points considered, the fluctuations increase by more than 3 times, and in Severnaya 
Bay-66 times, in Korabelnaya Bay-42 times. 

The transverse seiche mode with a period of 2.5 min is less dangerous for the 
Sevastopol Bay than the longitudinal-transverse mode, despite the fact that its ampli-
tude increases over 95 wave periods, because amplification of waves at most points 
occurs no more than 2–3 times. However, in the Severnaya, Kilen, Aleksandrovskaya 
bays, level fluctuations can increase by more than 10–30 times. 

Source of Financing The work was carried out within the framework of the state assignment on 
topic No. FNNN-2021-0005 “Comprehensive interdisciplinary studies of oceanological processes 
that determine the functioning and evolution of ecosystems in the coastal zones of the Black and 
Azov Seas.” 
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Assessment of the Impact 
of the Construction of Underground 
Structures with the Use of Special 
Methods on Underground Pedestrian 
Passengers 

D. L. Neguritsa, G. V. Alekseev, E. A. Medvedev, and A. A. Tereshin 

Abstract During the construction of multifunctional complexes in megacities, the 
task of geomechanical support and ensuring the safety of construction, as well as the 
operation of transport infrastructure falling into the zone of influence of construction, 
is very acute. Multifunctional complexes, due to their uniqueness, require scientific 
support, which includes verification of the correctness of design solutions, control 
of construction work, geomechanical and geotechnical support, as well as mine 
surveying and geodetic monitoring of the displacement and deformation processes 
in the enclosing soil and rock massif. In the process of construction, buildings, 
structures, communications, as well as capital objects of transport infrastructure fall 
into the zone of influence, assessing the impact on which this article is devoted, 
which presents the results of modeling changes in the stress-strain state of the soil 
mass during the construction of a multifunctional center by the finite element method 
using elastic and models of hardening soil in a spatial formulation. 

Keywords Scientific support of construction ·Modeling · Deformation 
processes · Soil and rock massif · Building structures · Transport infrastructure ·
Underground pass 

The integrated use of the territory of megacities is currently moving towards the 
construction of multifunctional complexes that allow efficient use of limited areas 
for development with active development of underground space [1, 2]. In the central 
part of cities, this allows the most efficient use of relatively small accessible areas with 
favorable transport accessibility and transport infrastructure for the construction of 
commercial residential and non-residential real estate that is in demand today, which 
also dictates the need to solve the problem of providing parking spaces, mainly due 
to their placement in underground space allocated territory [3, 4, 6]. 

A multifunctional complex (hereinafter MFC) is a complex architectural and 
planning and engineering facility, consisting of four volumes of different heights
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and purposes, namely, a high-rise 36-storey hotel block, an 8-storey office block, a 
4-storey connecting block between the hotel and office. 

Blocks of the underground part with a parking lot, technical and service rooms 
are located under all three blocks and the boulevard. 

During the construction of the high-rise part of the complex, a pile foundation 
is used in a soil-rock mass to a depth of more than 50 m from the surface, and an 
underground enclosing structure “wall in the ground” with a depth of up to 27 m is 
made along the perimeter of the object. 

An analysis of the hydrogeological conditions, the geomechanical state of the 
soil and rock mass and the adopted technological solutions for the construction of a 
multifunctional complex showed that the main factors determining the impact of new 
construction on the existing transport infrastructure facilities—underground passages 
and overpasses, are changes in the stress-strain state of the soil and rock mass of the 
foundation caused by the construction of a pit near them, additional load, as well as 
changes in hydrogeological conditions and technological factors, such as dynamic 
impacts, the influence of deep foundations and the enclosing structures of the pit, the 
influence of special types of work. Possible manifestation of negative processes in 
the enclosing soil mass associated with the performance of geotechnical works, such 
as suffusion processes, the formation of quicksand, thixotropic deconsolidation. 

The construction area has a heterogeneous structure, and in the process of anthro-
pogenic activity, the soil-rock mass has repeatedly undergone changes, which during 
the construction process can lead to an uneven change in its properties at the base of 
the structure, can cause activation of the development of processes of deformation 
of the base of the structure [5]. 

To assess the impact of the construction of a multifunctional center, mathematical 
modeling was carried out by the finite element method using geomechanical soil 
models, which makes it possible to assess the change in the stress-strain state of the 
soil massif, the structures of the structure and structures that fall into the zone of 
influence of transport infrastructure facilities. 

For scientific support of the implementation of the project for the construction 
of a multifunctional center, mathematical modeling was carried out in a specialized 
computer complex based on the finite element method under conditions of three-
dimensional setting in the PLAXIS 3D program (Fig. 1).

It should be noted that the modeling was carried out both for the multifunctional 
complex and for all underground and surface facilities falling within the zone of 
influence of the construction. But this article presents the results of the forecast 
for transport infrastructure facilities—two pedestrian crossings and a road overpass. 
Elastic model and hardening soil model—Hardening soil model was used to simulate 
the mechanical behavior of the structures of the excavation fence and the structures of 
existing buildings, and the elastic model is used to simulate the operation of structural 
materials such as concrete, brickwork, metal, elements of the excavation fence and 
the structures of existing buildings. 

The use of the Hardening-Soil model makes it possible to take into account the 
dependence of soil stiffness on stresses and the ability to distinguish between soil
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Fig. 1 Construction site multifunctional center with adjacent transport infrastructure

stiffness during loading and unloading, which most reliably describes the actual 
behavior of the soil-rock massif under these conditions. 

An integrated geomechanical model of the soil-rock massif and the surrounding 
buildings provides for the forecast of the stress-strain state of the soil-rock massif 
and buildings and structures falling into the zone of influence for all technological 
stages of construction. 

Underpass tunnel 1 is located at a distance of 11 m from the projected excava-
tion. The structures of the tunnel and its staircases were made of monolithic rein-
forced concrete in 2005–2006. The survey performed showed that the state of the 
transition is assessed as satisfactory. In the course of the survey and study of the 
design documentation for tunnel No. 1, the maximum allowable additional subsi-
dence was not established. Since no defects that reduce the bearing capacity of the 
transition were recorded, and the condition is assessed as satisfactory, to assess the 
impact, the maximum additional settlements can be taken as for a frameless building 
according to the II category of technical condition: maximum settlement-3.0 cm, 
relative difference of settlement-0.001 [7]. 

Underpass tunnel No. 2 is located at a distance of 4 m from the projected exca-
vation. The structures of the tunnel and its staircases were made of precast concrete 
elements in 1968. According to the survey, the state of the transition is assessed as 
satisfactory. During the survey and when studying the design documents for this 
underground passage No. 2, the maximum allowable additional subsidence was not 
indicated. Since there are no defects that reduce the bearing capacity of the tran-
sition, and the condition is assessed as satisfactory, for assessing the impact, it is 
possible to accept the maximum additional settlements as for a frameless building
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Fig. 2 Subsidence of structures of the underground passage No. 1 

according to the II category of technical condition: maximum settlement-3.0 cm, 
relative difference of settlement-0.001 [7]. 

The nearest support of the road overpass is located at a distance of 19 m from the 
projected excavation. Intermediate supports 10, 11, 12 and 13 are made of monolithic 
reinforced concrete with a diameter of 1.5 m and are part of the road overpass with 
a total length of more than 900 m. 

According to the executive documentation for the construction of the overpass, 
the foundations of the supports are bored piles with a diameter of 1200 mm and a 
length of 20–25 m. After the inspection, the condition of the supports can be assessed 
as good. The design and as-built documentation for the overpass does not indicate 
the maximum allowable additional settlement of the overpass supports. Since there 
are no defects that reduce the bearing capacity of the supports, and the condition 
is assessed as good, for assessing the impact, the maximum additional settlements 
can be taken as for a frameless building according to the II category of technical 
condition: maximum settlement-3.0 cm, relative difference of settlement-0.001 [7]. 

An analysis of the simulation results shows the dynamics of changes in the degree 
of influence of the excavation device on the surrounding buildings. The boundaries 
of the calculated zone of influence (42–47 m) and objects of geotechnical monitoring 
were determined. 

Deformation processes were modeled (Figs. 2, 3 and 4) for the following structures 
of tunnel No. 1, tunnel No. 2 and the road overpass at the time of completion of the 
construction of the IFC. The simulation results are presented in Table 1.
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Fig. 3 Subsidence of structures of the underground passage No. 2 

Fig. 4 Subsidence of road overpass supports
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Table 1 The results of geomechanical calculations of the impact on the tunnels of underground 
pedestrian crossings and supports of the road overpass 

Construction Minimum 
distance to the 
object, m 

Maximum 
additional 
deformations, 
mm 

Relative 
difference of 
deformations 

Maximum 
maximum 
additional 
deformations, 
mm 

Limiting 
relative 
difference of 
settlement, 
mm 

Tunnel of the 
underground 
pedestrian 
crossing №1 

11 3,3 0,0003 30 0,001 

Tunnel of the 
underground 
pedestrian 
crossing №2 

4,0 28,9 0,0006 30 0,001 

Road 
overpass 
supports 

19,0 < 1,0 – 30 0,001 

Taking into account the great responsibility of transport structures that fall into the 
zone of influence of the construction of transport facilities to control the processes 
of displacement and deformation from the influence of the construction of the IFC, 
it is necessary to organize geomonitoring at the observation station both in the soil 
and rock massif and structures [8]. 
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