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This series offers to enhance and transform our understanding of entre-
preneurship and its essential value in society.

The term ‘entrepreneurship’ enjoys a normative association with busi-
ness start-ups and growth (with some concessions to large established 
entrepreneurial firms), and by extension, its contribution to economic 
growth and development. Meanwhile, the societal impact or the social 
value of entrepreneurship is a growing area of interest among scholars 
and policy makers, not least as a result of the UN Sustainable Development 
Goals, the impact of transformative technologies, the changing nature of 
work, and how we interact locally and globally.

Focusing on underexplored avenues for entrepreneurship development 
in different societies and cultures, the series covers topics from multiple 
geographical, sectoral and thematic perspectives. Titles will identify and 
explore different forms of entrepreneurship in society, with coverage of 
topics such as migration, citizen entrepreneurship, well-being and entre-
preneurship, health and entrepreneurship, the politics of entrepreneur-
ship and entrepreneurship and the arts, among others.  Offering a global 
contribution to the development of the subject, the series offers a unique 
platform for engaging and promoting the wider social impact of 
entrepreneurship.
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To Attila Varga
We dedicate this book to our friend Attila Varga, whose invaluable and 
remarkable work was instrumental in supporting the development of the 

Global Entrepreneurship Index project from the beginning. Besides 
encouraging us, he also helped to build the Europe’s Regional 

Entrepreneurship Index and integrated it into his GMR model which 
allowed us to estimate the economic impact of improvements in 

entrepreneurship ecosystems across EU regions. Unfortunately, Attila is going 
through a very hard time since March 2021. We wish him a quick recovery. 
We are convinced his scientific legacy will endure and continue to inspire the 

work of many in the future.
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This is a book for those interested in how entrepreneurs exist within their 
ecosystems, and what the nature and evolution of entrepreneurial ecosys-
tems means for economic development policy. This book offers a means to 
consider how entrepreneurial ecosystems and digital economies will look in 
the future, and what kind of actions are available to policymakers—nation-
ally and regionally—to shape incentives that will enable productive activities.

 The Path Forward

The COVID-19 pandemic and accompanying global economic shocks 
placed a spotlight on the role of productive entrepreneurship—and the 
entrepreneurial ecosystems in which it occurs—in mitigating damage, 
generating responses, fueling recovery, and building resilience to future 
vulnerabilities. The crisis demonstrated the power of entrepreneurship, 
with innovative and often local responses coming from entrepreneurs, 
like the production of protective equipment to fill regional health system 
gaps. At the same time, the crisis demonstrated difficulties when entre-
preneurial ecosystems are not conducive, and when policies have either 
neglected entrepreneurs or favored established businesses.

In the digitized, post-COVID-19 world, entrepreneurial ecosystems 
matter more than ever. Well-informed and effective economic 
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development policy is crucial to reset (and in some cases, set) entrepreneur-
ial ecosystems such that they are conducive to productive entrepreneurship. 
This is not only about immediate crisis recovery. Rather, this is a question 
of getting things right: how can entrepreneurial ecosystems be configured 
so they will ultimately foster adaptability, flexibility, and resilience for pro-
ductive entrepreneurs? Technology is a key part of any answer, and this 
book clarifies how regional innovation systems (RIS), clusters, entrepre-
neurial ecosystems, and digital entrepreneurial ecosystems are related. Acs 
and coauthors (Chap. 1) lay out how key characteristics related to industry, 
spatial boundaries, platforms, and the centrality (or not) of the entrepre-
neur are related and where they are different. The continued digitalization 
of the global economy can mean tremendous and new opportunities for 
potential entrepreneur and established firms, new offerings and value for 
users, and new approaches to interact for governments. It also presents 
governance and regulatory challenges: for example, platforms are available 
to users without geographic boundary, yet they are still embedded within 
local context. A large number of challenges around privacy, freedom, secu-
rity, and access (among other things) continue to emerge from digitaliza-
tion, putting pressure on the ability of current legal and regulatory 
frameworks to effectively understand and manage them. Sulyok’s discus-
sion of a “regulatory revolution” lays out some of these questions (Chap. 11).

 Entrepreneurial Ecosystems Are Not All 
the Same

Many policy domains face a tension between what can be generalized and 
what must be tailored to local context. Entrepreneurial ecosystems are no 
exception. The consistent presence of some conditions in healthy entre-
preneurial ecosystems, such as strong networks, suggests broad benefits. 
At the same time, the complex relationship between characteristics of a 
place, evolution of networks, knowledge, and technology in a place makes 
the replicability of policies difficult.

This book treats the uniqueness of entrepreneurial ecosystems as an 
opportunity for scholars and policymakers to consider how configuration 
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could look in different contexts. Szerb and coauthors (Chap. 6) take on 
this challenge by applying a “benefit of the doubt” weighting technique 
to estimating the entrepreneurial ecosystem. Song and Waters (Chap. 9) 
discuss the shift in place-based economic policies in a digitalized context.

 Policy Action

An important priority in the growing entrepreneurship ecosystems move-
ment is clarifying and disentangling the effects of policies. While much is 
known about the economic benefits of entrepreneurship, the impact of 
policies is not always clear in direction or in magnitude despite a great 
deal of public funds in many countries being directed toward entrepre-
neurship. As many chapters in this book demonstrate, the measurement 
of entrepreneurial ecosystems is not only about capturing the size and 
magnitude of a key concept. It is also fundamentally about understand-
ing what shapes relationships within the ecosystem as well as outcomes 
that come from it. Policy is at the heart of many of these relationships.

This book brings together established and newer steams of inquiry, 
focuses on practicality and action for economic development policy, and 
connects entrepreneurial ecosystems with the nature of digital transforma-
tion. It takes up difficult questions, such as Lafuente and coauthors’ recon-
sideration (Chap. 4) of the development tension and the policy tension in the 
“entrepreneurship paradox,” wherein entrepreneurship is good for the 
economy yet also appears to occur more in less-developed economies. And 
it analyzes multiple levels of action as the frame for thinking about entre-
preneurial ecosystems, from Bosanquet’s analysis of Elon Musk (Chap. 10) 
to Szerb and coauthors’ (Chap. 2) country simulations on how alleviating 
ecosystem bottlenecks can improve the system and how policy recommen-
dations can be developed by focusing on bottlenecks.

The blending of theoretical and empirical insights, practice and policy 
questions, and multiple levels of policy action in this book provides a 
unique—focused yet comprehensive—contribution.
Bloomington, IN, USA

 Sameeksha Desai
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The growing recognition of the importance of entrepreneurship at the 
end of the last century led scholars to study entrepreneurship at the econ-
omy level.1 Prior to joining George Mason University, I was part of no 
less than four of these efforts. First, I was a member of the Global 
Entrepreneurship Monitor (GEM) project at the London Business School 
headed by Paul Reynolds. I was the leader and founder of the Hungary 
GEM team, served on the Board of GERA, and was research director of 
GEM Global publishing two executive reports, a U.S. report and several 
Hungarian reports. Second, I helped set up the institute for 
Entrepreneurship, Growth and Public Policy at the Max Planck Institute of 
Economics in Jena, Germany, headed by David Audretsch. Third, I was a 
research fellow at the Kauffman Foundation in Kansas City where I 
worked with William Baumol, Robert Litan, and Carl Schramm on 
entrepreneurship and public policy. Finally, I was part of a Swedish proj-
ect headed by Pontus Braunerhjelm along with Bo Carlsson and David 
Audretsch at the Royal Institute of Technology and the Swedish 
Entrepreneurship Forum. This project gave birth to the Knowledge 
Spillover Theory of Entrepreneurship (KSTE) that cemented the connec-
tion between entrepreneurship and entrepreneurial ecosystems.

In 2005 I joined the faculty of the School of Public Policy at George 
Mason University. Both Roger Stough and Kingsley Haynes were inter-
ested in regional development, entrepreneurship, and economic growth.2 
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The fundamental question in this line of research was, “What is entrepre-
neurship at the economy level?” If it was difficult to define entrepreneur-
ship at the individual or firm level, what chance did we have of answering 
the question at the economy level? In this endeavor, the GEM project was 
pivotal in that it created a unified data set across countries based on sur-
vey data that demonstrated that comparisons could actually be made 
measuring total entrepreneurial activity (TEA). This appeared to be a 
major breakthrough until it was discovered that the TEA was just one of 
many variables to measure entrepreneurship at the economy level and the 
different measures all gave conflicting results and, as a result, offered lim-
ited (if any) guidance to policymakers. The issue was one of measuring 
quantity versus quality.

László Szerb from the Hungarian GEM team and I started to explore 
ways to develop composite indicators to measure entrepreneurship at the 
economy level. We developed a method that used institutions to turn 
quantity measures into quality variables. Using this insight and following 
the GEM methodology we focused on entrepreneurial attitudes, entre-
preneurial abilities, and entrepreneurial aspirations. We developed the 
Global Entrepreneurship Index (GEI) and released it in the 2008 Global 
Entrepreneurship Monitor: Executive Report. In 2009 I took a sabbatical at 
Imperial College Business School and joined Erkko Autio in the entre-
preneurship and innovation group. We continued to develop the idea of 
measuring entrepreneurship as an ecosystem, rather than measures such 
as rates of business formation. In May 2009 we organized a research con-
ference at Imperial College on Entrepreneurship, Growth and Public 
Policy. The high-level conference was attended by leading scholars from 
around the world and they gave tentative acceptance to the idea of entre-
preneurial ecosystems as a way to measure entrepreneurship at the econ-
omy level. With the details worked out, the GEI—a breakthrough 
advance in measuring entrepreneurial ecosystems at the economy level—
was first published by Foundations and Trends® in Entrepreneurship in 
2009 and the index was launched at the Heritage Foundation in 
Washington, D.C., in loose collaboration with George Mason University, 
the University of Pécs, Imperial College Business School, and the London 
School of Economics.
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Out of our work, it became clear that a conceptualization of the entre-
preneurial ecosystem was needed, and we realized that this ecosystem is 
characterized by multiple economic processes which are activated by dif-
ferent stakeholders. At the economy level entrepreneurship is an ecosys-
tem that sustains economic growth by complex dynamic processes that 
drive resource allocation and productive entrepreneurship. The GEI 
started to gain recognition with articles in The Economist, The Wall Street 
Journal, and MSNBC, suggesting that a way forward might have been 
found. Moreover, businesses, banks, and global institutions like the 
World Bank and the United Nations started to pay attention. Research 
that used the GEI gave us insight into how countries at different levels of 
development pursued and fostered entrepreneurship. Several organiza-
tions including the World Entrepreneurship Forum at EMLYON 
Business School, the Global Entrepreneurship Network (GEN) head-
quartered in Washington, D.C., the U.S. State Department’s program 
promoting entrepreneurship, and the U.S. Small Business Administration 
embraced the GEI and became major sponsors.

However, there was an issue that needed to be addressed. The KSTE 
suggested that knowledge spillovers that entrepreneurs exploited was 
local and places like Silicon Valley, Route 128 in Boston, Austin, and 
Seattle (among others) suggested the need for a local approach as well as 
a national one. Philip McCann at the University of Groningen intro-
duced our project to the European Union that was interested in pursuing 
a European regional approach. In 2013 we received a grant from the 
European Directorate General for Regional and Urban Policy Analysis, 
and developed a regional version of the GEI. The Regional Entrepreneurial 
and Development Index (REDI) jointly developed by the University of 
Pécs, Imperial College Business School, and the University of Groningen 
was launched in 2014. REDI gave us a way to now compare regional 
economies across the European Union for over 100 regions.3 In 2014 
László Szerb, Erkko Autio, and I published a paper on the GEI in Research 
Policy that was the first article on entrepreneurial ecosystems that had an 
analytical core. In 2015 László Szerb, Raquel Ortega-Argilés, Ruta Aidis, 
Allicia Cardes, and I published a paper in Regional Studies dealing with 
the analysis of regional entrepreneurial ecosystems in Spain. The entre-
preneurial ecosystem approach had now been established and it started a 
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major reorientation of entrepreneurship at the economy level away from 
start-ups to ecosystems.4

These two papers led to two new strands of entrepreneurial ecosystems 
research. First, Attila Varga at the University of Pécs introduces the GMR 
modeling framework that targets two challenges ahead of these models: it 
incorporates the REDI as a measure of local entrepreneurial ecosystems 
and provides an estimated model through which changes in the REDI 
spill over to the broader economic environment. Second, Esteban 
Lafuente embarked on a project to develop further the relationship 
between entrepreneurial ecosystems and the global technology frontier 
using non-parametric methods and a DEA model to identify policy pri-
orities published in Research Policy in 2022.5

The REDI research was also instrumental in a Horizon 2020 research 
project, Financial and Institutional Reform to build an Entrepreneurial 
Society (FIRES). Funded by an EU grant a consortium of eight universi-
ties led by the University of Utrecht, the London School of Economics, 
the University of Pécs, and the Research Institute of Industrial Economics 
in Stockholm carried out a multiyear study. The project’s goal was to get 
the European Union back on a more sustainable growth path. The FIRES 
project results were published in a special issue of Small Business Economics 
in 2018 with one of the main findings on the importance of ecosystems 
written by Acs, Estrin, Mickiewicz, and Szerb. In 2017 Small Business 
Economics published a special issue on Entrepreneurial Ecosystems edited 
by O’Connor, Stam, Acs, and Audretsch. Over the past few years entre-
preneurial ecosystem research has exploded with scores of articles across 
several disciplines published in leading journals by networks of scholars.6

To coordinate our efforts across multiple universities and international 
organizations in early 2000, we founded the Global Entrepreneurship 
and Development Institute (The GEDI Institute), a global organization 
that advances research on the links between entrepreneurship, economic 
development, and prosperity.7 The GEDI Institute headquartered in 
Washington, D.C., was founded by leading entrepreneurship scholars 
from George Mason University, the University of Pécs, Imperial College 
Business School, and the London School of Economics. The GEDI 
methodology has been validated in rigorous academic peer reviews. The 
Institute’s flagship project was the Global Entrepreneurship Index (GEI), 
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a breakthrough advance in measuring the quality and dynamics of entre-
preneurship ecosystems at a national and regional level. GEDI maintains 
the historical data on GEI, REDI, and the Digital Entrepreneurial Index 
(DEI). Its reports provide timely and detailed insights on the academic, 
business, and government events on the digital transformation.8

How does an economic system’s architecture, the way it is put together 
and the way it is connected, affect its long-term stability? The question is 
especially relevant for entrepreneurial ecosystems. Economics before 
1870 was concerned with two great problems: first, how prices are deter-
mined within and across markets and the other was formation within the 
economy: how an economy changes structurally over time. Since 1870 
the former had defined neoclassical economics with the latter left to 
political economists. That has now changed—complexity economics 
provides a rigorous way to look at questions of how entrepreneurial eco-
systems form and change over time. Complexity economics gives us a 
world closer to political economy than to neoclassical theory, a world that 
is organic, evolutionary, and historically contingent.

In the concluding chapter of this book Hilton L. Root gives an open-
ing on how to think about entrepreneurial ecosystems.

Fairfax, VA, USA Zoltán J. Ács
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“Entrepreneurial ecosystems, while having emerged as one of the most promi-
nent policies for entrepreneurship and economic development, have confounded 
thought leaders in business and policy as well as the scholarly research commu-
nity. No more. This pathbreaking new book offers the unequivocal analysis and 
framework explicitly clarifying what an entrepreneurial ecosystem is, can do and 
how best to create and sustain one. The book pulls together the top thinkers in 
the field to pave new ground on how and why no region can afford to ignore the 
power of entrepreneurial ecosystems, just as no researcher concerned with entre-
preneurship, economic development and regional prosperity should 
ignore them.”

—David Audretsch, Professor, Indiana University, USA

“Entrepreneurship is a key driver of wealth and rising living standards. Zoltan 
Acs has been a leader in entrepreneurship research for decades. In this timely and 
important volume, Acs and his colleagues shed light on the key role played by 
entrepreneurial ecosystems in driving innovation, business formation and eco-
nomic development. It is a must read for business leaders and policy makers as 
well as economists, urbanists and social scientists interested in the dynamics of 
entrepreneurship and its impact on our economy and society.”
—Richard Florida, Professor, University of Toronto’s School of Cities and Rotman 

School of Management, Canada

“The Editorial team of Acs, Lafuente and Szerb is uniquely qualified to assemble 
a team of writers to provide a comprehensive and up-to-date picture of entrepre-
neurial ecosystems across a range of countries. The readership spectrum that will 
benefit from this volume ranges from those interested in how theories evolve, to 
policymakers charged with the responsibility for stimulating entrepreneurship 
in ‘their’ locality.”

—David Storey, Professor, University of Sussex Business School, UK

“This important book, compiled by three of the world’s leading thinkers on 
entrepreneurship, provides a comprehensive perspective on the development 
and importance of entrepreneurial ecosystems. Importantly, the contributors 
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explain how the new digital technologies and the emergence of the platform 
economy have affected the social, spatial, and political dimensions of entrepre-
neurial ecosystems. This book is vital reading for both academics interested in 
understanding entrepreneurial ecosystems and policy-makers that wish to 
encourage the development of entrepreneurial ecosystems.”

—Martin Kenney, Distinguished Professor, University of California, USA
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This new series on entrepreneurship and society aims to break new 
ground in our thinking and understanding of entrepreneurship and its 
essential value to society in which it is formed in its many incarnations. 
The term entrepreneurship enjoys a normative association with business 
start-ups and growth (with some concessions to large established entre-
preneurial firms), and by extension, its contribution to economic growth 
and development. Although the word “social” is now embedded in entre-
preneurship literature using concepts such as “social capital” and “social 
legitimacy,” and the acceptance of “social enterprises” as forms of entre-
preneurial organizations, the societal impact or the social value of entre-
preneurship has not garnered sufficient interest among scholars and 
policymakers. The extant canon focuses attention on the disequilibrating 
role of entrepreneurs, their social interactions, and how communities cre-
ate collective enterprises. Entrepreneurship is seen to be a handmaiden 
for economic growth, the ostensible elixir satisfying the desire for infinite 
progress and the resolution of gritty problems of opportunity and wealth 
creation.

Of late, we see an attempt to stretch the boundaries of knowledge 
through a growing interest in different geographies and the varied land-
scapes of peoples’ endeavors. We are beginning to obtain early insights 
into the wider ramifications of entrepreneurial action in the digital age of 
machines, information, and creativity, where economic growth 

Introduction to the Series on 
Entrepreneurship and Society
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considerations might be tempered by issues of zero or minimal growth, 
and the greater significance of the ecosystem, and not just the individual 
or the firm, as a unit of analysis. Equally we find new discourse on well-
being among entrepreneurs and in entrepreneurial organizations reflect-
ing the Easterlin paradox of wealth creation not correlating well with 
happiness. In short, we are asking questions about how entrepreneurship 
impacts the societies in which we work, live, and play.

What this new series proposes is to review the literature on entrepre-
neurship and society as understood and observed currently while pursu-
ing underexplored avenues for entrepreneurship development in different 
societies and cultures, such as Islamic Entrepreneurship, Entrepreneurship 
among the Global Majority, or the engagement of citizens with entrepre-
neurial activities for a better society. Many of these issues have anteced-
ents which we often ignore. Obtaining a historical perspective on 
entrepreneurship in society is as important as identifying different types 
of entrepreneurship in society which reflect Schumpeter’s idea of the 
catholicity of entrepreneurial value, thereby extending the scope of con-
ceptual and ontological approaches to the study of entrepreneurship. We 
wish to cover different topics from multiple and intersectional geographi-
cal, spatial, sectoral, and thematic perspectives to provide for a more 
global, non-Eurocentric, contribution to the development of the subject 
and its importance for different societies.

I am delighted to present the first book in the series on Entrepreneurial 
Ecosystems—A Global Perspective by an exemplary team of scholars led 
by Zoltan Acs and his editorial team of Esteban Lafuente and László 
Szerb, together with the other contributors: Éva Komlósi, Tamás 
Sebestyén, Attila Varga, Norbert Szabó, Abraham Song, Keith Waters 
Szabó, Camilla Bosanquet, Márton Sulyok, Gábor Rappai, Dániel Kehl, 
and Hilton Root.

We welcome contributors and readers to this unique platform for 
engaging and promoting entrepreneurship in society.

Jay Mitra
Series Editor
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1
Introduction: Entrepreneurial 

Ecosystems

Zoltan J. Acs, Esteban Lafuente, and László Szerb

1  Introduction

This book is about the rapidly expanding field of entrepreneurial ecosys-
tems and how it contributes to economic development. The topic of sus-
tainable development is very broad and covers many topics including, 
but not limited to, sustainability of communities and the environment, 
the effect of work force on poverty divides, responsible consumption and 
production, and issues of environmental justice. While a holistic approach 
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is laudable, the scope of this book is much more limited and focuses on 
the fundamental economic analysis of entrepreneurial ecosystems and 
productive entrepreneurship at the regional, national, and global levels. 
While the volume does deal with issues of inequality along the lines of 
the digital divide and reining in the digital expanse via regulation, its 
overall aims remain much more limited in scope. Its focus is first and 
foremost on understanding the question at hand, the role of entrepre-
neurial ecosystems in digital transformation, and to identify their eco-
nomically meaningful implications for policy. Each chapter is an 
important manifestation that exhibits various challenges that exist ‘on the 
ground’ so to speak that influence the shaping and output of the eco-
nomic analysis at the regional level.

This book The Entrepreneurial Ecosystem constitutes a systematic attempt 
to show how a substantial contribution to entrepreneurial ecosystem can 
be implemented. Building on the original contributions of many writers, 
the collection of chapters in this volume explores through a fine lens the 
economic, social, and policy approaches that characterize fruitful research 
on entrepreneurial ecosystems with economically meaningful implica-
tions for policy.

The temporal evolution of the entrepreneurial ecosystem, as a research 
stream, is a story strictly tied to the entrepreneurship field, and is charac-
terized by significant advances in recent decades (see, e.g., Acs et  al. 
(2017) and the recent surveys by Cao and Shi (2021) and Wurth et al. 
(2022)). Since Schumpeter’s (1934) seminal work, academics, policy 
makers and strategy makers in general have awakened that societies need 
entrepreneurs to ignite new ideas that, in turn, can materialize in organi-
zations with the potential to lift up the economy either by addressing 
specific market needs or by injecting potentially transformative innova-
tions that otherwise may have gone unnoticed.

As a result of the natural evolutionary process of scientific fields, schol-
ars have come to an agreement that, besides the entrepreneur, the multi-
ple (and mostly complex) interactions that occur between entrepreneurs, 
other organizations, investors, and public administrations have the capac-
ity to reshape local conditions and create an environment more condu-
cive to productive entrepreneurship. This research stream, inspired in 
Marshall’s (1920) work, found echo in subsequent research devoted to 
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the study of national systems of innovation (Lundvall, 1992), regional 
clusters (Porter, 1998), and regional innovation systems (RISs) (Cooke 
et al., 1997).

Rooted in ecological metaphors originally proposed by Moore (1993) 
and popularized by Isenberg (2010), and in parallel to the institutional, 
technological, and industrial changes observed in many economies, it 
became clear that the accurate analysis of the entrepreneurship function 
needed to go beyond the entrepreneur. This way, the analysis of entrepre-
neurial ecosystems gradually started the journey toward becoming a 
research field in its own right.

As a result, the entrepreneurial ecosystem concept has rapidly gained 
legitimacy and become a ‘trendy’ topic that has entered the agenda of 
scholars from different disciplines as well as of policy-makers interested 
in comprehending how economic agents and local conditions interact to 
trigger productive entrepreneurship. Despite that the entrepreneurial 
ecosystem frame can be regarded as an integrative component of other 
existing theories (e.g., economics as well as the institutional and evolu-
tionary theories), the ecosystem approach is proving itself effective in 
offering a solid theoretical apparatus for research and policy.

The dominant ‘orthodoxy’ in the entrepreneurship ecosystem litera-
ture clearly emphasizes an entrepreneurship function in which local con-
ditions have a transformative role with the potential to support economic 
growth at the city, regional, and national levels. In this sense, we briefly 
present what we consider the two most prominent aspects guiding 
research on the entrepreneurial ecosystem, namely, the definitional and 
measurement issues of the ecosystem and the complementary role of the 
ecosystem framework, to analyze the rise of technology-led entrepreneur-
ship in the digital economy.

The first issue relates to the definition of the entrepreneurial ecosystem. 
Scholars agree that, at territorial level, entrepreneurship is much more 
than mere business formation rates. Different from canonical work on 
entrepreneurship, the entrepreneurial ecosystem frame accentuates the 
role of the spatially bounded context backing entrepreneurial action, and 
how it affects both the ecosystem constituents and territorial outcomes. 
The academic enthusiasm for consolidating the entrepreneurial ecosys-
tem as a research field not only has contributed to produce a uniform 

1 Introduction: Entrepreneurial Ecosystems 



4

definition of this ecosystem, but also has materialized into a significant 
stock of scientific work that will continue to grow. Nowadays, the entre-
preneurial ecosystem is conceived as a dynamic, spatially bounded 
umbrella that favors the interaction between multiple economic and 
political agents, which, in turn, supports productive entrepreneurship by 
enhancing resource mobilization processes and fuels territorial outcomes.

This renewed definitional approach, which is the result of a paradigm 
shift, has brought two interconnected consequences for ecosystem 
research. On the one hand, the entrepreneurial ecosystem approach 
entails a change in the unit of analysis to focus on the actors and factors 
affecting productive entrepreneurship. Contrary to new business counts, 
the entrepreneurial ecosystem is an artificial unit of analysis whose ele-
ments coexist and interact with different intensity at all spatial levels.

On the other hand, in a closely related manner, scholars are faced with 
a controversial issue linked to the measurement of the ecosystem and to 
the evaluation of ecosystem policies. By situating ecosystem constituents 
and productive entrepreneurship at the heart of the research agenda, the 
identification as well as the operationalization and quantification of eco-
system elements is a challenging task. In practical applications, research 
studies have used metrics based on either firm-level (e.g., stock or rate of 
new businesses) or individual-level (e.g., the GEM’s entrepreneurial 
activity variables) data to equip policy-makers with means to understand-
ing entrepreneurship at the territorial level. Because of the mismatch 
between the analyzed concept (i.e., entrepreneurial ecosystem) and the 
measurement approach chosen (firm- and individual-level data), studies 
based on this narrow view often produce little information on the con-
figuration of the local ecosystem and the connection between ecosystem 
elements and territorial outcomes (e.g., Lafuente et al., 2020; Cao and 
Shi, 2021; Lafuente et al., 2022; Wurth et al., 2022).

Entrepreneurial ecosystems are not checklists, and what is desirable in 
one territory might not be so in another context. Underlying the holistic 
view of the entrepreneurial ecosystem frame is the need to critically eval-
uate this approach to policy-making. This is particularly relevant when 
considering the policy push for using the entrepreneurial ecosystem 
framework as an economic development tool in different geographies.
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The competitive advantage of countries’ entrepreneurship policy 
hinges on the capacity to match investments with available resources. 
Ecosystem scholars must therefore transcend the ‘geographic barrier’ 
resulting from researchers’ excessive focus on developed settings and pro-
vide answers as to what is generalizable about entrepreneurial ecosystems, 
and as to whether the entrepreneurial ecosystem frame has the capacity to 
explain the configuration and dynamics of the entrepreneurship function 
in heterogeneous contexts or, on contrary, whether the ecosystem 
approach is limited to a reduced number of mostly developed 
territories.

The second issue relates to the capacity of the ecosystem framework to 
percolate through theories, as it happens with the economics, institu-
tional, and evolutionary fields, and further fertilize the analysis of the 
digital economy by adding entrepreneurship to the equation. Rather 
than calling for a new theoretical apparatus, we argue that the ecosystem 
approach represents a fundamental insight with the potential of rework-
ing digital economics by offering new viewpoints for studying observable 
phenomena of the digital ecosystem.

The entrepreneurial and the digital ecosystems share common proper-
ties (e.g., construct complexity and multilayered structure of participat-
ing agents). Besides, some theoretical overlaps can be identified: digital 
economics is rooted in solid policy-led disciplines such as economics, 
sociology, and strategic management (e.g., Goldfarb & Tucker, 2019), 
whereas the entrepreneurial ecosystem frame is anchored in economics 
and management studies in a broader sense (e.g., Acs et  al., 2014; 
Lafuente et al., 2022; Wurth et al., 2022).

Many entrepreneurial businesses operate within the platform econ-
omy, and cross-regional and cross-national interactions, in terms of labor 
division and business operations, are archetypal characteristics of digital 
entrepreneurial ventures. Obviously, the relationship between digital eco-
nomics and entrepreneurial ecosystem is complicated; however, there is 
increased interest in integrating the ecosystem approach into the analysis 
of digital economics for building joint knowledge and for better grasping 
the observed dynamics in the economy.

Opportunities for collaboration between the two fields might well 
emerge from the identification of common, economically relevant 
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research questions. For example, following the Schumpeterian legacy of 
both fields, when theorizing about the connection between the entrepre-
neurial and the digital ecosystem, we argue that scholars should look 
beyond and enrich this emerging debate by addressing issues related to 
how the structure (i.e., connectivity, e-security, among others) and mar-
ket configuration (i.e., oligopolistic competition among digital plat-
forms) of the digital ecosystem affect the entrepreneurial ecosystem, and 
how high-tech ventures adapt to the digital ecosystem, especially if these 
high-tech ventures operate in multiple settings with heterogeneous digi-
tal ecosystems.

Policy-makers are increasingly regarding the entrepreneurial ecosystem 
approach as an economic development tool; therefore, the analysis of the 
abovementioned (and many more!) questions not only can stimulate a 
closer interaction between both fields, but also can unveil potentially new 
recovery pathways for territories in the post-Covid-19 pandemic.

2  Entrepreneurial Ecosystems

It is unquestionable that the intensive intellectual activity developed 
around the entrepreneurial ecosystem over the last decades has produced 
an impressive and well-organized stock of theoretical and empirical 
knowledge. Despite the immense value of existing work, it is obvious that 
the drastic changes observed in the global economic landscape, of which 
no territory and no industry is immune, demand a further revision of the 
theoretical predictions of the ecosystem framework. Thus, we argue that 
further integration between the entrepreneurial ecosystem and other dis-
ciplines is a prerequisite for producing what we believe would be a solid 
cross-disciplinary research frame that would open and/or enrich a debate 
that includes a more nuanced discussion of the entrepreneurial ecosystem 
constituents, as well as of the value of the ecosystem approach for policy.

Over the past decade, a research stream that focuses on a systemic 
approach to entrepreneurial ecosystems has emerged using data from the 
Global Entrepreneurship and Development Index (GEDI) project and 
the Regional Entrepreneurship and Development Index (REDI) project 
(Acs, Autio et al., 2015; Szerb et al., 2019). These papers can be classified 
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Table 1.1 Entrepreneurial ecosystems: Definitional and measurement issues

Publications

1 Acs, Z. J., Autio, E., & Szerb, L. (2014). National Systems of Entrepreneurship: 
Measurement issues and policy implications. Research Policy, 43(3), 
476–494.

2 Acs, Z. J., Estrin, S., Mickiewicz, T., & Szerb, L. (2018). Entrepreneurship, 
institutional economics and economic growth: An ecosystem systems 
perspective. Small Business Economics, 51(2), 501–514.

3 Lafuente, E., Acs, Z. J., & Szerb, L. (2022). A composite indicator analysis for 
optimizing entrepreneurial ecosystems. Research Policy, 51(9), 104379

Table 1.2 Entrepreneurial ecosystems: Empirical contributions

Publications

1 Lafuente, E., Acs, Z. J.; Sanders, M., & Szerb, L. (2020). The global technology 
frontier: Productivity growth and the relevance of Kirznerian and 
Schumpeterian entrepreneurship. Small Business Economics, 55, 153–178.

2 Lafuente, E., Szerb, L., & Acs, Z. J. (2016). Country level efficiency and 
National Systems of entrepreneurship: A data envelopment analysis 
approach. Journal of Technology Transfer, 41(6), 1260–1283.

3 Acs, Z. J., Szerb, L., Ortega-Argilés, R., Coduras, A., & Aidis, R. (2015). The 
regional application of the global entrepreneurship and development 
index (GEDI): The case of Spain. Regional Studies, 49(12), 1977–1994.

4 Szerb, L., Lafuente, E., Horváth, K., & Páger, B. (2019). The relevance of 
quantity and quality entrepreneurship for regional performance: The 
moderating role of the entrepreneurial ecosystem. Regional Studies, 53(9), 
1308–1320.

5 Szerb, L., Ortega-Argilés, R., Acs, Z. J., & Komlósi, É. (2020). Optimizing 
entrepreneurial development processes for smart specialization in the 
European Union. Papers in Regional Science, 99(5), 1413–1457.

6 Varga A., Sebestyén T., Szerb L., & Szabó, N. (2020). Estimating the economic 
impacts of knowledge network and entrepreneurship development in 
smart specialization policy. Regional Studies, 54(1), 48–59.

into three groups: the first group focuses on definitional and measure-
ment issues of entrepreneurial ecosystems (Table 1.1), the second group 
focuses on empirical contributions to the literature (Table 1.2), and the 
third group covers the digital aspects of entrepreneurial ecosystems and 
the platform organizations that dominate them (Table 1.3).
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Table 1.3 Entrepreneurial ecosystems: The digital platform economy

Publications

1 Sussan, F., & Acs, Z. J. (2017). The digital entrepreneurial ecosystem. Small 
Business Economics, 49(1), 55–73.

2 Song, A. (2019). The digital entrepreneurial ecosystem—a critique and 
reconfiguration. Small Business Economics, 53(3), 569–590.

3 Acs, Z. J., Song, A., Szerb, L., Audretsch, D., & Komlósi, É. (2021). The 
evolution of the digital platform economy: 1971–2021. Small Business 
Economics, 57(4), 1629–1659.

4 Acs, Z. J., Szerb, L., Song, A., Lafuente, E., & Komlosi, E. (2022). Measuring 
the digital platform economy. In M. Keyhani, T. Kollmann, A. Ashjari, 
A. Sorgner, & C. Eiríkur Hull (Eds.), Handbook of digital entrepreneurship, 
chapter 5 (pp. 91–120). Edward Elgar Publishing. ISBN 978-1-800-37,362-4

5 Lafuente, E., Acs, Z. J., & Szerb, L. (2023). Analysis of the digital platform 
economy around the world: A network DEA model for identifying policy 
priorities. Journal of Small Business Management, in press, https://doi.org/1
0.1080/00472778.2022.2100895

6 Acs, Z. J. (2022). The global digital platform economy and the region. Annals 
of Regional Science, in press, https://doi.org/10.1007/s00168- 022- 01154- 6

Perhaps the first shot was fired in 2014 with the publication of the 
National System of Entrepreneurship in Research Policy (Acs et al., 2014) 
(Table 1.1). Working at Imperial College Business School, the authors 
argued that the entrepreneurial ecosystem could be best understood as a 
system and the interrelated parts of the system could be optimized. It also 
laid out the different aspects of the existing literature on entrepreneurship 
at the individual, firm, and economy level. It was the economy level that 
posed the greatest challenge to the system. To overcome this challenge, 
they introduce a novel concept of National Systems of Entrepreneurship 
(NSE) and provide an approach to characterizing them. National Systems 
of Entrepreneurship are fundamentally resource allocation systems that 
are driven by individual-level opportunity pursuit, through the creation 
of new ventures, with this activity and its outcomes regulated by country- 
specific institutional characteristics.

This led to an important question, namely, ‘Was the entrepreneurial 
ecosystem approach superior to one that only encompassed startups?’ Of 
course that question was not accepted by much of the profession on sys-
tems, including national and regional systems of innovation and clusters 
who argued that what was the core firm focus was innovative/high-tech 

 Z. J. Acs et al.

https://doi.org/10.1080/00472778.2022.2100895
https://doi.org/10.1080/00472778.2022.2100895
https://doi.org/10.1007/s00168-022-01154-6
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firms and export-based firms, not start-ups (Qian & Acs, 2013). To 
address this issue, Acs et al. (2018), at the London School of Economics, 
tested whether an entrepreneurial ecosystem approach contributed to 
total factor productivity (TFP). They analyzed conceptually and in an 
empirical counterpart the relationship between economic growth, factor 
inputs, institutions, and entrepreneurship. In particular, they investigate 
whether entrepreneurship and institutions, in combination in an ecosys-
tem, can be viewed as a ‘missing link’ in an aggregate production function 
analysis of cross-country differences in economic growth. To do this, they 
build on the concept of National Systems of Entrepreneurship (NSE) as 
resource allocation systems that combine institutions and human agency 
into an interdependent system of complementarities. They explored the 
empirical relevance of these ideas using data from a representative global 
survey and institutional sources for 46 countries over the period 
2002–2011. They found support for the role of the entrepreneurial eco-
system in economic growth.

The next question revolved around the issue of, how and if, the entre-
preneurial ecosystem could be optimized for maximum economic bene-
fit. Working at the University of Pecs and the Polytechnic University of 
Barcelona, Lafuente et  al. (2022) employ the ‘benefit of the doubt’ 
approach rooted in nonparametric techniques to evaluate the entrepre-
neurial ecosystem of 71 countries for 2016. By scrutinizing the relative 
efficiency of countries’ entrepreneurial ecosystems, their analysis of com-
posite indicators allows the computation of endogenous (country- 
specific) weights that can be used for developing more informed 
policy-making. The results show that countries prioritize different aspects 
of their national system of entrepreneurship, which confirms that, con-
trary to homogeneous prescription, tailor-made policy is necessary if the 
objective is to optimize the resources deployed to enhance the local entre-
preneurial ecosystem. The authors also found that significant improve-
ments in the quality of this ecosystem can be realized by targeting the 
policy priorities of the local entrepreneurship system identified by their 
model. The three papers covered the key definitional and measurement 
issues of entrepreneurial ecosystems (Table 1.1).

Next, we turn to empirical studies that, at the national and regional 
levels, put to the test different postulates of the entrepreneurial ecosystem 
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approach (Table 1.2). Two papers, Lafuente et al. (2020) and Lafuente 
et al. (2016), evaluate how countries’ system of entrepreneurship is con-
ducive to greater efficiency.

Concretely, in their study of 45 developed and developing countries 
during 2002–2013, Lafuente et al. (2020) built a world technology fron-
tier and computed TFP estimates in order to evaluate how the national 
system of entrepreneurship—measured by the GEI indicator—triggers 
total factor productivity (TFP) by increasing the effects of Kirznerian and 
Schumpeterian entrepreneurship. The results of the common factor mod-
els reveal that the national system of entrepreneurship is a relevant con-
duit of TFP, and that this effect is heterogeneous across countries. Policies 
supporting Kirznerian entrepreneurship—for example, increased busi-
ness formation rates—may promote the creation of low value-adding 
businesses which is not associated with higher TFP rates. Also, policy 
interventions targeting Schumpeterian entrepreneurship objectives—for 
example, innovative entrepreneurship and the development of new tech-
nologies—are conducive to technical change by promoting upward shifts 
in the countries’ production function and, consequently, productiv-
ity growth.

While the above papers were at the national level, entrepreneurial eco-
systems also operate at the regional level. The next set of papers focused 
on the regions of the countries of the European Union. The development 
of the methodology for studying regional entrepreneurial ecosystems that 
were comparable with national data was an important advance.

The second shot was fired in 2015  in a paper in Regional Studies in 
which Acs, Szerb, Ortega-Argilés, Coduras, and Aidis demonstrated that 
the systemic approach to entrepreneurship can also be applied at the 
regional level. Working with the European Union, the paper constructs a 
regional application of the methodology that captures the contextual fea-
tures of entrepreneurship across regions. The resulting composite indica-
tor—the Regional Entrepreneurship and Development Index 
(REDI)—identifies weaknesses in the incentive structure that affect 
regional development. Similar to the GEI indicator, the entrepreneurial 
disparities among regions are analyzed at the country and regional levels, 
using the penalty for bottleneck (PFB) methodology. This approach 
allows public policy action to be coordinated at both national and 
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regional levels. It was found that the REDI indicator provides a valuable 
tool for understanding regional differences across Spanish regions. Three 
papers followed that expanded the results reported for the European 
Union: Szerb et al. (2019 in Regional Studies), Szerb et al. (2020 in Papers 
in Regional Science), and Varga et al. (2020 in Regional Studies) (Table 1.2).

The third shot across the bow happened in 2017 when Small Business 
Economics published a special issue on entrepreneurial ecosystems 
(Table 1.3). The introductory paper laid out a broad sweep of the topic, 
and the issue covered several topics (Acs et al., 2017). In one of the most 
provocative papers included in the special issue, Sussan and Acs (2017) 
argued that the entrepreneurship literature had ignored the role of tech-
nology, especially digital technology. According to the authors, a signifi-
cant gap exists in the conceptualization of entrepreneurship in the digital 
age. This paper introduces a conceptual framework for studying entrepre-
neurship in the digital age by integrating two well-established concepts: 
the digital ecosystem and the entrepreneurial ecosystem. The integration 
of these two ecosystems helps to understand the interactions of agents and 
users that incorporate insights of consumers’ individual and social behav-
ior. The digital entrepreneurial ecosystem framework consists of four 
concepts: digital infrastructure governance, digital user citizenship, digi-
tal entrepreneurship, and digital marketplace. The paper develops propo-
sitions for each of the four concepts and provides a framework of 
multisided platforms to better grasp the digital entrepreneurial ecosystem. 
Finally, it outlined a new research agenda to fill the gap in our under-
standing of entrepreneurship in the digital age.

Acs (2022) and Acs et  al. (2021) further developed the topic. The 
emergence of digital technologies has significantly reduced the economic 
costs of data—search, storage, computation, transmission—and enabled 
new economic activities (Goldfarb & Tucker, 2019). Over the years, 
firms able to create a platform-based ecosystem have become a force of 
‘creative construction’. Economic activities (C2C, B2C, B2B) have been 
reorganized around platform-based ecosystems for value creation, which 
are orchestrated by multisided platforms via the ‘digital hand’. Acs et al. 
(2021) provide a conceptual framework consisting of three interrelated 
concepts: digital technology infrastructure, multisided platforms, and 
platform-based ecosystems (users and entrepreneurs). Using a unique 
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database over five decades, the authors revisit the hypothesis that new 
firms were needed to introduce digital technologies.

Finally, Lafuente et  al. (2023) integrate the platform economy and 
entrepreneurial ecosystems to evaluate the quality of the digital platform 
economy at the global scale by employing a network model rooted in 
nonparametric linear techniques (data envelopment analysis) on a sample 
of 116 countries for 2019. The proposed model is in accordance with the 
geographic diversity (country heterogeneity) and the multilayered struc-
ture characterizing the interactions between system participants: govern-
ments, digital platforms, platform-dependent firms, and end users. The 
core finding of the study is that the configuration of countries’ platform 
economy is heterogeneous, which suggests that an informed, tailor-made 
approach to policy produces more effective outcomes. Policies aimed at 
enhancing the digital platform economy should emerge from the analysis 
of its main factors if the development of a strategy supporting qualitative 
changes in the system is the desired goal.

3  Digital Entrepreneurial Ecosystems

Entrepreneurial ecosystems are not a brand-new idea. In the context of 
regional economic development, it has its origins in regional innovation 
systems (RISs) and clusters (Qian et al., 2013; Acs et al., 2014; Acs et al., 
2017; Szerb et  al., 2019). In an attempt to clarify the relationships 
between RISs, clusters, and entrepreneurial ecosystems, Table 1.4 com-
pares RISs, clusters, and entrepreneurial ecosystems using multiple crite-
ria. The RIS approach focuses on regionally bounded resources and 
formal and informal institutions that underpin firm innovation, while 
highlighting the nonlinear and systemic nature of learning and firm 
innovation processes (Cooke et al., 1997; Asheim et al., 2011). Based on 
the so-called triple-helix model, firms, governments, and universities are 
often considered core players in an innovation system, where firms com-
mercialize (typically) government-funded university research (Leydesdorff 
& Meyer, 2006). An RIS typically has an industry boundary and is often 
discussed in a particular industrial context, for example, biotechnology. 
Depending on the knowledge base of regions, the organization of RISs 
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(i.e., the key players and their interactions) can be very different (Asheim 
& Coenen, 2005). Public R&D investment, support for universities, and 
fostering a culture of collaboration are common policies emerging from 
analyses based on the RIS framework.

Clusters are ‘geographic concentrations of interconnected companies 
and institutions in a particular field’ (Porter, 1998, p.  78). To a large 
extent, the clusters and RIS approach cover the same actors, which 
include firms, universities, and governments, but universities and govern-
ments play only supporting roles in clusters. Productive, export-based 
firms in a particular field are the core actors in a competitive cluster, 
which are also supported by other firms or industries through, for exam-
ple, buy–sell relationships, shared specialized labor, and knowledge spill-
overs. Therefore, a cluster involves multiple industries that are 
economically interconnected. The popularity of clusters among economic 
development practitioners arises in part from some clear measures of 
clusters that make it possible to identify the scale of clusters at different 
geographical levels (Delgado et  al., 2016). Echoing Porter (2007), 
regional economic development policy toward clusters includes building 
connections among cluster participants and investing in infrastructure 
such as universities. Interestingly, even though clusters are identified 
through industries, Porter advocates for an industry-neutral approach to 
cluster policy. Also, cluster-based policy efforts are not much different 
from those suggested by RIS scholars, and monotonous (repetitive) pol-
icy implications are considered the major weakness of the cluster theory 
(Motoyama, 2008).

How are entrepreneurial ecosystems different from RISs and clusters? 
The most remarkable difference for the entrepreneurial ecosystems 
approach perhaps lies in the shift from a focus on firms to a focus on 
people, including entrepreneurs, investors, dealmakers, and other entre-
preneurship supporters (Acs et al., 2014; Motoyama, 2019; Qian et al., 
2013; Stam & Spigel, 2022), even though the outcome of the entrepre-
neurial ecosystem is typically measured by productive start-up or scale-up 
businesses (Stam & Spigel, 2022; Wurth et al., 2022). Among all these 
actors, entrepreneurs should play a leading role in this ecosystem, either 
through their own entrepreneurial process or via engagement with the 
local start-up community (Acs et al., 2014). ‘Blockbuster’ entrepreneurs 
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help sustain a strong entrepreneurial ecosystem when they invest their 
capital gains in  local start-ups, mentor new entrepreneurs, and build a 
collaborative and giving culture. Networks developed through entrepre-
neurship events, support organizations, or even serendipitous meetings 
are of particular importance to the vibrancy of entrepreneurial ecosystem. 
Another notable distinction of entrepreneurial ecosystems is that they are 
not constrained by industry boundaries, as the same stock of entrepre-
neurial process knowledge circulated in the region benefits local entrepre-
neurs from all sectors (Wurth et al., 2022).

As shown in Table 1.4, even with some notable differences, entrepre-
neurial ecosystems share some features with clusters and RISs, such as the 
importance of organizations, institutions, networks, risk-raking culture, 
and the needs for technical, managerial, and market knowledge. These 
similarities may make economic development policy-makers wonder 
whether entrepreneurial ecosystems are substitutes for RISs and clusters. 
The answer is no. Entrepreneurial ecosystems should not be considered as 
a replacement of its two precedents, because they are interested and target 
different economic outcomes (see Table  1.4). The outcome of RISs is 
mostly linked to product and process innovation processes, clusters’ out-
come is measured by competitive firms and industries, whereas the out-
come of entrepreneurial ecosystems is primarily measured by productive 
start-up and scale-up businesses. Therefore, entrepreneurial ecosystems 
should be considered complementary to RISs and clusters (Audretsch 
et al., 2021). Ideally, a region has a strong innovation system, competitive 
cluster, and vibrant entrepreneurial ecosystem at the same time (such as 
Silicon Valley), but most regions do not.

In parallel to the rapid development of the entrepreneurial ecosystem 
literature, academics and policy-makers have recently witnessed the 
emergence of a new research strand focused on the study of the digital 
entrepreneurial ecosystem. But, why do we need to update existing theo-
ries in order to study the role of digitalization in entrepreneurial 
ecosystems?

The world is today a more digitally integrated place. The accelerated 
digitization of the economy—in terms of drastic improvements in digital 
infrastructures and trade—is transforming the functioning of the econ-
omy, which has led to consolidate digital markets, ranging from 
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smartphone applications to different forms of digital products and ser-
vices (e.g., Brynjolfsson & McAfee, 2014; Lafuente et al., 2023). In this 
new economic scenario, it soon became clear that the entrepreneurial 
ecosystem literature was falling short in the conceptualization of entre-
preneurship in the digital age, mostly because it ignores the decisive role 
of knowledge as a resource in the economy as well as how platforms gov-
ern and nurture platform-based ecosystems (Acs et al., 2021; Lafuente 
et al., 2023).

The digital entrepreneurial ecosystem literature is still evolving, but so 
far we can identify at least two features that distinguish conventional 
entrepreneurial ecosystems from digital entrepreneurial ecosystems: one 
institutional that puts digital platforms at the heart of this ecosystem, and 
one market-related that emphasizes the role of platform-dependent firms 
and digital entrepreneurs (Table 1.4).

This approach emphasizes the leading role of platforms in this ecosys-
tem. Digital entrepreneurial ecosystems are developed and nurtured not 
by regions or governments but by multisided digital platforms (Sussan & 
Acs, 2017; Acs et al., 2021). Ecosystem governance, the rules by who gets 
on a platform, and the rules of good behavior are determined by the own-
ers of multisided platforms (Goldfarb & Tucker, 2019; Lafuente 
et al., 2023).

Because digital platforms are powerful players of the digital economy 
connecting digital users, digital entrepreneurs, and incumbent digital 
businesses whose competitive advantage relies on their capacity to exploit 
digital technologies and platforms’ offering (platform-dependent firms), 
governments are increasingly interested in interacting with platforms in 
order to safeguard public interests as platforms pursue their economic 
goals. In their effort to consolidate their position in digital markets and 
their product offering, platform organizations need to manage their eco-
system for billions of users and millions of entrepreneurs across the world. 
They are also embedded in local ecosystems, such as Silicon Valley, Seattle, 
and Beijing. Thus, a closer monitoring and updated regulation will likely 
contribute to ensure the efficient functioning of the system, in terms of 
the connections between platforms, platform-dependent firms, and end 
users (Lafuente et al., 2023).
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Digital platforms offer important benefits to users, digital entrepre-
neurs, and platform-dependent firms, such as access to established mar-
kets, reliable transactions, and guaranteed operability. Indeed, platforms 
have dramatically lowered the cost of developing and distributing mobile 
applications and other complementary products that connect to plat-
forms, which worldwide app developers and other agents can exploit 
using heterogeneous knowledge-based resources. In short, in a digital 
entrepreneurial ecosystem governed by multisided platforms, digitally led 
entrepreneurial innovation closes the gap between supply opportunity 
seeking, product development, and consumer needs.

To sum up, digital entrepreneurial ecosystems are environments char-
acterized by the lack of regulation and monopolistic competition. In this 
setting, digital platforms dominate their relationships with platform- 
dependent firms and end users. The ‘platformization’ of the economy has 
undoubtedly produced large benefits to the market: platforms support 
innovation efforts of platform-dependent firms and digital entrepreneurs, 
and provide increased offering of digital goods and services at minimum 
search, reproduction, and verification costs (for example, Goldfarb & 
Tucker, 2019; Sussan & Acs, 2017). These benefits are also evident at the 
territorial level, in terms of the higher adoption of ICTs in urban settings 
(agglomeration effects), the increased flow of digital and physical goods 
in rural or low-density areas, and the reduced need for a task-specific 
workplace which favors that tech entrepreneurs locate their businesses in 
rural areas (Kolko, 2012; Lafuente et al., 2010).

4  Structure of the Book

As the reader will discover, the approach taken up in this book, The 
Entrepreneurial Ecosystem, is a systematic one oriented to understanding 
the aspects of the entrepreneurial ecosystem outlined in this introduction 
(i.e., definitional and measurement issues, and the complementary role of 
the ecosystem framework to analyze the digital economy), and to con-
trast these two aspects with positions reported by relevant contemporary 
empirical work rooted in different theoretical groundings. The rest of the 
book is as follows.
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Chapter 2, titled ‘Building Composite Indicators for Policy 
Optimization Purposes’ by László Szerb, Zoltán J. Ács, Gábor Rappai, 
and Dániel Kehl, discusses the importance of composite indicators as 
valuable tools that capture the complexity and multidimensionality of a 
particular phenomenon and proposes an analysis based on the penalty for 
bottleneck (PFB) method to show how plausible policy recommenda-
tions can be extracted from composite indicators. The basic problem of 
the policy application of composite indicators lies on their incapability to 
handle the ingredients from the system perspective. The PFB methodol-
ogy is based on the assumption that the performance of the system 
depends on the weakest link, that is, the variable that has the lowest 
value. The resulting PFB-based policy recommendation is clear: the bot-
tleneck should be improved first because it has a magnifying effect on the 
other indicators in the system. Unlike other indexes or regression meth-
ods, the PFB provides a multivariate marginal analysis that allows to cre-
ate a policy-portfolio mix that optimizes the use of additional resources. 
For a more precise policy application, the authors equalized the variable 
averages in order to derive homogeneous marginal effects over the aver-
ages of the variables. The authors present a practical application of the 
PFB methodology to the Global Entrepreneurship Index data with an 
exponential penalty function. Policy simulations with three country 
examples are also provided. The authors conclude that, compared to 
other methods that do not take a system-based bottleneck approach, the 
PFB can be successfully applied to numerous fields, thus facilitating the 
development of more accurate policy recommendations.

In Chap. 3, titled ‘World Technology Frontier: Directed Technical 
Change and the Relevance of the Entrepreneurial Ecosystem’, Esteban 
Lafuente evaluates the determinants of total factor productivity in a 
model that integrates differences in technology choices for a comprehen-
sive sample for 73 countries during 2002–2013. The proposed TFP 
model is rooted in nonparametric techniques to compute the Malmquist 
productivity index and its components. The author finds that, for both 
OECD and non-OECD countries, technical change and total factor pro-
ductivity growth is associated with higher rates of capital deepening. 
Results also indicate that the countries’ technology choices (biased tech-
nical change) have an impact on productivity results. Public policies 
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promoting economic growth should consider the national system of 
entrepreneurship as a critical priority, so that entrepreneurs can contrib-
ute to effectively allocate resources in the economy.

Chapter 4, titled ‘The Entrepreneurship Paradox: The Role of the 
Entrepreneurial Ecosystem on Economic Performance in Africa’ by 
Esteban Lafuente, László Szerb, and Zoltán J. Ács, discusses how increased 
globalization, economic complexity, and dynamism exacerbate contra-
dictions between theoretical and empirical-driven arguments. Specifically, 
this chapter analyzes the entrepreneurship paradox—that is, entrepre-
neurship is good for the economy, but entrepreneurial activity is consis-
tently higher in less developed and developing countries over 
time—through the lenses of two relevant tensions that underlie this para-
dox: the development tension (i.e., the inconsistent relationship between 
entrepreneurship and economic performance) and the policy tension 
(i.e., the unclear role of entrepreneurship policy on entrepreneurship out-
comes). Building on a sample of 81 countries from Africa, America, Asia, 
and Europe for 2013–2014, the authors employ regression models and 
cluster analysis to scrutinize the effect of both the rate of entrepreneurial 
activity (quantity-based entrepreneurship) and the entrepreneurial eco-
system (quality-based entrepreneurship) on economic performance 
(GDP per capita). The analysis focuses on how the development tension 
and the policy tension shape the entrepreneurship paradox. In exploring 
these two elements of the entrepreneurship paradox, the proposed analy-
sis defines and distinguishes quantitative entrepreneurship from the sys-
temic, quality-based entrepreneurial ecosystem and sets forth alternative 
policies to reconcile the tensions between entrepreneurship and develop-
ment that fuel the entrepreneurship paradox. The analysis proposed in 
this chapter contributes to a better understanding of the entrepreneur-
ship paradox. The findings support the notion that African countries—
and economies in general—do not need more entrepreneurs but rather a 
healthy entrepreneurship ecosystem that contributes to optimally chan-
nel the outcomes of entrepreneurial actions to the economy.

Chapter 5, titled ‘The Monetization of the Regional Development and 
Innovation Index: Estimating the Cost of Entrepreneurship Ecosystem 
Policies in European Union Regions’ by Tamás Sebestyén, Éva Komlósi, 
and László Szerb, provides a methodology to monetize the different 
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pillars of the Regional Entrepreneurship Development Index (REDI). 
The REDI methodology provides a normalized value to describe the 
entrepreneurial ecosystem using natural units of the different measures as 
inputs to the calculation. To offer more informed policy analyses, the 
chapter adopted a two-step approach. First, the authors employ econo-
metric techniques to assign a monetary value to the REDI variables. By 
entering the REDI scores into a production function explaining regional 
GDP levels, the authors estimate the marginal contribution of the REDI 
to monetized regional output, which they link to the marginal value of 
the REDI in a given region. Second, the authors employ a standard 
shadow pricing approach in which the resulting monetized REDI score is 
traced back to its components, thus offering a monetized approximation 
of the pillars that form the REDI composite indicator.

Chapter 6, titled ‘Entrepreneurial Ecosystem in the European Union 
Regions: Identification of Optimal Ecosystem Configurations for 
Informed Policy’ by László Szerb and Éva Komlósi, offers a direct empiri-
cal analysis of regional ecosystem measure based on complexity theory: 
the Regional Entrepreneurship and Development Index (REDI). The 
authors acknowledge that the REDI approach is based on homogeneous 
(across regions) and fixed (across pillars) pillar weights, thus ignoring part 
regions’ heterogeneity. Therefore, they also enhance the REDI methodol-
ogy by building on the benefit of the doubts (BOD) weighting tech-
nique. This weighting system reflects a value judgment on what are the 
optimal configurations of REDI constituents. If policy-makers are given 
objective, nonarbitrary information about the importance of REDI pil-
lars, resource allocation should follow an economically meaningful pro-
cess. Quantity improvements are ensured if additional resources are 
deployed, but for an equal quantitative change in the REDI score, 
enhancements will be qualitatively superior if policy-makers target a clear 
set of priorities. Based on the BOD enhanced REDI (REDIBOD), the 
authors provide a score on the quality of the entrepreneurial ecosystem 
(REDIBOD) for 125 European Union (EU) regions, conduct a grouping 
by cluster analysis, and offer policy suggestions for 23 large EU city 
regions.

Chapter 7, titled ‘Measuring the Effects of Policies Targeting 
Entrepreneurial Ecosystems: An Application of the GMR Framework 

1 Introduction: Entrepreneurial Ecosystems 



22

with REDI’ by Attila Varga, Tamás Sebestyén, Norbert Szabó, and László 
Szerb, estimates the economic impact of entrepreneurship policy. 
Entrepreneurship policy should be added to the palette of public inter-
ventions promoting economic growth. Despite the growing evidence, it 
is still unknown to what extent a given policy intervention would affect 
economic growth in a particular country or region and how these effects 
might change over time. These effects can be estimated with economic 
impact models. In this chapter, the authors introduce the most recent 
version of GMR-Europe to determine the economic repercussion of pol-
icy interventions targeting entrepreneurship. To illustrate the capacity of 
the model, the paper provides a detailed policy impact assessment analysis.

The world is today a more digitally integrated place; however, digital 
inequality still prevails, and its repercussions (e.g., poor access to infor-
mation, e-commerce, remote education, remote work, and remote 
healthcare) have aggravated with the Covid-19 pandemic. In Chap. 8, 
titled ‘Digital inequality and the signature of digital technologies and the 
digital ecosystem: Analysis of deviations in the rank-size rule of Internet 
access data’, Esteban Lafuente, Zoltán J. Ács, and László Szerb adopt a 
power-law approach to scrutinize global digital inequality on a sample of 
107 countries between 2000 and 2019. Also, the authors take the digital 
inequality discussion to a more qualitative level by connecting their find-
ings to the quality of countries’ digital ecosystem. Building on the nuance 
that digital integration encompasses digital technologies and a healthy 
digital ecosystem, the scrutiny of rank deviations in the Internet access 
data shows significant progress in digital integration during 2000–2019; 
however, digital integration is slowing down since 2015. Investments in 
digital technologies support digital integration. The inspection of coun-
tries’ digital ecosystem suggests that digital policies targeting governance 
(e.g., regulation and data privacy) and platforms’ activities (e.g., social 
media and online payments) are critical to enhance the digital system 
and, consequently, reduce digital inequality and its negative 
manifestations.

Chapter 9, titled ‘A Tale of Two Cities: How Arlington Won and 
Baltimore Lost in Battle for Amazon’s HQ2’ by Abraham Song and Keith 
Waters, narrates a tale of two cities, namely, Washington metropolitan 
area and Baltimore metropolitan area: about the rise of one and the fall of 
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the other; about a metro that landed Amazon’s distribution centers and 
the other, highly coveted HQ2. In today’s knowledge economy where the 
most valuable companies are digital platforms, it’s a winner-take-all when 
it comes to regional economic development. The paradigm of place-based 
policies of the industrial age that sought to attract large manufacturing 
plants with tax incentives is outdated. There is no better example of this 
paradigm shift in economic development from cost minimization to 
value maximization, from emphasis on physical capital to human capital, 
embodied in the case of Amazon HQ2 race, which ultimately landed in 
Crystal City, Virginia. Amazon HQ2 race represents a great lesson for 
what technology businesses value: talent. Virginia demonstrated a good 
understanding of tech firms’ market needs, and its development strategy 
evidenced the importance of prioritizing the talent pipeline.

Chapter 10, titled ‘Measuring the Modern Entrepreneur: An Evaluation 
of Elon Musk’ by Camilla Bosanquet, qualitatively considers various 
arguments that characterize the entrepreneurial profile of Elon Musk. 
The chapter first contemplates entrepreneurship in an effort to develop 
baseline standards by which we might then evaluate Elon Musk. A sec-
ondary analysis compares Elon Musk against two of his predecessors, 
Henry Ford and Kiichiro Toyoda. Likewise, the author compares Tesla 
Motors with Ford Motor Company and Toyota Motor Corporation. 
Several accusations against Elon Musk will also be weighed, especially 
those which might challenge notions of Musk as an innovator, founder, 
and (ultimately) entrepreneur.

Chapter 11, titled ‘How to Tame the Beast? Toward a ‘Regulation 
Revolution’ in the Digital Platform Economy’ by Márton Sulyok, offers 
a broad frame to talk about legal and regulatory issues that arise in a ‘plat-
form context’. The author contrasts some of the natural drivers nurturing 
the digital platform ecosystem and incentivizing technological and digital 
progress, pushing the final frontier of law (understood as the means to 
create order) further, and testing the limits of states as regulators. The 
‘IT-debate’, which today revolves around how to tackle growing pressures 
by recent IT-developments, in other words, how ‘tame the beast’, and the 
‘how’ and ‘when’ to regulate digital platforms that are the foundations of 
the ‘digital platform economy’, has gained weight in public discourse. In 
discussing this essential function, relevant questions for legal scholars, 
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regulators, and economists are addressed, including when and to what 
extent states should regulate digital markets to set rights and delimitate 
possible violations that range from privacy to freedom of speech. As states 
breach the digital barrier through technological evolution, the concept of 
sovereignty emerges in the digital sphere. Many actors with a marked 
economic footprint appear in the life of states which have different means 
to affect the ‘analog context’ of traditional sovereignty (i.e., population 
and decision-making). This leads to a ‘regulatory revolution’ that materi-
alizes in increased regulation of big data, actions of the ‘big five’, algorith-
mic decision-making, among others. A long-standing question in the 
legal community is whether law has primacy over politics and policy, or 
vice versa. In the current digital context, the question should rather be 
whether the platform economy has primacy over law (politics and pol-
icy), or whether it should be the other way around.

In the concluding chapter—Chap. 12, titled ‘The Ecology of 
Innovation: The Evolution of a Research Paradigm’—Hilton L.  Root 
proposes a framework in which complex system analytics plays a pivotal 
role for enhancing entrepreneurship scholarship and policy. Following a 
review of research on entrepreneurial ecosystems from an evolutionary 
perspective, the chapter forges a new research direction that pays close 
attention to the relationships between the decisions and strategies of 
agents and the structure of the environment in which choices are made. 
The chapter suggests new ways to evaluate the connections between sys-
tem variables at their macroscopic scale, in the hope of defining global 
properties that are independent of the details at the microscopic scale. 
The analysis of entrepreneurial ecosystems through the complex adaptive 
systems lens has the potential to produce a literature that is richer in 
insights about the informal constraints, such as social norms, beliefs and 
ideologies, and the cognitive processes and cultural elements that under-
pin them, leading to a meta-theory that integrates a community’s culture 
and its historical specificity with its entrepreneurship ecosystem.

In summary, this book on the entrepreneurial ecosystem is a timely 
intervention to document different shades of entrepreneurship which 
might be of value to scholars, policy-makers, strategy makers, students, as 
well as the general public.
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2
Building Composite Indicators for Policy 

Optimization Purposes

László Szerb, Zoltán J. Ács, Gábor Rappai, 
and Dániel Kehl

1  Introduction

In 2010, Carmen Reinhart and Kenneth Rogoff published a noteworthy 
and influential paper, arguing that the average gross domestic product 
(GDP) growth rate considerably falls down when the public depth to 
GDP exceeds 90% (Reinhart & Rogoff, 2010). Despite that the authors 
did not claim to prove a causal relationship between growth and debt, the 
paper soon become a blockbuster among fiscal austerity followers and 
turned out to be a reference point for such policy-makers like European 
Commissioner Olli Rehn, former US Vice-Presidential Candidate Paul 
Ryan, UK Minister of Finance George Osborne, and International 
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Monetary Fund (IMF) CEO Christine Lagarde (Influential Reinhart- 
Rogoff Study, 2013; Mayeda, 2014). The effect of debt to growth rela-
tionship was first questioned by Thomas Herndon, Michael Ash, and 
Robert Pollin who find coding errors in the Reinhart/Rogoff Excel data 
set (Herndon et al., 2014). Moreover, the trio accused Reinhart and 
Rogoff with unreasonable omission of data as well as with unjustified 
weighting. In their reply, Reinhart and Rogoff (Reinhart, 2013) admitted 
the coding error but refused the other critics. Recalculating the result 
based on their renewed data set, the average growth rate over the 90% 
threshold was 2.3%, very close to Herndon et al.’s (2014) 2.2% (Reinhart 
et al., 2012). The debt to growth issue snowballed soon, leading to a huge 
and harsh debate in professional journals as well as in leading dailies and 
weeklies. While there was an agreement that growth and debt negatively 
correlate, many questioned the causal relationship (Panizza & Presbitero, 
2014), find no evidence on the existence of any thresholds (Égert, 2015; 
Pescatori et al., 2014), and highlighted the presence of cross-country het-
erogeneity as opposed to a generally existing relationship (Kourtellos 
et al., 2013; Bell et al., 2014).

Having a closer look at beyond the veil of the debate, we can notice 
that the Reinhart and Rogoff public debt economic growth debate 
enlightened to a fundamental problem that is the limited practical appli-
cability of the statistical/econometric methods. In particular, nothing 
robust and useful policy suggestion has emerged on how to optimize 
public debt. Even more notably, politicians and decision makers have 
become more suspicious about the usefulness of economic models and 
econometric methodologies. It seems that Nobel laureate Wassily Leontief 
long-back claim about the “inadequacy of the scientific means to solve” 
(p. 1) practical problems is still valid (Leontief, 1971). So, there is a time 
to look for alternative solutions that help us in decision-making about 
optimizing resources.

In this chapter, we are describing a composite indicator procedure that 
makes possible optimizing available resources in a system of multivariable 
setup. In order to do that we have developed two novel methodologies 
named as the equalization of the averages (EPA) and the bottleneck for 
penalty (PFB), both of them are vital for providing solid policy recom-
mendation under certain conditions.
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2  The Application of Statistical 
Methodologies Versus Composite 
Indicators in Decision-Making

The most important task of decision makers is to rank the available alter-
natives based on some evaluation criteria. This task is exponentially 
becoming more difficult when the number of potential alternatives and 
criteria increases. Decisions are also influenced by the availability of data. 
Over the last decades, parallel to globalization and the continued increased 
importance of the digital economy, the world has become an information- 
rich place. Facing to increased opportunities and challenges, data users 
from the public to experts demand clear, useful, and meaningful pieces of 
information and methods to solid decision-making (Saltelli, 2007). 
However, decision makers should also learn that their actions and deci-
sion have effect not only on the target but also on many other compo-
nents. Decision cannot be evaluated in isolation, but rather in terms of 
the performance of the whole system (DeLaurentis & Callaway, 2004).

Statistical methods, in particular regression models, are frequently 
applied for decision-making. Nevertheless, even the proper setup of the 
model does not directly lead us to provide useful pieces of information to 
reach good (optimal) decision (Gelman et al., 2003). While the enor-
mous development of statistical/econometric programs makes an easy 
thing to conduct cumbersome calculations, it did not prevent us to inter-
pret the model results and predictive power properly (Soyer & Hogarth, 
2012). Besides improper interpretation, the practical application of 
regression models is still problematic, underlined by the Reinhart/Rogoff 
debate. In the followings, we highlight three, closely interrelated, funda-
mental problems of the practical use of regressions and in more general 
statistical methodology:

 1. The neglect of the system perspective. While theoretical models are often 
accused for disregarding empirical data, econometric models face other 
criticism that is the negligence of the system perspectives (Phelps-
Brown, 1972; Sterman, 1989). As Nobel laureate Leontief claims: “By 
the time facts of everyday experience were used up,  economists were 

2 Building Composite Indicators for Policy Optimization Purposes 



32

able to turn for bits and pieces of less accessible, more specialized 
information to government statistics. However, these statistics … fall 
short of what would have been required for concrete, more detailed 
understanding of the structure and functioning of modern economic 
system” (Leontief, 1982, p. 104). A straightforward solution to com-
plex models is to increase the number of variables. In this respect, 
Milton Friedman’s personal example of selecting alloys based on mul-
tivariate regressions also raises skepticism about the use of complex 
regressions (Friedman & Schwartz, 1991). Examining prior research 
papers, Green and Armstrong (2015) found that complexity increased 
the forecast error considerably, by 27% on average, just echoing to 
Friedman’s doubts. Instead of more complicated methodologies, Green 
and Armstrong suggest looking for simple solutions.

 2. The ceteris paribus assumption. A core tenet of most economic analyses 
is the basic postulate that we can change only one variable at one time 
and all the other variables remain unchanged. This approach com-
pletely neglects the system perspective, that is, the mutual dependence 
of all the elements in a given framework.

 3. Multicollinearity based on correlation of the variables. Regression-based 
methods are looking for the best predictor. In the case of highly cor-
related variables, probably we select only one that explains best the 
target variable. However, using this result for policy could be very 
misleading. It does not mean that the other variables are not impor-
tant, and even more importantly it does not mean that policy should 
neglect it.

In order to evaluate the usefulness of statistical/econometric methods, 
in particular regressions, to policy, we should go back to the very basics. 
Statistical methodologies are used to provide summary/aggregate pieces 
of information about a data set, variables, or phenomenon, and to dem-
onstrate the connection between the variables. Perhaps the most popular 
statistical method, regression analysis, is seeking to assess the (casual) 
relationship between a dependent variable and the independent/predic-
tor variables (Kleinbaum et al., 2013). Being more precise, regression 
analysis estimates the average value of the dependent variable under the 
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conditions of fixed independent variables. Regressions are frequently 
applied for decision-making, including policy suggestions.

He also opined that “the more complex the regression, the more skep-
tical I am” (Friedman & Schwartz, 1991).

For policy application, the size and the significance of the parameters 
are crucial. While frequently used, many forget about the basic assump-
tions of multivariable regression applicability. One of these refers to the 
relation between the predictor variables that should be (linearly) inde-
pendent from each other. However, finding the best, unbiased, consis-
tent, and efficient parameters is becoming increasingly difficult when we 
have a set of closely correlated variables. It is even more problematic to 
interpret the parameters.

This task is becoming increasingly difficult as we move from one vari-
able analysis to a multivariable setting. Despite continuous improvement 
efforts, traditional statistical tools, like regression analysis-based tech-
niques, have not been able to provide satisfactory results; thus, they 
opened a way to new methodology developments (Hoerl & Kennard, 
1970; Massy, 1965; Li, 1991). Having their roots in classification and 
dimension-reduction techniques, composite indices are becoming more 
and more popular in many fields from engineering to economics, politi-
cal sciences, and environmental studies (Bandura, 2008; Handbook on 
Composite Indicators, 2008).

Based on Condorcet’s early ideas, a group of scientists have focused on 
aiding decision makers by ranking, sorting, or classifying the number of 
available alternatives (Roy, 1996; Munda & Nardo, 2009). While these 
tools are very useful in making decisions under incomplete information, 
conflicting goals, and fuzzy environmental conditions, the computation 
and the interpretation of the results are becoming exponentially more 
difficult when the number of available alternatives and criteria increases. 
Drawings mainly, but not exclusively, on Borda’s accomplishments, social 
scientists have been rather looking for index numbers that describe cer-
tain social or economic phenomena (Arrow & Raynaud, 1986; Fishburn, 
1973). While the main national account indicators, like the most well- 
known gross domestic product (GDP), could also be viewed as compos-
ite indices, the United Nation’s Human Development Index (HDI) was 
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the first complex index, providing an alternative for expressing and inter-
preting development (Human Development Report, 1990).

By reducing the number of variables to basically one number, compos-
ite indices are appropriate tools for providing summary information 
about multidimensional phenomena. If the benchmark levels of the vari-
ables are properly selected, then the performances can be tracked over 
time, ranked, and compared to other units/countries of interest 
(Handbook on composite indicators, 2008). As compared to the out-
ranking type of decision-making approach, indices applied mainly in the 
field of social sciences represent relatively simpler methodology and envi-
ronmental conditions. Moreover, they are easier to calculate and interpret 
the results. However, index scoring and the associated ranks are sensitive 
to theory assumptions, and even small changes in different normaliza-
tion, weighting, or aggregation methods could lead to significant changes 
in rank, causing instability (Jacobs & Goddard, 2007; Saisana et al., 
2005). Note that this criticism could also be valid for regressions where 
parameter significances and sometimes even signs can change by adding 
or removing new variables in the equation. All index builders should keep 
in mind Arrow’s theorem claiming that it is impossible to meet with all 
the conflicting criteria at one time (Arrow, 1963). Only a compromised 
solution can be achieved.

The most important drawback is that most social science index cre-
ators do not go beyond ranking, the comparison of the items, and the 
basic statistical analysis of the data. All well-known indices are able to 
calculate a unique index number and rank the units according to this 
number. It is also possible to compare units and track changes over time. 
However, the policy alternatives, that is, the potential and optimal way of 
improvement of the index, are left behind the veil of ignorance. Another 
frequent complaint about the statistical methodologies, including indi-
ces, is their limited capability to provide not only general but also case- 
specific solutions for improvements. Decision makers and politicians are 
particularly interested in solid methodologies that provide them with 
useful selection criteria and tailor-made public policy tools in a multilevel 
system setting. In addition, they want to understand the way of index 
construction, its advantages, and its drawbacks. To fulfill this 
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requirement, we need a relatively simple way of calculation by avoiding 
cumbersome computation algorithms and evaluating a large number of 
alternatives. A central aim of this chapter is to provide a relatively simple 
index building methodology that is suitable for tailor-made policy 
recommendations.

An important issue and the main address of this paper is to clarify the 
ultimate connections among the variables and their influence on the 
index score and ranking of the particular unit. The interdependency 
problem exists on two levels. First, it is necessary to clarify the relation-
ship among the variables. Since the index is supposed to apply for public 
policy purposes, the marginal change of all variables should be equal on 
average. However, the different averages of the normalized variables imply 
that reaching the same score requires different effort and consequently 
resources. Higher average normalized value variables could mean that it 
is easier to reach as compared to lower average value variables. The same 
is true for the marginal improvement—improving the higher average 
variable is relatively easier than lower average variables. Since we want to 
apply the method for public policy purposes, the additional resources for 
the same marginal improvement of the average of the variables should be 
equalized. A practical solution for this problem is a transformation to 
equate the average values of the variables.

Second, the interdependency issue is also present on the investigated 
unit level. If variables are independent from each other, then a change in 
one variable has no effect on any other variables (the rate of substitution 
is zero) in the unit level. This standpoint is hardly defendable from the 
system point of view. Strong dependences of the variables of a particular 
phenomenon are very common (Handbook on composite indicators, 
2008). It is also widely held that the low score (weak performance) in one 
variable can be compensated with a better performance in another vari-
able (Roy, 1996; Munda & Nardo, 2009). The key is the degree of com-
pensability. Practically, the relative weights of the variables can be viewed 
as the rate of substitution. Non-weighting, that is equal weighting, 
implies perfect, one-to-one substitutability among the variables. However, 
it is more realistic to assume that the relative differences between the vari-
able values have something to do with compensability. Configuration 
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theory, applied frequently in the organizational sciences, provides a useful 
approach where the harmonization of the variables is more important 
than having excellent score in one variable and a low score in another one 
(Fiss, 2007; Miller, 1986). An important note is that the equation of the 
marginal effects of the average pillars does not mean equal substitution of 
the pillars over the units. On the contrary, the substitution changes from 
case to case, depending on the absolute and relative size of the bottleneck 
as well as on the magnitude of the whole composite index.

The primary aim of this chapter is to present a dynamic index con-
struction methodology, called the penalty for bottleneck (PFB), that 
incorporates the interconnection of the variables in the index. The key 
principle of this approach lies in a set theory assumption that the system 
performance is determined mainly by the weakest performing variable. 
The PFB directly addresses the problem of unbalance of the variables. 
While the harmonization issue is directly addressed and solved in the 
Tarabusi-Palazzi-Guarini unbalance adjustment model (UAM), there are 
some differences. The center of adjustment is the average in the case of 
UAM and the minimum in the case of the PFB. Although the solutions 
are methodologically equivalent, the PFB is theoretically better sup-
ported. The core element of PFB is that the weak performance of a par-
ticular variable, called a bottleneck, has a negative effect on the other 
variables on the index scores, and hence on the whole system. Improving 
the weakest link has a magnifying effect on the index score. The newly 
developed, unique marginal analysis is particularly useful to provide 
tailor- made policy recommendations.

Practical application of the PFB methodology can be manifold, from 
performance measurement to ranking index improvement possibilities. 
Applying the logic of the PFB, it is also very easy to address other situa-
tions when the system performance is determined by the best performing 
variable. In this study, we provide a practical example by the Global 
Entrepreneurship and Development Index (GEDI). We also present a 
policy simulation with examples of three countries to improve an opti-
mum policy mix to improve the GEDI score by 10.
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3  The Problem of Compensability 
of the Variables in Composite 
Index Construction

Most indices are created to compare different units and a rank in terms of 
multiple features. Since one unit is stronger in one particular feature and 
the other in another feature, it is necessary to find a universal way to 
compare and summarize them in one index number. Technically, we 
want the following transformation:

 
P I� �� �� � � � �z Iij i  

(2.1)

P: is a matrix of the data set containing n × k elements
n: is the number of units (country, region, firm, etc.)
k: is the number of variables
zij: is the observed value of unit i with respect to feature j
I: is a vector of the indices
Ii: is the index associated to ith unit (i = 1, 2, …, n)

Building a composite indicator is a complex task, from selecting the 
proper theory and variable to normalization, weighting, and aggregation 
(Handbook on composite indicators 2008). While all phases of index- 
building involve several alternatives and possibilities that affect the final 
index number and rank order, the most problematic issues are probably 
weighting and aggregation (Munda & Nardo, 2003; Zhou & Ang, 2009). 
Even minimal changes in the methods can have major impact on the 
result (Jacobs & Goddard, 2007). The selection of the weighting and 
aggregation methods involves an important problem that all composite 
indicators have to deal with—that is, the variables’ degree of compensa-
bility; eventually, weighting and aggregation are the two sides of the same 
coin (Munda & Nardo, 2009).

On the one hand, weights show the relative importance of the variable, 
and on the other, they imply the degree of trade-off between the vari-
ables. When equal weighting is applied, there is a one-to-one, complete 
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compensability between the variables. From the public policy point of 
view, this implies a neutrality effect; that is, the same improvement of the 
index can be reached by increasing any of the variables with the same 
absolute value.

Basically, most index aggregation techniques have their roots in social 
choice and multi-criteria decision-making (MCDM) theories. These 
aggregation methodologies can be derived from Condorcet’s and Borda’s 
rules, keeping in mind Arrow’s (1963) impossibility theorem, stating that 
no perfect aggregation rule exists (Munda & Nardo, 2005, 2009). The 
other important postulate comes from the MCDM, which also denies 
the possibility of optimizing with respect to all the criteria. Selection of 
the criteria can be based on the decision makers preferences and attri-
butes, as highlighted by numerous MCDM development methods over 
the decades (Roy, 1996; Dyer et al., 1992; Zhou & Ang, 2009).

Like the weighting problem, the application of the MCDM or other 
linear aggregation techniques also requires dealing with the compensabil-
ity issue. The simplest (trivial) and most frequently applied means of 
aggregation is to calculate the (weighted) averages of the normalized vari-
ables (Munda & Nardo, 2005). However, using linear aggregation 
requires the independence of the preferences, meaning that the change in 
one variable’s preference should have no effect on the other variables’ 
preferences (Keeney & Raiffa, 1976). Any models based on the non- 
compensability assumption deny the interdependence of the variables, 
synergies, and the feedback effects, which is hardly realistic from the sys-
tem approach point of view.

There are some solutions. The Grey relational analysis developed by 
Deng (1989) is an analytical methodology that dynamically compares 
each variable in the system. The resulting relational grade could serve to 
calculate a ranking order. Another possibility is to introduce the analytic 
hierarchy process (AHP) structure (Saaty, 1996). AHP incorporates 
MCDM and derives a compensation structure that makes the different 
alternatives comparable. However, AHP initially requires setting up the 
weights and the decision-making criteria. One more option is to apply 
the fuzzy decision-making process (Yu & Tzeng, 2006); however, the use-
fulness of the relatively complicated fuzzy methodology is criticized even 
by the father of the AHP methodology (Saaty & Tran 2007). Munda and 
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Saisana (2011) suggest a nonlinear, non-compensatory, multi-criteria 
approach. In this case, the weights emphasize the relative importance of 
the variables and reject any compensability. While it is a solution for the 
independence problem, the elimination of compensability is not really 
constructive from the system point of view.

Index constructors frequently meet but many times neglect to recog-
nize the imbalance of the variables (Tarabusi & Guarini, 2013). Imbalance 
means significant differences over the variables. It can happen that one 
country is very good in several variables (criteria) but has very low scores 
in other variables (criteria). How does it affect ranking, or what should be 
the trade-off if this disparity is present? One of the solutions to handle 
imbalance is provided by the outranking-based multi-criteria decision- 
aiding (MCDA) model. Veto threshold reflects a situation when the dif-
ference of the evaluation between a variable and another variable exceeds 
a certain threshold (Roy, 1996; Figueira et al., 2005). However, MCDA 
models are based on the non-compensatory assumptions of the variables, 
hence denying the possibility of trade-offs between the variables. Tarabusi 
and Palazzi (2004) and Tarabusi and Guarini (2013) introduce the idea 
of the harmonization of the variables. They claim that the (normalized) 
variable values should be equal for harmony. If the variables deviate from 
the ideal (arithmetic mean) position, either positive or negative direc-
tions, then they should be penalized. The penalty increases with enlarging 
the deviation from the “ideal” position. This model implies a partial 
(incomplete) compensability between the variables with decreasing mar-
ginal rate of substitution.

Over the years, weighting and aggregation techniques have become 
much more sophisticated. For example, the nonlinear methodology sug-
gested by Munda and Nardo (2009) requires to examine N! number of 
permutations, where N is the number of units (countries). Other meth-
ods also demand cumbersome and long computations (e.g., fuzzy meth-
ods). As a result, it is becoming more and more difficult to follow an 
algorithm to derive the index and interpret the findings results. This is 
particularly true if the interconnection of the variables is examined. 
Moreover, the issue of compensability leads us back to the original prob-
lem. It is hard to believe that the variables of a system are independent 
from each other. It is equally unreasonable to assume that the variables 
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are perfectly compensable (complete compensability) with each other 
(under linear aggregation rules with equal weights). Other algorithms 
and methods should be developed that provide reasonable rules and 
assume only partial compensability in the line of Tarabusi and Palazzi 
(2004) and Tarabusi and Guarini (2013).

4  The Penalty for Bottleneck Methodology

First, we lay down the necessary assumptions about the system of 
variables.

All variables should positively correlate to the complex index. If the 
opposite is true, then the particular variable value should be multiplied 
by a −1 (see in Tarabusi & Guarini, 2013). As a corollary of this state-
ment, an increase in one variable value should not involve a decrease in 
any other variable value. The performance of one unit in the system in 
terms of the variables is determined by the weakest performing variable. 
All other variables depend only on the weakest performing variable. In 
this sense, the weakest link variable behaves as a “dictator” over the other 
variables. The strength of dictatorship depends on the difference between 
the weakest link variable and the other variables.

The variables have a partial compensability with each other. The bad 
performance of the bottleneck (the lowest value variable) only provides 
an imperfect compensation with another better performing variable in 
the system.

Now, let’s recall Eq. (2.1), where we have matrix P with n units and k 
variables. We want a transformation that condenses the k variables into 
one. To calibrate the different variables into the same range, we normalize 
the feature values to a [0,1] range as described in the following equation,1
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where
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xij: is the normalized value of jth variable for unit i
zij: is the observed value of jth variable for unit i
maxi(zij): is the maximum value for jth variable

The same normalization has to be done for all the k number of variables.
The different averages of the normalized values of the k variables imply 

that reaching the same performance requires different effort and conse-
quently resources. Higher average values could mean that it is easier to 
reach as compared to lower average value. Since we want to apply the 
method for public policy purposes, the additional resources for the same 
marginal improvement of the average variable values should be the same 
for all the k variables. Therefore, we need a transformation to equate the 
average values of the k variables.

The arithmetic average of variable j for n units is
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(2.3)

We want to transform the xij values such that the potential values stay 
in the [0,1] range, and the average of the transformed values is the 
desired yj

 
y xij ij
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(2.4)

where r is the “strength of adjustment.” So, we have to find the root of the 
following equation for r
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(2.5)

It is easy to see, based on previous conditions and derivatives, that the 
function is decreasing and convex, which means it can be quickly solved 
using the well-known Newton–Raphson method with an initial guess of 
0. After obtaining r, the computations are straightforward. Note that if
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that is r can be thought of as the strength (and direction) of adjustment. 
This transformation can be performed for all variables.

Now we define the variability with the range, called a bottleneck, 
which is the difference between the value of actual feature and the value 
of the worst feature.

The elements of the bottleneck matrix (R) can be defined as:
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(2.6)

The goal is to create an index that penalizes the bottleneck as:
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Starting from now, we are working with only one unit, so we are not 
representing index i.

Now, we apply a penalty function in general form:
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(2.8)

where f(.) is the penalty function.
While this penalty function is similar to Tarabusi and Palazzi (2004) 

and Tarabusi and Guarini (2013), our approach calculates deviation from 
the minimum, and not from the arithmetic mean value, that is theoreti-
cally more correct. Among others, the Theory of Weakest Link (TWL) 
(Yohe & Tol, 2001; Tol & Yohe, 2006) and the Theory of Constraints 
(TOC) (Goldratt, 1994) provide solid theoretical arguments. In the line 
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of the PFB, these theories argue that the performance of the system 
depends on the element that has the lowest value in the structure.

The basic implication of the penalty function is that bottlenecks, that 
is, large deviations in different variable values, can have a negative effect 
on the particular variable having higher value. The penalty function also 
reflects the compensation of the loss of one pillar for a gain in another pillar.

The marginal rate of compensation (MRC) is defined as:

 

MRC
dy

dyij
i

j

=
 

(2.9)

Full compensability means that a loss in one pillar can be compensated 
by the same increase in another pillar. However, this is not realistic. The 
MRC is the same concept as the Marginal Rate of Substitution for goods 
and to the Marginal Rate of Technical Substitution of inputs (Tarabusi & 
Guarini, 2013) that are reflected to the law of diminishing return. 
Therefore, the effect of the change of the penalty should not be propor-
tional, reflecting to the increasing rate of MRC. It means that we require 
higher compensation for the loss in one pillar if the difference between 
another pillar value and the particular pillar is higher. The required posi-
tive value of the second derivative means that the pillars are just only 
partially, and not fully, compensable with each other. So the penalty 
should increase in an increasing rate:

 

dMRC

dy
ij

j

> 0
 

(2.10)

The penalty function must fulfill the following two properties: f(0) = 0 
then [minj(yj)](p) = yj, and the slope measured as the tangent over the 
closed interval of [0; 1] is less than 1.

The index value representing the overall performance of one country 
over the k variables is calculated as the arithmetic mean (hereafter mean) 
after applying the PFB methodology2:

2 Building Composite Indicators for Policy Optimization Purposes 



44

 

y
k

y y
k

f y yp

j

k

j
p

j j
j

k

j j j
� �

�

� �

�

� � � � � � � �� �� �1 1

1 1

min min
 

(2.11)

The value of the index is mainly determined by the variable with the 
worst value, which can be considered the weakest link among all the vari-
ables. The size of the penalty depends on the difference between the value 
of the worst variables and the value of the particular variable: the higher 
the difference, the higher the penalty.

Following from the above logic, the penalty function has good proper-
ties if it fits the aforementioned conditions, and if the average of the after- 
penalty values over the features is not larger than the initial average value 
of the features:
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(2.12)

Now, we are defining a concrete penalty function as:

 
f R aj

bRj� � � �� ��1 e ,
 

(2.13)

where 0 ≤ a, b ≤ 1 are the penalty parameters, and the basic setup is 
a = b = 1.

Therefore, after penalty:

 
y yj

p
j j

Rj� � �� � � � �� �min 1 e
 

(2.14)

Equation (2.14) represents the creation of a unique index number for 
each uniti as calculated from k variables, by taking into account the one 
minus the differences between the value of variable j and the lowest value 
of all of the variables on the base of the natural logarithm.
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0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

Fig. 2.1 Penalty function, the penalized values, and the values with no penalty 
(minj(yj) = 0, a = b = 1)

If we illustrate it in a graph, then the original values (blue line) and the 
after-penalty values (brown and red lines) can be seen. The red line repre-
sents the case when the worst variable value is the minimum (0), and the 
green line represents the magnitude of the penalty. In this case, the maxi-
mum penalty is 0.368 (Fig. 2.1).

The bottleneck is not penalized any more:

 
min min minj j

p

j j j jy y y� ��
�

�
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1 0e
 

(2.15)

The slope of the penalty function is:

 

1 1
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(2.16)
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The sum of the feature values after penalty is presented in Eq. (2.17) as:
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j
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��
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��
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1 1 1

1min
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e
 

(2.17)

because of the properties of the penalty function.
The range of the feature values after penalty is presented in Eq. (2.18)

 
max min max min ,j j

p

j j

p
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(2.18)

because

 
1� � � � � � �� � �� � �� �e

max min
max min .j j j jy y

j j j jy y
 

(2.19)

Now, let’s summarize the properties of the PFB:

 1. The bottleneck, that is, the worst performing variable, is unit-specific, 
changing from one unit to another.

 2. The bottleneck is not penalized.
 3. The size of the penalty depends on the difference between the particu-

lar variable and the lowest value variable; the larger the difference, the 
larger the penalty.

 4. The index can be improved the most by increasing the lowest value, 
the “bottleneck” variable. The magnitude of the improvement has a 
multiplicative effect on all the other variables depending on the differ-
ences between the bottleneck and the second, the bottleneck and the 
third, and so on, variables. As a result, we have a multivariate rather 
than a univariate marginal analysis tool.

 5. If all variables have the same value in the system, then there is no pen-
alty; the system is optimal in terms of the PFB methodology.

 6. Improving any other variable than the bottleneck has no effect on the 
other variables.
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5  Distribution of the Additional Resources

Most index constructors finish when they calculate the index values and 
pay less attention to how it should be used for policy purposes. Basically, 
we want to answer to the following question: Which variable should be 
improved to achieve the largest increase in the index? If there is a com-
plete compensability among the variables, then the same increase of any 
of the variables results in the same improvement in the index, under the 
conditions of equal weighing. However, this is not the case under the 
penalty assumption.

Let us assume that it is possible to involve new resources in the system. 
If we calculate the average value of the k variables, then it is not signifi-
cant which variable we are improving. However, the situation is different 
if we apply the PFB methodology with the penalty function. In the fol-
lowing, we investigate the case of optimal additional resource allocation 
under the conditions of penalty function.

We assume that the features can be improved by Δ, altogether. The 
sum of the modified values denoted by y j

˜

 without penalty is given 
as follows

 1 1

k k

j j
j j

y y
= =

= ∆ +∑ ∑

 

(2.20)

The sum of the value of modified values represented by Eq. (2.20) is 
independent of which features are improved.3

However, the sum of the after-penalty modified value, denoted by yj
p( ), 

depends on the preference of the distribution of the additional resource. 
Let’s denote the value of the additional resource to the jth variable by Δj

 j

k

j
�
� �

1

� �
 

(2.21)

In this case, the sum of the after-penalty modified values is given in 
Eq. (2.22):
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We want to maximize Eq. (2.22) with respect toΔj, maintaining the 
restriction described in Eq. (2.17), and to solve the following equation:
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(2.23)

If we assume that k = 2, then the solution is simple (let y1 ≤ y2):
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(2.24)

and the result is
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(2.25)

From (25), the marginal rate of substitution between the two variables 
is the following:
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(2.26)

The above relation is fulfilled, since 0 ≤ Δ and y1 ≤ y2both have been 
previous assumptions. According to Eq. (2.26), the marginal rate of sub-
stitution decreases as the difference between the two variables increases, 
similar to standard microeconomic literature about the marginal rate of 
substitution between the goods and the technical rate of substitutions 
between outputs (Tarabusi & Guarini, 2013).

Since we want to apply all of the additional resources and do not want 
to allow redistribution of the resources, the modified values should not be 
negative. Therefore, we introduce a limit as 0 ≤ Δ2. Therefore, if Δ ≤ y2 − y1, 
then Δ1 = Δ. Table 2.1 represents the solution fork = 2:

Applying the full induction, it can be proved that during the distribu-
tion of the additional resources, the methodology of filling from the bot-
tom should be used. Improving the score of the weakest variable will have 
a greater effect on the index than improving the score of a stronger vari-
able. Traditional marginal analyses are univariate, based on the ceteris 
paribus assumption, meaning that all other variables except one must 
hold constant. Our multivariable marginal analysis alleviates from the 
ceteris paribus assumption. It means that for reaching an optimal solu-
tion, we may need to change more than one variable.

Table 2.1 The redistribution of the additional resources in the case of two 
variables

Case Δ Sum with 
additional 
resources 
without 
penalty

Sum with additional 
resources with  
penalty

1 Δ ≤ y2 − y1 y1 + Δ y2 y1 + y2 + Δ
( ) ( )− − −∆× + ∆ + − 2 1

12 1 e y yy
2 y2 − y1 < Δ y1 + y2 + Δ y1 + y2 + Δ


1y 

2y

− ∆
+ +2 1

1 2 2
y y

y
− ∆

− +2 1
1 2 2

y y
y
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6  Application of the Penalty for Bottleneck 
to the Global Entrepreneurship 
and Development Index4

The GEDI project was initiated by Zoltán J. Ács and László Szerb in 
2008 to provide a suitable measure of the national-level entrepreneur-
ship. The first global report including the analysis of 71 countries appeared 
in 2011. Since then, there have been three reports of GEDI using former 
versions of the PFB methodology (Acs & Szerb, 2011, 2012; Acs et al., 
2013b). The GEDI is based on the following four presumptions:

 1. Since entrepreneurship is a multidimensional phenomenon, tradi-
tional single variables are not proper to measure it correctly. Hence, 
there is a need to develop a complex entrepreneurship measure.

 2. Entrepreneurship components should reflect the quality rather than 
the quantity aspects. In addition, besides individual components, the 
contextual country-level environmental/factors are equally important. 
Basically, the institutional setup determines the effectiveness of the 
individual effort. As a consequence, we aim to measure not the whole 
supply of entrepreneurship but only its productive part.

 3. The components of entrepreneurship constitute a system of mutually 
interrelated elements. The effectiveness of the system of entrepreneur-
ship in the country level depends on its weakest performing 
component(s).

 4. The “one size fits to all” entrepreneurship policy recommendations are 
misleading. On the contrary, index-based policy suggestions should 
be “tailor-made,” reflecting country-specific conditions.

Following Acs et al. (2013a), we define national entrepreneurship as 
the dynamic, institutionally embedded interaction between entrepre-
neurial attitudes, abilities, and aspirations, by individuals, which drives 
the allocation of resources through the creation and operation of new 
ventures. Attitudes, abilities, and aspirations are complex categories 
which include individual and institutional (contextual) measures.

 L. Szerb et al.
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According to this definition, we propose four-level index-building: (1) 
variables, (2) pillars, (3) sub-indices, and, finally, (4) the super-index. All 
three subindices contain several pillars, which can be interpreted as quasi- 
independent building blocks of this entrepreneurship index. The three 
subindices of attitudes, abilities, and aspiration constitute the entrepre-
neurship super-index, which we call the Global Entrepreneurship and 
Development Index.

The structure of the GEDI is described in Table 2.2.
While the abilities and aspiration subindices (outlined below) capture 

actual entrepreneurship abilities and aspiration as they relate to nascent 
and start-up business activities, the entrepreneurial attitude (ATT) subin-
dex aims to identify the attitudes of a country’s population as they relate 
to entrepreneurship. For example, the pillar known as opportunity per-
ception potential is essential to recognizing and exploring novel business 
opportunities. It is also critical to have the proper start-up skills and per-
sonal networks to exploit these opportunities. Moreover, fear of failure to 
start a business can have a negative effect on entrepreneurial attitudes, 
even when opportunity recognition and start-up skills exist. 
Entrepreneurial attitudes are believed to be influenced by the crucial 
institutional factors of market size, level of education, level of risk in a 
country, the population’s rate of Internet use, and culture, all of which are 
interaction variables of the indicator.

The entrepreneurial abilities (ABT) subindex is principally concerned 
with measuring some important characteristics of the entrepreneur and 
the start-up with high growth potential. This high growth potential is 
approached by quality measures, including opportunity motivation for 
start-ups that belong to a technology-intensive sector, the entrepreneur’s 
level of education, and the level of competition. The country-level insti-
tutional variables include the freedom to do business, the technology 
adsorption capability, the extent of staff training, and the dominance of 
powerful business groups. Moreover, gender equality of opportunities 
and female business start-ups are also desirable social and economic goals, 
so we included the share of female-to-male TEA ratio and the equal 
opportunity institutional variable in the entrepreneurial abilities 
subindex.

2 Building Composite Indicators for Policy Optimization Purposes 
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The entrepreneurial aspiration (ASP) subindex refers to the distinctive, 
qualitative, strategy-related nature of entrepreneurial activity. Entrepreneurial 
businesses are different from regularly managed businesses; thus, it is par-
ticularly important to be able to identify the most relevant institutional and 
other quality-related interaction variables. The newness of a product and of 
a technology, internationalization, high growth ambitions, and informal 
finance variables are included in this subindex. The institutional variables 
measure the technology transfer and R&D potential, the sophistication of a 
business strategy, the level of globalization, and the availability of venture 
capital.

For the 2012 year country investigation and ranking, the individual 
variables are calculated by including 377,648 individuals from 89 countries 
of the Global Entrepreneurship Monitor (GEM) Adult Population Survey. 
Sixty-seven countries’ individual data are from the 2011–2012 years, and 
21 countries have individual data from the pre-2010 years. We estimated 
the individual variables for 33 countries by using nearby and similar coun-
try GEM Adult Population Survey data. All the institutional variables are 
from surveys other than the GEM; most of them are from the Global 
Competitiveness Index (GCI), others are from the Doing Business Index 
or the Index of Economic Freedom, or from multinational organizations 
such as the United Nations, the Industrial Development Organization, or 
the Organization for Economic Co-operation and Development (OECD). 
While we tried to find a single institutional variable for each of the indi-
vidual variables, it sometimes was not possible. Therefore, some of these 
institutional variables are themselves complex “indices.” As compared to 
the previous versions, we changed the GCI-related venture capital variable 
to the depth of capital market variable (Groh et al., 2012) that is a more 
proper measure of the financial market development than venture capital.

For the calculation of the GEDI 2012 country scores, follow seven points:

 1. We calculate all pillars from the variables using the interaction vari-
able method, that is, by multiplying the individual variable with the 
proper institutional variable (see Table 2.2)

 2. Pillar values are capped to the 95% value by using the whole 
2006–2012 data with 355 observations.

2 Building Composite Indicators for Policy Optimization Purposes 
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 3. Capped pillar values are normalized by using the distance method 
(using Eq. (2.2)).

 4. The 15 pillar averages are equated to have the same marginal effect 
(using Eqs. (2.3) and (2.5)).

 5. The PFB is applied to get the PFB adjusted values for all of the 15 pil-
lars (using Eqs. (2.13) and (2.14)).

 6. We calculate the values of the entrepreneurial attitudes, entrepreneur-
ial abilities, and entrepreneurial aspirations subindex. The value of a 
subindex for any country is the arithmetic average of its PFB-adjusted 
pillars for that subindex multiplied by a 100. The maximum value of 
the subindices is 100 and the potential minimum is 0, both of which 
reflect the relative position of a country in a particular subindex.

 7. Finally, the super-index, the Global Entrepreneurship and 
Development Index, is simply the average of the three subindices.

The received scores and the rank of the countries can be found in 
Table 2.3. By no surprise innovation-driven countries are on the top of the 
list. The United States leads the rank, followed by the Anglo-Saxon 
Australia. Nordic countries are also in a privileged position: Denmark, 
Sweden, and Finland are all in the top ten, and Iceland is eleventh. The 
Netherlands and Switzerland are also among the most entrepreneurial 
nations of the world. Taiwan, the best Asian country, is sixth place, and 
Singapore is tenth. At the same time, lower developed factor-driven coun-
tries with low GDPs, such as Pakistan, Uganda, most poor African coun-
tries, and Bangladesh, are on the bottom of the entrepreneurship ranking.

The connection between development, measured by the per capita 
GDP and GEDI scores, is depicted in Fig. 2.2. The mild “S” shape of the 
trend line and the high R2 of 0.76 imply a close relation between entre-
preneurship and development.

7  A Policy Simulation for the Optimal 
Improvement of GEDI

Below, we present a further potential application of the PFB methodol-
ogy. As proved previously, improvement of the whole index score depends 
on which component is selected to upgrade. The PFB simulates the 
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Table 2.3 The Global Entrepreneurship and Development Index (rank of coun-
tries for 2012)

Rank Country GEDI Rank Country GEDI Rank Country GEDI

1 United 
States

82.5 41 Czech 
Republic

44.6 81 Trinidad & 
Tobago

30.4

2 Australia 77.9 42 Hungary 44.5 82 Ukraine 30.2
3 Sweden 73.7 43 Kuwait 44.3 83 Morocco 29.5
4 Denmark 72.5 44 Malaysia 44.1 84 Ecuador 29.3
5 Switzerland 70.9 45 Saudi Arabia 43.5 85 Algeria 29.1
6 Taiwan 69.5 46 China 41.6 86 Swaziland 29.0
7 Finland 69.3 47 Peru 41.3 87 Paraguay 28.9
8 Netherlands 69.0 48 Italy 40.9 88 Angola 28.7
9 United 

Kingdom
68.6 49 Croatia 40.9 89 Philippines 28.5

10 Singapore 67.9 50 South Africa 40.4 90 Zambia 28.4
11 Iceland 67.5 51 Cyprus 40.3 91 Bosnia and 

Herzegovina
27.8

12 France 67.2 52 Montenegro 39.5 92 Venezuela 26.4
13 Belgium 66.5 53 Brunei 

Darussalam
39.3 93 Ghana 26.3

14 Norway 65.1 54 Lebanon 38.9 94 Egypt 25.2
15 Chile 65.1 55 Barbados 38.5 95 Senegal 24.8
16 Germany 64.6 56 Argentina 38.4 96 Benin 24.7
17 Austria 64.0 57 Mexico 38.2 97 Cameroon 24.7
18 Ireland 61.8 58 Greece 37.8 98 Liberia 24.5
19 Puerto Rico 61.7 59 Tunisia 37.2 99 Iran 24.2
20 Israel 59.7 60 Costa Rica 37.2 100 Honduras 24.0
21 Estonia 59.0 61 Namibia 36.8 101 Kenya 23.8
22 Slovenia 52.7 62 Macedonia 36.2 102 Tanzania 22.5
23 Qatar 52.7 63 Botswana 35.6 103 Nicaragua 22.1
24 Colombia 49.8 64 Thailand 35.5 104 Mozambique 21.1
25 Lithuania 49.6 65 Panama 34.8 105 Rwanda 21.1
26 Poland 49.1 66 Dominican 

Republic
34.3 106 Gambia 21.0

27 Latvia 48.4 67 Indonesia 34.3 107 Malawi 20.9
28 UAE 48.3 68 Serbia 34.0 108 Guatemala 20.7
29 Oman 47.6 69 Russia 33.2 109 Burkina Faso 19.9
30 Portugal 46.9 70 Gabon 32.8 110 Ethiopia 19.8
31 Spain 46.9 71 Albania 32.6 111 Madagascar 19.6
32 Korea 46.7 72 Jordan 31.7 112 Côte d’Ivoire 19.4
33 Hong Kong 46.6 73 Nigeria 31.6 113 Uganda 19.3
34 Slovakia 46.6 74 Jamaica 31.4 114 Mali 18.8
35 Japan 46.1 75 India 31.3 115 Pakistan 18.7
36 Bulgaria 45.5 76 Moldova 31.2 116 Mauritania 18.5
37 Bahrain 45.4 77 Bolivia 31.1 117 Sierra Leone 17.6
38 Uruguay 45.3 78 El Salvador 31.0 118 Burundi 15.5
39 Turkey 44.7 79 Kazakhstan 30.6 119 Chad 15.0
40 Romania 44.6 80 Brazil 30.4 120 Bangladesh 13.8
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Fig. 2.2 The connection between GEDI scores and development, measured by 
the per capita GDP, 2006–2012 (third degree polynomial adjusted trend-line). 
Note: Per capita GDP in PPP in 2005 constant international dollars, World Bank. 
Number of observations = 347. The United Arab Emirates, as an outlier, has been 
removed while calculating the trend line

notion of a bottleneck; if the weakest pillar is improved, the overall GEDI 
should show significant improvement. The suggested policy recommen-
dation is clear: improve the weakest pillar because it has a magnifying 
effect on the other variables and ultimately on the whole index. Remember, 
our methods allow the multivariate marginal analysis. However, the mag-
nitude of the improvement is sensitive to the following assumptions:

 1. The improvement depends not only on the weakest pillar value but 
also on the differences between the weakest and the second weakest 
pillar, the differences between the second and the third weakest pillar 
values, and so on. The largest improvement can be achieved if a coun-
try has one weak point, and after the adjustment there will be no other 
bottleneck pillar value. In cases where there are more bottlenecks, the 
additional resources should be divided among the weak pillars, if it is 
allowed.

 2. Another question is whether we tolerate the additional resource to be 
distributed among the weaker pillars, or assume that only one pillar 
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value can be improved. If distribution is allowed, then the magnifying 
effect can be larger, depending on the conditions described in the pre-
vious point.

 3. A different constellation emerges if we allow optimization of the 
whole system at the cost of worsening the best variable. The optimal 
solution is when there is no bottleneck—that is, all the pillar values 
are the same.

 4. The improvement also depends on the relative weight of the pillars: 
Higher weight of the bottleneck could result in more significant 
improvement, while lower weight could mean minimal progress.

It is important to note that the following simulation has certain limita-
tions, especially interpreting as a public policy recommendation. First, 
the applied 15 pillars of GEDI only partially reflect the whole national 
system of entrepreneurship. Therefore, the maximization of the GEDI 
score of a particular country does not mean maximizing the whole sys-
tem. Second, while we have equalized the different pillar averages for all 
GEDI pillars to equate the marginal improvement effect over the 15 pil-
lars, this might well not be true about the cost of improvement. In fact, 
these costs may vary significantly over pillars (Autio et al., 2012). Third, 
we set aside the differences in country size by presuming that the same 
effort is necessary to improve the GEDI over all the countries. Of course, 
the cost of an improvement of a pillar in larger country like Germany 
could be considerable higher than in a smaller country like Slovenia.

Here, we examine the result of the simulation to increase the GEDI 
scores by 10. We selected three countries as examples: Slovenia that has 
basically one bottleneck, Japan with more bottlenecks, and the United 
States where pillars are balanced. Table 2.4 shows the situation before the 
improvement has taken place, the required increase in the particular pil-
lars (in absolute values and in percentages), and the improved version 
after adjustment.

Slovenia, a relatively small country of the European Union, has one 
major bottleneck, that is, opportunity perception (0.15 scores). Therefore, 
Slovenia should turn most of its new resources (93%) to improve its 
weakest pillar, and only 7% of the new resources should be spent to 
enhance the second weakest pillar, that is, gender.

2 Building Composite Indicators for Policy Optimization Purposes 
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Japan’s entrepreneurial performance is more balanced than Slovenia’s. 
However, balanced performance also means that Japan has more bottle-
necks. Japan needs to alleviate first start-up skills, but then opportunity 
perception is becoming its bottleneck very soon. For optimization, 72% 
of the new resources are required to improve these two pillars. In order to 
reach the 10 point increase in its GEDI points, Japan needs to raise three 
other pillars: gender, networking, and internationalization. The required 
improvement of the latest two pillars is only marginal, 3 and 2%, 
respectively.

The United States, the leading country, has its entrepreneurial perfor-
mance well balanced. Its weakest pillar value is networking, with 0.61 
score. Altogether, the US needs to enhance eight of its pillars to improve 
its GEDI scores by 10. As a result, the weakest pillar values of the US 
would be 0.90. Moreover, due to the improvement, instead of one bottle-
neck, the US will have 10 bottlenecks. At the same time, the size of the 
bottleneck will be lower as compared to the previous situation.

Table 2.4 also prevails that the mitigation of one bottleneck requires 
significantly less resources as compared to the situation when two or even 
more bottleneck exist. Aside from the country-size effect and assuming 
the equal marginal improvement of the 15 pillars on average, Slovenia 
needs half of the resources for the same 10 point improvement as Japan 
does. The US has to turn 40% more resources as compared to Japan to 
improve eight pillars and increase the US GEDI score from 82.5 to 92.4.

8  Summary and Conclusion

The aim of this chapter is to present an amended methodology of com-
posite index construction that takes into account the interrelation of the 
different elements (variables) under the assumption of imperfect com-
pensability. The most frequently applied traditional way of combining 
the elements of the index is to take the arithmetical averages of the com-
ponents. In this case, the enhancement of the index point therefore does 
not depend on which element is improved. Moreover, this methodology 
assumes the perfect compensability of the elements.
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The PFB method is based on the assumptions that (1) the elements of 
the system should positively correlate to the summary index number; (2) 
the performance of the system depends on the weakest link; and (3) the 
elements of the system cannot all be perfectly substituted for each other. 
The suggested simple analytical method of index construction has the 
additional advantage of not being sensitive to sample size. The PFB could 
rearrange the rank order of the investigated units in a particular feature. 
The level of the rearrangement depends on the differences between the 
bottleneck and the other variables. If every unit has similar differences in 
terms of features, then the rank order does not change much; if one unit 
is much less balanced than the others, then a lower rank can be expected 
for that particular unit. The policy message is that weak performance on 
a particular feature—that is, a bottleneck—should be handled first 
because it has the most negative effect on all the other features.

The first practical application of the PFB methodology was the cre-
ation of the Global Entrepreneurship and Development Index (Acs & 
Szerb, 2011, 2012). While we believed being the first with the idea of 
balanced performance and the application of the penalty function, later 
we recognized Tarabusi and Palazzi (2004) and Tarabusi and Guarini 
(2013) having the same idea. While the PFB and the Tarabusi-Palazzi- 
Guarini unbalance adjustment method (UAM) is very similar to each 
other, the major difference is that PFB calculates deviation from the min-
imum and not from the arithmetic mean value that first is being theoreti-
cally more correct. It is easy to create functions in addition to our weakest 
link assumption where performance is based not on the weakest link but 
on the best performance. However, this application requires solid theo-
retical foundation.

We believe that our PFB methodology has some advantages as (a) it is 
potentially more general, (b) the minimum adjustment is theoretically 
superior to the average adjustment principle, (c) the index calculation is 
simple, making it attractive even to nonexperts, (d) the interpretation of 
the results is straightforward, and (e) it is able to provide an additional 
multivariate marginal analysis for the optimal improvement of the index 
that is vital for tailor-made public policy recommendations. Moreover, 
we have provided an additional methodological improvement of the 
equalization of the variable averages technique to equate the marginal 
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improvements of the pillars. The GEDI, the first complex, system-based 
entrepreneurship index, served as an example to present the practical 
applicability of average equalization and of the PFB, and to show the 
resulted public-policy portfolio that optimizes the GEDI scores. A simu-
lation of three countries showed the potential of further policy applica-
tion of the new technique.

Like any methodology, the PFB has also some disadvantages. First, the 
assumption of the measure of penalty is an axiom, but, for example, in 
the case of variance, similar ad hoc assumptions are made by economists. 
Further research and case-to case investigation are necessary to identify 
the best penalty function. Second, the methodology assumes that bench-
marks are properly selected. Extreme values or outliers can result in par-
ticularly bad index values and incorrect rank order. To overcome this 
drawback, we used the 95% capping in the calculation of the GEDI 
scores. Note, the regression techniques, in a varying degree, are also sensi-
tive to outliers. Third, all the variables should correlate positively to the 
overall index. Fourth, we provided a method to equalize the marginal 
effects of improvements. However, the equalization of the marginal 
effects does not mean the equalization of the cost of improvement since 
it would require including country-size effect and the equalization of the 
cost of the pillars on average. While the PFB seems to be a proper tool to 
identify bottlenecks, to set up policy proprieties, and to provide a policy-
portfolio mix from the system perspective, these shortcomings somehow 
limit the sole and single use of PFB for public policy purposes. Indeed, 
PFB methodology results should be used together with other results and 
statistics. Autio et al.’s (2012) study about the analysis of the United 
Kingdom’s entrepreneurial performance is a good example about the 
proper application of the GEDI methodology.

The further potential of the PFB methodology is enormous. This 
methodology is a proper tool not just for index-building but also for for-
mulating strategy at the level of an individual firm. Szerb and Terjesen 
(2010) used it to present alternative penalty function cases to measure 
firm competitiveness. In any case, the PFB method can be useful when 
we want to measure and examine the performance of a complex system 
in which the elements are not independent of each other. A further major 
advantage of the method is the system-based multivariate marginal 
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analysis that provides a policy-portfolio mix for optimizing the additional 
resources in a tailor-made manner, individually for all the individual 
units. Regression techniques are able only to identify the most important 
variables and make possible univariate marginal analysis. Moreover, PFB 
is a potential substitute for other data reduction methods like factor or 
principal component analysis. However, when statistical data reduction 
methods are used to maximize the explanation of variances, the PFB is a 
theory-based form of data reduction by “a priori” assuming strong con-
nection among the variables. This means that whereas factor analysis 
builds on what the connection (correlation) is among the elements, the 
PFB shows what the connection among the elements should be.
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Notes

1. Here we do not want to go into other issues like outlier and skewness 
handling.

2. Weighting can also be applied, however, weighting changes the trade-offs 
between the variables.

3. Obviously, there is a limit to how to improve the features, that is yk

˜

≤1 ; 
but we are not dealing with this case in the following.

4. The description of the GEDI structure and its component is based on Acs 
et al. (2013a, 2013b).
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1  Introduction

Productivity is heterogeneous not only across countries, but also in terms 
of the factors explaining productivity differences between and within ter-
ritories over time (Barro, 1991). In this study, I build a world technology 
frontier based on a non-parametric technique to evaluate total factor pro-
ductivity (TFP) trends among 73 countries during the period 2002–2013. 
The proposed model extends existing work on country-level productivity 
by integrating the entrepreneurial ecosystem in a technology that allows 
to scrutinize the effects on TFP of directed technical change that I associ-
ate with countries’ technology choices (biased technical change) (e.g., 
Färe et al., 1994; Kumar & Russell, 2002).

Productivity has been invoked as a key factor contributing to economic 
growth, and, from a policy perspective, the analysis of the factors driving 
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TFP contributes to improve resource allocation policies and decision-
making (Acemoglu & Zilibotti, 2001; Barro, 1991). Total factor produc-
tivity is often estimated by the Solow residual which captures technology 
shifts resulting from output growth that remains unexplained by growth 
in inputs (Van Beveren, 2010). Echoing the seminal work by Solow 
(1957), economists have devoted a great deal of efforts on evaluating the 
sources of productivity growth between and within countries over time. 
This literature supports the view that productivity differences across 
economies originate from differences in technology adoption or transfer, 
and from variations in technical change linked to the access to human 
capital, technological knowledge, and solid financial markets backing 
economic activity (see, e.g., Lucas, 1988, Romer, 1990; Barro & Sala-i- 
Martin, 1997; Mankiw et al., 1992; Parente & Prescott, 1994; Hall & 
Jones, 1999; Kumar & Russell, 2002; Griffith et  al., 2004; Caselli & 
Coleman, 2006; Antonelli & Quatraro, 2010; Moll, 2014).

In this study I argue that, besides the differences in technology and 
production factors’ availability, the institutional setting backing entrepre-
neurship—that is, the entrepreneurial ecosystem or the national system 
of entrepreneurship (NSE)—and the technology choices linked to the 
exploitation of productive factors play a decisive role in shaping coun-
tries’ TFP.

At this point, two critical aspects that constitute the building blocks of 
this study are worth highlighting. The first issue deals with the definition 
of entrepreneurship as a national phenomenon. Entrepreneurship is a 
vital economic component present in any economy to a larger or lesser 
extent. At the national level, entrepreneurship is increasingly operational-
ized as the countries’ capacity for creating and/or developing a local 
entrepreneurial ecosystem conducive to productive entrepreneurship by 
supporting the efficient allocation of productive resources to the econ-
omy (e.g., Autio et al., 2015; Wurth et al., 2021). Formally, Acs et al. 
(2014) define the national system of entrepreneurship (NSE) as ‘the 
dynamic, institutionally embedded interaction between entrepreneurial 
attitudes, abilities, and aspirations by individuals, which drives the allo-
cation of resources through the creation and operation of new ventures’ 
(p. 479). Underlying this definition is the notion that the multiple, often 
complex, interactions that occur between countries’ institutions and 
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economic agents govern entrepreneurial activity. The analysis based on 
the NSE framework describes the territory’s capacity to mobilize available 
resources to the market through new business formation processes by 
including the interactions between entrepreneurs and the multifaceted 
economic, social, and institutional contexts in which individuals develop 
their entrepreneurial activity. The NSE contributes to understanding the 
quality of the local entrepreneurial ecosystem as well as its constituents, 
and prior work shows that the systematic approach to entrepreneurship 
based on the NSE—operationalized via the GEI—seems appropriate to 
evaluate the role of the entrepreneurial ecosystem over productivity 
(Lafuente et al., 2020).

Therefore, if the local entrepreneurial ecosystem is instrumental for 
economic growth by promoting productive entrepreneurship (Cao & 
Shi, 2021; Wurth et al., 2021), it seems clear that the analysis of coun-
tries’ TFP should include the combined effect of individual entrepreneur-
ial action and the context within which these initiatives operate.

The second key aspect addressed in this study is related to the connec-
tion between the entrepreneurial ecosystem and TFP, and to the analysis 
of how specific input choices causing movements along the production 
technology affect countries’ TFP. Prior studies on country-level productiv-
ity often compute TFP values under the assumption of Hicks neutrality of 
technical change, as in the classic study of technical change by Solow 
(1957) (see, e.g., Boussemart et  al., 2003; Caselli & Coleman, 2006). 
Following Solow (1957, p.  312), neutral technical change is associated 
with a constant marginal rate of substitution between inputs that simply 
increase or decrease the output level of the focal unit of analysis. However, 
the technology choices of policy makers (as well as of individuals and 
organizations) are likely heterogeneous over time. In fact, Samuelson and 
Swamy (1974, p. 592) pointed that ‘the Santa Claus hypothesis of homo-
theticity in tastes and in technical change is quite unrealistic’.

In practical terms, many considerations lead to believe that shifts in 
countries’ production function are non-homothetic. Countries with dif-
ferent factors’ endowments will take advantage of technological innova-
tions that allow for a more intensive use of locally abundant production 
factors. It follows that countries better able to introduce technologies and 
entrepreneurship policies that match the local market conditions should 
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show better productivity performances than countries that have put less 
effort in shaping policies based on the idiosyncratic characteristics of 
their local setting. Additionally, countries have differentiated productive 
and economic priorities, and the success of specific policies in one coun-
try might prove ineffective in other contexts with different local condi-
tions of factor markets. These processes directly affect countries’ rate of 
technical change (e.g., Acemoglu, 2002).

Technical change is a key factor to productivity growth, and it can be 
associated with input or output bias, so different policies may be imple-
mented to address them. Besides purely technological aspects or varia-
tions in factor prices, differences in technical change across economies 
may result from specific policies associated with the greater (or lower) 
exploitation or specific resources (e.g., Kogan et  al., 2017; Kumar & 
Russell, 2002). In the specific context of this study, by studying how 
changes in production factors—that is, capital and labor—as well as in 
the entrepreneurial ecosystem—measured by the GEI (Acs et al., 2014)—
affect the directionality of technical change, this research is important in 
practice for understanding the value of ‘appropriateness’ of technology in 
ecosystem analyses. Besides the identification of inward or outward shifts 
of countries’ technology function as a result of policies emphasizing 
changes in either economic factors or in the entrepreneurial ecosystem, 
the proposed analysis of technical change directionality is of crucial inter-
est that contributes to the debate on how the entrepreneurial ecosystem 
contributes to economic performance.

This study relates to the large and growing stock of knowledge dealing 
with entrepreneurial ecosystems (see, e.g., the recent surveys by Cao and 
Shi (2021) and Wurth et al. (2021)), and the analysis of how variations 
in both production factors and the entrepreneurial ecosystem affect 
countries’ technical change rate (i.e., input bias) is at the core of this 
chapter. For the empirical application, I employ a nonparametric tech-
nique (i.e., data envelopment analysis) to compute TFP estimates and its 
components (i.e., efficiency change, technical change, and the input bias 
term of technical change) on a sample of 73 countries during 2002–2013. 
The key findings reveal that the directionality of technical change—that 
is, GEI’s input bias—impacts countries’ TFP.

The proposed analysis of countries’ TFP and its components offers 
valuable information on the sources of productivity change during 
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growth and recession periods in developed and developing economies. 
Additionally, by examining the directionality of technical change, we are 
in a better position to assess whether the direction of technical change 
matches the technology choices of the analyzed countries, in terms of 
input usage.

The plan of the chapter is as follows. Section 2 offers the background 
theory. Section 3 presents the methodology used to compute TFP, tech-
nical change, and the input bias term of technical change. Section 4 
describes the sample and estimation strategy, while the findings are pre-
sented in Section 5. Section 6 presents the discussion and concluding 
remarks.

2  Background Theory

Since the days of Schumpeter (1934), entrepreneurship is an attractive 
concept that has been mostly analyzed from the perspective of the indi-
vidual (Baumol, 1996; Wurth et al., 2021). As a national phenomenon, 
entrepreneurship is more than variations in the stock of businesses in the 
economy, and its operationalization should incorporate the regulating 
effect of context-related factors on individual action (Acs et  al., 2014; 
Autio et al., 2015). Countries cover a range of different institutional set-
tings; thus, entrepreneurial entry is governed by complex interactions, 
and the economic effects of entrepreneurship differ across countries (e.g., 
Lafuente et al., 2021; Nightingale & Coad, 2014).

In this discussion, the academic passion for consolidating the entrepre-
neurial ecosystem frame, as a research field, has translated into a signifi-
cant stock of scientific work nurtured by different literature frameworks 
(Wurth et al., 2021): the national innovation system (Lundvall, 1992), 
the theory of competitive advantage (Porter, 1998), and the regional 
innovation systems (Cooke et al., 1997; Fritsch, 2001). The convergence 
of these scholarly trends has relevant academic and policy implications.

The entrepreneurial ecosystem has been conceptualized as spatially 
bounded, evolving systems that support opportunity exploitation through 
the creation of new productive businesses (Acs et al., 2014; Spigel, 2017). 
Local resources made available and mobilized by institutional and market 
agents therefore constitute the key ecosystem inputs for entrepreneurs; 
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productive entrepreneurship will flourish in countries where institutional 
development and support policies are in sync with the needs of entrepre-
neurs, whereas inefficient or even destructive entrepreneurship character-
ize territories where institutions are weak (Baumol, 1996).

The entrepreneurial ecosystem is not a checklist of elements that can 
be organized hierarchically (Lafuente et al., 2021; Wurth et al., 2021). 
Rooted in the entrepreneurial ecosystem framework, I observe a shift in 
policy design from the standard quantitative view based on the count- 
number of new businesses to support new approaches that take into 
account relevant aspects of this ecosystem, such as the quality of institu-
tions backing entrepreneurship and the interactions between ecosystem 
actors (Acs et al., 2014; Lafuente et al., 2020).

In this discussion, research on entrepreneurial ecosystems offers a com-
prehensive definition as well as a clear categorization of ecosystem con-
stituents (see, e.g., the recent surveys by Cao and Shi (2021) and Wurth 
et al. (2021)). Furthermore, recent quantitative analyses (e.g., Giraudo 
et al., 2019; Lafuente et al., 2016; Lafuente et al., 2020) and case studies 
(e.g., Heaton et al., 2019; Shi & Shi, 2021; Spigel, 2017) suggest that 
ecosystem configurations are country-specific, and that the effectiveness 
of entrepreneurship policy is highly reliant on both resource availability 
and the interconnections between ecosystem actors.

In strict connection to the study objective (Section 1), these studies 
indirectly support the notion that the entrepreneurial ecosystem might 
be instrumental for supporting the economic activity of new and incum-
bent businesses and, subsequently, countries’ economic performance.

The analysis of the entrepreneurial ecosystem permits to capture vari-
ous interconnected effects related to territorial economic performance. 
First, the entrepreneurial ecosystem depicts the territory’s capacity to 
mobilize available resources—in the form of interactions between indi-
viduals’ attitudes, aspirations, and abilities—to the market through new 
business formation processes. Second, the entrepreneurial ecosystem por-
trays the interactions between entrepreneurial human capital and accu-
mulated knowledge and the multifaceted economic, social, and 
institutional contexts in which individuals develop their entrepreneurial 
activity. Finally, the entrepreneurial ecosystem contributes to understand 
how entrepreneurship fuels territorial economic productivity through the 
efficient allocation of resources in the economy.
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The relevance of the entrepreneurial ecosystem flows from the recogni-
tion that entrepreneurship is a vital component present in any economy to 
a larger of lesser extent. Therefore, the systematic analysis of countries’ effi-
ciency including variables that account for the effects of entrepreneurial 
activity—that is, through the national systems of entrepreneurship—helps 
not only to enhance the analysis of the factors that contribute to explain 
economic performance, but also to provide policy makers with valuable 
information on the economic contribution of entrepreneurship.

This is the core of this research. Instead of identifying ecosystem 
strengths and weaknesses, this study differs from earlier contributions to 
a large extent because it is focused on directed technical change and its 
implications for both the local ecosystem and the economy.

I directly stand on the shoulders of existing productivity models (i.e., 
Caves et al., 1982; Färe et al., 1997; Lafuente et al., 2020), and indirectly 
on the endogenous growth studies by Hicks (1932), Solow (1957), and 
Kennedy (1964), to formulate a model of directed technical change with 
a very applied purpose: I identify the sources of variation in countries’ 
TFP at a global scale in order to inform policy makers on the specific role 
of the entrepreneurial ecosystem and related policies for improving the 
economic performance of countries. This objective is relevant to increase 
the knowledge on the response of the economy to different production 
factors, including the entrepreneurial ecosystem.

To move toward the model estimations, in the next section we present 
the details of our analytical approach.

3  Modeling Country-Level Total 
Factor Productivity

3.1  The Malmquist Total Factor Productivity 
(TFP) Index

The approach adopted in this study to construct the world production 
frontier and associated efficiency levels of each analyzed economy is non-
parametric. When dealing with multiple inputs yielding multiple out-
puts, efficiency literature often makes use of data envelopment analysis 
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(DEA) frontier methods (see, e.g., Cooper et al., 2011). This data-driven 
method approximates the true but unknown technology through linear 
programming without imposing any restriction on the sample distribu-
tion. DEA is a complex benchmarking nonparametric technique that 
yields a production possibilities set where efficient units positioned on 
this surface shape the frontier. For the rest of units, DEA computes an 
inefficiency score indicating the units’ distance to the best practice fron-
tier. The fundamental technological assumption of DEA models is that, 
in a focal period (t), production units (i) use a set of x x x RJ

J� � �1, ,�� �  
inputs to produce a set of y y y RM

M� � �1, ,�� �  outputs, and that these 
sets form the technology (T): T{(x, y, t): x can produce y at time t}.

In our case, for each country (i) in the sample (N), the best practice 
technology is modeled via an output distance function Dt(xt, yt) =  inf (θ 
> 0 : (xt, yt)/θ) ∈ Tt. The drawn technology exhibits constant returns to 
scale, is homogeneous of degree +1, and is convex in y. The following 
linear program models the described technology and computes, for each 
country (i) and each period (t), the output distance function (Dt (xt, yt)):

Dt (xt, yt) = max θi

subject to
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The solution value of θ in equation (1) is the efficiency score computed 
for the country i at time t. Note that for efficient countries θ = 1, while 
for inefficient countries θ > 1 and 1 − θ point to the degree of inefficiency. 
The term λi

t  is the intensity weight used to form the linear combinations 
of the sampled countries (N).

Next, the distance functions can be used to compute changes in total 
factor productivity (TFP) between two periods through the Malmquist 
index (M (⋅)). The Malmquist TFP index—first introduced by Malmquist 
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(1953) and formally developed in the pioneering work by Caves et al. 
(1982)—measures TFP variations between two periods. In a multiple 
input–output setting, this index reflects changes (progress or regress) in 
productivity along with changes (progress or regress) of the frontier tech-
nology over time. By using distance functions, the output-oriented 
Malmquist TFP index (M(xt, yt, xt + 1, yt + 1)) is computed for each country 
(i) on the benchmark technologies in periods t and t+1 as follows (Färe 
et al., 1989):
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In equation (2), productivity growth (progress) yields a Malmquist 
index greater than unity, while values lower than one point to productiv-
ity decline. Analogous interpretations hold for the components of the 
Malmquist TFP index. The term inside the first square bracket measures 
the effect of efficiency changes (EC), that is, whether the operating effi-
ciency of a focal country is moving closer (catching-up) or farther from 
the efficiency frontier between periods t and t+1. The geometric mean of 
the term inside the second square bracket captures the effect of technical 
change (TC), that is, the shift in the technology function between the 
two periods. Improvements in the technical-change component are con-
sidered to be evidence of innovation (e.g., Färe et al., 1994; Kumar & 
Russell, 2002; Lafuente et al., 2020).

3.2  Modeling the Direction of Technical Change

Technical change (TC)—that is, shifts in the production function—can 
be neutral or non-neutral. Underlying many studies on technical change 
based on total factor productivity is the assumption of Hicks neutrality of 
technical change (see, e.g., Färe et  al., 1994; Boussemart et  al., 2003; 
Mahlberg & Sahoo, 2011), as in the classic study of technical change by 
Solow (1957). Nevertheless, prior studies have shown that technical 
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change in many countries is non-neutral (Färe et  al., 2006; Kumar & 
Russell, 2002).

Following Solow (1957, p.  312), technical change is said to be  
neutral if the marginal rate of substitution (MRS) between two inputs 
(x1, x2) stays constant and simply increases or decreases the output 
attainable between period t and t+1, that is, x2t+1 / x1t+1 = x2t / x1t. 
Mathematically, neutrality can be written as d/dt 
MRS d dt F F d dt dx dxt t� � � � � � � �/ / / /1 2 2 1 0 , where Ft

1  and Ft
2  are 

the marginal products and the x2 / x1 ratio is held constant. Therefore, 
neutrality implies a homothetic inward shift on the unit isoquant 
(Binswanger, 1974).

Samuelson and Swamy (1974, p. 592) concluded that ‘the Santa Claus 
hypothesis of homotheticity in tastes and in technical change is quite 
unrealistic’. Technical change is defined as non-neutral (x1-using or 
x2-using), depending on whether the MRS decreases or increases. That is, 
nonproportional shifts of the production frontier in the input–output 
space occur at different input mix points (Färe et al., 2006). For example, 
in the case of technical advance (TC > 1) and at a constant factor ratio, if 
the MRS rises so that x2t+1 / x1t+1 > x2t / x1t, then technical change is 
x2-using (x1-saving) as it favors the consumption of x2 via the increase of 
its output elasticity. Alternatively, when technical change is x1-using 
(x2t+1 / x1t+1 < x2t / x1t), it favors the use of x1 via greater increases in the 
output elasticity of x1 than that of x2. Table 3.1 summarizes the condi-
tions for the direction of technical change bias.

Technical change is a key factor to productivity growth, and it can be 
associated with input or output bias, so different policies may be imple-
mented to address them. Besides purely technological aspects or varia-
tions in the factor prices, differences in technical change across economies 

Table 3.1 The direction of input biased technical change

Input mix IBTC < 1 IBTC = 1 IBTC > 1

x2t + 1/x1t + 1 < x2t/x1t x2-using Hicks neutral x1-using
x2t + 1/x1t + 1 > x2t/x1t x1-using Hicks neutral x2-using
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might result from development strategies or policy-driven factors associ-
ated with the greater (or lower) exploitation or specific resources (Kogan 
et al., 2017; Kumar & Russell, 2002). Therefore, other than the identifi-
cation of the shift of the production function inward or outward (i.e., 
technology is progressing or regressing), the measurement of the direc-
tion of technical change biases is also important, since the directionality 
of the technology adopted by a focal country can amplify or reduce the 
shift of the production frontier.

Following Färe et al. (1997), the constant returns to scale measure of 
technical change (TC in equation (2)) can be explained by a magnitude 
term (HTC) and a bias term, which can be further decomposed in an 
input-bias (IBTC) and an output-bias (OBTC) component.
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In equation (3), the magnitude term (MTC) is the measure of techni-
cal change under the assumption that the technology is Hicks neutral 
(IBTC = 1 and OBTC = 1). For the bias terms, values greater than one 
point to a positive effect of the biased technical change on the Malmquist 
index, while values below one indicate that the biased technical change 
shrinks productivity. Keep in mind that in models like ours—that is, 
where the constant returns to scale technology produces one output (see 
section 4.1)—OBTC = 1 and the IBTC term are independent of outputs, 
that is, the source of technical change bias exclusively comes from varia-
tions in the input mix (see Färe et al. (1997) for a detailed discussion on 
this issue). By taking these considerations into account, the technical 
change component (equation (3)) can be rewritten as:
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Therefore, the three-way decomposition of the Malmquist TFP index 
used in this study is generated by inserting equation (4) into equation (2):
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(5)

In equation (5), a result of IBTC = 1 indicates that the technical change 
is Hicks neutral, while if IBTC ≠ 1, the technical change is non-neutral. 
Therefore, by computing the change of the input mix and the value of the 
IBTC, it is possible to identify the direction of technical change. 
Figure 3.1—borrowed from Färe et al. (2006)—illustrates the direction 
of technical change. The figure draws the input set in period t (Lt(y)) and 
three input sets in period t+1 that capture the different types of technical 
change: Hicks neutral technical change L yMTC

t� � �� �1 , x1-using bias 
L yx
t
1
1� � �� � , and x2-using bias L yx

t
2
1� � �� � .

In Fig. 3.1, all input sets produce the same level of output (y) and the 
x2 / x1 ratio decreases, that is, x2t+1 / x1t+1 < x2t / x1t. Note that technical 
change is Hicks neutral (IBTC = 1) if 0b / 0c = 0f / 0e(h), meaning that 
the line through the points c and e(h) is parallel to the line through the 
points b and f. Alternatively, a x1-using biased technical change occurs if 
technical change shifts the isoquant to L yx

t
1
1� � �  (0b / 0c < 0f / 0e(1)) and 

IBTC > 1. If technical change shifts the isoquant to L yx
t
2
1� � � , then 0b / 0c 

> 0f / 0e(2) and IBTC < 1, which implies a x2-using biased techni-
cal change.
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Fig. 3.1 Input biased technical change. Source: Author’s elaboration based on 
Färe et al. (2006).

4  Sample, Variable Definition, 
and Estimation Strategy

4.1  Sample and Variable Definition

The data used in this study come from two sources of information. First, 
data on the macroeconomic figures of the analyzed countries were 
obtained from the World Development Indicators available from the 
World Bank data sets. Second, variables related to the country’s demo-
graphic, educational, and economic conditions, as well as to the entrepre-
neurial activity used to estimate the Global Entrepreneurship Index 
(GEI), were obtained from different sources, including the Global 
Entrepreneurship Monitor (GEM) adult population surveys, the Global 
Competitiveness Index (GCI), and the Doing Business Index.

I compute productivity growth and its components on a sample of 73 
countries over the period 2002–2013. Given the interest in evaluating 
productivity patterns at the world scale, I work with an unbalanced panel 
so that the total analyzed sample comprises 559 country-year 
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observations. The full list of countries included in the analysis is pre-
sented in Table A1 of the Appendix. Note that the representativeness of 
the sample is ensured insofar as it includes 32 European countries 
(Belgium, Bosnia and Herzegovina, Croatia, Czech Republic, Denmark, 
Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, 
Israel, Italy, Latvia, Lithuania, Macedonia, Netherlands, Norway, Poland, 
Portugal, Romania, Russia, Serbia, Slovakia, Slovenia, Spain, Sweden, 
Switzerland, Turkey, and United Kingdom), 18 American countries, 
including both North America and Latin America and the Caribbean 
islands (Argentina, Barbados, Brazil, Canada, Chile, Colombia, Costa 
Rica, Dominican Republic, Ecuador, Guatemala, Jamaica, Mexico, 
Panama, Peru, Trinidad & Tobago, United States, Uruguay, and 
Venezuela), 11 Asian countries (China, India, Iran, Japan, South Korea, 
Malaysia, Pakistan, Saudi Arabia, Singapore, Thailand, and United Arab 
Emirates), 11 African countries (Algeria, Angola, Botswana, Ghana, 
Malawi, Namibia, Nigeria, South Africa, Tunisia, Uganda, and Zambia), 
and one Oceania economy (Australia).

Existing studies mostly evaluate country-level efficiency under the 
premise that capital and labor generate gross domestic product (see, e.g., 
Färe et al., 1994; Kumar & Russell, 2002; Boussemart et al., 2003; Färe 
et  al., 2006; Mahlberg & Sahoo, 2011). Following the argument in 
Section 2, and similar to Lafuente et al. (2016), in this study the technol-
ogy specification used to compute the world frontier defines an aggregate 
output (y: gross domestic product) that is produced by three inputs (x): 
labor, capital, and the entrepreneurial ecosystem. Table 3.2 presents the 
descriptive statistics for the input–output set.

The gross domestic product (GDP) is expressed at 2011 prices in mil-
lions of PPP international dollars. Labor is measured as the country’s 
number of employees (expressed in millions of workers). Capital is 
defined as the gross capital formation, which represents the outlays on 
additions to the economy’s fixed assets (public infrastructures, and com-
mercial and residential buildings) plus net changes in the level of inven-
tories held by firms in the economy.1 This variable is expressed at 2011 
prices in millions of PPP international dollars.

The third input, the Global Entrepreneurship Index (GEI), captures 
the multidimensional nature of the national system of entrepreneurship 
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Table 3.2 Descriptive statistics for the selected input–output set (period 
2002–2013)

Description
Mean
(Std. dev.) Q1 Median Q3

Output
Gross 

domestic 
product 
(GDP)

GDP equals the gross 
value added by 
country producers 
plus product taxes 
and minus subsidies 
not included in the 
products’ value.

1,310,657
(2,681,693)

158,529 368,607 1,314,236

Inputs
Labor force The economically active 

population: people 
over 15 years old who 
supply labor for the 
production of goods 
and services.

38.96
(119.13)

2.74 8.23 24.57

Gross 
capital 
formation 
(GCF)

GCF consists of outlays 
on additions to the 
fixed assets of the 
economy plus net 
changes in the level 
of inventories.

340,195
(835,411)

32,152 88,454 339,004

GEI score Index that measures 
the country’s systems 
of entrepreneurship

47.12
(17.45)

32.61 44.48 62.18

Data on labor and the economic variables were obtained from the World Bank, 
while the GEDI scores were provided by the International GEM Consortium.

at the country level. The GEI measures the dynamic and institutionally 
embedded interaction between entrepreneurial attitudes, entrepreneurial 
abilities, and entrepreneurial aspirations by individuals, which drive 
resource allocation through new business venturing (Acs et  al., 2014). 
The GEI, which ranges between 0 and 100, is built on 14 pillars which 
result from 14 individual-level variables properly matched with selected 
institutional variables related to the country’s entrepreneurship ecosystem.

The novelty of the Global Entrepreneurship and Development Index 
(GEDI) lies on the systemic view of countries’ entrepreneurship in which 
the harmonization (configuration) of the analyzed pillars through the 
penalty for bottleneck (PFB) determines the country’s systems of 
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entrepreneurship (Miller, 1986, 1996). Through the PFB method, the 
system performance is mainly determined by the weakest element (bot-
tleneck) in the system. The magnitude of the country-specific penalty 
depends on the absolute difference between each pillar and the weakest 
pillar. Also, pillars cannot be fully substituted through the PFB method, 
that is, a poorly performing pillar can only be partially compensated by a 
better performing pillar.

4.2  Estimation Strategy

I compute the total factor productivity measure and its components fol-
lowing equation (5) and using the input–output set specified in Section 
4.1. At this point, two considerations are in order. First, similar to prior 
studies on country productivity (see e.g., Boussemart et al., 2003; Färe 
et al., 2006; Kumar & Russell, 2002; Lafuente et al., 2020), our produc-
tivity measures are based on discrete time estimations. This way, a TFP 
value is computed for each analyzed country for every adjacent pair 
of years.

The second consideration deals with the use of an unbalanced panel 
data to estimate the Malmquist index values. Underlying most research 
on productivity is the misconception that a balanced panel is a prerequi-
site to efficiently estimate TFP measures. This is surprising because some 
of the seminal works on the Malmquist index have clearly indicated that 
the use of unbalanced panels is possible (Färe et al., 1994, p. 73). More 
recently, in their analysis of the differences in TFP estimates generated 
from unbalanced and balanced panels, Kerstens and Van de Woestyne 
(2014) conclude that balancing an unbalanced panel might lead to lose 
relevant information about the units’ productivity level (Kerstens & Van 
de Woestyne, 2014, p. 756).

On the basis of these considerations, I employ an unbalanced panel 
data to compute the TFP measures. Keep in mind that the value of the 
Malmquist index (equation (5)) will be undefined for missing observa-
tions. Details on the sample composition are presented in Table A1 of the 
Appendix, which shows that data for the whole analyzed period are avail-
able for 23 countries, including 18 OECD countries, Argentina, Brazil, 
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China, Croatia, and South Africa. A group of 14 economies report infor-
mation for more than six periods, while eight countries report informa-
tion for six periods. Data for a five-year period are available for seven 
economies, and, finally, 22 countries report data for less than five time 
periods.

It should be noted that the panel used in this study is unbalanced 
because the data necessary to calculate the Global Entrepreneurship 
Index are missing for various countries over the analyzed period. Thus, 
this unbalancedness property is strictly linked to the phenomenon being 
modeled, which might represent a source of attrition bias (Baltagi & 
Song, 2006).

Therefore, I verified the validity of our estimations by scrutinizing the 
Malmquist index results for both the unbalanced panel including infor-
mation for 73 countries and the balanced panel of 23 countries. Although 
the magnitude of the average productivity measures changes, the results 
of the Kolmogorov–Smirnov test of equality of distributions show that 
the differences in densities between both unbalanced and balanced data 
sets are not statistically significant (Combined K-S: 0.0801, p-value = 
0.203). These results corroborate the robustness of our productivity esti-
mations. Thus, in what follows, the productivity results computed for the 
full sample are analyzed in Section 5.

5  Results

5.1  World Productivity and Technological Catch-up

This section deals with the assessment of the world productivity results 
computed for the analyzed economies. Table 3.3 presents the summary 
statistics of the productivity measure and its components for the full sam-
ple, while the country-specific productivity values are presented in 
Appendix 2. Table  3.4 displays the results distinguishing the period 
2003–2008 from the period 2009–2013. Additionally, Figures 3.2 and 
3.3 break the sample into OECD versus non-OECD countries and plot 
the Malmquist TFP index and its components (EC and TC) between 
2003 and 2013, respectively.
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Table 3.3 Malmquist TFP index and its components

Malmquist index Efficiency change Technical change

2003 1.0174 1.0018 1.0156
2004 1.0167 1.0165 1.0016
2005 1.0146 1.0036 1.0109
2006 1.0138 1.0080 1.0056
2007 1.0137 1.0134 1.0003
2008 1.0108 1.0011 1.0097
2009 0.9823 0.9742 1.0082
2010 0.9722 0.9946 0.9776
2011 0.9790 0.9644 1.0157
2012 1.0108 1.0161 0.9951
2013 1.0182 0.9995 1.0191
Total 1.0029 0.9981 1.0052

Table 3.4 Fixed-effects regression results: Convergence test

Efficiency 
level (t-1) Intercept

Time 
dummies F-test

R2 
(within) Obs.

Panel A: 
2003- 2013

0.0947**
(0.0422)

0.8722*** 
(0.0529)

Yes 5.49*** 0.1558 470

Panel B: 
2003- 2008

0.1210***
(0.0427)

0.8670***
(0.0487)

Yes 4.43*** 0.1507 202

Panel C: 
2009- 2013

0.1065***
(0.0387)

0.9062***
(0.0714)

Yes 7.19*** 0.2048 268

Robust standard errors are reported in brackets. *, **, *** indicate significance at 
the 10%, 5%, and 1%, respectively.

Keep in mind that a productivity result higher than unity points to 
progress, while values below one indicate decline. For illustrative pur-
poses, suppose that a hypothetical country reports the following produc-
tivity results between period t and t+1: Malmquist TFP index: 1.08, 
efficiency change: 0.90, technical change: 1.20. In this case, the result 
indicates that the fictitious country is moving farther away from the effi-
ciency frontier (10%), and its productivity growth (8%) is attributed to 
technical progress (20%).

Results in Table 3.3 reveal that, on average per year, the analyzed econ-
omies experienced a productivity progress of 0.29% between 2003 and 
2013. The reported productivity growth was mainly driven by improve-
ments in technical change, which was, on average, 0.52% per year (aver-
age yearly efficiency change: –0.19%).

 E. Lafuente



Fig. 3.2 Malmquist index in OECD and non-OECD countries

Fig. 3.3 Efficiency change and technical change in OECD and non-OECD countries



86

By looking at the configuration of the countries’ efficiency level, it was 
found that the USA consistently shapes the efficiency frontier during the 
whole analyzed period. Also, I identified two groups of countries whose 
efficiency level places them on the frontier in different periods. The first 
group includes efficient countries in five or more periods: UK (efficient 
in ten periods), Norway (efficient in seven years), Germany (efficient in 
five years), and Singapore (efficient in five years). The second group 
includes Brazil (efficient in four years), Ireland (efficient in three years), 
and four countries located on the frontier in two periods (Argentina, 
Greece, Italy, and Nigeria).

Additionally, looking at the results in Table 3.3 and Fig. 3.2, one can 
notice two clearly differentiated periods. The first part of the analyzed period 
(2003-2008) is characterized by a consistent productivity growth (average 
yearly growth: 1.43%). This first period witnessed an evenly distributed 
contribution of both efficiency (0.74%) and technical change (0.70%) to 
country-level productivity progress. Note that in this period, the GDP of 
the analyzed countries grew, on average, 5.39% per year. The second half of 
the period is dominated by the downturn that affected the global economy 
after 2008. During this period GDP grew on average 2.85%, and country-
level TFP experienced an average yearly fall of 0.56%, which was mostly 
caused by efficiency decline (average yearly decline: 0.90%).

By examining the differences between OECD and non-OECD coun-
tries, we note that these two groups have dissimilar patterns of TFP 
change, in which OECD countries grew faster than non-OECD coun-
tries with progressing technology and more efficient production. During 
the entire period, TFP values are higher among OECD countries (1.0105) 
viz-a-viz non-OECD countries (0.9944). However, differences in the dis-
tributions are only significant in the period 2008-2013. Figure 3.2 shows 
a slightly higher productivity growth in OECD countries (average: 
1.67%) compared to non-OECD countries (average: 1.06%) during the 
pre-crisis period (2003-2008). Among OECD economies, the contribu-
tion of technical change to productivity growth (average: 0.91%) was 
greater than that of efficiency changes (average: 0.75%).

After 2008, results indicate that OECD recovered more rapidly from 
the worldwide economic meltdown, and that the average yearly produc-
tivity fall among non-OECD countries (1.50%) was mainly caused by a 
decline in operating efficiency (average decline: 1.74%) (Fig. 3.3).
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Results in Fig. 3.3 might signal that non-OECD economies—mostly 
poor or developing countries—are losing the race for convergence. It has 
been argued that low technological catch-up is behind the slow conver-
gence rates showed by economies (see e.g., Barro & Sala-i-Martin, 1992; 
Quah, 1997). In the context of our study, the world technology is repre-
sented by the production surface in the input–output space, and the 
potential catch-up effect is captured by movements toward the efficiency 
frontier, that is, improvements in the efficiency level (the term EC in 
equation (5)).

We ran two additional tests to verify whether poor and developing 
economies are catching-up with developed countries. First, we evaluated 
the distribution of the efficiency level across countries in the period 
2003-2008 and in the period 2009-2013. Results in Fig. 3.4 point to a 
prominent shift in the probability mass away from the efficient reference 
value of one between the two subperiods, thus indicating that economies 
are predominantly moving away from the efficiency frontier over time. 
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Fig. 3.4 Kernel density estimates of efficiency scores
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This result is validated by the Kolmogorov–Smirnov test of equality of 
distributions which confirms that the difference in densities between the 
two periods is significant (Combined K-S: 0.1128, p-value = 0.004).

Second, we tested the convergence hypothesis by running a fixed- 
effects regression model in which efficiency variations—that is, EC in 
equation (5)—was regressed against the lagged efficiency level (equation 
(1)) and a set of time dummies which rule out the effect of time trends.2 
Building on the beta-convergence approach by Barro and Sala-i-Martin 
(1992), a positive relationship between the efficiency change term (EC) 
and past efficiency (in terms of distance to the efficiency frontier) would 
evidence that (poor) countries with higher inefficiency levels catch-up 
(rich) efficient ones.

The results of the fixed-effects model in Table 3.4 confirm that during 
the analyzed period, countries with greater inefficiency levels have, on 
average, benefited more from efficiency improvements than have more 
efficient countries. To further corroborate the robustness of this result, we 
estimated additional models for two subperiods (2003-2008 and 
2009-2013). Although the coefficient for past efficiency remains positive 
and significant, the findings show a reduced speed of convergence after 
2008, relative to that reported for the pre-crisis period. Also, the com-
parison of the efficiency level (equation (1)) between the two analyzed 
subperiods reveals that the distance to the frontier of non-OECD coun-
tries worsened from 24% (2003-2008) to 51% (2009-2013), while 
OECD economies show a lower average inefficiency increase from 16% 
(2003-2008) to 21% (2009-2013). This finding is in line with the result 
of the density test which suggests that, as a result of the global economic 
slowdown, non-OECD countries are not only lacking the resources nec-
essary to consolidate their GDP, but also making an inefficient use of 
their available inputs.

Overall, this analysis yields mixed results on international conver-
gence. However, these results do not necessarily imply that there is a 
tendency for technical change to modify (increase or reduce) the gap 
between rich and poor economies. Instead, results only indicate that 
OECD countries, which on average have also fallen short of the frontier, 
might have capitalized on their resources more efficiently than non- 
OECD countries after 2008. This is the point to which we turn in the 
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next section where we examine how decisions linked to the utilization of 
inputs impact countries’ technical change and, consequently, their pro-
ductivity level.

5.2  The Direction of Technical Change

This section evaluates the results for the technical change component of 
the Malmquist index. By estimating the shift in the production frontier, 
the technical change term and its components indicate the evolution of 
the production possibilities allowed by the technology.

In this study, the modeled technology uses three inputs (capital, labor, 
GEI) so that the direction of the input bias term results from the analysis 
of the available input combinations (capital vs. labor, capital vs. GEI, 
labor vs. GEI). Recall that, for two given inputs (x1 and x2), if the x2/x1 
ratio increases between period t and t+1, then IBTC > 1 implies x2-using 
bias, and IBTC < 1 implies x1-using bias. On the other hand, if the x2/
x1 ratio decreases, then IBTC > 1 implies x1-using bias, while IBTC < 1 
implies x2-using bias. The magnitude term (MTC) equals the technical 
change under joint Hicks neutrality (IBTC = 1).

The evolution of the technical change components and the distribu-
tion of countries according to the nature of input-biased technical change 
are presented in Table 3.5, while Table 3.6 summarizes the pattern of the 
Malmquist index and its components for OECD and non-OECD coun-
tries over the entire period (2003-2013) and two selected subperiods 
(2003-2008 and 2009-2013). Also, Table 3.6 reports the results of the 
Kolmogorov–Smirnov test which was used to detect differences in the 
distribution of the Malmquist index and its components between OECD 
and non-OECD countries.

Overall, results in Table 3.5 show that technical change (on average: 
0.52% per year) has been mostly driven by a more efficient use of avail-
able inputs (average IBTC: 0.54% per year). Although the values of the 
technical change bias are relatively low, results in Table 3.5 indicate that, 
during the analyzed period, 54% of countries report an input bias value 
greater than unity. This is evidence that most countries are matching their 
technology choices with their input mix, which translates in a positive 
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Table 3.5 Malmquist TFP index and its components

Technical 
change

Magnitude 
effect

Input bias 
term

Distribution of the input- 
biased technical change

IBTC > 1
IBTC 
< 1

IBTC 
= 1

2003 1.0156 1.0089 1.0069 18 6 5
2004 1.0016 0.9925 1.0097 18 9 5
2005 1.0109 1.0073 1.0038 13 3 14
2006 1.0056 1.0004 1.0051 24 6 4
2007 1.0003 0.9987 1.0019 18 13 6
2008 1.0097 1.0033 1.0066 17 4 19
2009 1.0082 0.9892 1.0197 31 4 9
2010 0.9776 0.9742 1.0035 26 12 10
2011 1.0157 1.0147 1.0011 23 20 12
2012 0.9951 0.9923 1.0029 39 14 7
2013 1.0191 1.0167 1.0023 26 17 18
Total 1.0052 0.9998 1.0054 253 108 109

effect of input bias on technical change and, consequently, on TFP levels. 
Also, the group of countries with neutral technical change decreased 
from 26% between 2003 and 2008 to 21% in the 2009-2013 period; 
however, the analysis of the country-level IBTC values reveals that the 
IBTC is different from zero for all countries. The proportion of countries 
with IBTC < 1 increased from 20% in the pre-crisis period to 25% in the 
2009-2013 period, which suggests an increase in the number of countries 
employing an input mix that reduces the shift of the production frontier 
in the period following the economic downturn.

Concerning the direction of the input bias term, results in Table 3.6 
point to significant differences in the technology choices and input usage 
conditions between OECD and non-OECD countries. During the 
period of economic growth (2003-2008), the technology adopted by 
economies was based on the intensive use of capital (capital-using bias), 
compared to labor and the entrepreneurship inputs. Also, the technology 
of most economies is biased toward the national system of entrepreneur-
ship (GEI-using) over labor. Note that, in this period, countries with a 
positive input-biased technical change are mostly OECD countries (63 
out of 108 observations). On contrary, I found a relatively balanced 
number of OECD and non-OECD countries with negative input bias 
values (17 and 24 out of 41 observations, respectively).
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For both OECD and non-OECD countries, technical change and 
TFP growth are associated with higher rates of capital deepening (Färe 
et al., 2006; Kumar & Russell, 2002). Additionally, results indicate that 
countries’ economic conditions affect the substitution rate between labor 
and entrepreneurship inputs by facilitating the development and exploi-
tation of resources linked to the entrepreneurial ecosystem, which argu-
ably affects subsequent business creation rates and economic performance 
(Acs et al., 2014; Lafuente et al., 2020).

During the 2009-2013 period, the direction of the input bias term 
changed with labor accumulated worldwide, that is, the adopted technol-
ogy becomes labor-using as compared to capital and GEI inputs overall. 
OECD countries show higher input bias results (1.0082) than non- 
OECD countries (1.0025), and their technologies are biased toward 
labor-using and GEI-using. Among non-OECD countries’ technology, 
the only change is observed toward a labor-using technology, compared 
to the GEI input (Table 3.6). In this period, negative input bias values are 
mainly reported by non-OECD countries (44 out of 67 observations). 
This indicates that non-OECD countries are less prepared to either intro-
ducing a technology that adapts to their factor markets or promoting the 
provision of inputs that better contribute to exploit their technology. On 
the contrary, most economies with positive input-biased technical change 
are OECD countries (82 out of 145 observations). This result implies 
that OECD countries, which are often more technology innovator econ-
omies with access to more resources, are more capable of adopting a tech-
nology which is suitable for their factor endowments.

6  Concluding Remarks 
and Policy Implications

6.1  Concluding Remarks

This study has produced novel economic evidence on how the entrepre-
neurial ecosystem—that is, the institutional setting backing entrepre-
neurial action—triggers countries’ total factor productivity, both by 
supporting a more efficient mobilization of resources and by enhancing 
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the role of the entrepreneurs responsible for innovative actions that shift 
technology curves and translate into higher rates of technical change, and 
therefore, superior TFP growth rates.

Existing studies underline the relevance of technological barriers, fac-
tor accumulation, and the development of financial markets for explain-
ing differences in total factor productivity across economies (e.g., Romer, 
1990, Mankiw et al., 1992, Parente & Prescott, 1994, Caselli & Coleman, 
2006, Caselli and Gennaioli 2013, Moll, 2014). In contrast, I have pro-
posed that, besides technology and the availability of production factors, 
the entrepreneurial ecosystem plays a decisive channeling role that con-
tributes to spur TFP.

In this sense, the main contribution of this study relies on the compre-
hensive analysis of the relationship between countries’ entrepreneurial 
ecosystem and total factor productivity, while paying close attention to 
the critical role of directed technical change. Entrepreneurship is hetero-
geneous not only between countries, but also in terms of its effects on 
productivity.

Overall, the results in this paper provide robust evidence for a positive 
effect of the entrepreneurial ecosystem on TFP, thus suggesting that the 
entrepreneurial ecosystem is a relevant transmission channel that contrib-
utes to TFP by promoting entrepreneurial action and, subsequently, eco-
nomic performance.

Productivity results from technological progress, which, in turn, results 
from the capacity of (new and incumbent) economic agents to generate 
and commercialize innovations, as well as to exploit business opportuni-
ties. Both innovation and the exploitation of market ideas are the main 
conduit of entrepreneurship attitudes, and the findings indicate that the 
main transmission mechanism through which the entrepreneurial ecosys-
tem impacts countries’ TFP is technical change. The results presented in 
this study help to reconcile the findings in theoretical models with the 
conflicting empirical results. Additionally, the systemic approach adopted 
in this study to measuring country-level entrepreneurship appears to pro-
vide a better measure of entrepreneurship than metrics based on 
individual- level or business-level data.

3 World Technology Frontier: Directed Technical Change… 
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6.2  Policy Implications

The findings of this study have relevant policy implications. Policy mak-
ers often allocate large sums of public money in policies excessively ori-
ented toward the stimulation of employment, capital accumulation, and 
knowledge generation in the economy, such as subsidies to support self- 
employment and human capital formation as well as investments in 
research and development. These policies—rooted in the endogenous 
growth theory—are conducive to economic performance and undoubt-
edly have translated into significant economic outcomes linked to 
increased levels of employment and education (Acemoglu et al., 2006; 
Aghion & Howitt, 1992). Nevertheless, the comprehensive analysis pre-
sented in this study supports the notion that a healthy entrepreneurial 
ecosystem has the potential to generate upward shifts in countries’ tech-
nology function. This key result fuels the notion that policy should shift 
from a focus on capital and labor toward designs that match knowledge 
and capital formation programs, with policy interventions aimed at 
enhancing the local entrepreneurial ecosystem.

From a policy perspective, entrepreneurship support programs would 
become sterile if entrepreneurs navigate in contexts that do not guarantee 
the effective exploitation of their knowledge. Thus, policy makers need to 
turn their attention to the development of an appropriate entrepreneurial 
ecosystem and prioritize policies that promote the ‘interconnector’ role 
of this ecosystem so that the knowledge stock generated by local stake-
holders (e.g., universities, support agencies, laboratories, among others) 
and available to entrepreneurs is efficiently channeled to the economy, 
which in turn has the potential to create economic growth. Additionally, 
in the long-run, successful productivity growth should be grounded in 
the creation and/or consolidation of policies that support Schumpeterian 
entrepreneurship, such as the development of mechanisms to finance 
innovations and incentives to develop new technologies (e.g., Lafuente 
et al., 2020).
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Finally, many developed and developing countries implement policies 
to stimulate economic growth based on the mere formation of new busi-
nesses. However, the effects of such policies vary across countries with 
different levels of development. On the one hand, the strong growth 
effect of the entrepreneurial ecosystem on TFP through technical change 
suggests that for advanced countries—that is, those responsible of most 
innovations—explicit policies designed to improve the entrepreneurial 
ecosystem may prove themselves effective in supporting productivity, 
even if such policies discourage entrepreneurship indirectly (Litan et al., 
2009). On the other hand, countries with a limited capacity to develop 
innovations that try to increase efficiency might benefit more from an 
investment policy that seeks to accommodate their existing resources to 
new technologies, rather than an entrepreneurial policy focused on the 
improvement of their entrepreneurial ecosystem. This argument is in line 
with Acemoglu et al. (2006) who stress that the optimal growth strategy 
depends upon the development process.

 Appendix

Table A1 Countries included in the sample (period 2002-2013)

Country
Number of 
observations Country

Number of 
observations

1 Algeria 5 41 Malaysia 6
2 Angola 4 42 Mexico 10
3 Argentina 12 43 Namibia 2
4 Australia 7 44 Netherlands 12
5 Barbados 3 45 Nigeria 3
6 Belgium 12 46 Norway 12
7 Bosnia and 

Herzegovina
6 47 Pakistan 3

8 Botswana 2 48 Panama 5
9 Brazil 12 49 Peru 10
10 Canada 6 50 Poland 5
11 Chile 12 51 Portugal 6
12 China 12 52 Romania 7

(continued)
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Country
Number of 
observations Country

Number of 
observations

13 Colombia 8 53 Russia 9
14 Costa Rica 3 54 Saudi Arabia 2
15 Croatia 12 55 Serbia 3
16 Czech Republic 4 56 Singapore 8
17 Denmark 12 57 Slovakia 3
18 Dominican Republic 3 58 Slovenia 12
19 Ecuador 7 59 South Africa 12
20 Estonia 2 60 Spain 12
21 Finland 12 61 Sweden 12
22 France 12 62 Switzerland 12
23 Germany 12 63 Thailand 7
24 Ghana 4 64 Trinidad & Tobago 4
25 Greece 11 65 Tunisia 4
26 Guatemala 5 66 Turkey 8
27 Hungary 12 67 Uganda 7
28 Iceland 9 68 United Arab Emirates 6
29 India 3 69 United Kingdom 12
30 Iran 6 70 United States 12
31 Ireland 12 71 Uruguay 8
32 Israel 10 72 Venezuela 9
33 Italy 12 73 Zambia 4
34 Jamaica 9
35 Japan 12
36 Korea, Rep. 7
37 Latvia 9
38 Lithuania 3
39 Macedonia, FYR 6
40 Malawi 2

Table A1 (continued)
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Table A2 TFP (Malmquist index), catch-up, and technological change

Country TFP
Efficiency 
change

Technical 
change

Magnitude 
term

Input 
bias

1 Algeria 0.9848 1.0016 0.9828 0.9862 0.9965
2 Angola 0.9539 0.9614 0.9916 0.9881 1.0037
3 Argentina 0.9770 0.9838 0.9929 0.9852 1.0083
4 Australia 1.0157 0.9959 1.0198 1.0197 1.0000
5 Barbados 1.0467 1.0422 1.0065 1.0076 0.9988
6 Belgium 1.0063 0.9995 1.0068 1.0042 1.0027
7 Bosnia and 

Herzegovina
0.9826 0.9896 0.9928 0.9933 0.9995

8 Botswana 1.1305 1.0783 1.0485 1.0435 1.0048
9 Brazil 0.9887 0.9994 0.9890 0.9810 1.0082
10 Canada 0.9882 0.9858 1.0024 1.0029 0.9996
11 Chile 1.0136 1.0003 1.0129 1.0139 0.9990
12 China 1.0534 1.0000 1.0534 1.0176 1.0354
13 Colombia 1.0073 0.9993 1.0097 1.0103 0.9994
14 Costa Rica 0.9856 0.9651 1.0213 1.0218 0.9996
15 Croatia 1.0170 0.9981 1.0190 1.0165 1.0026
16 Czech Republic 1.0379 1.0302 1.0075 1.0066 1.0009
17 Denmark 1.0312 1.0025 1.0289 1.0295 0.9994
18 Dominican 

Republic
0.9976 0.9740 1.0242 1.0252 0.9990

19 Ecuador 0.9833 0.9736 1.0102 1.0107 0.9995
20 Estonia 1.0589 1.0435 1.0148 1.0122 1.0025
21 Finland 1.0297 1.0204 1.0093 1.0083 1.0010
22 France 1.0075 1.0032 1.0044 0.9987 1.0059
23 Germany 1.0127 1.0048 1.0079 1.0022 1.0057
24 Ghana 0.9729 0.9739 1.0028 0.9959 1.0075
25 Greece 0.9988 0.9987 0.9997 0.9932 1.0067
26 Guatemala 0.9654 0.9574 1.0113 1.0064 1.0049
27 Hungary 1.0018 0.9934 1.0083 1.0033 1.0053
28 Iceland 0.9920 0.9905 1.0014 0.9928 1.0091
29 India 1.0872 1.0658 1.0196 1.0158 1.0037
30 Iran 0.9705 0.9759 0.9942 0.9973 0.9968
31 Ireland 1.0158 1.0020 1.0140 1.0029 1.0113
32 Israel 1.0000 0.9874 1.0129 1.0087 1.0042
33 Italy 1.0160 1.0094 1.0069 1.0007 1.0063
34 Jamaica 0.9846 1.0079 0.9772 0.9776 0.9996
35 Japan 0.9958 1.0014 0.9945 0.9944 1.0001
36 Korea, Rep. 1.0167 1.0102 1.0065 0.9977 1.0090
37 Latvia 0.9908 0.9943 0.9963 0.9925 1.0041
38 Lithuania 1.0671 1.0379 1.0309 1.0296 1.0013

(continued)
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Country TFP
Efficiency 
change

Technical 
change

Magnitude 
term

Input 
bias

39 Macedonia, FYR 0.9623 0.9575 1.0055 1.0058 0.9997
40 Malawi 1.0182 0.9736 1.0458 1.0458 1.0000
41 Malaysia 0.9308 0.9438 0.9843 0.9840 1.0005
42 Mexico 0.9937 0.9997 0.9943 0.9946 0.9997
43 Namibia 0.9259 0.9098 1.0177 1.0096 1.0080
44 Netherlands 1.0200 1.0069 1.0132 1.0127 1.0005
45 Nigeria 1.0456 1.0424 1.0037 0.9991 1.0046
46 Norway 1.0111 1.0097 1.0014 0.9888 1.0130
47 Pakistan 0.9855 1.0000 0.9855 0.9758 1.0099
48 Panama 0.9709 0.9594 1.0129 1.0170 0.9960
49 Peru 0.9745 0.9657 1.0086 1.0086 0.9999
50 Poland 1.0746 1.0763 0.9984 0.9980 1.0004
51 Portugal 1.0895 1.0476 1.0406 1.0243 1.0158
52 Romania 1.0085 1.0045 1.0039 0.9988 1.0052
53 Russia 0.9464 0.9613 0.9842 0.9826 1.0017
54 Saudi Arabia 1.0118 1.0000 1.0118 1.0068 1.0050
55 Serbia 0.9938 1.0037 0.9905 0.9902 1.0003
56 Singapore 1.0273 1.0236 1.0032 0.9706 1.0347
57 Slovakia 1.0827 1.0684 1.0146 1.0071 1.0076
58 Slovenia 1.0191 1.0100 1.0098 1.0100 0.9999
59 South Africa 0.9841 0.9957 0.9887 0.9869 1.0019
60 Spain 1.0097 1.0087 1.0011 0.9946 1.0068
61 Sweden 1.0349 1.0150 1.0193 1.0213 0.9981
62 Switzerland 1.0252 1.0155 1.0097 1.0110 0.9988
63 Thailand 1.0078 1.0151 0.9928 0.9944 0.9984
64 Trinidad & Tobago 1.0124 0.9873 1.0261 1.0247 1.0014
65 Tunisia 1.0015 0.9910 1.0117 1.0089 1.0027
66 Turkey 0.9460 0.9601 0.9849 0.9849 0.9999
67 Uganda 1.0045 1.0478 0.9727 0.9731 0.9997
68 United Arab 

Emirates
0.9530 0.9827 0.9695 0.9471 1.0252

69 United Kingdom 1.0043 0.9999 1.0044 0.9942 1.0104
70 United States 1.0103 1.0000 1.0103 0.9745 1.0374
71 Uruguay 0.9847 0.9716 1.0144 1.0142 1.0002
72 Venezuela 0.9508 0.9766 0.9758 0.9695 1.0070
73 Zambia 0.9673 0.9482 1.0245 1.0266 0.9982

Table A2 (continued)
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Notes

1. According to the World Bank, gross capital formation consists of outlays 
on additions to the fixed assets of the economy plus net changes in the 
level of inventories. Fixed assets include land improvements (fences, 
ditches, drains, and so on); plant, machinery, and equipment purchases; 
and the construction of roads, railways, and the like, including schools, 
offices, hospitals, private residential dwellings, and commercial and indus-
trial buildings. Inventories are stocks of goods held by firms to meet tem-
porary or unexpected fluctuations in production or sales, and ‘work in 
progress’.

2. Note that the proposed convergence test based on a panel data regression 
model is somewhat different to the convergence approach in cross-section 
regressions by Barro and Sala-i-Martin (1992) in the sense that our 
approach is now regarded as convergence toward the country’s own maxi-
mum potential output level.
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1  Introduction

Entrepreneurship is often invoked as a highly relevant conduit of eco-
nomic growth, development, innovation and job creation (Acs et  al., 
2014; Aghion, 2017; Lafuente et al., 2016; Szerb et al., 2019). Despite 
entrepreneurship being an attractive concept usually linked to good news, 
descriptive data made available by the Global Entrepreneurship Monitor 
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(GEM, 2018) and empirical studies (Block et al., 2017; Naudé, 2011) 
reveal that the rate of business creation is consistently higher in less devel-
oped economies over time, while developed countries show low levels of 
entrepreneurship. Therefore, the persistent contradiction between theo-
retical predictions and empirical findings over time constitutes an arche-
typal example of a paradox (Putnam et al., 2016; Smith & Lewis, 2011).

We argue that this paradox—that we call the entrepreneurship para-
dox—originates from, at least, two interwoven tensions that characterize 
country-level entrepreneurship research.1 At the country level, entrepre-
neurship is much more than the mere creation of new businesses (Acs 
et al., 2017), and its operationalization should adopt a systemic approach 
that incorporates the regulating effect of contextual factors on individual 
actions (Acs et al., 2014; Lafuente et al., 2016). Because paradoxical ten-
sions emanate from the interaction of the different domains that form 
complex systems (Smith & Lewis, 2011), it is not surprising that attempts 
for unveiling the role of entrepreneurship—a complex system—on eco-
nomic performance usually yield competing and contradictory messages 
to scholars and policy makers (e.g., Acs et al., 2012; Bjørnskov & Foss, 
2016; Desai, 2011; Shane, 2009).

Besides the definitional debate on what constitutes country-level 
entrepreneurship (Acs et al., 2017; Audretsch et al., 2015; Lafuente & 
Vaillant, 2016), we identify two broad, closely related tensions that 
underlie and fuel the entrepreneurship paradox. First, the development 
tension which emerges from the unclear effect of entrepreneurship on 
economic development: entrepreneurship is good for the economy, but 
less developed countries are ‘more entrepreneurial’ than developed econ-
omies. Although various economic arguments have been proposed to 
explain this contrasting relationship (see, e.g., Audretsch and Keilbach 
(2008), Braunerhjelm et al. (2010) and Acs et al. (2012); Acs, Audretsch, 
and Lehmann (2013a) for a discussion on the knowledge spillover theory 
of entrepreneurship), the debate is open, and empirical research on the 
entrepreneurship-development relationship is mixed. While some papers 
underline the positive role of entrepreneurship on economic develop-
ment (e.g., Acs et  al., 2012; Aghion, 2017; Bjørnskov & Foss, 2016), 
evidence consistently shows that the level of entrepreneurship is much 
higher in less developed and developing economies (resource- and 
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efficiency- driven countries) than in most developed, innovation-driven 
countries (Larroulet & Couyoumdjian, 2009; Naudé, 2011).

The second element of the entrepreneurship paradox is the policy ten-
sion: many researchers and policy makers consider entrepreneurship as a 
general panacea that can solve many economic problems; however, public 
policy—mostly rooted in institutional isomorphism, that is, the replica-
tion of actions implemented in other, heterogeneous contexts—oriented 
to improve entrepreneurship often leads to unexpected and disappoint-
ing results, in terms of business creation rates, survival rates or contribu-
tion of entrepreneurship to the economy (Acs et al., 2016; Desai, 2011; 
Shane, 2009).

Underlying most entrepreneurship policies in less developed and 
developing countries are three widely shared premises: (a) what works in 
developed countries should work in less developed economies, (b) there 
is a general recipe (common rules) to improve entrepreneurship and (c) a 
policy focused on improving entrepreneurial activity is enough to improve 
country-level entrepreneurship. These presumptions ignore the systemic 
nature of country-level entrepreneurship in which the interaction between 
economic agents (entrepreneurs) and the environment where they oper-
ate (entrepreneurial ecosystem) plays a key role (Lafuente et al., 2016; 
Szerb et al., 2019).

In this paper, we analyze the entrepreneurship paradox through the 
lens of the development tension and the policy tension. By evaluating the 
connection between economic performance and countries’ entrepreneur-
ship ecosystem on a sample of 81 economies in Africa, America, Asia and 
Europe, we address the following research questions: (1) Why the high 
rates of entrepreneurial activity observed for Africa are not conducive to 
development? (2) What constitutes an appropriate entrepreneurship pol-
icy design for African countries? Entrepreneurship is still an understudied 
research field in less developed and developing countries and in Africa in 
particular (Dana et  al., 2018; Devine & Kiggundu, 2016). Our study 
employs regression models and cluster analysis, seeking to produce 
insights on how entrepreneurship policy can be conducive to superior 
economic performance in African countries. Also, by scrutinizing the 
configuration of the entrepreneurial ecosystem in 14 African countries 
viz-a-viz other developing regions, we aim to produce novel evidence that 

4 The Entrepreneurship Paradox: The Role… 



106

contributes to clarifying the tensions that underlie the entrepreneurship 
paradox, as well as to reconcile the divergent views surrounding the role 
of entrepreneurship on territorial performance in Africa.

Although many African countries are making important economic 
progress, the results indicate that the analyzed African nations underper-
form compared to other developing countries in Asia and Latin America, 
in terms of GDP per capita. Additionally, the findings indicate that eco-
nomic performance is not linked to high rates of entrepreneurial entry 
(quantity- led metrics), but rather to a healthy (quality-led) institutional 
setting—that is, entrepreneurial ecosystem measured via the GEI index—
that supports entrepreneurial activities. In this sense, the results for the 
group of developing (low and middle income) economies show that 
Asian countries have the healthiest entrepreneurial ecosystem, whereas 
the analyzed African countries report the weakest results for the entrepre-
neurial ecosystem.

Our research offers two main contributions to the existing literature. 
First, by examining the entrepreneurship paradox through the lens of the 
development and policy tensions, our study presents new insights on the 
importance of adopting paradoxical frames in order to better understand 
how country-level entrepreneurship—operationalized via the entrepre-
neurial ecosystem—can contribute to a more effective channeling of 
resources to the economy and, subsequently, to the economic perfor-
mance of countries. Poor institutional development and the lack of pro-
ductive entrepreneurship opportunities are relevant challenges for African 
nations that call for effective policy design (Beugré, 2016; Gomes et al., 
2011; Gomes et al., 2018). The overall performance of African countries 
is very modest compared to other developing countries in Asia and South 
America, which suggests that it is time to develop alternative policies 
(African Economic Output, 2017; Rodrik, 2016).

From a knowledge management perspective, prior work has empha-
sized different policy actions that may contribute to develop a knowl-
edge-based economy at the territorial level, including, among others, the 
development of economic (fiscal) and noneconomic (infrastructures) 
incentives that attract high-tech multinational enterprises with the 
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purpose to promote knowledge generation or acquisition processes 
(Lafuente et  al., 2018; Wong et al., 2006), or investments in industry 
clusters that enhance knowledge sharing within and between industries 
via collaborations (Connell et al., 2014).

Second, the institutional approach adopted in this study contributes to 
extending the increasing stock of scientific work on paradoxes. The evo-
lution of contradictions and paradoxes has been associated with institu-
tional change (Putnam et al., 2016), and in this study we argue that a 
newly redefined entrepreneurship policy that emphasizes the role of the 
entrepreneurial system represents one of these alternatives. The relevance 
of studying paradoxes from an institutional perspective flows from the 
recognition that institutions are not monolithic socially created struc-
tures (e.g., Seo & Creed, 2002). Our arguments highlight the impor-
tance of challenging ‘taken-for-granted’ resource allocation rules if a new 
policy design emphasizing a more efficient resource mobilization that 
enhances country-level entrepreneurship and, subsequently, economic 
performance is the desired outcome.

In this sense, the approach adopted in this study proposes a shift in 
policy focus from actions directed to incremental entrepreneurial rates—
that are assumed to take place in contexts dominated by monolithic insti-
tutions—to a more holistic view in which the systemic nature of 
country-level entrepreneurship—that is, focused on the interaction 
between entrepreneurs and the context—is at the heart of the analysis 
(Acs et al., 2014; Lafuente et al., 2016). In line with Putnam et al. (2016), 
we argue that institutional restructuration is necessary to encourage the 
development of new actions that contribute to mitigate and/or overcome 
the tensions that underlie the entrepreneurship paradox.

This paper is structured as follows. Section 2 introduces the develop-
ment and policy tensions that trigger the entrepreneurship paradox. 
Section 3 evaluates entrepreneurship in Africa. The data, variables and 
methods used in the empirical analysis are presented in Section 4. Section 
5 presents the results. Section 6 presents the conclusions, implications 
and limitations of the work.
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2  The Entrepreneurship Paradox: 
From Development Tensions 
to Policy Tensions

There are two widely shared beliefs about the role of entrepreneurship 
and entrepreneurship policies on economic development. First, many 
researchers, practitioners and policy makers stress that the positive asso-
ciation between entrepreneurship and economic growth and develop-
ment is unquestionable (Acs et al., 2016; Naudé, 2014; Shane, 2009). 
This notion dates back to Schumpeter’s idea of innovative entrepreneurs 
who are responsible for creative destruction processes via the exploitation 
of new opportunities (Schumpeter, 1934). Growth theories also equate 
entrepreneurship with Schumpeterian entrepreneurship (Aghion, 2017; 
Lafuente et al., 2016; Szerb et al., 2019). However, a significant propor-
tion of new firms is not innovative, and, on the contrary, only a minority 
(perhaps very few) of businesses matches the entrepreneurial profile 
described by Schumpeter and his followers (e.g., Henrekson & Sanandaji, 
2014; Schumpeter, 1934). In sharp contrast to this view, Steyaert and 
Katz (2004) and Reynolds et al. (2005) state that entrepreneurship is a 
societal phenomenon, so anybody can be an entrepreneur. Yet, empirical 
evidence about the effect of everyday entrepreneurship on economic 
growth is not convincing, and the positive influence of entrepreneurship 
on economic growth is mostly limited to developed settings (Block et al., 
2017; Van Stel et al., 2005).

The overwhelming majority of entrepreneurship studies in developing 
countries tend to cater to the tastes of canonical theories by encouraging 
the replication of theoretical arguments rooted in developed settings in 
emerging countries, regardless of the evident differences between devel-
oped and less developed economies (Bruton et al., 2008; Naudé, 2011).

This pattern has changed in the last decade, and research now acknowl-
edges that entrepreneurship is not a universal but a context-specific phe-
nomenon (Desai, 2011; Naudé, 2014). According to Baumol (1996), the 
productivity of entrepreneurship depends on the context: productive 
entrepreneurship will flourish in countries that provide favorable condi-
tions for start-ups, while inefficient or even destructive entrepreneurship 
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characterizes those nations where institutions are weak. Thus, the effects 
of entrepreneurship differ within and across countries. This has led to a 
policy change from a general ‘one-size-fits-all’ policy to country-specific 
tailor-made policies (Acs et al., 2014).

Institutional embeddedness is critical to explain differences in entre-
preneurial behavior; however, the effect of institutions shows significant 
cross-country variations (De Clercq et al., 2010; Welter & Smallbone, 
2011). Estrin et  al. (2013) highlight the heterogeneous and complex 
effects of institutions on entrepreneurial growth aspirations. 
Acknowledging the role of institutions contributed to shift the focus of 
entrepreneurship policy from the narrow view based on promoting quan-
titative entrepreneurship (entrepreneurial activity) to a more holistic view 
in which the environment plays a decisive role in developed, emerging as 
well as transitional economies.

Besides formal institutions, informal institutions also influence entre-
preneurship. Large informal sectors involving substantial informal entre-
preneurial activity do not lead to economic growth. According to 
Henrekson and Sanandaji (2014), unproductive entrepreneurship can 
emerge because of the influence of entrepreneurs on the institutions. 
Evading and altering the existing institutions may lead to short-term 
rent-seeking entrepreneurship, instead of promoting innovative entrepre-
neurship with a long-term perspective. Informal institutions and rent-
seeking behaviors are more pronounced in lower developed countries, 
which limit the capacity of public policy for modifying existing institu-
tions and entrepreneurial behaviors (Autio & Fu, 2015; Thai & 
Turkina, 2014).

The second belief is associated with the way to measure entrepreneur-
ship. While many researchers recognize the diversity of startups and small 
businesses, most comparable data are available only for self-employed 
and small business count numbers. Therefore, empirical studies tend to 
operationalize country-level entrepreneurship via measures based on the 
number of self-employed or new businesses (Beugelsdijk & Noorderhaven, 
2005; Shane, 2009).

Since the 2000s, the Global Entrepreneurship Monitor (GEM) has 
made it possible to compare entrepreneurial activities around the world. 
The total early-phased entrepreneurship activity (TEA) rate—that is, the 
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proportion of adult population aged 18–64 years who are actively 
involved in creating a business (nascent) or own and manage a new busi-
ness (less than 42 month) (Reynolds et al., 2005)—has become a very 
popular, widely used entrepreneurship indicator (Amorós et  al., 2013; 
Lafuente & Vaillant, 2016; Van Stel et al., 2005). As the number of par-
ticipating countries in the GEM project grows, the limitations of TEA 
have become evident (Hindle, 2006). There are four fundamental prob-
lems with the TEA as a measure of entrepreneurship. First, TEA includes 
start-up intentions (nascent entrepreneurship) and new ventures with 
very different characteristics. Nascent (speculative) entrepreneurship rep-
resents an overconfident manifestation of individuals’ entrepreneurship 
potential and growth opportunities. Because of the speculative nature of 
nascent entrepreneurship, about half of business intentions never materi-
alize in new firms (Szerb & Vörös, 2018).

The second concern is that TEA mixes ventures with heterogeneous 
characteristics that follow very different distributions over different stages 
of economic development. In our view, this underlying property of the 
TEA ratio spurs the development tension of the entrepreneurship para-
dox. The TEA rate is typically high or extremely high in less developed 
countries and much lower in developed economies. Consequently, the 
TEA implicitly assumes that a new tech start-up in Silicon Valley has 
roughly the same economic importance as a new sheepherder business in 
Mali or a newly opened pension in the Croatian coast. In fact, similar to 
other self-employment measures, TEA correlates negatively with eco-
nomic development (GDP per capita) (Acs et al., 2018; Baumol et al., 
2007; Shane, 2009), while some scholars highlight a U-shape relation-
ship between these two variables (Acs, 2006; Wennekers et al., 2010). It 
has been argued that local markets consolidation is a consequence of 
development so that as countries develop, more and more people leave 
self-employment and join organizations (Acs et al., 2017). Therefore, as 
the quantity of entrepreneurship declines, the quality of entrepreneur-
ship increases. For example, the level of self-employment in the United 
States declined from 80% in the 1800s to less than 10% in the twenty-
first century. A similar trend is observed in most developed economies 
(GEM, 2018).
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Third, while entrepreneurship is believed to be a major determinant of 
economic growth, the connection between TEA and economic growth is 
insignificant or only positive among developed countries (Carree et al., 
2007; Van Stel et al., 2005). The fourth problem is that TEA does not 
take into account the context within which businesses are created. The 
mostly negative correlation between TEA and the quality of the institu-
tional setting generates another development paradoxical tension (Acs 
et al., 2014). Despite these fundamental discrepancies, TEA as a measure 
of entrepreneurship and as an effective target for entrepreneurship pro-
motion policy is still used in many papers and policy reports (Amorós 
et al., 2013; GEM, 2018; Herrington et al., 2010; Parker, 2018).

To overcome the deficiencies of the TEA rate, alternative entrepre-
neurship measures based on GEM data (opportunity/necessity entrepre-
neurship, high growth startups) and other survey-based metrics (gazelles, 
high-impact entrepreneurship, innovative start-ups) have been developed 
(Amorós et al., 2013). These alternative entrepreneurship measures have 
very different effects on productivity, growth, job creation and develop-
ment, thus opening up new challenges to effective entrepreneurship  
policy initiatives (Nightingale & Coad, 2014).

Traditional policy efforts oriented to increase the number of new busi-
nesses have proved to be ineffective (Acs et al., 2016), thus fueling the 
policy tension of the entrepreneurship paradox. The policy focus has 
started to shift from the quantitative approach to entrepreneurship based 
on mere numbers to develop quality-led measures that take into account 
important quality aspects of entrepreneurship like high-growth or inno-
vation (Acs et al., 2014).

Entrepreneurship scholars have recently emphasized the need to 
account for the systemic nature of country-level entrepreneurship (e.g., 
Acs et al., 2014; Lafuente et al., 2016). In this sense, the entrepreneur-
ship ecosystem (EE) approach has gained increased popularity. In this 
tradition, entrepreneurship is conceptualized as the interaction of entre-
preneurs (agents) and the entrepreneurial environment (ecosystem) to 
produce goods and services (Acs et al., 2014). While the context view 
considers the entrepreneurial environment as the sum of different com-
ponents, the EE approach is based on a multi-context perspective where 
the configuration of the components is also an important determinant of 
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territorial economic outcomes. An intermediate output of the EE is 
entrepreneurial activity. Out of the many entrepreneurship measures, EE 
counts only those that yield high-impact, high-growth start-ups (Acs 
et al., 2014; Spigel, 2017).

This path-dependent evolutionary view, borrowed from the innova-
tion systems approach, is another distinctive characteristic of EE. Because 
the mix of the EE components is heterogeneous across countries, entre-
preneurship policy should also be country-specific rather than imitative 
(Isenberg, 2010; Spigel, 2017). This assertion has an important conse-
quence and limitation on the adoption of the EE in less developed and 
emerging contexts. So far, only the Global Entrepreneurship Index (GEI) 
has provided a country-level measure of the quality of the entrepreneurial 
ecosystem. Consequently, most efforts oriented to provide economically 
meaningful policy recommendations to less developed, emerging or tran-
sition countries are based on GEI statistics (Acs, Audretsch, & Lehmann, 
2013a; Atiase et  al., 2018; Faghih & Zali, 2018; Sheriff et  al., 2016; 
Szerb et al., 2017).

The GEI takes a slightly different view as compared to other EE schol-
ars by claiming that it is possible to measure the EE in a uniform way via 
the use of a composite indicator (index). The GEI suggests that the rela-
tionship between entrepreneurship and economic development is posi-
tive, and that the curve is most likely S-shaped, contrary to the likely 
L-shaped curve theorized in research connecting rates of new firm or 
TEA measures and economic development. The three parts of the 
S-shaped curve show how productive entrepreneurship affects countries’ 
economic performance at different stages of development. First, produc-
tive entrepreneurship is low in less developed, resource-driven countries 
and then rises as countries develop. How quickly countries modernize 
depends on the development of their institutions (Acemoglu et al., 2005). 
Political instability, corruption and rent-seeking predatory behavior char-
acterize many developing countries. Under these conditions, entrepre-
neurs will be reluctant to make the (monetary and nonmonetary) 
long-term investments necessary to create productive, high-impact firms. 
If countries have extractive economies where only a few benefit at the 
expense of the others, development will not take place. As institutions 
become stronger, destructive and unproductive activities decline, giving 

 E. Lafuente et al.



113

way to more productive entrepreneurial activity, thus strengthening eco-
nomic development (Acs et al., 2017).

At the country level, entrepreneurship is much more than ‘more entre-
preneurs’. The definitional debate on what is meant by country-level 
entrepreneurship jointly with the contrasting results reported by prior 
studies feeds both the development and policy tensions of the entrepre-
neurship paradox.

We argue that country-level entrepreneurship is more linked to ‘better 
entrepreneurs functioning in settings with better institutions’. According 
to the GEI, optimal entrepreneurship policy that aims at improving the 
countries’ entrepreneurial ecosystem should be country-specific and 
should focus on alleviating the weak components in the system (Acs 
et al., 2014).

3  Entrepreneurship in Africa

Little is known about entrepreneurship and the entrepreneurial environ-
ment in less developed and developing societies, such as African coun-
tries. This makes it difficult to understand the underlying factors that 
influence entrepreneurs in these resource-constrained economies (The 
entrepreneurship ecosystem of South Africa, 2017). In the past decade, 
efforts to creating reliable databases have intensified with the objective to 
measure the static, dynamic, qualitative and contextual factors of coun-
try-level entrepreneurship. There is a plethora of indices and reports that 
measure some aspects of entrepreneurship at the global level, but most 
African countries are not included (Sheriff et al., 2016).2

A relatively large number of studies focus on a few number of coun-
tries, mostly former British colonies (e.g., South Africa, Nigeria, Kenya 
and Tanzania). This may be due to a multitude of reasons including, but 
not limited to, the scarcity of local entrepreneurship scholars, the under-
researched nature of the subject, the lack of interest in the subject or the 
lack of entrepreneurs to study. A notable exception is the work of Acs, 
Szerb, and Jackson (2013b)—Entrepreneurship in Africa through the Eyes 
of GEDI—who employ partially estimated data to analyze entrepreneur-
ship in a relatively large number of African countries.
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Africa is a large continent with highly heterogeneous countries. 
Northern Africa is mostly covered by Muslim nations that are part of the 
MENA countries. The most densely populated part of Africa—that is, 
sub-Saharan Africa—includes the poorest countries on the globe. Sub-
Saharan Africa is also diverse by itself where different colonial histories 
and tribal heritages are still pronounced (Acs, Audretsch, & Lehmann, 
2013a; Beugré, 2016; Taylor, 2012). Political instability exasperated with 
violent conflicts is not a fertile ground for development. Some MENA 
countries (Egypt, Morocco and Tunisia) and two sub-Saharan countries 
(Namibia and South Africa) are considered efficiency-driven countries, 
while the rest of countries are in the least developed, resource-driven 
cohort (World Economic Forum, 2017). This implies many similarities 
in macroeconomic figures from a certain distance (bird-eye view) as well 
as remarkable differences if we take a closer, analytical view.

Most African countries exhibit low standards of living, health prob-
lems, high-income inequalities, poor institutional development and mac-
roeconomic instability in terms of foreign debt, inflation and 
unemployment (Gomes et  al., 2018). To overcome these problems, a 
country needs to create economic growth with long-term orientation. 
Many suggestions to develop African countries have been proposed, 
including the attraction of Foreign Direct Investment (FDI), industry 
developments spanning agriculture modernization to industrialization 
and tourism, changes in institutions and regulatory environments, invest-
ments in physical infrastructure and human capital, development of 
small businesses and the private sector and science and technology devel-
opment (Fields, 2014; Pieterse, 2010). While many of these broad devel-
opment strategies could be related to entrepreneurship, we examine only 
three of them, namely the development of small businesses and the pri-
vate sector, institutional development and industrialization.

The private business sector in most African countries is characterized 
by a few large businesses—often governed by foreign investors—and a 
large number of tiny small ventures mostly in the informal economy. 
Foreign businesses mostly operate in extractive sectors, and they are 
rather islands whose benefits do not percolate to the local economy 
(Hansen et al., 2016). Rather than following an innovation or value cre-
ation strategy, other large enterprises show a more rent-seeking behavior 
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(sub-Saharan Africa, 2018; Taylor, 2012). New firm registrations are 
much lower in Africa as compared to similarly developed countries, thus 
suggesting that most local businesses operate in the informal economy 
(Munemo, 2012). According to a recent IMF report, informal economy 
contributes 25–65% of GDP and 60–90% of employment in sub-Saha-
ran Africa (Sub-Saharan Africa, 2018). Additionally, informal businesses 
are very different from formally registered ones, in terms of growth and 
employment creation (Beugré, 2016; Rodrik, 2016; Williams et  al., 
2017). However, it should be noted that self-employment is not necessar-
ily a manifestation of informal economic activity in less developed or 
developing economies (Fields, 2014).

Empirical studies connecting formal economic activity and economic 
performance show mixed results. While formal business activity has been 
found to positively impact economic growth in twelve African countries 
(Adusei, 2016), research also highlights that, although informal busi-
nesses are exposed to weakened property rights and higher risks, policies 
based on tax reforms oriented to reducing informal economic activities in 
developing contexts may have a negative impact on territorial welfare and 
labor market performance (Auriol & Warlters, 2005; Ulyssea, 2010).

Informal business activity is frequently associated with necessity-led 
entrepreneurship. Necessity entrepreneurship is not bad per se since it 
provides a potential to survive, but this type of entrepreneurship cannot 
help African countries to mobilize economic resources to economic 
growth and to get out of the deep pocket of poverty (Acs et al., 2017; 
Beugré, 2016; Naudé, 2011). In this scenario, the nature of entrepre-
neurship in Africa may explain the development tension of the entrepre-
neurship paradox.

Some researchers link entrepreneurship to small business development 
in African contexts. In their analysis of entrepreneurship in Nigeria, 
Nzewi et al. (2017, p. 176) state that ‘small scale businesses can make to 
reduce poverty, create wealth, generate employment and enhance the 
development of infrastructures’. Others view African small businesses 
much less influential and more problematic given their lack of individual 
capabilities, human capital and supportive physical and regulatory envi-
ronment (George et al., 2016; Ihugba et al., 2014).
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Rooted in the institutional economics, institutional development has 
become popular in the last decade (e.g., Acemoglu et  al., 2005). 
Institutional reforms have a positive effect on economic performance via 
the development of the private sector and small businesses. Properly tar-
geted and enforced policy efforts could reduce corruption and the size of 
the informal sector as well as improve productive entrepreneurship 
(Gomes et al., 2018; Okey, 2011). While it is agreed that classical insti-
tutional reforms linked to property rights, economic freedom and ease of 
start-ups positively influence entrepreneurship in African countries 
(Kshetri, 2011), many other institutional effects remain unknown or 
understudied because of the lack of proper data.

According to a recent OECD report on Africa (African Economic 
Outlook, 2017), industrialization linked to local entrepreneurship could 
lead to improve productivity and induce employment. Most African 
start-ups operate in those sectors where entry is easy and human capital 
is not required (low skill sectors). Entrepreneurial skill development and 
high growth motivation are key factors for this new industrialization 
strategy. Previous, mostly unsuccessful African industrialization attempts 
heavily relied on foreign businesses or large publicly owned domestic 
firms (African Economic Outlook, 2017). Increased firm-level produc-
tivity can also be reached via technology developments to scale-up exist-
ing small businesses. However, this change should be coupled with 
institutional reforms as well as further skill and cluster development 
(Oyelaran-Oyeyinka, 2017).

Improvements in the entrepreneurial ecosystem as a way to achieve 
superior levels of development in Africa have recently gained attention, 
mostly as a result of the increased recognition on the need for productive 
entrepreneurship, instead of small, unproductive businesses (Beugré, 
2016; Mwatsika, 2018; Sheriff et al., 2016). As we described previously, 
the EE approach focuses on the environment that induces high-impact 
entrepreneurship. Furthermore, the EE emphasizes the interrelation of 
environmental factors and aims to identify relevant elements at the coun-
try level.

The first work in this direction was conducted by Acs, Audretsch, and 
Lehmann (2013a) who found that human resources, entrepreneurship 
skills and networking and not innovation are the most inhibited factors 
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in many African countries. Atiase et al. (2018) analyzed the factors affect-
ing GEI. While financial institutions, political governance and access to 
electricity were found to be significant, access to credit had no impact on 
GEI.3 A more accurate analysis was performed by Park et al. (2017) who 
examined a local ecosystem in Nairobi. These authors argue that ‘for 
developing economies, which lack certain resources and formal institu-
tions, support organizations of various origins can serve as a critical driv-
ing force in creating supportive entrepreneurial ecosystems’ (p. 1).

Another lesson learned from the analysis of the entrepreneurial ecosys-
tem approach is that policy implementation based on the replication of 
policies adopted by other successful and heterogeneous entrepreneurial 
ecosystems is not the way to enhance countries’ development. Ecosystems, 
such as Silicon Valley, are complex and are formed by many components 
where developed institutions, infrastructure and innovative businesses 
play a key role. Thus, a policy designed to duplicate such system, or a few 
elements of it, constitutes a waste of money and resources. Even if knowl-
edge is available, it would not automatically transfer to new businesses 
(Acs et al., 2012). Instead, African countries should rely on their actual 
local resources and absorptive technologies (Amankwah-Amoah et  al., 
2018; Cunningham et al., 2016).

Based on these arguments and results, it seems plausible to argue that 
the lack of appropriate institutions and market-led conditions nurture 
the policy tension of the entrepreneurship paradox.

An agreement exists among scholars and development experts that the 
free market forces that drive productive entrepreneurship in less devel-
oped and developing countries should not be left alone, and that govern-
ments should play an active role to consolidate such forces (Brixiová, 
2010). However, contradiction and unclear aims could easily lead to 
policy misalignment (Edoho, 2015). Entrepreneurship support policy 
frequently falls into the fallacy of focusing on the ‘more entrepreneurship’ 
goal, instead of promoting the ‘better entrepreneurship’ objective. In 
Africa, the rising population figures induce policy makers to support any 
entrepreneurial activity in the short term, with the misleading notion 
that this policy would increase employment in the long term (Chigunta, 
2017; Gough & Langevang, 2016).
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Several African countries have run programs to support youth start-up 
activity, including South Africa (Gwija et al., 2014), Swaziland (Brixiová 
et al., 2015) and Zambia (Chigunta & Mwanza, 2016). A common les-
son from these programs is that low-quality, necessity-driven businesses 
may represent a short-term alternative (sheer survival), but this type of 
entrepreneurship does not help countries to get out of poverty. On the 
contrary, policies focused on the improvement of both the regulatory and 
institutional context and training programs were more successful than 
those that just aimed to increase the number of new firms in the economy 
(De Gobbi, 2014; Wiger et al., 2015).

According to Edoho (2016), effective entrepreneurship policy should 
aim to support opportunity entrepreneurship, shrink the informal activ-
ity, spur innovations, foster growth, expand opportunities and create 
jobs. From these arguments and evidence, it can be argued that African 
countries do not need more entrepreneurs, but better entrepreneurs. 
More entrepreneurs are not good for African economies, and what 
African countries need is a policy that stimulates the entrepreneurial 
ecosystem.

4  Data, Variable Definition and Method

4.1  Data

The data used in this study come from three sources of information. First, 
macroeconomic data were obtained from the International Financial 
Statistics available from the International Monetary Fund (IMF) data sets 
for the year 2013 and 2014. Second, the information used to measure the 
rate of entrepreneurial activity at country level was obtained from the 
Adult Population Surveys (APS) of the Global Entrepreneurship Monitor 
(GEM) for 2013. The GEM project began in 1998 as a joint initiative of 
the Babson College and the London Business School to create an inter-
national entrepreneurship research network. Today, more than 80 coun-
tries take part in this project, making the GEM a world reference in the 
entrepreneurship field and a highly valued source of information for 
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scholars and policy makers in each of the participating countries. A com-
prehensive description of the GEM data and its methodology is presented 
in Reynolds et al. (2005). Third, variables related to the country’s demo-
graphic, educational and economic conditions, as well as to the entrepre-
neurial activity used to estimate the 2013 Global Entrepreneurship Index 
(GEI) were obtained from different sources, including the Global 
Entrepreneurship Monitor (GEM) adult population surveys, the Global 
Competitiveness Index (GCI) and the Doing Business Index (see Acs 
et al., 2018).

The final sample includes information for a total number of 81 coun-
tries. Note that the representativeness of the sample is ensured insofar as 
it includes 14 African countries (Algeria, Angola, Botswana, Burkina 
Faso, Cameroon, Egypt, Ghana, Malawi, Namibia, Nigeria, South Africa, 
Tunisia, Uganda and Zambia), 20 American countries including both 
North America, Latin America and the Caribbean islands (Argentina, 
Barbados, Belize, Bolivia, Brazil, Canada, Chile, Colombia, Costa Rica, 
Ecuador, El Salvador, Guatemala, Jamaica, Mexico, Panama, Peru, 
Suriname, Trinidad & Tobago, the United States and Uruguay), 14 Asian 
countries (China, India, Indonesia, Iran, Japan, Kazakhstan, the Republic 
of Korea, Malaysia, the Philippines, Qatar, Singapore, Taiwan, Thailand 
and Vietnam) and 33 European countries (Austria, Belgium, Bosnia and 
Herzegovina, Croatia, Czech Republic, Denmark, Estonia, Finland, 
France, Georgia, Germany, Greece, Hungary, Ireland, Israel, Italy, Latvia, 
Lithuania, Luxembourg, Macedonia, the Netherlands, Norway, Poland, 
Portugal, Romania, Russia, Slovak Republic, Slovenia, Spain, Sweden, 
Switzerland, Turkey and the United Kingdom).

4.2  Variable Definition

Dependent variable. Similar to prior work on countries’ performance 
(e.g., Caselli & Coleman, 2006; Kumar & Russell, 2002; Lafuente et al., 
2016), the territorial outcome variable used in this study is economic 
performance measured as the logged value of the GDP per capita for the 
year 2014. From the descriptive statistics presented in Table  4.1, we 
observe that average GDP per capita is 24,725 international dollars. As 
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expected, the highest (lowest) average GDP per capital is reported for 
European (African) countries. In the specific case of African nations, 
average GDP per capital is 6813 international dollars, and a further scru-
tiny of the data reveals that Botswana (15,914), Algeria (13,253) and 
South Africa (12,446) show the highest level of GDP per capita, while 
the lowest GDP per capital values are found for Malawi (1062) and 
Cameroon (726).

Rate of entrepreneurial activity. In this study, the first entrepreneurship 
variable is the total entrepreneurial activity (TEA) rate for 2013. Within 
the GEM framework, The TEA ratio measures the proportion of the 
adult population (individuals aged 18-64 years) involved in entrepre-
neurial activities. Because of the timing of the GEM adult population 
survey (individuals are interviewed between June and July), it should be 
noted that entrepreneurially active individuals include nascent entrepre-
neurs—who are actively involved in the business creation process (poten-
tial entrepreneurs working an entrepreneurial project during the last six 
months)—and new entrepreneurs who created a business in the previous 
42 months (Reynolds et  al., 2005). Table  4.1 shows that, on average, 
13.91% of the adult population is involved in entrepreneurial activities 
in 2013. African countries report the highest TEA value (24.89%), while 
European countries are the least ‘entrepreneurial’ (TEA: 7.58%).

Also, Figure  4.1 shows that the relationship between quantitative-
based entrepreneurship (rate of new entrepreneurs) and economic perfor-
mance (ln GDP per capita) is negative (Pearson correlation= –0.6281, 
p-value < 0.000), that is, more entrepreneurs is associated with lower 
levels of development. As we mentioned before in the introduction and 
in Section 2, the contrasting relationship illustrated in Fig. 4.1 fuels the 
development tension of the entrepreneurship paradox analyzed in this study.

Entrepreneurial ecosystem. We employ the Global Entrepreneurship 
Index (GEI) for 2013 to evaluate the quality of the entrepreneurial eco-
system of the sampled countries. The GEI captures the multidimensional 
nature of entrepreneurship at the country level. The GEI index measures 
the dynamic and institutionally embedded interaction between entrepre-
neurial attitudes, entrepreneurial abilities and entrepreneurial aspirations 
by individuals, which drive resource allocation through new business 
venturing (Acs et al., 2014).
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Fig. 4.1 The relationship between GDP per capita, the rate of entrepreneurial 
activity (TEA) (left: correlation = –0.6281, p < 0.000) and the entrepreneurial eco-
system (GEI index) (right: correlation = 0.7919, p <0.000)

The GEI index, which ranges between 0 and 100, is built on 14 pillars, 
which result from 14 individual-level variables properly matched with 
selected institutional variables related to the country’s entrepreneurship 
ecosystem (see Acs et al., 2018). The framework supporting the building 
of the GEI index as well as the full description of the methodology used 
to compute the GEI scores is offered by Acs et al. (2014) and Acs et al. 
(2018). The GEI values for the 81 countries included in the sample are 
presented in Table 4.2. Note that developed (OECD) economies are in 
the top-10 positions, while the five countries with the poorest entrepre-
neurial ecosystem—according to the GEI scores—are African. Also, the 
results in Fig. 4.1 show how the quality of the entrepreneurial ecosys-
tem—measured by the GEI index—is positively correlated to economic 
performance (ln GDP per capita) (Pearson correlation= 0.7919, p-value 
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Table 4.2 The Global Entrepreneurship Index (GEI): ranking and score for 2013

N Country GEI index N Country GEI index

1 United States 81.56 41 Malaysia 34.61
2 Canada 76.67 42 Barbados 34.59
3 Sweden 74.60 43 Uruguay 34.41
4 Denmark 73.30 44 China 32.15
5 Switzerland 72.41 45 Croatia 32.10
6 Ireland 67.57 46 Costa Rica 31.77
7 Netherlands 67.23 47 Kazakhstan 30.43
8 United Kingdom 65.85 48 Namibia 29.69
9 Finland 63.78 49 Macedonia 29.34
10 France 63.51 50 Thailand 28.43
11 Taiwan 63.45 51 Peru 26.40
12 Austria 62.92 52 Russia 25.87
13 Germany 62.43 53 Panama 25.67
14 Belgium 60.32 54 Trinidad & Tobago 24.78
15 Norway 59.11 55 Georgia 24.69
16 Chile 59.08 56 India 24.41
17 Luxembourg 58.97 57 Belize 24.12
18 Israel 57.88 58 Philippines 24.06
19 Qatar 57.44 59 El Salvador 23.43
20 Estonia 55.24 60 Algeria 23.24
21 Singapore 51.95 61 Ghana 23.14
22 Slovenia 51.05 62 Mexico 23.04
23 Japan 51.04 63 Egypt 22.49
24 Korea 50.59 64 Vietnam 22.22
25 Lithuania 48.78 65 Argentina 22.18
26 Portugal 46.60 66 Indonesia 21.94
27 Turkey 46.09 67 Bolivia 21.45
28 Spain 45.49 68 Jamaica 21.25
29 Poland 45.37 69 Nigeria 21.04
30 Latvia 43.55 70 Bosnia and Herzegovina 20.97
31 Czech Republic 43.38 71 Iran 20.88
32 Slovak Republic 41.88 72 Zambia 20.61
33 Hungary 40.38 73 Ecuador 20.34
34 Colombia 37.75 74 Brazil 20.31
35 Tunisia 37.24 75 Guatemala 17.95
36 Greece 36.38 76 Suriname 17.75
37 Italy 36.11 77 Malawi 16.52
38 Romania 35.73 78 Cameroon 15.08
39 Botswana 35.68 79 Uganda 13.51
40 South Africa 34.68 80 Angola 13.44

81 Burkina Faso 11.88
Full sample 38.71
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< 0.000). In this sense, the analysis of country-level entrepreneurship 
based on metrics linked to the entrepreneurial ecosystem may contribute 
to reconcile the policy tensions that underlie the entrepreneurship 
paradox.

Control variables. We control for capital deepening, country size and 
location in the different model specifications. In line with previous stud-
ies on economic performance (e.g., Acs et al., 2017; Caselli & Coleman, 
2006; Kumar & Russell, 2002; Lafuente et al., 2016), our models include 
the effect over GDP per capita of capital deepening, defined as the ratio 
of the capital stock (K) divided by labor (L). For the year 2013, capital is 
defined as the private capital stock which is computed through the per-
petual-inventory method, while labor is the total number of workers in 
the country. Country size is proxied by the total population. Finally, a set 
of dummy variables was included to identify countries located in Africa, 
Latin America and Asia (the geographic reference groups include devel-
oped countries located in North American and Europe). Note that, simi-
lar to the case of the GDP per capita, the GEI score and the variables 
capital deepening and size are logged to reduce skewness.

4.3  Method

In line with the arguments that underpin this study, we first employ 
regression techniques (OLS) to estimate the model that emphasizes a 
relationship between country-level entrepreneurship and economic per-
formance among the sampled economies. To evaluate the proposed rela-
tionship empirically, in the first stage analysis we propose a regression 
model with the following form:

 ln /GDP capita Entrepreneurship Control variablesi i i� � � �� � �0 1 2 �� i  
(4.1)

In equation (4.1), entrepreneurship is measured as the canonical 
quantity-based rate of new entrepreneurs (TEA) and the GEI index 
that evaluates the quality of the entrepreneurial ecosystem, βj is the 
parameter estimate computed for the set of independent variables (j) 
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and εi is the normally distributed error term estimated for each ana-
lyzed country (i).

Additionally, we propose a second-stage analysis to provide further 
results on the relationship between entrepreneurship and economic 
development in Africa. In this case, we employ a nonhierarchical cluster 
analysis (K-means) (Anderberg, 1973; Everitt, 1980) using as inputs the 
GDP per capital, the entrepreneurship measures (TEA and GEI scores), 
the capital deepening ratio and total population. Because the K-means 
cluster analysis requires a fixed number of clusters, we adopted two 
approaches to verify the number of cluster and the validity of our analy-
sis. First, we used the Calinski and Harabasz (1974) statistic. This index 

is obtained as CH k
B k k

W k n k
� � � � � �

� � �
/

/

1
, where B(k) and W(k) are the 

between and within-cluster sums of squares, with k clusters. Since the 
between-cluster difference should be high and the within-cluster differ-
ence should be low, the largest CH(k) value indicates the best clustering. 
In this study, the number of clusters that maximizes the CH(k) index is 
4 (pseudo-F value: 47.86). Therefore, the final nonhierarchical cluster 
asks for a four-way division. Second, we ran a discriminant analysis to 
further validate the cluster results. The results of the discriminant analysis 
(Table 4.3) corroborate the appropriateness of the proposed approach to 
examine the relationship between entrepreneurship and economic 
development.

Table 4.3 Results: Discriminant analysis

Classification according to the discriminant analysis Total

True groups Group 1 Group 2 Group 3 Group 4

Group 1 17
(94.44%)

1
(5.56%)

0
(0.00%)

0
(0.00%)

18

Group 2 2
(10.00%)

18
(90.00%)

0
(0.00%)

0
(0.00%)

20

Group 3 0
(0.00%)

0
(0.00%)

20
(100.00%)

0
(0.00%)

20

Group 4 0
(0.00%)

0
(0.00%)

0
(0.00%)

23
(100.00%)

23
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5  Empirical Results

5.1  Regression Analysis: More Entrepreneurship or 
a Healthy Entrepreneurial Ecosystem

Table 4.4 presents the results of the regression models that emphasize the 
relationship between entrepreneurship—quantitative (TEA) and qualita-
tive (GEI score)—and economic performance (equation (4.1)). 
Regression models are estimated for the full sample (81 countries) and 
for the subsample of 43 less developed and developing economies located 
in Africa, Asia and Latin America.

Concerning the effect of the traditional quantitative entrepreneurship 
measure—that is, the total early activity measure (TEA) (model 1)—the 
findings in Table 4.4 indicate that, for both the full sample and the sub-
sample of less developed and developing economies, increase in the rate 
of entrepreneurs is not associated with higher levels of GDP per capita in 
a significant way. In sharp contrast with theoretical postulates, this result 
is in line with previous studies highlighting a not- significant or an unclear 
effect of quantity-based entrepreneurship measures on economic perfor-
mance (Block et  al., 2017; Van Stel et  al., 2005). As we indicated in 
Section 2, this contrasting result is the main factor explaining the develop-
ment tension of the entrepreneurship paradox.

In the case of model specification 2 regressing GDP per capita against 
the GEI score measuring the quality of the entrepreneurial ecosystem, 
results in Table 4.4 strongly support the notion that economic develop-
ment is not linked to the presence of more entrepreneurs, but rather to a 
better (high quality) institutional setting backing entrepreneurial activity 
(entrepreneurial ecosystem) (Acs et al., 2014; Lafuente et al., 2016). This 
result is consistent for the model applied to the full sample and to the 
subsample of less developed and developing countries located in Africa, 
Asia and Latin America.

Because country-level entrepreneurship is a complex system in which 
the institutions governing economic activity interact with the economic 
agents leading entrepreneurial activities (entrepreneurs), the poor and 
disappointing results of traditional policies oriented to increase the 
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number of entrepreneurs—and ignoring the systemic nature of country-
level entrepreneurship—fuel the policy tension of the entrepreneurship 
paradox.

5.2  Differences in the Entrepreneurial Ecosystem 
Within Africa

With the results of the baseline regression model presented in Section 5.1 
as starting point, Figure 4.2 illustrates the configuration of the entrepre-
neurial ecosystem for the analyzed African, Asian and Latin American 
countries. Overall, we observe that, among less developed and developing 
economies, Asian countries show the healthiest entrepreneurial ecosys-
tem. Additionally, we note that African countries underperform com-
pared to other less developed and developing economies in Asia and Latin 
America in most pillars of the entrepreneurial ecosystem (the only excep-
tions are the opportunity perception and process innovation pillars). A 
third result from Fig. 4.2 deals with the differences in the configuration 
of the entrepreneurial ecosystem: for Asian countries, the core strengths 
of the entrepreneurial ecosystem are linked to human capital, innovation 
(product and process) and growth potential of new and incumbent firms, 
while in Latin America, the strongest pillars of the entrepreneurial ecosys-
tem are opportunity perception, start-up skills and competition. On con-
trary, the entrepreneurial ecosystem of the analyzed African countries is 
relatively strong in the pillars related to opportunity perception, network-
ing and cultural support (Fig. 4.2).

Figure 4.3 further examines the configuration of the entrepreneurial 
ecosystem among the 14 African countries analyzed, distinguishing 
MENA (Algeria, Egypt and Tunisia) from non-MENA countries (Angola, 
Botswana, Burkina Faso, Cameroon, Ghana, Malawi, Namibia, Nigeria, 
South Africa, Uganda and Zambia). In this case, two relevant differences 
emerge. First, the entrepreneurial ecosystem of MENA countries is strong 
in the pillars risk capital, growth potential, human capital and technology 
absorption, while the entrepreneurial ecosystem of non-MENA countries 
stands out for high levels of opportunity perception and competition. 
Second, and besides the relevance of the networking and the cultural 
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Fig. 4.2 The configuration of the entrepreneurship system in Africa, Latin 
America and Asia

support pillars in the entrepreneurial ecosystem of all African countries, 
MENA countries show a relatively balanced configuration of the entre-
preneurial ecosystem, whereas the entrepreneurial ecosystem of non-
MENA countries is skewed toward the pillars opportunity perception, 
networking and cultural support.

5.3  Cluster Analysis

This section presents the findings of the cluster analysis. Table 4.5 pres-
ents the results for the four groups that emerge from the cluster analysis: 
mostly developed economies with a healthy entrepreneurial ecosystem 
and low rates of entrepreneurship (Group 1), less developed and develop-
ing economies with a mid-level entrepreneurial ecosystem (Group 2), 

4 The Entrepreneurship Paradox: The Role… 



130

Table 4.5 Results: Cluster analysis

Group 1 Group 2 Group 3 Group 4

GDP per capita 42,512.28 28,165.96 17,122.72 6,624.02
Total entrepreneurial 

activity (TEA)
0.0763 0.1286 0.1337 0.2369

Global Entrepreneurship 
Index (GEI)

57.31 39.31 32.31 21.37

Capital deepening 136,558.50 73,184.93 48,041.78 17,489.75
Total population 162.53 51.26 10.79 38.99
Number of countries 23 20 20 18

Networking

Cultural support
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Startup skills

Opp startup

Human capital

Competition

Prod innovation

Proc innovation

High growth

Intemat

Risk capital

Opp perception

0.50

0.40
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0.00

Tech absoption

No MENAMENA

Fig. 4.3 The configuration of entrepreneurship system in Africa: MENA and non-
MENA countries

mostly small developing economies with a mid-level entrepreneurial eco-
system (Group 3) and less developed and developing economies with a 
poor entrepreneurial ecosystem and high rates of entrepreneurship 
(Group 4).
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Fig. 4.4 The empirical relationship between the entrepreneurship system (GEI) 
and economic performance (GDP per capita)

Figure 4.4 illustrates the positioning of the four clusters according to 
their level of GDP per capita and the quality of their entrepreneurial 
ecosystem. The results point to an inverse relationship between (quan-
tity-based) entrepreneurial activity and the quality of the entrepreneurial 
activity (GEI).

Group 1 mostly includes developed economies: 16 European econo-
mies, Canada, the USA, Japan, Korea and 3 large developing economies 
(Russia, India and China). This group reports the lowest rate of entrepre-
neurship (TEA= 7.63%) as well as the highest level of both GDP per 
capita (42,512 US$) and GEI score (57.31). Countries in Group 2 are 
mostly small European nations and large Asian developing economies. 
Also, three large Latin American economies are included in this cluster 
(Argentina, Brazil and Chile). On the contrary, Group 3 is formed by ten 
Latin American economies, eight Central and Eastern European coun-
tries and two high-performing African countries (Botswana and Namibia). 
Both Groups 2 and 3 show similar levels of quantitative (TEA) and quali-
tative (GEI) entrepreneurship; however, the differences in GDP per capi-
tal and population are remarkable.

Finally, Group 4 is formed by African nations (12 countries= 67%), 
five less developed and developing Latin American economies and one 
Asian country (Vietnam). This group shows the lowest average GDP per 
capita (6,624 US$), the poorest entrepreneurial ecosystem (average GEI 
= 21.37) and the highest rate of entrepreneurial activity (TEA= 23.69%).
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The results of the cluster analysis reinforce empirically the prevalence 
of the development tension emphasized in this work: If entrepreneurship is 
good to the economy, why economic growth is not positively correlated 
with the rate of entrepreneurship at the global scale? In this case, we argue 
that less developed and developing countries do not need more entrepre-
neurs but rather a healthier institutional setting that helps to optimize the 
market-oriented efforts of entrepreneurial action.

Additionally, the findings corroborate the policy tension of the entre-
preneurship paradox: Why governments allocate large amounts of 
resources to entrepreneurship policies whose long-term effects are uncer-
tain or economically meaningless? Here, we propose that policies focused 
on increasing the number of entrepreneurs with the objective to improve 
the economic contribution of entrepreneurship will become sterile if the 
territory replicates policies implemented in other, heterogeneous con-
texts, and if the focal territory does not enjoy an institutional setting that 
supports the channeling of resources to the economy via entrepreneurial 
activities.

6  Concluding Remarks, Implications 
and Future Research Lines

6.1  Concluding Remarks

This study has produced novel evidence on the relevance of the entrepre-
neurial ecosystem for the economic prosperity of less developed and 
developing economies in Africa and other geographic settings. Overall, 
the results emphasize that more entrepreneurship—that is, higher rates of 
business creation—is not statistically associated with greater levels of eco-
nomic development. This contradiction between theoretical predictions 
and the empirical findings fuels the entrepreneurship paradox analyzed in 
this study.

From the analysis of two tensions that underlie the entrepreneurship 
paradox—development tension and the policy tension—we argue that 
this paradox can be reconciled by engaging in a more holistic interpreta-
tion of the ways through which the outcomes of country-level 
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entrepreneurship are channeled to the economy, that is, via a profound 
analysis of the entrepreneurial ecosystem.

By evaluating the entrepreneurship paradox through the lens of the 
development tension and policy tension, our analysis offers a comprehen-
sive view of how entrepreneurship can contribute to the economic con-
solidation of African countries as well as of less developed and developing 
economies located in other geographic settings.

In this sense, the main conclusion emerging from our results is that 
less developed and developing economies, including African countries, 
do not need more entrepreneurs. Rather, the findings show that the pres-
ence of a healthy entrepreneurship ecosystem—that is, the institutional 
setting backing entrepreneurial activity—is a prerequisite to optimally 
channel the outcomes of entrepreneurial action to the economy and, sub-
sequently, promote the economic consolidation of countries, regardless 
of their stage of development.

6.2  Entrepreneurship Policy in Africa: Reconciling 
the Tensions of the Entrepreneurship Paradox

What are the policy lessons that can be drawn from the proposed analysis 
of the entrepreneurship paradox? In an increasingly globalized and com-
plex world, competing demands surface countries’ environment, and 
policy makers grapple with tensions between coordinated policy efforts 
and meeting collective goals. The policy implications discussed in this 
section emerge from the results of the study and are strictly connected 
both to the two analyzed tensions (development and policy) of the entre-
preneurship paradox and to our research questions.

Increased support to productive entrepreneurship—The higher rate of 
entrepreneurship reported among less developed and developing econo-
mies is good news; however, the analysis—based on the development 
tension of the entrepreneurship paradox—of the contribution of entre-
preneurship to these economies reveals a less positive case. From a 
Kirznerian perspective (Kirzner, 1973, p. 74), the higher entrepreneur-
ship rates in less developed and developing countries suggests that indi-
viduals—‘entrepreneurially alert’ individuals (Kirzner, 1997, 
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p.  71)—perceive and exploit business opportunities. Nevertheless, all 
types of entrepreneurs fall in the conception of entrepreneurship pro-
posed by Kirzner.

Therefore, the null effect of quantitative entrepreneurship on eco-
nomic performance found in this study indicates that entrepreneurship 
in Africa, and in other less developed and developing economies, is pri-
marily unproductive (Acs et  al., 2018; Aghion, 2017). This argument 
contributes to explain the development tension of the entrepreneurship 
paradox, which is also connected to our first research question (‘Why the 
high rates of entrepreneurial activity observed for Africa are not condu-
cive to development?’).

The majority of entrepreneurship support programs implemented in 
Africa are based on the replication of (successful) policies adopted by 
other, heterogeneous territories. Instead of promoting ‘better entrepre-
neurship’, these ‘duplication’ policies often fall into the fallacy of focusing 
on generating ‘more entrepreneurship’, regardless of the state of the econ-
omy (African Economic Outlook, 2017; Chigunta, 2017; Gough & 
Langevang, 2016). The outcomes of these programs—for example, Gwija 
et al. (2014) for South Africa, Brixiová et al. (2015) for Swaziland and 
Mwanza and Chigunta (2016) for Zambia—are primarily linked to the 
promotion of low-quality necessity-driven businesses that only offer a 
short-term (and economically meaningless) solution to employment 
problems (sheer survival). But, this strategy does not help countries to get 
out of poverty.

In line with our results, African countries do not need more entrepre-
neurship but rather better entrepreneurship. Therefore, policy makers 
will be well advised to consider the long-term benefits of policies that 
endorse productive entrepreneurship. This logic and results suggest the 
need for rethinking the beneficiaries of entrepreneurship support 
programs.

At the country level, effective change in policy directions does not 
occur through the ideological confrontation of ongoing tensions, such as 
the development tension analyzed in this study. On the contrary, multi-
ple actors interact in the fabrication of (productive and unproductive) 
entrepreneurship-led societies (see, e.g., Lafuente et al. (2017) for a recent 
discussion of the economic relevance of the interaction between new 
manufacturers and new knowledge- intensive firms).
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We do not propose to disregard investments in unproductive entrepre-
neurship. Put briefly, the approach to entrepreneurship policy should not 
be a ‘yes’ or ‘no’ to new productive or new unproductive businesses, but 
rather to seek a new form of governance of entrepreneurship policy more 
compatible with both the characteristics of the focal economy and pro-
ductive-induced growth. Existing work emphasizes the need for produc-
tive entrepreneurship in Africa (e.g., Beugré, 2016; Mwatsika, 2018; 
Okey, 2011; Rodrik, 2008). In our view, by encouraging productive 
entrepreneurship—for example, high-growth businesses, knowledge 
intensive businesses or firms with export potential—African countries 
can reconcile the development tension of the entrepreneurship paradox.

Formalization of entrepreneurial activity—In a closely related manner, 
we suggest that African policy makers need to turn their attention to the 
adoption of measures that combat informal economic activities. African 
contexts are characterized by a large informal economic sector that oper-
ates in corrupt environments (Gomes et al., 2018; Rodrik, 2016). In this 
sense, changes in the regulatory framework—for example, enhancing 
property rights and reducing market entry fees in order to optimize busi-
ness creation bureaucracy and improve the ease of doing business—have 
been portrayed as effective mechanisms that may contribute to increase 
the economic impact of entrepreneurial activity in Africa (Auriol & 
Warlters, 2005; Kshetri, 2011; Ulyssea, 2010). Additionally, the shrink-
ing of informal sectors constitutes an alternative way to encourage pro-
ductive entrepreneurship and, subsequently, to help to reconcile the 
development tension of the entrepreneurship paradox.

Institutional change focused on the development of the entrepreneurial eco-
system—Contradictions and paradoxes are often seen as recursive patterns 
of change (Putnam et  al., 2016, p.  37). In connection to our second 
research question (‘What constitutes an appropriate entrepreneurship 
policy design for African countries?’), we argue that a newly redefined 
entrepreneurship policy that emphasizes the role of the entrepreneurial 
system constitutes an alternative pattern of change.

As we mentioned above in this section, African policy makers have 
traditionally allocated large sums of public money in entrepreneurship 
policies excessively oriented toward the stimulation of low-quality, low-
impact entrepreneurship, such as subsidies to support self-employment 
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and the access to financial resources by new businesses, regardless of their 
characteristics or market potential (African Economic Outlook, 2017).

These policies are rooted in an institutional isomorphic approach, that 
is, a convergence strategy based on mirroring what other, usually more 
developed peers do. In our view, this imitative strategy is evidence that a 
policy of complacency—characterized by the mere promotion of ‘more 
entrepreneurship’—is infiltrating into the African policy circles and, con-
sequently, is fueling the policy tension of the entrepreneurship paradox in 
these economies.

The disappointing outcomes of most entrepreneurship support poli-
cies in Africa (African Economic Outlook, 2017) illustrate what we con-
sider a plausible, relevant cause of the policy tension of the entrepreneurship 
paradox. Entrepreneurship support programs would become sterile if 
entrepreneurs navigate in contexts that do not guarantee the effective 
exploitation of their knowledge and resources. Therefore, we suggest that 
policy makers need to turn their attention to the development of the 
country’s entrepreneurial ecosystem. By prioritizing policies that pro-
mote the ‘interlocking’ role of the entrepreneurial ecosystem, the out-
comes of entrepreneurial action can be efficiently channeled to the 
economy which, in turn, has the potential to generate sustainable eco-
nomic development.

From a knowledge management point of view, the policy tension of 
the entrepreneurial paradox may result from the mismatch between 
resource allocation policies and territories’ knowledge stock. For exam-
ple, prior research has highlighted how various policy actions promoting 
the connection between countries’ available resources (physical, techno-
logical and knowledge-based) and productive entrepreneurship are more 
successful in creating and/or consolidating a knowledge-based economy. 
These policies—which may be considered valid benchmark cases—
include, among others, the joint promotion of human capital among the 
population and different incentives (economic such as fiscal bonuses and 
noneconomic linked to infrastructure development) that increase the 
presence of high-tech multinational enterprises in the focal territory 
which, in turn, increases the territories’ knowledge stock via knowledge 
generation or acquisition processes (e.g., Lafuente et  al., 2018; Wong 
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et al., 2006). Additionally, Connell et al. (2014) show how investments 
in industry clusters (i.e., infrastructures, networks, ICTs) are valid mech-
anisms to enhance knowledge sharing across economic actors (i.e., busi-
nesses) through collaborations within and between industries and, 
subsequently, improve industry-level productivity.

Our results suggest that the development of start-up skills, human 
capital, risk capital and internationalization are the main weaknesses of 
the entrepreneurial ecosystem of the 14 African countries analyzed in this 
study. Also, African countries have a limited capacity to develop innova-
tions (Acs et al., 2018), which is reflected in the low technological absorp-
tive capacity of the analyzed African entrepreneurial ecosystems. 
Therefore, in the long-run, economic consolidation of African countries 
should be grounded in the creation and/or consolidation of country-spe-
cific policies that seek to accommodate the promotion of productive 
entrepreneurship to the characteristics of both the local entrepreneurial 
ecosystem and their existing technologies, rather than in policies that 
finance all types of entrepreneurship or that incentivize the adoption of 
disruptive technologies.

Such policies may discourage entrepreneurship indirectly by displac-
ing low-quality necessity-driven potential entrepreneurs from the entre-
preneurial career (Litan et al., 2009; Shane, 2009). However, the mere 
deployment of resources to promote ‘more entrepreneurship’ is not 
enough to successfully enhance territorial development. In this sense, the 
prescription for policy makers is to prioritize and redirect policy efforts 
toward the development of a solid entrepreneurial ecosystem. This way, 
African countries can break down the complacency policy that is leading 
them to fall into a ‘catch 22’ loop in which ineffective entrepreneurship 
policies perpetuate the policy tension of the entrepreneurship paradox. 
From our perspective, the proposed radical shift in policy patterns that 
emphasizes the harmonization between the development of local entre-
preneurship and the elements shaping the local entrepreneurial ecosys-
tem is conducive to economic consolidation. Also, these policy actions 
may contribute to reconcile the policy tension of the entrepreneurship 
paradox.
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6.3  Lines of Future Research

As with any study, the results presented in this work are open to future 
verification. In this sense, it would be valuable to extend the proposed 
analysis in various directions. First, and similar to other studies dealing 
with the connection between entrepreneurship and economic perfor-
mance in Africa (e.g., Beugré, 2016; Mwatsika, 2018; Sheriff et  al., 
2016), the data do not permit the direct analysis of the decision-making 
process underlying the generation and implementation of entrepreneur-
ship policies in the analyzed African contexts. Further research can 
address this issue by exploring the economic response to (homogeneous 
and heterogeneous) entrepreneurship support programs in different geo-
graphic settings.

Second, and following the debate on the relevance of studying tensions 
and paradoxes from a processual approach (Putnam et al., 2016), future 
work should evaluate the evolution of the tensions underlying the entre-
preneurship paradox using longitudinal data that permit a better under-
standing of the potential dynamics over time of the process outcomes 
linked to the entrepreneurship paradox.

Notes

1. Building on the terminology used by Smith and Lewis (2011) and Putnam 
et al. (2016), tensions—dualities or dichotomies that are inherent to com-
plex systems or socially constructed—are underlying elements of para-
doxes that seem logical individually, but irrational and inconsistent when 
juxtaposed. A paradox is a set of contradictory yet interrelated elements 
(tensions) that coexist and persist over time (Smith & Lewis, 2011, 
p. 382).

2. These include the Global Entrepreneurship Monitor (GEM), the World 
Bank Group Enterprise Survey (WBEGS), the Economic Freedom of the 
World Report (EFWR), Hofstede’s Indicators (HI), the Global 
Competitiveness Report (GCR), the Legatum Prosperity Index (LPI), the 
Global Entrepreneurship and Development Index (GEDI).
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3. We should note that the analysis by Atiase et al. (2018) probably suffers 
from endogeneity bias because many of the independent variables are part 
of the GEI components.
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5
The Monetization of the Regional 

Development and Innovation Index: 
Estimating the Cost of Entrepreneurship 

Ecosystem Policies in European  
Union Regions

Tamás Sebestyén, Éva Komlósi, and László Szerb

1  Introduction

Right from the beginning of its creation, the Regional Entrepreneurship 
Development Index (REDI) methodology has aimed to provide policy 
suggestions. This index can be used to describe the general stance of  
the entrepreneurial ecosystem of regions, based on proxies that measure 
different aspects/dimensions of the entrepreneurship ecosystem. The 
optimization targets the additional efforts to decrease the imbalances  
over the fourteen pillars of the entrepreneurship ecosystem. Since the 
examined 125 European Union (EU) regions differ in their pillar values 
and configurations therefore it suggests that policy to improve the REDI 
scores should be unique for each region. The REDI methodology 
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provides a normalized value to describe the entrepreneurial ecosystem 
using natural units of the different measures as inputs to the calculation 
while the monetary value of such units is unknown. In this chapter, we 
provide a methodology to assign monetary values to the different pillars 
of REDI. To conduct policy modeling, one needs to link monetary values 
to the different pillars/dimensions. This chapter presents a method to 
monetize the pillars of the REDI calculation and provides a practical 
application to the 125 EU regions.

The method we provide borrows from standard shadow pricing, which 
is a widely used approach to assign monetary values to factors which do 
not have a determined market price. In principle, this approach calculates 
the marginal contribution of a given resource to the outcome/objective of 
some optimization problem. If the optimization targets a monetary value 
such as cost or profit/payoff, the standard method is straightforward to be 
used. In the present setup, however, the REDI methodology starts from 
natural units for pillars and results in a normalized score which still does 
not have a monetary dimension.

Following from the challenge described above, we proceed in two 
steps. First, using econometric techniques, we assign a monetary value to 
the REDI scores. By entering the REDI scores into a production func-
tion explaining regional GDP levels, we are able to estimate the marginal 
contribution of the REDI to monetized regional output. This can be 
taken as the marginal value of the REDI in a given region. Then, we turn 
to the standard principles of shadow pricing where this monetized REDI 
score is traced back to its components, thus allowing for a monetization 
of the REDI pillars.

In what follows, we first describe the data, and then turn to the estima-
tion procedure and results. After that, the shadow pricing method is 
described. For a more accurate cost estimation, we also calculate the fiscal 
multipliers for each country. In the following chapter, we provide a simu-
lation for estimating the monetary costs of a uniform (all regions) 10% 
increase of the REDI scores. Finally, the paper concludes with mention-
ing the limitations of our approach.
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2  The Econometric Model

Our unit of analysis is the region. Originally our cross-section analysis 
consisted of 125 “mixed” NUTS regions because the REDI has been 
calculated for 24 countries, which altogether contain a mix of 125 
NUTS1 and NUTS2 regions. It was possible to create the REDI for 24 
countries in the European Union, except Bulgaria, Cyprus, Luxemburg, 
and Malta. In the case of 10 countries, REDI data were calculated at 
NUTS1 level (Austria, Belgium, Greece, France, Germany, Italy, the 
Netherlands, Poland, Romania, and the United Kingdom). For four 
additional countries, only country-level classification was possible. These 
are the Czech Republic, Latvia, Lithuania, and Estonia. For the remain-
ing 10 countries, REDI were calculated at NUTS2 level (Croatia, 
Denmark, Finland, Hungary, Ireland, Portugal, Spain, Slovenia, Slovakia, 
and Sweden). In the case of Portugal, only those five NUTS2-level data 
were available which belong to the Continente NUTS1 region. For 
Spain, the two small African continent NUTS1 regions, Ceuta and 
Melilla were also excluded.

First, we conducted the regression analysis alone for the 125 NUTS 
regions. However, it was problematic that in the case of 28 regions (5 
Danish NUTS2, 12 British NUTS1, 2 Croatian NUTS2, 8 Swedish 
NUTS2, and 1 Spanish NUTS2), capital stock data were missing. Since 
the exclusion of the listed regions would have resulted in a significant loss 
of data (22.4% of the data set), we decided to calculate them. Finally, it 
was not possible to calculate capital stock data for three NUTS2 regions 
(for the Croatian HR03 and HR04, and the Spanish ES70). Thus, the 
final database included information for a mix of 122 EU NUTS regions. 
Note that the representativeness of the sample is ensured insofar as it 
includes 24 European countries (Table 5.1).

However, due to inconsistent regression results, a further modification 
of the sample was required. The analysis of the regression results high-
lighted the low sample size and the low variability in some variables that 
cause serious problems. In this problem, we are required to (1) collect all 
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Table 5.1 Number of analyzed regions by country

Country Basic class No. of regions

AT Austria NUTS1 3
BE Belgium NUTS1 3
HR Croatia NUTS2 3
CZ Czech Republic NUTS1 1
DK Denmark NUTS2 5
EE Estonia NUTS2 1
FI Finland NUTS2 5
FR France NUTS1 8
DE Germany NUTS1 16
EL Greece NUTS1 4
HU Hungary NUTS2 7
IE Ireland NUTS2 2
IT Italy NUTS1 5
LV Latvia NUTS2 1
LT Lithuania NUTS2 1
NL Netherlands NUTS1 4
PL Poland NUTS1 6
PT Portugal NUTS2 3
RO Romania NUTS1 4
SK Slovak Republic NUTS2 4
SI Slovenia NUTS2 2
ES Spain NUTS2 17
SE Sweden NUTS2 8
UK United Kingdom NUTS1 12

Total 125

NUTS2-level data for the 24 countries (consequently the sample size has 
increased to a total of 254), and additionally (2) pool data for the deter-
mined years, whereby we were able to achieve a satisfactory sample size 
(n = 508).

So far, the REDI has been calculated for two time periods: (1) the 
REDI 2013 for 2007–2011 and the REDI 2017 for 2012–2014. Thus, as 
regards other variables of the cross-sectional analysis, we collected data 
for 2011 and 2014 (i.e. for the last year of the two periods for which the 
REDI has been calculated).

This study measures territorial performance via purchasing power 
parity per capita GDP. The regression model consists of a simple pro-
duction function complements (capital and labor) supplemented with 
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the REDI. The explanatory variables used in this study come from two 
sources. First, regional figures related to employment (L) and population 
density (DENSITY) were obtained from Eurostat. Also, capital stock (K) 
data were derived from Eurostat’s gross fixed capital formation data and 
calculated by using the PIM method.1 Second, the variable measuring 
the quality of the entrepreneurial ecosystem across European regions is 
the Regional Entrepreneurship and Development Index (REDI) (Szerb 
et al., 2013, 2017). In the final model specifications, we included two 
control variables related to urbanization. Urbanization economies are a 
type of agglomeration externality that refers to considerable cost sav-
ings generated through the locating together of people, firms, and orga-
nizations across different industries (Parr, 2002; McCann, 2013). 
Therefore, location in large or densely populated cities may offer serious 
advantages. In our study, we follow the practice by Meliciani and 
Savona (2015) and assess the role of urbanization by introducing 
regional population density (DENSITY) and a dummy for regions with a 
capital city (CAPITAL).

Our regression model variables can be found in Table 5.2.
The following general multiple linear regression model was tested in 

order to estimate the effect of the entrepreneurial ecosystem on territorial 
performance. The regression analysis departs from a model that includes 

Table 5.2 The dependent and independent variables used in the regression model

Variable Definition

GDP_PPS_percap Per capita gross domestic product purchasing power 
standarda (2011, 2014)

L_perCap Employment, per capita (2011, 2014)
K_perCap Capital stock, per capitab (2011, 2014)
REDIunit_perCap REDI2013 and REDI2017 valuesc

DENSITY Population density (2011, 2014)
CAPITAL Capital dummy (dummy 1 = yes, 0 = no)

Source: Own calculation
a “The purchasing power standard, abbreviated as PPS, is an artificial currency 

unit. Theoretically, one PPS can buy the same amount of goods and services in 
each country.” (Eurostat)

bIt is calculated from gross fixed capital formation data (million €) using 
PIM method

c REDIunit: calculated as the sum of the 14 average adjusted pillars
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the basic factors (labor and capital) of a simple production function com-
pleted with the REDI, which reflects the interaction between individuals 
and their contexts that determines the weights of economic and societal 
benefits of entrepreneurship (Audretsch & Belitski, 2017). The econo-
metric model used in this study has the following form:

 

LnGDP PPS perCap LnL perCap LnK perCap
LnREDIu

i i i_ _ _ _� � �
�
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�

0 1 2

3 nnit perCap
LnDENSITY CAPITAL

i

i i i

_
� � �� � �4 5  

(5.1)

In Eq. (5.1), performance refers to the per capita GDP at the regional 
level, βi is the parameter estimate estimated for the independent vari-
ables, and ε is the normally distributed error term that varies across 
regions. Before the estimation of the parameters, the necessary assump-
tions of linear regression were checked. First, we have checked the skew-
ness of the variables. Since some of the variables indicated significant 
(positive) skewness, we used the log transformation method (Appendix 
A1. table). For measuring multicollinearity, we have calculated the VIF 
values for all of our variables. In our model, none of the VIF values 
exceeds the critical threshold. The average VIF value of the model is 
1.172 (range: 1.108–1.279). The well-known tests of normality, the 
Kolmogorov–Smirnov test, indicates significant deviation from normal 
distribution. Applying the Breusch–Pagan–Koenker test,2 we could iden-
tify the presence of heteroscedasticity in our data. Test results are pre-
sented in Table 5.7 of the Appendix. An alternative and highly appealing 
method of reducing the effects of heteroscedasticity on inference is to 
employ a heteroscedasticity-consistent standard error (HCSE) estimator 
of OLS parameter estimates (White, 1980; Hayes & Cia, 2007). With 
this approach, the regression model is estimated using OLSs, but an alter-
native method of estimating the standard errors is employed that does 
not assume homoscedasticity.

Table 5.3 shows the results using the HC3 estimators.3 Note that the 
standard errors are quite similar for the predictors. We can be pretty 
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Table 5.3 OLS regression analysis: GDP estimations using standard error estimates 
assuming homoscedasticity (OLSE) and heteroscedasticity (HC3)

OLSE HC3

Coefficient Std. error p-value Std. error p-value

Independent variables

Constants 1.515 0.150 0.000 1.5152 0.0001
Ln_K_perCap 0.524 0.026 0.000 0.5235 0.0000
Ln_L_perCap 0.794 0.069 0.000 0.7939 0.0000
Ln_REDIunit_perCap 0.058 0.012 0.000 0.0584 0.0000
Ln_DENSITY_perCap 0.094 0.008 0.000 0.0964 0.0000
CAPITAL 1.515 0.031 0.003 0.0939 0.0149

F-test 248.691 143.63

Adjusted R2 0.710
Average VIF values 1.172
Number of observations 508

confident that there is a relationship between the explanatory variables 
(L, K, REDI, and DENSITY) and per capita GDP because the regression 
estimate is statistically different from zero, regardless of how the standard 
error is estimated. But conclusions about CAPITAL differ, when het-
eroscedasticity is managed using the HC3 estimator, the partial relation-
ship between CAPITAL and the dependent variable is statistically 
significant only if the dependent variable is GDP_PPS.

In order to calculate the shadow prices for the REDI pillars, we must 
calculate the elasticity between REDI score units and regional GDP 
levels. For this purpose, we selected model HC3 with the estimated 
REDI regression coefficient 0.0584 (p-value < 0.000). Given this esti-
mated elasticity between the REDI scores and GDP levels, we have a 
monetized value for the REDI. More precisely, we are able to calculate 
the effect if there is a marginal increase in the REDI on the monetary 
value of regional output, which serves as a starting point to monetizing 
the REDI pillars. In what follows, we show how the shadow pricing 
approach was implemented in this setting to assign monetary values to 
the REDI pillars.
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3  Shadow Pricing

In this section, we describe how we calculated shadow prices for REDI 
pillars. The basic concept behind these calculations is that using the 
results from the estimations described previously, we are able to assign 
monetary value to the REDI pillar units. Given the econometric frame-
work established in the previous section, we have an estimation of the 
elasticity between REDI score units and regional GDP levels. Let this 
elasticity be εGDP, showing the percentage change in regional GDP level 
given a 1% change in the regional REDI score unit. If Yi is the GDP level 
in region i, then the monetary value of a 1% increase in regional REDI 
score unit is

 
v Yi

GDP

i�
�
100  

(5.2)

In what follows, we introduce the shadow pricing logic, starting with 
the relevant elements of REDI calculation, through how optimization 
can be interpreted in the REDI context, to the derivation of the final 
shadow prices.

3.1  The Starting Point: REDI Normalized 
Pillar Values

In this approach, we start from the REDI calculations. As described pre-
viously, the calculation of the REDI for all regions follows the steps below:

 1. Start from individual and institutional variables for the 14 pillars, and 
normalize these values to the 0–1 interval.

 2. Multiply the institutional and individual variables to get the raw pil-
lar values.

 3. A 95 percentile capping ensures that extreme values do not distort 
the results.

 4. Capped pillar values are normalized to the 0–1 interval.

 T. Sebestyén et al.



155

 5. Capped and normalized pillar values are transformed in a way that 
pillar averages across regions are equalized (and equal to the average 
values across pillars).

 6. The penalty for bottleneck method is applied to get penalized pil-
lar values.

 7. Pillar values are summed up to achieve REDI score units for regions.

In this exercise, we start from step 5. This means that for every region 
i and pillar p, we have a yi, p transformed pillar score between 0 and 1.4

Let’s use the term ˆ min , , ,y y y yi i i i� �� �1 2 14, , ,  to denote the minimal 
pillar value in region i. Then the penalized pillar values are calculated as:

 

( ), ˆ

, 1ˆ i p iy y

i p ih y e
− − = + −    

(5.3)

Finally, the REDI score units applied in this exercise and also used in 
the econometric estimations is the sum of the penalized pillar values:

 

S hi
p

i p�� ,

 

(5.4)

3.2  The REDI as a Maximization Problem

The method we use takes advantage of the standard shadow pricing prin-
ciple, which is based on the following extreme value problem:

 
f x� � �max

 

 
g bx� � �

 
(5.5)

where x is a vector of control variables, f (x) is the objective function, b 
is some resource constraint, and g(x) is a constraint function. The prob-
lem above imposes one constraint on the optimization, but it can be 
generalized to an arbitrary number of constraints. It is known from 
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standard optimization theory that the shadow price with respect to the 
constraint b (also known as the Lagrange multiplier of the constraint) 
reflects the change in the objective function (given an optimal allocation 
of x) if the constraint is relaxed by a unit. Given that the objective func-
tion describes a cost-minimization or profit-maximization problem, these 
shadow prices associate a monetary value to the natural resource units 
which constrain the problem.

Using the standard shadow pricing principle in our context, we must 
convert the REDI methodology into a maximization/minimization 
problem. In our approach, we start from the average equalized, normal-
ized pillar values yi, p for every region. As a result of the average equaliza-
tion procedure, these values can be regarded as brought to a common 
denominator, or in other terms, reflecting the scores of pillar elements on 
a common scale. Now, one maximization problem is set for each region 
i. The average equalized and normalized pillar scores yi, p for region i are 
considered as the control variables, so in the general setup (5.6), x = (yi, 

1, yi, 2, …, yi, 14). Also, the resource constraint is the sum of observed pillar 
values: bi = ∑pyi, p. To sum up, we interpret the REDI calculation logic as 
follows. Every region possesses some bi amount of resources that can be 
used to enhance entrepreneurial activity in the region by allocating it to 
the different pillars of the model (entrepreneurship ecosystem). In this 
shadow pricing method, we are looking for an optimal allocation of the 
resources in a given region, which does not necessarily coincide with the 
actual observed allocation.

The objective function converts the equalized pillar scores into the 
REDI score units, using the penalty for bottleneck principle as follows. 
As a result, the optimization problem for region i is as follows:

 p
i

y y
y e i p i� � ��

��
�
��
�� �� �ˆ max, ˆ

1
 

 p
i p iy b� �,

 

(5.6)

where ˆ min , , ,y y y yi i i i� �� �1 2 14, , ,  as before.
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Given the objective function in (5.6), it is easy to show that for any 
constraint bi, the optimal solution is yi, p = bi/14 for all p, given that there 
are 14 pillars. The key to this result is the symmetry of the pillars in the 
objective function and the terms containing the minimal pillar value.

To prove this result, assume that we have an allocation which satisfies 
yi, p = bi/14 for all p. Then, impose a reallocation so that yi, p decreases by 
some ∆b, while an yi, q increases by this same amount so that the resource 
constraint is still satisfied. All other pillars are unchanged. If the initial 
symmetric allocation was not optimal, this reallocation could increase the 
objective function. As the latter is additively separable in the hi, p penal-
ized pillar scores, it is sufficient to analyze the change in the terms corre-
sponding to pillars p and q. With the reallocation, the ŷi  minimum 
terms decrease by ∆b, as it takes the smallest pillar value. As this enters the 
objective function symmetrically for all pillars, the value of the objective 
function decreases by 14 ∆b. As pillar p (where the score decreased) 
becomes the bottleneck with the minimal value, the term in the bracket 
for this pillar is 0, because ,

ˆ
i p iy y= . As for pillar ,

ˆ 2i q iy y b= + ∆ , the 
term in the bracket for this pillar becomes 1 − e−2∆b. Before the realloca-
tion, the symmetric allocation rendered the terms in the bracket to 0 for 
all pillars, so it follows that the change in the allocation increases the 
bracketed term for pillar q, but less than 2∆b. To conclude, the realloca-
tion decreases the objective function by 14 ∆b on the one hand, and 
increases it by less than 2∆b on the other, so the objective function defi-
nitely decreases. It follows that the symmetric allocation is an optimal 
allocation.

The logic above can be easily represented visually if we restrict the 
number of pillars to two. Figure 5.1 shows this solution. The black lines 
in the figure represent isoquants of the objective function in (5.6) with 
two arguments yi, 1 and yi, 2. This means that along a black curve, the dif-
ferent allocation of the pillars 1 and 2 yields the same REDI score unit. 
The closer a black curve is to the top-right corner, the higher the REDI 
score unit it represents. The blue lines represent the resource constraint 
given bi. Again, the closer the blue line is to the top-right corner, the 
more relaxed the constraint is. Along the blue line, the sum of the two 
pillar values is the same, while its allocation on the two pillars changes.
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Fig. 5.1 A visual representation of optimal allocation

It is easily visible in Fig. 5.1 that due to the symmetry of the objective 
function, the resource constraints hit the highest REDI score unit in the 
middle of the graph, under a balanced allocation of the resources on the 
two pillars. The red diagonal line shows all the optimal allocations under 
different resource constraints. The penalty for bottleneck principle 
ensures that in an unbalanced allocation, one can always improve the 
REDI score with a reallocation toward a more balanced structure, while 
the symmetry of the pillars drives the optimal allocation to perfect 
balance.
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4  Applying the Shadow Pricing Logic

As shown in the previous section, the structure of the REDI ensures 
that given bi amount of resources in region i which can be allocated to 
the different pillars, the optimal allocation is yi, p = bi/14 for all pillars p. 
Now assume a change in the resource constraint from bi to bi

′ . As a 
result, the optimal allocation changes to y bi p i, /� �� 14  for all pillars p. 
Using the objective function in (5.6), it is easy to show that given the 
optimal allocation, the REDI score is simply Si = ∑pyi, p = bi.5 So if the 
resource constraint changes, the optimal REDI score also changes to 
S bi i
� �� . As described in the previous sections, the monetary value of a 

percentage change in the REDI score units is vi. If the change in the 
REDI score (assuming optimal resource allocation) is a result of a 
change in the resource constraint, the monetized change in the REDI 
score is the shadow price of the resource. The shadow price of the 
resource is then

 

V
S

S
vi

i

i
i�

�

 

(5.7)

An important difference between this solution and the forward logic is 
that the latter one provides a different shadow price for all pillars in a 
given region, while the optimization method presented here provides one 
shadow price for a given region for the “general” resource which is 
assumed to be allocated to the different pillars.

Table 5.8 contains the results for the shadow prices obtained with 
the optimization method described above. The average value across 
regions is 2.381 thousand EUR, while the minimal and maximal values 
are 1.512 and 4.059 thousand EUR, respectively. These values mean 
that if a pillar value (resource) changes by 1 basis point (0.01 on the 
0–1 scale), per capita GDP in PPS in the region is expected to change 
by this amount.

5 The Monetization of the Regional Development and… 



160

5  Discounting with Fiscal Multipliers

The Vi values calculated in (5.7) and sampled in Table 5.8 show how the 
GDP per capita in a region is expected to change for a small change in the 
resource constraint. These values, although having monetary dimension, 
are more of an output or result of investing resources into the entrepre-
neurial environment than being the cost of these investments. How the 
cost of such investments can be determined is not a straightforward task.

Our approach in this respect is to use fiscal multipliers. As our interest 
is basically policy-driven, we concentrate on policy interventions result-
ing in improvements in the REDI pillars, which means relaxing regional 
resource constraints in the context of the shadow pricing (optimization) 
setup. Without directly assigning monetary costs to improving specific 
REDI pillars, we assume that there is a general efficiency of such poli-
cies—these are usually expressed in the form of multipliers: spending 1 
EUR on specific purposes, what increase can be achieved in economic 
output/income. The merit of using multipliers is that such values are 
widely available, and they provide a general/aggregate measure of how 
policy efforts turn into economic outcome.

Given that the multiplier relevant for region i is mi (meaning the one 
unit of government spending in region i results in a mi unit increase in 
regional GDP), we can use this value to calculate backwards: how much 
spending is required in order to achieve a given amount of increase in the 
GDP. If the result of an investment in any pillar p in region i is Vi as in 
(5.7), then the “policy cost” of achieving this monetary result can be 
expressed as

 

MV
V

mi
i

i

=
 

(5.8)

One challenge in determining the multipliers is that there are many of 
them. Multipliers typically differ with respect to the fiscal instrument 
(e.g. government consumption, different taxes), whether it is temporary 
or permanent, and also the horizon of the output effect taken into account 
(e.g. short- or long-term effects on GDP).
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In this study, we take two comprehensive sources of country-level mul-
tipliers into account: a report of the European Central Bank (Kilponen 
et al., 2015), which uses country-level DSGE models to estimate multi-
pliers, and the report of the OECD (Barrell et al., 2012), which uses a 
standardized econometric method for the same purpose. These reports 
provide country-level estimates of fiscal multipliers for a set of countries6 
and several fiscal instruments.7 The ECB report provides estimates for 
temporary and permanent interventions, but the OECD estimations are 
given only for temporary policies.

This diversity in the reported fiscal multipliers requires a careful choice 
among them. First of all, our goal is to use as detailed data as possible, 
which drives the choice to use country-level multipliers wherever possible. 
A constraint in this respect is that the two reports contain different coun-
tries (with some overlap). In order to have the largest coverage, we take 
both reports and take the multipliers wherever the country is reported. If it 
is reported in both reports, the average of the two multipliers is used. 
Latvia, Lithuania, Hungary, Poland, Romania, and Slovakia are not cov-
ered by either of the reports. As the ECB provides values for the eurozone, 
these can be used for eurozone members within these remaining countries, 
while the rest is assigned an average value of the CEE countries.

This approach also narrows down the fiscal instruments to be used—
only government consumption is comparably provided by both reports. 
This instrument is in line with our purpose on the other hand: the fiscal 
instruments used to promote entrepreneurial ecosystems are mainly (but 
of course not exclusively) expenditure-side tools which are accounted for 
as government spending.8 Finally, as only the ECB report contains per-
manent multipliers and its long-run effects, the primary choice of using 
the most diverse set of reported values for different countries narrows 
down the time span as well only to temporary interventions and short- 
run effects.9 Finally, the standard way of presenting multipliers is the 
estimated effect of a restrictive fiscal impulse—as we are working with a 
positive, expansionary effect with more resources spent on specific pur-
poses, we use the assumption that the reported multipliers are symmetric 
so that the same, but opposite, effect is expected after a fiscal expansion 
as after a restrictive one.
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Table 5.4 Estimated multipliers for different countries in the REDI sample

Country ECB estimation OECD estimation Final value

Belgium 0.93 0.17 0.55
Czech Republic 0.54 0.54
Denmark 0.53 0.53
Germany 0.52 0.48 0.50
Estonia 0.83 0.83
Ireland 0.33 0.33
Greece 0.90 1.07 0.99
Spain 0.50 0.71 0.61
France 0.92 0.65 0.79
Italy 0.79 0.62 0.71
Latvia 0.98
Lithuania 0.98
Hungary 0.68
Netherlands 0.74 0.53 0.64
Austria 0.53 0.53
Poland 0.68
Portugal 0.85 0.68 0.77
Romania 0.68
Slovenia 0.66 0.66
Slovakia 0.98
Finland 0.78 0.64 0.71
Sweden 0.60 0.39 0.50
United Kingdom 0.74 0.74
Eurozone 0.98 0.98
New members in 2004 0.68 0.68
Average 0.74 0.58 0.69

Table 5.4 shows the original ECB and OECD estimations of multipli-
ers, together with the final values used in our calculations. The values 
mean that given a 1% increase in government spending (as a ratio to the 
GDP), GDP is expected to increase by the given percentages. As these 
values lay below 1, they mean that spending 100 EUR from the govern-
ment budget results in a less than 100 EUR increase in the GDP. Or 
reversely, in order to achieve a 100 EUR increase in economic output, the 
government has to spend more than 100 EUR.

Table 5.8 contains the results of these calculations. The Direct Shadow 
Price column shows the raw shadow prices according to (7), before 
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Fig. 5.2 The logic of the calculation of the shadow prices

accounting for the fiscal multipliers. On average, this comes out at 2.38 
EUR per capita. After discounting with the multiplier, we get higher 
numbers (as described above, 1 EUR spent by the government yields less 
than 1 EUR on GDP), with an average of 3.75 EUR per capita 
(Discounted Shadow Price column) across the sample. Given the popula-
tion level of regions, we can easily aggregate up these per capita levels 
(Aggregate Shadow Price column). This leads to a result of 14.64 million 
EUR shadow price for the average region: according to our logic, spend-
ing this amount of money equals the release of the REDI resource con-
straint by 0.01 unit. In other terms, this is the price of 0.01 REDI units.

Our logic behind the method is illustrated in Fig. 5.2. Fiscal impulse 
is assumed to affect the REDI score, which is then assumed to affect the 
GDP level. From the measurement point of view, multipliers grasp the 
relationship between fiscal impulses and the GDP. The regression coeffi-
cient reflects the relationship between REDI and GDP. Using these two 
values, our shadow pricing logic quantifies the third relationship between 
fiscal impulse and REDI, thereby allowing for an estimate of the fiscal 
cost of changing the REDI score in a region.
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6  The Cost of Entrepreneurship Policy 
Action: Improving the REDI Scores

In this part of the chapter, we are estimating the costs of the entrepre-
neurship ecosystem improvement; that is, how much does it cost to 
increase the REDI scores by 10% in the EU regions? This exercise is 
based on the following assumptions:

 1. the basis of REDI increase is the pillar level
 2. we calculate the increase of the REDI scores based on the 10% uni-

form increase of each region’s REDI scores
 3. for optimization we are relying on the PFB methodology described in 

Sect. 3.1.
 4. we assume that the marginal increase of 10% costs the same for all the 

10%; that is, we are not calculating the possibility of increasing mar-
ginal costs.

According to our calculation, we need 30.15 units for a uniform 
10% REDI score increase. The total cost of this improvement is esti-
mated to be 45.77 billion EUR for the 125 EU regions. The simulation 
results for each region can be found in Table 5.8 of the Appendix. There 
are substantial differences among the regions. The per capita cost of 
10% REDI increase ranges from 25.13 EUR/capita (Lithuania) to 
388.38 EUR/capita (Ireland, Southern and Eastern), a 15 times differ-
ence. The per capita cost of improvement is mostly determined by two 
effects. First is the magnitude of the bottleneck: If there is only one or 
two bottlenecks, it is relatively easy to balance them, so it requires less 
resources. Second is the absolute increase of REDI scores; that is, better 
regions with higher REDI scores require higher amount of money for 
the same percentage increase of REDI as compared to regions with 
lower REDI scores.

For a more detailed analysis, we have selected five country regions that 
are Austria, Denmark, Hungary, Portugal, and Slovakia (Table 5.5).
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Based on Table 5.5, the representative regions are substantially differ-
ent in terms of both pillar composition and the development of the entre-
preneurship ecosystem. Danish regions are the most developed, followed 
by Austrian and Portuguese regions. Slovakian and Hungarian regions are 
at the bottom of REDI ranking. Only one or two bottlenecks character-
ize Austria’s, Denmark’s, and Hungary’s regions, while Portugal and 
Slovakian regions are more balanced. Most Danish regions should focus 
on improving the globalization pillar, while Austria’s regions are weak in 
high growth. All Hungary’s regions face problems in cultural support. 
Portuguese regions are more different than the previous three country 
regions. The variations over pillars in Slovakian regions concentrate 
mostly on the attitude- and ability-related components.

The required resources to increase the REDI scores and the associated 
costs substantially change over all regions and fluctuate within country 
regions in a varying degree. Within country, regional differences are the 
smallest in Hungary, larger in Slovakia and Portugal, and more substan-
tial in Austria and Denmark. In terms of natural units, the Portuguese 
Lisboa (0.41) and the Danish Hovedstaden (0.40) need the most, while 
the Hungarian Közép Magyarország (0.10), Észak Alföld, Dél Alföld, 
and the Slovakian Bratislavsky kraj (all 0.11) need the least resource for 
REDI improvement.

The situation is slightly different if we examine the associated expenses: 
Hovedstaden’s 10% increase in the REDI pillar costs 157.34 EUR/cap-
ita, followed by Lisboa with 136.95 EUR/capita. All Austrian regions are 
also expensive with over or close to 100 EUR/capita investment require-
ments to improve their entrepreneurship ecosystem. The two cheapest 
regions in terms of EUR per capita are the Hungarian Észak Magyarország 
(39.41 EUR/capita) and the Danish Midtjylland (39.45 EUR/capita). 
So, within Denmark, the per capita cost of 10% REDI increase over 
regions is almost fourfold.

The overall regional cost of entrepreneurship ecosystem improvement 
depends on the per capita costs and the size of the population. So, the 
total cost is the highest in the Austrian Ostösterreich (405.88 million 

5 The Monetization of the Regional Development and… 



Table 5.5 The effect of a 10% improvement of the REDI in Austrian NUTS1, and 
Danish, Hungarian, Portuguese, and Slovakian NUTS2 regions

Code Region Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10

AT1 Ostösterreich 0.675 0.858 0.341 0.620 0.525 0.637 0.724 0.549 0.932 0.735
0.000 0.000 0.100 0.000 0.000 0.000 0.000 0.000 0.000 0.000

AT2 Südösterreich 0.345 0.609 0.362 0.584 0.614 0.608 0.606 0.414 0.658 0.568
0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

AT3 Westösterreich 0.504 0.666 0.373 0.588 0.564 0.682 0.547 0.407 0.704 0.575
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

DK01 Hovedstaden 1.000 0.787 0.556 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.000 0.000 0.040 0.000 0.000 0.000 0.000 0.000 0.000 0.000

DK02 Sjalland 0.780 0.208 0.539 0.831 0.957 1.000 0.733 1.000 0.918 0.828
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

DK03 Syddanmark 0.889 0.282 0.581 0.826 1.000 1.000 0.637 1.000 0.924 0.980
0.000 0.070 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

DK04 Midtjylland 0.916 0.413 0.551 0.828 1.000 1.000 0.802 1.000 0.853 0.886
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

DK05 Nordjylland 0.845 0.315 0.556 0.773 1.000 1.000 1.000 1.000 0.587 0.592
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

HU10 Közép- Magyarország 0.408 0.497 0.110 0.162 0.018 0.149 0.557 0.555 0.359 0.425
0.000 0.000 0.000 0.000 0.100 0.000 0.000 0.000 0.000 0.000

HU21 Közép- Dunántúl 0.174 0.130 0.099 0.152 0.022 0.200 0.318 0.269 0.182 0.146
0.000 0.000 0.020 0.000 0.100 0.000 0.000 0.000 0.000 0.000

HU22 Nyugat- Dunántúl 0.276 0.183 0.113 0.157 0.022 0.242 0.260 0.312 0.220 0.177
0.000 0.000 0.000 0.000 0.100 0.000 0.000 0.000 0.000 0.000

HU23 Dél- Dunántúl 0.162 0.114 0.093 0.147 0.021 0.138 0.254 0.261 0.292 0.350
0.000 0.000 0.010 0.000 0.080 0.000 0.000 0.000 0.000 0.000

HU31 Észak- Magyarország 0.159 0.100 0.104 0.132 0.019 0.168 0.324 0.284 0.142 0.070
0.000 0.000 0.000 0.000 0.090 0.000 0.000 0.000 0.000 0.030

HU32 Észak-Alföld 0.132 0.118 0.099 0.142 0.020 0.120 0.200 0.273 0.156 0.294
0.000 0.000 0.010 0.000 0.100 0.000 0.000 0.000 0.000 0.000

HU33 Dél-Alföld 0.152 0.134 0.096 0.131 0.020 0.157 0.281 0.246 0.174 0.198
0.000 0.000 0.020 0.000 0.090 0.000 0.000 0.000 0.000 0.000

PT11 Norte 0.359 0.399 0.383 0.244 0.398 0.290 0.237 0.196 0.281 0.368
0.000 0.000 0.000 0.060 0.000 0.000 0.060 0.100 0.020 0.000

PT15 Algarve 0.237 0.475 0.377 0.263 0.506 0.498 0.444 0.201 0.375 0.216
0.000 0.000 0.000 0.060 0.000 0.000 0.060 0.100 0.020 0.000

PT16 Centro (PT) 0.121 0.375 0.379 0.241 0.415 0.339 0.275 0.234 0.250 0.495
0.140 0.000 0.000 0.030 0.000 0.000 0.000 0.020 0.010 0.000

PT17 Lisboa 0.498 0.747 0.425 0.297 0.401 0.323 0.556 0.367 0.520 0.430
0.000 0.000 0.010 0.150 0.030 0.110 0.000 0.070 0.000 0.010

PT18 Alentejo 0.296 0.342 0.351 0.244 0.621 0.593 0.188 0.205 0.329 0.484
0.000 0.000 0.000 0.060 0.000 0.000 0.110 0.090 0.000 0.000

SK01 Bratislavsky kraj 0.641 0.630 0.191 0.472 0.051 0.160 0.944 0.558 0.211 0.957
0.000 0.000 0.000 0.000 0.110 0.000 0.000 0.000 0.000 0.000

SK02 Západné Slovensko 0.158 0.055 0.178 0.396 0.065 0.194 0.310 0.224 0.095 0.426
0.000 0.080 0.000 0.000 0.080 0.000 0.000 0.000 0.050 0.000

SK03 Stredné Slovensko 0.140 0.078 0.177 0.419 0.072 0.144 0.343 0.222 0.122 0.372
0.020 0.060 0.000 0.000 0.090 0.000 0.000 0.000 0.040 0.000

SK04 Vychodné Slovensko 0.164 0.051 0.168 0.426 0.055 0.105 0.254 0.179 0.147 0.747
0.000 0.080 0.000 0.000 0.080 0.030 0.000 0.000 0.000 0.000

Notes: For each region, the first line shows the pillar scores in a 0–1 potential range. 
The second line shows the required increase of the pillar scores by units. REDI 
pillars: Y1 = Opportunity perception, Y2 = Start-up skills, Y3 = Risk perception, 
Y4 = Networking, Y5 = Cultural support, Y6 = Opportunity start-up, Y7 = Technology 
absorption, Y8  =  Human capital, Y9  =  Competition, Y10  =  Product innovation, 
Y11 = Process innovation, Y12 = High growth, Y13 = Globalization, Y14 = Finance. 
REDI sub-indicators: ATT = Attitudes, ABT = Abilities, ASP = Aspirations



Y11 Y12 Y13 Y14 ATT ABT ASP
REDI 
(old)

REDI 
(new)

Received 
resources

Required 
PPS EUR/
capita

Required 
PPS million 
EUR

0.571 0.238 0.695 0.451 53.4 60.8 48.5 54.2 59.7
0.000 0.180 0.000 0.000 0.280 112.84 405.88
0.805 0.237 0.518 0.210 45.8 51.0 41.8 46.2 50.9
0.000 0.080 0.000 0.160 0.250 117.91 207.91
0.486 0.198 0.612 0.485 48.3 51.4 42.8 47.5 52.3
0.000 0.180 0.000 0.000 0.180 98.54 297.08
0.705 0.303 0.371 1.000 72.5 80.5 58.3 70.4 77.5
0.000 0.180 0.180 0.000 0.400 157.34 271.31
0.066 0.290 0.079 0.047 48.6 62.4 20.9 44.0 48.4
0.100 0.000 0.070 0.000 0.170 48.88 39.99
0.560 0.307 0.194 1.000 58.0 69.0 49.6 58.9 64.8
0.000 0.000 0.150 0.000 0.220 79.04 94.97
0.682 0.365 0.090 1.000 55.5 64.9 45.7 55.4 60.9
0.000 0.000 0.120 0.000 0.120 39.45 50.07
0.338 0.248 0.154 0.909 55.6 67.0 38.2 53.6 59.0
0.000 0.030 0.140 0.000 0.170 54.18 31.45
0.371 0.371 0.555 0.288 20.3 32.9 33.4 28.9 31.8
0.000 0.000 0.000 0.000 0.100 49.93 148.21
0.122 0.259 0.368 0.142 11.0 21.8 18.8 17.2 18.9
0.000 0.000 0.000 0.000 0.120 58.69 63.48
0.123 0.264 0.696 0.107 13.9 23.2 22.7 20.0 22.0
0.000 0.000 0.000 0.020 0.120 59.99 59.37
0.182 0.353 0.250 0.072 10.3 21.3 21.4 17.7 19.4
0.000 0.000 0.000 0.040 0.130 47.11 43.77
0.172 0.355 0.331 0.137 9.9 20.7 19.0 16.5 18.2
0.000 0.000 0.000 0.000 0.120 39.41 46.73
0.220 0.305 0.269 0.145 9.8 17.3 22.1 16.4 18.0
0.000 0.000 0.000 0.000 0.110 41.40 61.40
0.185 0.206 0.357 0.097 10.2 19.6 18.9 16.2 17.8
0.000 0.000 0.000 0.000 0.110 43.94 56.85
0.776 0.245 0.472 0.293 34.3 24.9 39.2 32.8 36.1
0.000 0.010 0.000 0.080 0.330 94.29 345.94
0.282 0.274 0.404 0.248 35.3 35.9 27.9 33.0 36.3
0.000 0.010 0.000 0.080 0.330 112.13 50.10
0.588 0.300 0.390 0.363 28.5 26.3 38.1 30.9 34.0
0.000 0.000 0.000 0.000 0.200 61.33 141.46
1.000 0.297 0.446 0.572 45.0 42.7 49.8 45.9 50.4
0.000 0.030 0.000 0.000 0.410 136.95 385.53
0.478 0.349 0.443 0.435 34.8 30.8 40.8 35.5 39.0
0.000 0.000 0.000 0.030 0.290 89.51 67.22
1.000 0.419 0.944 0.612 32.3 36.1 55.8 41.4 45.5
0.000 0.000 0.000 0.000 0.110 41.24 25.12
0.233 0.391 0.688 0.404 15.7 19.3 35.9 23.6 26.0
0.000 0.000 0.000 0.000 0.210 58.96 108.35
0.315 0.405 0.453 0.392 16.5 19.6 34.2 23.4 25.7
0.000 0.000 0.000 0.000 0.210 50.12 67.58
0.348 0.420 0.388 0.309 15.8 16.3 36.7 22.9 25.2
0.000 0.000 0.000 0.000 0.190 42.53 68.44
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EUR) that includes the capitol, Vienna. Lisboa and the Portuguese Norte 
require 385.53 and 345.94 million Euro, respectively. The cheapest 
regions are the small Bratislavsky kraj (25.12 million EUR) and the 
Danish Nordjylland (31.45 million EUR).

7  Summary and Conclusion

In this chapter, we have presented a potential way to estimate the cost of 
policy intervention that is the well-known shadow-pricing method. First, 
we applied econometric technique to estimate the per capita EUR mon-
etary value to the REDI scores. Then, we put the REDI scores to a classi-
cal production function to get the marginal contribution of the REDI to 
regional GDP. Finally, we applied the shadow pricing principle to assign 
the monetary value of the REDI pillar units. For calculating the overall 
effect of policy intervention, we estimated the fiscal multipliers for all 
countries. In the final section, we provided the application of the shadow 
pricing cost estimates for the 125 NUTS1 and NUTS2 regions of the 
European Union.

The overall cost of the 10% REDI improvement for the 125 regions 
was estimated to be around 45.8 billion EUR. The average GDP for the 
24 countries in the 2012–2014 time period was 12125.43 billion 
EUR. The 45.8 billion EUR is 0.35% of the total GDP, which seems to 
be an underestimation of the real full costs of improving the entrepre-
neurship ecosystem.

However, there are some important lessons that we could learn from 
this exercise. First, the costs of policy interventions vary substantially over 
the 125 regions. Within country regions, there are also differences; how-
ever, the magnitude of the differences varies. As presented, the differences 
are large in Denmark and in some other large EU country regions like 
Germany and the former member United Kingdom. This is just another 
reinforcement of the tailor-made policy intervention principle as opposed 
to a uniform policy. Second, policy makers should be careful about what 

 T. Sebestyén et al.
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kinds of policy aims to target. The costs estimated by the natural units are 
different from the per capita monetary expenses and again different if we 
calculate the overall regional monetary costs. We believe that the per cap-
ita cost is the most appropriate policy target.

Although the methods presented above provide relatively easy ways to 
assign monetary values to the pillars of the REDI, they have clear 
limitations.

• The values attained do not reflect real costs. Although the best way 
would be to systematically evaluate the cost of increasing the values of 
different pillars, this would require a substantial amount of informa-
tion on how public and private resources spent on a diverse set of 
activities contribute to the improvement of the actually measured 
proxies of the different pillars. As this is a resource-intensive task with 
questionable results, we turned to the shadow pricing principle, which 
is used to assign somewhat “artificial” prices, values to the natural units 
of some resources.

• Although the best way to proceed in shadow pricing would be to focus 
on the cost side, that would mean setting up a cost function, which 
eventually results in the same problems as mentioned in the previous 
point. Our approach thus builds on a value-side calculation. By link-
ing the REDI scores to regional GDP levels, we are able to estimate 
how much an increase in a given pillar’s score (forward method) or the 
pillar scores together (optimization method) contribute to regional 
production in monetary terms. Instead of being a cost level, this esti-
mate shows the value of the improvement in the pillars for the region.

• Although the optimization method is methodologically more compact 
and builds on standard shadow pricing, it requires the assumption that 
the resources are allocated in an optimal way across the pillars, that is, 
pillars are balanced. As a result, shadow price calculations use a situa-
tion (optimal allocation) as the starting point, which does not coincide 
with actually observed allocation/structure of the REDI pillars in 
the regions.

5 The Monetization of the Regional Development and… 
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Notes

1. The perpetual inventory method (PIM) is a method of constructing esti-
mates of capital stock and consumption of fixed capital from time series 
of gross fixed capital formation. It allows an estimate to be made of the 
stock of fixed assets in existence and in the hands of producers, and it is 
generally based on estimating how many of the fixed assets installed as a 
result of gross fixed capital formation undertaken in previous years have 
survived to the current period (OECD, 2001).

2. http://spsstools.net/en/syntax/syntax- index/regression- repeated- 
measures/breusch- pagan- amp- koenker- test/

3. Hayes, A.F. and Cia, L. (2007): Using heteroscedasticity-consistent stan-
dard error estimators in OLS regression: An introduction and software 
implementation. Behavior Research Methods, 39(4), 709–722. http://
www.afhayes.com/spss- sas- and- mplus- macros- and- code.html

4. The transformation procedure ensures that 
i

i py R y� �, /  for all p (R is the 
number of regions).

5. The reason for this is that under the optimal allocation, bottlenecks are 
eliminated, so the bracketed term in the objective function in (6) vanishes.

6. From the 23 countries covered by the REDI, 17 appear in one of the 
reports, while 10 appear in both.

7. The OECD report contains government consumption, government ben-
efits (transfers), direct and indirect taxes. The ECB report estimates mul-
tipliers for government consumption, labor income tax, capital income 
tax, and consumption tax.

8. Another approach could be using government transfers, but this would 
narrow down the basis for multiplier data to the OECD report.

9. Although there is some variation, the long-run effects do not differ too 
much from the short-run effects.
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6
Entrepreneurial Ecosystem 

in the European Union Regions: 
Identification of Optimal Ecosystem 
Configurations for Informed Policy

László Szerb and Éva Komlósi

1  Introduction

While the entrepreneurship ecosystem literature has gone through a rapid 
expansion over the last decade, it is still in an early phase in terms of its 
theoretical and conceptual development. Recent theoretical advances 
seem to crystallize in two directions as networking and complexity 
approaches. Complexity theory provides a suitable way to study the 
emergence of new structures, describe the relationship among the system 
elements, and examine the time-evolving dynamics of ecosystem con-
stituents. In this chapter, we offer a direct empirical analysis of regional 
ecosystem measure based on complexity theory: the Regional 
Entrepreneurship and Development Index (REDI).
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We acknowledge that the REDI approach is based on homogeneous 
(across regions) and fixed (across pillars) pillar weights, thus ignoring  
part regions’ heterogeneity. Therefore, we also enhance the REDI method-
ology by building on the benefit of the doubts (BOD) weighting tech-
nique. This weighting system reflects a value judgment on what are the 
optimal configurations of REDI constituents. If policy makers are given 
objective, nonarbitrary information about the importance of REDI pillars, 
resource allocation should follow an economically meaningful process.

Quantity improvements are ensured if additional resources are 
deployed, but for an equal quantitative change in the REDI score, 
enhancements will be qualitatively superior if policy makers target a clear 
set of priorities. Based on the BOD enhanced REDI (REDIBOD), we pro-
vide a score on the quality of the entrepreneurial ecosystem (REDIBOD) 
for 125 European Union (EU) regions, conduct a grouping by cluster 
analysis, and offer policy suggestions for 23 large EU city regions.

2  Entrepreneurial Ecosystems: 
From Concepts to Theories

Rooted in the innovation system and cluster theories, the concept of 
entrepreneurship ecosystem (EE) emerged in the 2010s to shed new 
lights on the role of entrepreneurship in national and regional economic 
development (Isenberg, 2010; Feld, 2012; Mason & Brown, 2014; Spigel 
& Harrison, 2018). Previous researches had biases to focus on (1) the 
individual- or firm-level characteristics, (2) self-employment type of 
entrepreneurship measurements, (3) looking for a single or a few impor-
tant determinants of start-ups, and (4) identifying general, “one-size-fits-
all” entrepreneurship policy instruments (Acs et al., 2014; Szerb et al., 
2019, Stam, 2015). Policies to boost startups independently from devel-
opment and local conditions or to create a new Silicon Valley where even 
preconditions were missing lead to mixed and sometimes disappointing 
results and called for new approaches to study entrepreneurship (Adams, 
2020; Vivarelli, 2013; Isenberg, 2010).

The idea that neither individual nor environmental factors alone or in 
isolation are able to explain entrepreneurship-induced long-term growth 
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had been known for long (Spilling, 1996; Neck et al., 2004; Cohen, 
2006), but EE concept jumped to the forefront of entrepreneurship 
research in the 2010s by providing an overarching holistic view of indi-
vidual and institutional factor combination of entrepreneurship. Based 
on Spigel and Harrison (2018) and Szerb et al. (2019), there are seven 
distinctive characteristics of EE research as comparing the individual 
entrepreneurship innovation system or cluster approaches.

• First, EE separates the EE components from entrepreneurial outputs 
and outcomes. Various entrepreneurial activities are intermediate out-
puts to spur economic growth and job creation (outcomes) (Stam, 
2015; Szerb et al., 2019).

• Second, EE focuses on new start-ups and growing young businesses 
(scale-ups) instead of already existing incumbent firms and businesses. 
New firms are the key to novel Schumpeterian types of innovations 
and technology development (Acs & Audretsch, 2005; Hobijn & 
Jovanovic, 2001).

• Third, while being place-based, EE is industry-neutral by focusing  
on potentially high-growth businesses, and not on clusters (Stam, 
2015; Spigel & Harrison, 2018). Technologies, in particular digital 
technologies, play an important role in EE development (Sussan & 
Acs, 2017; Elia et al., 2020).

• Fourth, EE puts the entrepreneur in the center of EE instead of some 
anchor firms or institutions. The entrepreneur has multiple roles as the 
disseminator of knowledge in the ecosystem and as an initiator of a 
start-up or a manager of a scale-up (Feld, 2012).

• Fifth, EE recognizes the interactions among the stakeholders and the 
institutional factors as the key mechanisms for knowledge spillover 
and resource exploitation capacity. Agency is important to understand 
why many institutional development efforts remain ineffective (Acs 
et al., 2014).

• Sixth, EE enriches the system components by adding entrepreneur-
ship-specific factors, most importantly those that relate to opportunity 
recognition, exploitation, and start-up practices. Knowledge and 
knowledge spillover about the entrepreneurial processes and practices 
are particularly important factors (Spigel & Harrison, 2018).

6 Entrepreneurial Ecosystem in the European Union Regions… 
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• Finally, seventh, EE highlights the importance of tailor-made, bot-
tom-up policies as appropriate tools to develop local entrepreneurship 
instead of top-down policies trying to replicate successful examples 
(Isenberg, 2010; Acs et al., 2014).

While scholars define EE partially differently, there is an agreement 
that EE is a complex, dynamic system (CAD) of individual and interde-
pendent actors and the widely interpreted institutional structures that 
support entrepreneurial activity in a particular region or country. Acs 
et al. (2014) highlight the resource allocation feature of the ecosystem, 
and many others claim that EE should support only productive, high-
impact or high-growth start-ups and scale-ups, and not generally start-
ups (Stam, 2015; Alvedalen & Boschma, 2017; Spigel, 2017).1 Initial EE 
publications focused on identifying ecosystem components (Isenberg, 
2010; Mason & Brown, 2014), and on describing the relation among the 
components (Stam, 2015; Motoyama & Knowlton, 2017; Spigel, 2017). 
Governance issues and stakeholder network analyses just have been 
emerging as new trends in EE research (Colombo et al., 2019; 
Cunningham et al., 2019).

The entrepreneurship ecosystem literature has gone through a rapid 
expansion over the last decade; however, it is still in an early phase in 
terms of its theoretical and conceptual development (Acs et al., 2014; 
Alvedalen & Boschma, 2017; Cantner et al., 2021; Phillips & Ritala, 
2019; Stam, 2015). In a recent summary paper, Cao and Shi (2020) find 
that EE research is mostly an empirical rather than conceptual focused. 
Recent theoretical advances seem to crystallize in two directions as net-
working and complexity approaches. Based on the weak and strong ties 
of social capital concept, network theory is appropriate to examine the 
connections among the ecosystem stakeholders (Neumeyer et al., 2019; 
Pittz et al., 2021).

Complexity theory provides a suitable way to study the emergence of 
new structures and to describe the relationship among the system ele-
ments and to examine the time-evolving dynamics of the constituents 
(Stam, 2018; Phillips & Ritala, 2019; Han et al., 2021). In fact, com-
plexity theory is a branch of different scientific concepts, “each reflecting 
a different focal method or model or approach for exploring emergence 
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in some way” (Lichtenstein, 2011, p. 475). Out of Lichtenstein’s 15 dis-
tinct foci, the complex adaptive system (CAD) and the ecological system 
approaches seem to be applicable to EEs. The ecological system analogy, 
the dynamic balance of the living and nonliving constituents shaping EE, 
has appeared early in the EE research (Isenberg, 2016; Sussan & Acs, 
2017; Cantner et al., 2021). The ecological analogy is useful to describe 
the connection and the evolvement of a system, but it is hard to opera-
tionalize. The CAD approach is based on the agent interaction and learn-
ing that lead to emergent, collective behavior. At the same time, agents’ 
actions are highly unpredictable because of the complexity of interaction, 
forward and backward effects (Lichtenstein, 2011). Following Roundy, 
Bradshaw, and Brockman’s (Roundy et al., 2018) pioneering study, some 
authors claim that CAD is an appropriate theory for studying EEs 
(Phillips & Ritala, 2019; Fredin & Lidén, 2020).

A methodologically underdeveloped field of EE research is the mea-
surement issue. It is closely associated with the boundaries of EE. While 
many believe that the appropriate territory of EE is relatively small city or 
city-region, data are available mostly for larger, frequently artificial 
regional units and countries (Spigel et al., 2020). The institutional setup 
within countries is relative homogeneous territories within there the 
institutional setup is similar or the same. However, at country level, it is 
difficult to capture agglomeration effects and knowledge spillover mecha-
nism that are important aspects of EE.

An equally important methodological problem is related to the unique-
ness of EEs. Most researchers believe that each EE is unique in terms of 
components, configurations, and by its own development. Consequently, 
policy makers should not try to replicate successful regions or countries; 
instead, distinctive development strategy is more appropriate (Szerb 
et al., 2019). As a consequence, case study is a dominant approach to 
describe EEs, for example, Silicon Valley (Adams, 2020), Waterloo and 
Calgary (Spigel, 2017), St. Louis (Motoyama & Knowlton, 2017), Turin 
(Colombelli et al., 2019), Zhongguancun (Han et al., 2021), Germany 
(Fuerlinger et al., 2015), or Poland (Brooks et al., 2019). A general prob-
lem of the case study approach is the limited comparability due to differ-
ent, sometimes ad hoc, conceptual approaches. MIT’s REAP (Region 
Entrepreneurship Acceleration Program)2 and Babson’s BEEP (Babson 
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College Entrepreneurship Ecosystem Project)3 are positive examples of 
examining local ecosystems with the same methodology. Another possi-
bility is to use the composite indicator (CI) technique to calculate EE 
scores for each territorial unit. CIs are suitable to measure multidimen-
sional construct such as EE (Joint Research Centre-European 
Commission, 2008). The Global Entrepreneurship Index (Acs et al., 
2014), the Regional Entrepreneurship and Development Index (Szerb 
et al., 2019), and the Entrepreneurial Ecosystem Index (Stam, 2018; 
Leendertse et al., 2021) are examples for this approach.

CI design is based on the assumption that the index components can 
be measured uniformly based on a benchmarking principle. At the same 
time, the configuration of the components is allowed to vary, represent-
ing the diversity of EEs. While it can be accepted that ecosystems cannot 
be replicated, useful techniques and policies to improve some compo-
nents of EE could be applied carefully (Autio & Levie, 2017). Here, we 
provide the REDI methodology which is an appropriate tool to measure 
and compare country-level EEs and provide policy suggestions on how to 
improve the EE. Following Lichtenstein (2011) and Roundy, Bradshaw, 
and Brockman (Roundy et al., 2018), we claim that complexity theory, 
in particular CAD, is appropriate to apply to the EE concept, and REDI 
methodology is able to capture the most important features of CAD.

3  The Regional Entrepreneurship 
and Development Index: Content 
and Calculation4

The Regional Entrepreneurship and Development Index (REDI) has 
been constructed to capture the regionally embedded contextual features 
of individual entrepreneurship efforts and initiation across EU regions. 
REDI targets to capture the universal factors of EE in three subindices 
and fourteen pillars, providing a comprehensive and a comparable mea-
sure of EE across a mix of 125 NUTS1 and NUTS2 EU regions.

REDI is a multilevel comprehensive index, which reflects several 
aspects of the entrepreneurial context of a region. Upon constructing  
the index, a six-level index-building methodology was followed: 
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sub-indicators (1) are merged into indicators, (2) which are then reflected 
by variables, (3) then these construct pillars, (4) contributing to subindi-
ces (5), which finally constitute the REDI super-index (6). With respect 
to its content, at the subindex level we differentiate between entrepre-
neurial attitudes, abilities, and aspirations5 that are then broken down to 
4–5 pillars, quasi-independent building blocks of this entrepreneurship 
index. Szerb et al. (2017) and Szerb et al. (2019) offer a detailed descrip-
tion of the building methodology and computation of the REDI.

An essential question is how to capture the connection and the con-
figuration of the components. The key idea behind REDI is that system 
performance is “co-produced” by its interrelated elements, according to 
the CAD principle. Every pillar is obtained by multiplying an individual 
with an associated institutional variable capturing the combined effect of 
individual initiations and regional institutional context.

The fourteen pillars are the most important components of REDI. REDI 
methodology includes two important novelties that makes possible to 
measure the resource optimization over the fourteen pillars. The average 
pillar adjustment (APA) method serves to equalize the marginal effect of 
each additional input over the fourteen pillars.

The normalized pillar value averages are different, ranging from 0.36 
(Finance) to 0.65 (Product innovation). We assume that these differences 
reflect the difficulty to reach average pillar performance in reverse order, so 
that it is about 1.8 times more difficult to reach average performance in 
Finance compared to Product innovation. This implies that for the same 
additional input unit we experience 1.8 times larger improvement in 
Product innovation than in Finance. APA corrects this distortion by equal-
izing pillar averages to the level of the average of the 14 pillars (0.49) and 
holding all the pillar values in the original [0,1] range. A potential draw-
back of this approach is that pillar values are only equalized over their aver-
ages, and that marginal effects are not necessarily the same if we improve 
non-average pillars. Monetary differences are also neglected, that is, pillar 
improvements are computed in natural input units as we cannot estimate 
the monetary value of input units. (Szerb et al., 2019, p. 1313)

A particularly important aspect of the REDI method is the penalty for 
bottleneck (PFB) methodology, which helps to identify constraining 
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factors in the regional systems of entrepreneurship. A bottleneck is the 
worst performing element or binding constraint and is defined as a short-
age or the lowest level of a particular entrepreneurial pillar as compared 
to the other thirteen pillars. Then, the value of each pillar is penalized as 
a result of linking it to the score of the pillar with the weakest perfor-
mance in the region (Acs et al., 2014; Szerb et al., 2017). As a result, if 
the weakest pillar was raised, it would have a multiplicative effect to 
improve the other pillars and the whole REDI, while raising a non-bot-
tleneck pillar would have only a minor effect. The idea here is that sys-
tems with strong weaknesses cannot fully leverage their strengths, or in 
other words weakly performing bottleneck pillars hold back the perfor-
mance of the whole entrepreneurship ecosystem. The novelty of this 
method is that it portrays the entrepreneurial disparities among EU 
regions and provides country- and regional-level, tailor-made public pol-
icy suggestions to improve the level of entrepreneurship and optimize 
resource allocation over the different pillars of entrepreneurship.

The real strength of using the REDI index in our setup is that although 
the REDI uses one number to describe regional entrepreneurship, its 
detailed structure with the 14 pillars allows us to analyze different policy 
mixes at this level of detail. Also, building on the APA and the PFB meth-
odology, there is not a single linear relationship between the pillars and the 
REDI index, but the system is able to give a sophisticated description and 
analysis of how different policies affect the overall entrepreneurial climate 
in a region and, subsequently, local and aggregate economic performance.

4  Regional Efficiency: Analysis 
of Composite Indicators (CIs) Based 
on the Benefit of the Doubt (BOD) 
Weighting Model

Summarizing a number of variables into a single CI entails making judg-
ments about the importance of each variable, and the difficulty of this 
task increases with the number of alternatives. The REDI presented above 
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quantifies the overall level of entrepreneurship for each European region 
(i) as the weighted sum of 14 pillars (v) � �� � � � �� ��w p CI wv iv i v 1 14/ . 
This weighting system reflects a value judgment on what is the optimal 
configuration of REDI constituents. This approach, based on homoge-
neous (across regions) and fixed (across pillars) weights, ignores region-
specific heterogeneity, which may obscure policy-making processes. By 
construction, additional resources to improve competitive pillars (raw 
data) would quantitatively yield the same new CI score. Without objec-
tive guidance, managers will likely follow discretionary criteria to allocate 
additional resources, and the quantity improvement in entrepreneurship 
will be interpreted as good news. On the contrary, if policy makers are 
given objective, nonarbitrary information about the importance of REDI 
pillars, resource allocation should follow a more economically meaning-
ful process. Quantity improvements are ensured if additional resources 
are deployed, but for an equal quantitative change in the CI, REDI 
enhancements will be qualitatively superior if policy makers target a clear 
set of priorities.

The REDI index has many attractive properties as well as a strong 
informative capacity that certify its accuracy to measure regions’ entre-
preneurial ecosystem. However, the homogeneous weighting scheme of 
this index does not allow to identify the priorities that policy makers 
should emphasize in order to improve resource allocation and, subse-
quently, their entrepreneurship level.

In light of the importance of weights for computing CIs and for iden-
tifying key indicators and policy priorities, the analysis proposed in this 
research evaluates the competitive level of 125 European regions from 24 
countries with different entrepreneurial ecosystems, seeking to clarify 
how regions can implement optimal ecosystem-enhancing strategies in 
different contexts.

To achieve this objective, the benefit of the doubt (BOD) model is 
employed (e.g., Cherchye et al., 2007). Rooted in data envelopment 
analysis (DEA) techniques, the BOD model—originally proposed by 
Melyn and Moesen (1991) and further developed by, among others, 
Cherchye et al. (2007) and Sahoo et al. (2017)—is a special case of the 
input-oriented DEA model (Charnes et al., 1978) with a single constant 
input (Lovell & Pastor, 1999). The BOD weighting model is among the 
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methodological approaches recommended by the OECD (2008) for 
computing CIs.

The model, described below, is a regionally adjusted version of the 
BOD model developed originally for countries (Lafuente et al., 2021). 
Formally, for each region (i), the BOD model considers the 14 REDI 
pillars pi v,

�� � , and employs a set of endogenous, region-specific weights 
(w) to compute the weighted average of indicators (y) that maximize the 
CI score CIi

BOD� � . Therefore, the BOD model generates, for each region, 
the optimal weighting configuration of REDI pillars by identifying the 
relative strengths and weaknesses of the output set. Without information 
about the exact weights of the outputs (y), the BOD weighting assigns to 
each region the best possible weight configuration (w), which leads to 
unveiling endogenous (region-specific) policy priorities, in terms of 
REDI pillars.

Table 6.1 presents summary statistics for the output set used in 
this study.

In terms of computational procedure, the following linear program 
solves the BOD weighting problem and computes, for each region (i), 
the optimal CI value based on the 14 REDI pillars:

 
CI w y k K i Ni

BOD

w k
k

K

ik ik� � � � � �
�
�max , , , ,

,
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1 14 1
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.

Equation (6.1) computes for each region a vector of endogenous 
weights for the 14 outputs (wk = w1, …, w14) that maximizes the CI score. 
The CI performance value is bounded CIi

BOD �� �1 : for efficient regions, 
CIi

BOD =1 , while for inefficient regions, CIi
BOD <1  and 1−CIi

BOD  is the 
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degree of inefficiency (i.e., the output expansion required to be fully effi-
cient and reach the efficiency frontier). Weights are constrained to be 
non-negative, which makes CIi

BOD  a non-decreasing function of the out-
put set (y) (Eq. (6.1)). This constraint allows for extreme scenarios that 
render BOD results inaccurate (e.g., high number of artificially efficient 
regions). Thus, in order to account for the relative importance of all CI 
outputs, additional restrictions on the weights are needed. Thus, a “pie 

share” restriction was added: L
w y

w y
Uk

ik ik

k

K

ik ik

k� �
�� 1

. This restriction is 

attractive because pie shares (wikyik) do not depend on measurement units 
and directly reveal the individual contribution of each pie share to the CI, 
while allowing for weight heterogeneity within and between regions. In 
Eq. (6.1), Lk (1%) and Uk (20%) are the lower and upper limit set for 
each pie share, respectively. Note that the endogenous weights are region-
specific and the sum of the pie shares equals the CI score CIi

BOD� �  (Eq. 
(6.1)). In a closely related manner, notice that Eq. (6.1) assumes that all 
outputs are relevant for regional entrepreneurship and territories will pri-
oritize all ecosystem constituents.

5  Country and Regional Ranking 
and Grouping

The REDI scores are available for two periods, 2007–2011 and 
2012–2014 (Szerb et al., 2017). In this chapter, we rely on the 2012–2014 
dataset. The REDIBOD scores vary from 0 to a maximum of 1 (100%), 
where the maximum denotes those regions that use their entrepreneurial 
inputs the most effective ways.

Summary results of the proposed BOD model are presented in 
Table 6.2 (by country) and Table 6.3 (ranks by region). Overall, the find-
ings indicate that REDIBOD = 0.7004 (Table 6.2), which means that the 
efficiency of regions’ entrepreneurial ecosystem is on average 29.96% 
(1–0.7004). Additionally, we observe large disparities in the efficiency of 
regions’ entrepreneurial ecosystems, which range from 0.0860 (Greece: 
Nisia Aigaiou, Kriti region) to the maximum value of 1 reported for ten 

 L. Szerb and É. Komlósi
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regions: (1) Belgium: Région de Bruxelles-Capitale, (2) Denmark: 
Hovedstaden, (3) Denmark: Midtjylland, (4) Finland: Helsinki-Uusimaa, 
(5) France: Île de France, (6) Germany: Hamburg, (7) Ireland: Southern 
and Eastern, (8) Sweden: Stockholm, (9) UK: London, and (10) UK: 
South East (Table 6.3).

We also observe that countries with the most efficient ecosystems are 
Denmark (REDIBOD = 0.9499), Ireland (REDIBOD = 0.9469), the 
Netherlands (REDIBOD = 0.9339), and the UK (REDIBOD = 0.8877). On 
the contrary, the countries with the weakest ecosystem are Romania 
(REDIBOD = 0.4588), Hungary (REDIBOD = 0.3401), Croatia (REDIBOD = 
0.3256), and Greece (REDIBOD = 0.2008).

Typically, the leading regions also have the highest REDI scores. Out 
of the top ten REDI regions, eight also lead in the REDIBOD ranking. Two 
regions with a mid-REDI score, Région de Bruxelles-Capitale (ranked 
11th) and the Danish Midtjylland (ranked 24th), stepped ahead to the 
top-performing regions in terms of the REDIBOD ranking (Table 6.3).

The heterogeneity in the configuration of the efficiency level of regions’ 
entrepreneurial ecosystem (‘pie shares’ values computed via Eq. (6.1)) 
among European regions is in line with the argument that the promotion 
and development of specific support policies should take into consider-
ation the distinctive characteristics of regions’ local conditions. For exam-
ple, by mapping in Fig. 6.1 the drivers of the entrepreneurial ecosystem 
of efficient (REDIBOD = 1) and inefficient (REDIBOD = 1) regions, we 
notice that among the ten efficient regions the entrepreneurial ecosystem 
is primarily determined by prioritizing policy actions connected to the 
support to “high-growth SMEs,” “process innovation,” and “risk capital.” 
On the other hand, the entrepreneurial ecosystem of the group of ineffi-
cient regions is mainly driven by actions that promote the “cultural sup-
port to entrepreneurship” and the “internationalization of SMEs.”

We can also see for all European regions that the pillars related to “net-
working” and “technology absorption” are the weakest elements of the 
local entrepreneurial ecosystem. These results offer evidence about the 
need to implement specific policies that improve these pillars in order to 
develop a more balanced, cohesive entrepreneurial ecosystem in Europe.
For further examination, we applied a K-mean cluster analysis to group 
the regions. For our purposes, the five-group version seems to be the most 
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Fig. 6.1 REDIBOD results: “Pie share” values for efficient (REDIBOD = 1) and ineffi-
cient regions (REDIBOD < 1) in Europe

useful where group membership numbers ranges from 14 to 33.6 The 
map below pictures the 125 region clusters (Fig. 6.2).

By looking at the REDIBOD values at cluster level, the difference between 
cluster 1 (mean REDIBOD = 95.8) and cluster 2 (mean REDIBOD = 81.3) is 
only 18 percent, while regions in cluster 3 (mean REDIBOD = 63.7) are 
below cluster 2 results by 28 percent, a difference that is similar to that 
found between regions in cluster 3 and cluster 4 (mean REDIBOD = 49.8). 
The differences are widening—it is around 76 percent between regions 
included in clusters 4 and 5 (mean REDIBOD = 28.2).

Among regions with high-quality entrepreneurial ecosystems (high 
values for REDIBOD), we find territories from Austria, Belgium, Denmark, 
Finland, France, Germany, Ireland, the Netherlands (all Dutch regions), 
Sweden, and the UK. The ten leading regions are mostly large city-
regions, except the Danish Midtjylland and the UK Southern and 
Eastern. They are clearly ahead of the less innovative Southern and 
Eastern European territories.

Regions included in cluster 2 are from the same countries than regions 
in cluster 1, in addition to other Southern and Central European regions 
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Fig. 6.2 The map of REDI (BOD) scores in five cluster categories of the 125 
European Union regions

that (mostly) have a large city, like the Polish Region Centralny and 
Region Poludniowy, the Slovakian Bratislavsky kraj, the Slovenian 
Zahodna Slovenija, the Spanish Madrid. Estonia and the Czech Republic, 
the two developed former socialist countries, also belong to this group.

For regions in cluster 3, a greater geographic diversity was found, as 
this cluster includes less developed French and German regions. All of 
these German regions are from the former East Germany. Some Southern 
European regions from Italy, Spain, and Portugal are also in this cluster. 
Out of the Central-Eastern European countries Latvia, Lithuania, most 
Polish regions, and one Slovenian region (Vzhodna Slovenija) are included 
in this cluster.
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Regions in cluster 4 are mostly located in Southern Europe (Portugal, 
Spain, Italy, and one Greek (Attiki) region) and former socialist countries 
(Romanian and Slovakian territorial units). The top-performing 
Hungarian region, Közép-Magyarország, is also here, together with the 
worst German region that is Brandenburg.

Croatian, Greek, and Hungarian regions together with one Romanian 
(Macroregiunea doi) and one Swedish (Mellersta Norrland) region form 
cluster 5. These regions lag behind other European Union regions 
significantly.

6  Policy Suggestions for Large City-Regions

Accurate measurement of a certain phenomenon is a necessary basic step 
for valid policy recommendations. Also, it should be kept in mind that 
REDIBOD-based enhancement analyses cannot be done without decom-
posing the index into its constituents. Any region’s EE efficiency depends 
on the level and the configuration of the fourteen REDI pillars. Regions 
even with the same or similar REDIBOD score are heterogeneous, having 
different strengths and weaknesses. Because of the social and economic 
importance of large cities across the European geography, we conducted 
an analysis in which we compare the prioritization strategy guiding the 
entrepreneurial ecosystem in regions with a large city vis-à-vis regions 
without a large city. Summary results are presented in Fig. 6.3.

We identified 23 large regions with a large city (i.e., a capital city or an 
economic booster) from 19 countries: (1) Austria: Ostösterreich, (2) 
Belgium: Région de Bruxelles-Capitale, (3) Denmark: Hovedstaden, (4) 
Germany: Bayern, Berlin, Bremen, and Hamburg, (5) Greece: Attiki, (6) 
Spain: Catalonia and Madrid, (7) Finland, Helsinki-Uusimaa, (8) France: 
Île de France, (9) Croatia: Kontinentalna Hrvatska (Continental Croatia), 
(10) Hungary: Közép-Magyarország, (11) Ireland: Southern and Eastern, 
(12) Netherlands: West-Nederland, (13) Poland: Region Centralny, (14) 
Portugal: Lisboa, (15) Romania: Macroregiunea trei, (16) Sweden: 
Stockholm, (17) Slovenia: Zahodna Slovenija, (18) Slovak Republic: 
Bratislavsky kraj, and (19) UK: London.
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Fig. 6.3 REDIBOD results: “Pie share” values for European regions with and  
without a large city

Results in Fig. 6.3 indicate that the entrepreneurial ecosystem of this 
group of large regions is mostly determined by a strong prioritization of 
the REDI pillars related to “process innovation,” “start-up skills,” and 
“high-growth SMEs,” whereas the “cultural support to entrepreneurship” 
and “risk acceptance of entrepreneurial activities” are the key factors pri-
oritized by the rest of regions without a large city (Fig. 6.3).

Concerning the weak points of the analyzed ecosystems, in regions 
with a large city, the findings indicate that policy makers should prioritize 
ecosystem factors related to the development of strong local networks 
(REDI pillar: “networking”) and to facilitating to local entrepreneurs the 
active exploitation of new business projects (REDI pillar: “opportunity 
start-up”) (Fig. 6.3).

Among regions without a large city, we observe that the weakest points 
of their entrepreneurial ecosystem that might be targeted by future policy 
efforts are related to assisting local entrepreneurs for identifying market 
opportunities (REDI pillar: “opportunity perception”), developing strong 
local networks (REDI pillar: “networking”), and supporting the creation 
of SMEs with high growth potential (REDI pillar: “high-growth”).
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7  Summary and Conclusion

Entrepreneurship ecosystem research has gone through a rapid expansion 
over the last decade. While there are numerous papers analyzing ecosys-
tem components, the theory-based analysis of contextual effects and the 
governance of EEs are still rare. Here, we offer complexity theory as an 
appropriate approach for framing and analyzing entrepreneurship ecosys-
tems. Along these lines, many EE scholars believe that the case study 
approach is a suitable method for describing and analyzing entrepreneur-
ial ecosystems. We do not disregard a case-study approach to entrepre-
neurial ecosystem. Instead, we propose a different analytical view that 
conceives ecosystems from a bird’s-eye view and tries to capture the com-
mon factors of EEs. For example, high-quality human capital is a vital 
ingredient of any EE, but the composition and the type of expertise vary 
over different locations. Similarly, risk capital is necessary to fuel start-ups 
and scale-ups, but its structure is not uniform over regions and countries.

An important question, frequently asked in the EE literature, is how to 
improve the entrepreneurship ecosystem in a way that the resulting out-
come contributes to the emergence of high-growth, high-impact start-
ups? EE scholars agree that ecosystem- enhancing policies should focus on 
smaller territorial units, preferably on city regions, and should avoid the 
direct replication of successful models such as the Silicon Valley. There is 
also an agreement that successful EE policy is tailor-made, bottom-up, 
considering local traditions, strengths, and weaknesses.

Nowadays, composite indicators have emerged as dominant tools to 
measure complex phenomena. Over years, GEI and REDI have become 
the leading indicators for measuring country- and regional-level entre-
preneurship ecosystems, respectively. The original REDI methodology 
takes into account that EU regions are different with respect to the 14 
ecosystem pillars. The improvement of the weakest pillar principle serves 
as a basis of REDI-led policy suggestions. The weakest link in the EE has 
a withholding effect on the other better pillars in the system. While this 
approach is useful to capture the systemic nature of EEs, the applied 
penalty function is exogenously determined.
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In this chapter, we have provided an enhanced BOD-based weighting 
methodology to quantify the efficiency of the EE in 125 European Union 
regions. This improvement provides an endogenous way to identify local 
EE enhancing policy mix. Another advantage of the DEA method is that 
it does not rely on a single benchmark, but relates the REDI score of any 
given region to the production frontier represented by the best-perform-
ing regions, in terms of the REDI score. Therefore, regions with different 
input combinations can reach the maximum score. In our case, ten 
regions achieved the best REDIBOD score (REDIBOD = 1 or 100%), with 
very different configuration of the fourteen pillars. There are significant 
sources of heterogeneity in the EEs over the 125 regions. A five-group 
cluster analysis showed that the most effective EE regions are mainly 
regions with a large city located in Northern and Western European 
countries. Southern European and less developed Western European 
regions have lower REDI (BOD) scores. While some Central and Eastern 
European regions show similar EE performance than less developed 
Western European or Southern European ones, regions from three coun-
tries—Croatia, Greece, and Hungary—seem to be lagging behind 
the others.

For EE-enhanced policy recommendation, we have selected 23 large 
city-regions. These pillar-level policy mix suggestions are based on the 
most efficient use of the additional resources to improve the REDIBOD 
scores. As presented, city-region policy priorities are different as com-
pared to other EU regions. While not presented here, we can prepare a 
more exact policy mix suitable for each individual region. Notice that 
these region-specific suggestions do not represent a perfect recipe or pan-
acea to boost regional development but serve as a basis for identifying 
potential policy areas and potential resource allocations. Further research 
is necessary to reinforce or reformulate the recommendations emerging 
from the REDIBOD results which, in turn, offer a picture of the priorities 
that should guide policy actions.
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Notes

1. For more variations in the definition, see Cavallo et al. (2019) or Chao 
and Shi (2020).

2. See https://reap.mit.edu/
3. See https://www.babson.edu/about/news- events/babson- announcements/

babson- college- entrepreneurship- ecosystem- project- established/
4. This part of the paper is based on Szerb et al. (2017) that provides a full 

description of the applied methodology and calculation.
5. The attitude subindex aims to identify the attitude of the people toward 

entrepreneurship (like the level of opportunity recognition or start-up 
skills within the population). Abilities are principally concerned with 
measuring certain important characteristics of both entrepreneurs and 
start-ups with high growth potential (e.g. the extent to which new oppor-
tunities motivate business start-ups, the share of technology intensive and 
creative sectors in the region). The entrepreneurial aspiration subindex 
refers to the distinctive, qualitative, strategy-related nature of entrepre-
neurial start-up activity (i.e., the degree of innovativeness and the extent 
to which high growth, internationalization, and good access to finance 
characterize entrepreneurial businesses).

6. In fact, it is a six-group version because Nisia Aigaiou, Kriti region, was 
one group that we replaced to the 5th cluster manually.
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7
Measuring the Effects of Policies 

Targeting Entrepreneurial Ecosystems: 
An Application of the GMR Framework 

with REDI

Attila Varga, Tamás Sebestyén, Norbert Szabó, 
and László Szerb

1  Introduction

Recently published papers deliver increasing evidence on the positive 
influence of entrepreneurship on economic growth. Lafuente et al. (2016) 
emphasize that efficiency at the national level is largely supported by a 
healthy system of entrepreneurship. This finding gets further support in 
a cross-country study of Acs et al. (2018), which concludes that entrepre-
neurship triggers productivity. Prieger et al. (2016) and Lafuente et al. 
(2020) test the entrepreneurship-growth nexus and find that national 
entrepreneurial ecosystems positively and significantly influence eco-
nomic growth in developing countries. In Szerb et  al. (2019) 
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entrepreneurship ecosystem positively influences gross values added and 
employment growth in 125 European Union regions.

Current findings in the literature therefore suggest that policies sup-
porting entrepreneurship should be considered in the palette of public 
interventions promoting economic growth such as R & D, human capi-
tal, infrastructure, or investment subsidies. Despite growing evidences, it 
is still unknown to what extent a given policy intervention (e.g., the sup-
port of entrepreneurial culture, increased financial support to entrepre-
neurs) would affect economic growth in a particular country or region 
and how these effects might change over time. Furthermore, the position 
of entrepreneurship policy among traditionally applied instruments like 
R & D or human capital promotion is still not clear what is. Is entrepre-
neurship policy a complement of or a substitute to those instruments? 
How would a policy combining entrepreneurship promotion and those 
traditional instruments affect economic growth? The relevant answers to 
these queries can be found only with the application of specifically con-
structed economic impact models.

Economic impact assessment provides important information about 
how policy interventions affect certain variables (like GDP, employment, 
or unemployment) representing the economy of a country or region. This 
information may inform policy design in a useful way when potential 
alternative interventions are weighted against each other and impact 
analysis also supplies relevant knowledge for ex-post policy evaluation. 
Economic models are commonly used instruments of impact evaluation. 
The QUEST (Ratto et  al., 2009) and the HERMIN (Bradley, 2006) 
models have been the most frequently used tools of European Cohesion 
Policy impact assessment, whereas the REMI model (Treyz et al., 1992) 
is a widely applied instrument of regional policy evaluation in the 
United States.

These economic impact models build on the general equilibrium prin-
ciple, which are powerful tools at least in two respects. First, they are able 
to simulate complex interactions and feedback mechanisms between 
many economic actors and markets through rigorously taking into 
account supply and demand interactions and interrelated price changes. 
As a result, these models help to replicate the complexity of the economic 
environment and to apply this complexity in the assessment of potential 

 A. Varga et al.



209

impacts of given interventions, while taking into account the relevant 
feedbacks and interrelationships that build up this complexity. Second, 
by setting up imaginary laboratories of actual economies, these models 
can be used to conduct controlled experiments, built on the ceteris pari-
bus principle. As a result, these experiments reveal the isolated effects of 
modeled interventions, while ruling out the noise from these experiments 
that would always be present when pure empirical approaches are used to 
assess the impacts of implemented policies.

Nevertheless, at least two major challenges have to be solved in order 
to successfully estimate the growth effects of entrepreneurship policy 
with an economic impact model. The first is measuring the level of entre-
preneurship in relation to the different interventions that aim to promote 
it. To date there exists only one measure of this kind, the recently devel-
oped Regional Entrepreneurship and Development Index (REDI) (Szerb 
et  al., 2017). The other challenge is to integrate the entrepreneurship 
measure into an economic impact model, which is capable of estimating 
the productivity effects of entrepreneurship policy at the relevant spatial 
scale together with the effects of traditional growth-promoting policy 
instruments. Estimating the productivity effect is crucial since entrepre-
neurship is considered to be a key factor of innovation (Acs et al., 2009). 
Since firm-formation is dominantly affected by locally available factors 
(Szerb et al., 2017), sub-national regions are the relevant units of the suit-
able economic impact models.

This chapter builds on the most recent version of GMR-Europe, which 
is the first available model that estimates the economic impacts of entre-
preneurship policy. The distinctive feature of this version is that it incor-
porates economic impact assessment of interventions targeting 
entrepreneurship development. GMR-Europe integrates the REDI and 
estimates the economic impacts of entrepreneurship policy at regional, 
national, and EU levels. We illustrate the capabilities of such a specifically 
designed economic impact model through the lens of the growth- 
convergence trade-off. Promoting national economic growth often comes 
at the cost of increasing inequalities, while promoting convergence or 
decreasing inequalities may hamper efficiency and aggregate growth. The 
aim of this chapter is to address this trade-off in the case of entrepreneur-
ship policies and to show how the GMR framework, which integrates 
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regional and aggregate levels of economic activity together with several 
feedbacks among these levels and regional units, can help policymakers in 
terms of quantifying and assessing the growth and convergence effects of 
these policies.

The chapter is structured as follows. The following section positions 
the REDI among the currently available measures of entrepreneurship 
and shortly introduces the policy optimization principle that is used in 
the impact assessment exercises. The third section gives a concise and 
non-technical outline of the GMR framework in general, one instance of 
which, the GMR-Europe model is used in the simulations later. The 
fourth section then outlines the policy simulations conducted with the 
GMR-Europe model and discusses the results in terms of the national 
growth effects and the regional disparities following from these interven-
tions. A summary concludes the paper.

2  Entrepreneurial Ecosystems 
and Their Measurement

While entrepreneurship ecosystem (EE) lines of research have been evolv-
ing rapidly, the theorization and the conceptualization of EE is still in 
infantry phase (Stam, 2015; Acs et  al., 2018; Alvedalen & Boschma, 
2017; Malecki, 2018). The examination of certain phenomenon, like 
entrepreneurship, in terms of its context is neither new nor original 
(Ucbasaran et al., 2001; Zahra, 2007; Boettke & Coyne, 2009; Welter & 
Gartner, 2016). Same or similar individual efforts or behavior could 
result very different outcomes—growth, job creation, inequality depend-
ing on—at least partially—various environmental features.

As compared to the contextual approaches, EE has brought three nov-
elties. First, EE views the different contextual factors in a holistic way and 
not one by one. EE components are interrelated and mutually depend on 
one another (Stam, 2015; Cooke, 2016; Malecki, 2018). Self-reinforcing 
mechanisms, forward and backward effects, supporting and hindering 
path dependent factors characterize the EE (Alvedalen & Boschma, 
2017; Szerb et al., 2019). Second, EE separates EE components and the 
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various entrepreneurial outputs. These entrepreneurial activity related 
outputs could have varying effects on the performance of EE. Out of 
these different activity measures, EE concentrates on the high impact, 
potentially high productivity startups as opposed to more general, mostly 
self-employment related initiations (Stam, 2015, Nicotra et  al., 2018, 
Szerb et al., 2019). Third, EEs are geographically bounded, place-based 
creatures. As opposed to country level examinations, it is more appropri-
ate to center on smaller geographic units where agglomeration econo-
mies, networking, and spillover effects play determining roles (Qian 
et al., 2013; Audretsch & Belitski, 2017; Szerb et al., 2019).

EE scholars maintain that the path dependent development of each 
EE is unique therefore neither a universal nor a copy-paste of former suc-
cessful policy approaches are appropriate. Instead, each EE requires place 
specific, bottom-up, tailor-made policies as opposed to top-down general 
policy initiations (Isenberg, 2010; Acs et al., 2014; Mason & Brown, 2014).

Besides the generally agreed conceptual characteristics, there are many 
debated points in the EE research. There is a disagreement about the 
components of EE. As many researchers as many models: Isenbeg (2010) 
has six major categories, Mason and Brown (2014) has four, Stam (2015) 
has ten, Spigel (2017) has another ten just only partially overlapping with 
Stam. While all EE scholars agree that the entrepreneur is the central 
player in the system, the identification of other actors and their roles are 
disputed. Network analysis seems to be a promising avenue to examine 
the connection among the different stakeholders; however, network- 
based studies demand extensive data collection and is difficult to replicate 
(Cooke, 2016; Alvedalen & Boschma, 2017; Ter Wal et al., 2018). Some 
EE scholars emphasize the case study approaches; others suggest qualita-
tive comparative analysis, agent-based modeling, and interpretivist meth-
ods as compared to more general regression-based methodologies 
(Isenberg, 2010; Suresh & Ramraj, 2012; Spigel, 2017; Roundy et al., 
2018). There is also a disagreement about the identification of appropri-
ate territorial unit. Most data are available for administrative units, 
regions, or cities, while ecosystems do not really follow artificial barriers.

Debates about the content, the connection and the combination of the 
components have an important consequence on how to measure EEs. 
Those who believe the uniqueness of EEs basically neglect the possibility 
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to create a common measurement with generally valid factors (Isenberg, 
2010; Spigel, 2017). Other approaches maintain that there are some uni-
versal features of EEs making possible to create a common measurement 
for all EEs. All of these approaches take into account the multidimen-
sionality of EE and create a composite indicator.

The Kauffman Foundation’s entrepreneurial ecosystem initiative 
focuses on four processes—density, fluidity, connectivity, and diversity—
that characterize EE (Bell-Masterson & Stangler, 2015). While there 
were some references for future research, the initiation seems too died out 
after the identification of the components.

Stam developed a different model to measure the EE of the Netherlands’ 
12 NUTS2 regions (Stam, 2015, 2018). Stam identified framework con-
ditions and systemic conditions that influence outputs and outcomes. 
Framework conditions contain formal institutions, culture, physical 
infrastructure, and demand. Systemic conditions contain networks, lead-
ership, finance, talent, knowledge, and support services. For outcome, a 
productive entrepreneurship activity measure, entrepreneurial growth 
orientation is applied. The final outcome of the model is new value cre-
ation but it has not been operationalized (Autio et al., 2018).

A recent practically oriented development from the Global 
Entrepreneurship Network is the Global Startup Ecosystem Report 
(GSER) aiming to identify the drivers of startup success and of ecosystem 
performance. Instead of unique factors, GSER examines those elements 
that decentralized universality and work with all ecosystems (Startup 
Genome 2019). Startup Genome reports several ecosystem metrics for 
overall performance, sub-sectors, and ecosystem deep dive. The overall 
ranking is based on seven factors as Performance, Funding, Market 
Reach, Connectedness, Talent, Experience, and Knowledge. GSER cal-
culated the scores for a mix of countries, regions, and cities. Besides gen-
erally applied datasets, GSER engaged in own surveys including experts 
and startup executives.

While it is useful to take a microscopic view of EEs and to identify 
local peculiarities, for more general investigations we need a wider focus, 
bird-eye view. These two approaches are not competitive but comple-
ments. For example, each EE requires finance (universal factor) but the 
combination of different financial sources like business angel money, 
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venture capital, and crowdfunding (unique factors) could vary. The 
aggregate examination of the availability of finance makes possible to 
identify finance as a strength or the weakness of EE, and a more detailed 
investigation could recognize local idiosyncrasies.

2.1  The REDI

The Regional Entrepreneurship and Development Index (REDI) has 
been constructed to capture the regionally embedded contextual features 
of individual entrepreneurship efforts and initiation across EU regions. 
The REDI method builds on the National Systems of Entrepreneurship 
Theory and provides a way to profile EE in regional level (Acs et  al., 
2014; Szerb et al., 2017). Similar to GSER, REDI targets to capture the 
universal factors of EE in 3 sub-indices and 14 pillars providing a com-
prehensive and a comparable measure of EE across a mix of 125 NUTS1 
and NUTS2 EU regions.

REDI is a multilevel comprehensive index, which reflects several 
aspects of the entrepreneurial context of a region. Upon constructing the 
index, a six-level index-building methodology was followed: sub- 
indicators (1) are merged into indicators (2) which are then reflected by 
variables (3), then these construct pillars (4), contributing to sub-indices 
(5) which finally constitute the REDI super-index (6). With respect to its 
content, at the sub-index level, we differentiate between entrepreneurial 
attitudes, abilities, and aspirations1 that are then broken down to 4–5 
pillars, quasi-independent building blocks of this entrepreneurship index. 
Szerb et  al. (2017, 2019) offer a detailed description of the building 
methodology and computation of the REDI.

An essential question is how to capture the connection and the con-
figuration of the components. The key idea behind REDI is that system 
performance is “co-produced” by its interrelated elements. Every pillar is 
obtained by multiplying an individual with an associated institutional 
variable capturing the combined effect of individual initiations and 
regional institutional context.

The 14 pillars are the most important components of REDI. REDI 
methodology includes two important novelties that makes possible to 
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measure the resource optimization over the 14 pillars. The Average Pillar 
Adjustment (APA) method serves to equalize the marginal effect of each 
additional input over the 14 pillars. “The normalised pillar value averages 
are different, ranging from 0.36 (Finance) to 0.65 (Product innovation). 
We assume that these differences reflect the difficulty to reach average 
pillar performance in reverse order, so that it is about 1.8 times more dif-
ficult to reach average performance in Finance compared to Product 
innovation. This implies that for the same additional input unit we expe-
rience 1.8 times larger improvement in Product innovation than in 
Finance. APA corrects this distortion by equalising pillar averages to the 
level of the average of the 14 pillars (0.49) and holding all the pillar values 
in the original [0,1] range. A potential drawback of this approach is that 
pillar values are only equalised over their averages, and that marginal 
effects are not necessarily the same if we improve non-average pillars. 
Monetary differences are also neglected, that is, pillar improvements are 
computed in natural input units as we cannot estimate the monetary 
value of input units” (Szerb et al., 2019, p. 1313).

A particularly important aspect of the REDI method is the Penalty for 
Bottleneck (PFB) methodology, which helps in identifying constraining 
factors in the Regional Systems of Entrepreneurship. A bottleneck is the 
worst performing element or binding constraint and is defined as a short-
age or the lowest level of a particular entrepreneurial pillar as compared 
to the other 13 pillars. Then, the value of each pillar is penalized as a 
result of linking it to the score of the pillar with the weakest performance 
in the region (Acs et al., 2014; Szerb et al., 2017). As a result, if the weak-
est pillar was raised, it would have a multiplicative effect to improve the 
other pillars and the whole REDI while raising a non-bottleneck pillar 
would have only a minor effect. The idea here is that systems with strong 
weaknesses cannot fully leverage their strengths, or, in other terms, weakly 
performing bottleneck pillars hold back the performance of the whole 
entrepreneurship ecosystem. The novelty of this method is that it por-
trays the entrepreneurial disparities among EU regions and provides 
country and regional level, tailor-made public policy suggestions to 
improve the level of entrepreneurship and optimize resource allocation 
over the different pillars of entrepreneurship.
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Entrepreneurship enters the GMR-Europe model in the TFP block, 
through the REDI. This means that as a single variable, describing the 
entrepreneurial climate/ecosystem in a region, it contributes to produc-
tivity through enhancing the efficiency of human capital. As a result, an 
intervention positively contributing to the entrepreneurial ecosystem in a 
region (reflected by an increase in the REDI) positively affects regional 
productivity and sets in motion all the other parts of the model, which is 
thus able to track the effect of this policy on several variables of interest.

The real strength of using the REDI in our setup is that although the 
REDI uses one number to describe regional entrepreneurship, its detailed 
structure with the 14 pillars allows us to analyze different policy mixes at 
this level of detail. Also, building on the APA and the PFB methodology, 
there is not a single linear relationship between the pillars and the REDI, 
but the system is able to give a sophisticated description and analysis of 
how different policies affect the overall entrepreneurial climate in a region 
and through this mechanism their impact on local and aggregate eco-
nomic performance.

2.2  Policy Optimization

As reflected by the REDI, entrepreneurship is a complex phenomenon, 
which emerges in the context of system-wide interactions among its dif-
ferent components (Acs et al., 2014). As a result, mutually interconnected 
policies could potentially strengthen or weaken each other, so the design 
of a suitable policy mix to target the intensification of regional entrepre-
neurial discoveries is an extremely complicated process. The GMR- 
Europe policy impact model, through the integration of the REDI into 
its setup, is particularly suitable to support policymakers in designing 
these policies.

Relying on the PFB analysis embedded in the REDI methodology, 
optimal entrepreneurship policies can be designed on a region-specific 
basis, taking into account the weaknesses of the local entrepreneurial eco-
system. In sum, the optimal allocation of inputs to entrepreneurship 
policies is attained when all the bottlenecks are alleviated in a given 
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region. As a result, the search for an optimal policy means decreasing the 
retraction influence of the bottleneck pillar(s).

3  Modeling the Economic Effects 
of Entrepreneurial Ecosystems

While entrepreneurship ecosystems are complex systems themselves, they 
also contribute to and interact with their local, national, and global eco-
nomic environment through many channels. Capturing these intercon-
nections and estimating the potential contribution of evolving 
entrepreneurship ecosystems on the wider economic system is therefore a 
challenging task. Economic impact modeling tools can be useful in this 
respect as they are able to account for the complex interactions and feed-
backs between different economic actors, sectors, and locations as well. 
However, connecting entrepreneurial activity into these models is not 
straightforward for at least two reasons. First, economic impact models 
build on the principle of general equilibrium to some extent at least, 
while entrepreneurial activity is essentially challenging this equilibrium 
by setting new paths for economic development. Second, entrepreneurial 
ecosystems affect and interact with economic systems in several channels 
that are difficult to take rigorously into account in their complexity.

The Geographic Macro and Regional (GMR) modeling framework 
was designed to handle these issues at least partially. This is a large-scale 
general equilibrium model suitable for the impact assessment of innova-
tion and entrepreneurship-related policies. The model builds on the gen-
eral equilibrium principle, a feature which makes it capable of tracing the 
complex impact mechanisms that arise from any kind of change/inter-
vention that shape the economic landscape. It has a regional dimension, 
which allows it to account for agglomeration effects arising from eco-
nomic activity, while its macroeconomic block ensures that aggregate 
conditions and policies (fiscal, monetary, trade) can also shape the effec-
tiveness of given interventions. Finally, a detailed productivity block 
allows the integration of sophisticated innovation-related activities into 
the model.
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We give a brief, non-formal description of the GMR modeling 
approach in this section. For a detailed and formal exposition of the 
model, the reader is directed to Varga et al. (2018). First, the general fea-
tures of the GMR approach are exposed together with an account of its 
previous applications. Then, we provide a basic overview of the building 
blocks of the model and the intuition behind their capability of evaluat-
ing specific policy interventions. Finally, we discuss the integration of 
entrepreneurship policy into the model in a more extensive way.

3.1  General Features of the GMR Approach

The geographic macro and regional (GMR) modeling framework was 
established and has been continuously improved to better support devel-
opment policy decisions by ex-ante and ex-post scenario analyses. The 
focus of the GMR framework is on policy instruments like R & D subsi-
dies, human capital development, entrepreneurship policies, or the pro-
motion of innovation-related collaboration of actors.

The GMR framework belongs to the family of general equilibrium 
models which are particularly suitable to estimate the complex, interde-
pendent adjustments mechanism that take place in economies when a 
given policy intervention is applied. Building on the ceteris paribus prin-
ciple and the laboratory setting provided by these models, we are able to 
experiment with different policy scenarios, disentangling their effects on 
several aspects of the economy from other simultaneous shocks which is 
problematic in case of an empirical analysis. The general equilibrium 
approach allows for a rigorous account of interactions between different 
economic mechanisms by consistently tracing the change in supply and 
demand conditions on various markets.

While traditional models of development policy analysis focus on the 
national level,2 a novel feature of the GMR framework is that it simulta-
neously models distinct (sub-national) spatial units, the regions, together 
with different layers of economic interactions among them. This feature 
allows for incorporating geographic effects such as agglomeration, inter-
regional trade, and mobility of production factors into the impact assess-
ment exercises. Modeling geographic effects is critical as geography affects 
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development policy effectiveness for at least four major reasons. First, 
interventions are applied at specific points in space and their impacts 
might spill over to proximate locations to a considerable extent. Second, 
the initial impacts can be amplified or reduced by agglomeration effects 
significantly. Third, labor and capital migration may further amplify or 
reduce these initial impacts through reshaping the spatial structure of the 
economy (dynamic agglomeration effects). Fourth, as a consequence of 
the above effects, different spatial patterns of interventions might result 
in significantly different growth and convergence/divergence perfor-
mances at the national and regional levels.

By explicitly modeling regions and the GMR framework, it is able to 
capture interregional interactions such as knowledge flows over regional 
borders (scientific networking or spatially mediated spillovers), interre-
gional trade, and the mobility of production factors. In addition to hav-
ing a clear regional focus, the macroeconomic level is also important with 
respect to development policies: fiscal and monetary policy, national 
regulations, and external factors all shape the effects of local policy inter-
ventions. As a result of this two-level setup, the model system simulates 
the effects of policy interventions both at the regional and at the macro-
economic levels. With such an approach, we can compare different sce-
narios of interventions based on their impacts on (macro and regional) 
growth and interregional convergence.

The first realization of the GMR approach was the EcoRET model 
built for the Hungarian government for ex-ante and ex-post evaluation of 
the Cohesion policy (Schalk & Varga, 2004). This was followed by the 
GMR-Hungary model, which is currently used by the Hungarian gov-
ernment for Cohesion policy impact analyses (Varga, 2007). GMR- 
Europe was built in the IAREG FP7 project (Varga et al., 2011; Varga, 
2017) and further developed in the GRINCOH FP7 project (Varga 
et al., 2015). The most recent version of GMR-models is GMR-Turkey 
(Varga et al., 2013; Varga & Baypinar, 2016) and the recently updated 
version of the GMR-Europe model (Varga et al., 2018).
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3.2  The Logical Setup of the GMR Model

As emphasized previously, the GMR approach reflects the challenges of 
incorporating regional, geographic, and macroeconomic dimensions into 
development policy impact modeling. From the methodological point of 
view, this means the integration of different traditions in economics 
(Varga, 2006). Spatial patterns of knowledge flows and the role of 
agglomeration in knowledge transfers build on insights and methodolo-
gies developed in the field of the geography of innovation (e.g., Anselin 
et al., 1997; Varga, 2000). Interregional trade and factor mobility together 
with dynamic agglomeration effects is based on the tradition of the new 
economic geography through applying an empirical general equilibrium 
model (e.g., Krugman, 1991; Fujita et al., 1999). Finally, modeling pol-
icy impacts at the macroeconomic level draws on specific macroeconomic 
theories. These three theoretical traditions also characterize the formal 
setup of the GMR framework, which is structured around the mutual 
interaction between three model blocks, which are the Total Factor 
Productivity (TFP), Spatial Computable General Equilibrium (SCGE), 
and macroeconomic (MACRO) model blocks.

Economic models that describe economic activity at a more aggregated 
level (industries, economic sectors, regions, countries) extensively rely on 
what we call total factor productivity (TFP), that is, the overall efficiency 
of economic activities that convert primary production factors (labor, 
capital, etc.) into output. This indicator comprises many things into one 
number, especially about the innovative potential or ecosystem of a given 
economic unit (industry, regions, country) as all innovative activities 
contribute to a more efficient use of production resources in a broad 
sense. In other terms, the change in TFP reflects the innovative capabili-
ties of the given economic unit.

The GMR framework therefore contains a productivity block (the 
TFP block) that opens up the black box behind this indicator and explic-
itly models the mechanisms that drive productivity, with special empha-
sis on innovation-related activities. As the GMR framework has a regional 
focus, total factor productivity and the mechanism that shape it (the 
whole TFP block) is identified at the regional level. The TFP block is 
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Fig. 7.1 The schematic structure of the TFP block

therefore capable of describing the local (regional) innovation ecosystem 
and how it affects the local (regional) productivity of economic activity. 
Changes in this productivity level then transfer impacts over to other 
parts of the model framework.

Figure 7.1 illustrates the setup of the TFP block, which is based on the 
knowledge production function approach of Paul Romer (Romer, 1990). 
New knowledge, represented by patent applications in our model setup, 
is produced using knowledge production factors, namely, R & D efforts 
and labor (employment), as well as already existing knowledge, which is 
represented by national patent stocks. In addition to these standard fac-
tors, we also include the role of knowledge available through interre-
gional networks, which is assumed to affect the productivity of R & D in 
knowledge creation. New knowledge, that is, patent applications at the 
regional level then feedback into knowledge creation in a dynamic way 
by building up national patent stock.

TFP is primarily linked to regional knowledge levels as described 
before, but two factors are added to the determination of regional 

 A. Varga et al.



221

TFP. First, the level of human capital in the region is supposed to affect 
productivity, and second, as a focal element of this chapter, we added the 
entrepreneurial environment (measured by the REDI) in the model 
which is also assumed to have a positive influence on productivity, via 
enhancing the contribution of human capital to TFP. Our formulation is 
influenced by the knowledge spillover theory of entrepreneurship (Acs 
et  al., 2009). Entrepreneurs transfer knowledge to economic applica-
tions; therefore, a better entrepreneurial climate in a region intensifies 
new firm formation. A higher level of entrepreneurship in a region helps 
better exploiting the knowledge embodied in human capital, which even-
tually leads to higher total factor productivity.

The TFP block is the part of the model where most of the innovation- 
related policy interventions can be handled. Support to research and 
development activities, human capital accumulation, as well as promo-
tion of network formation, affects variables in this model block, and the 
relationships in this block determine the effect of these policies on 
regional productivity levels. Also, policies affecting entrepreneurship are 
accounted for in this model block, through the REDI, which represents 
entrepreneurship in our model setup. A more detailed account of how 
entrepreneurship is handled in the model is given in Sect. 3.3.

While the TFP block accounts for the mechanisms in, and the inter-
ventions to local (regional) innovation systems, the developments in this 
system is transmitted to the SCGE (spatial computable general equilib-
rium) model block through the regional productivity levels. Changes in 
these local productivity levels then affect the local and interregional allo-
cation of production resources. This reallocation drives employment and 
output within and outside the regions as well as prices and wages. Thus, 
we can trace the effect of changes and/or interventions in the innovation 
system on the broader economic environment. The most important fea-
ture of the SCGE block is that it takes into account interactions across 
regions through trade of goods and services as well as the mobility of 
production factors. Also, transportation costs are explicitly accounted for 
and (positive and negative) agglomeration effects arise as endogenous 
phenomena in the model.

The SCGE model block accounts for equilibrium adjustment in two 
time dimensions. In the short run the equilibrium nature of the model 
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block ensures that all markets clear, given the productivity level and avail-
able quantity of production factors (labor and capital) within each region. 
This results in an equilibrium allocation of production and trade together 
with market clearing prices and wages, taking into account the exogenous 
transportation costs. In the long run, differing utility levels across regions 
(depending on consumption and population density) give rise to labor 
migration changing the setup of market mechanisms which mean that 
there is a long-run adjustment even to a one-time shock to productivity 
levels. Labor migration is also followed by capital migration through a 
mechanism in which capital stock is gradually reallocated into those 
regions where productivity grows at a higher rate. In the long run, this 
model block drives the economy to a state where interregional utility dif-
ferences are eliminated.

Finally, the macroeconomic (MACRO) block of the GMR framework 
serves two purposes. First, this is the point, where aggregate relationships 
and policies can be handled (exchange rate towards the rest of the world, 
inflation, monetary, and fiscal policy), and second, it provides dynamics 
to the otherwise static SCGE block. In the latter regional productivity, 
labor and capital stocks are exogenous. The TFP block provides the 
dynamics of regional productivity levels, but in order to account for the 
possible employment and investment effects of the simulated policies, we 
need to provide dynamics for labor and capital stocks of the regions. This 
is done by the MACRO block, which gives an aggregate estimation of the 
likely employment and capital-stock impacts of the simulated policies, 
which are broken down to the regions in function of the regional produc-
tivity growth rates.

In line with the general equilibrium setup of the SCGE block, the 
MACRO block uses a dynamic stochastic general equilibrium (DSGE) 
model, which is a standard tool of macroeconomic analysis. In the GMR- 
Europe model, we use the QUEST III model developed by the European 
Commission for the Euro area (see Ratto et al., 2009), and re-estimated 
it on fresh data for the Eurozone and some additional countries relevant 
in the GMR setup. Using a dynamic macroeconomic model, which 
builds on intertemporal optimization of economic agents, we signifi-
cantly improve the dynamic behavior of traditional SCGE models that 
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Fig. 7.2 Regional and macroeconomic impact mechanisms in the GMR- 
Europe model

rely on an iterative application of otherwise static equilibrium allocation 
mechanisms.

Figure 7.2 illustrates how the three model blocks are integrated and 
interact with each other to simulate the impacts of different interventions 
with respect to different variables of interest. First, innovation policy 
instruments affect model variables primarily in the TFP block. The pro-
ductivity impacts induced by interventions then feed into the interre-
gional SCGE model, which simulates the likely effect of these policies on 
regional-level economic variables like output, prices, labor, and capital 
stocks according to market equilibrium conditions across all regions. 
Also, some standard policy instruments like direct investment support or 
public infrastructure development can be handled in this model block 
directly.

Regional productivity impact, aggregated to the macroeconomic level, 
also provide the input to the MACRO block, which simulate the likely 
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effects of these productivity impacts on aggregate-level macroeconomic 
variables taking into account dynamic relationships based on intertem-
poral optimization. The dynamics of aggregate labor and capital reallo-
cated to the regions then drive the dynamic adjustment of the regional 
variables in interaction with productivity changes coming from the TFP 
block. In addition, regional changes in employment through the dynamic 
employment impacts of policies and labor migration feed back into the 
TFP block contributing to agglomeration effects, which results in higher 
productivity levels due to the concentration of economic activity.

To sum up, the model is able to trace the likely impacts of different 
policy interventions (entrepreneurship policies specifically) through the 
dynamic interaction of the three model blocks. The TFP block simulates 
regional productivity impacts, based on which the SCGE block generates 
market clearing allocation of production and consumption taking into 
account transportation costs and the dynamics of economic variables is 
driven by the MACRO block. As a result, the model traces policy impacts 
both at the regional and aggregate levels for various important variables.

3.3  Entrepreneurship-Related Interventions 
in the GMR-Europe Model

Although the GMR framework is able to simulate the likely impacts of 
many different interventions affecting the innovation system of specific 
locations, this paper focuses on its ability to integrate policies specifically 
designed to enhance entrepreneurship in a given region. This section dis-
cusses in more detail how these policies are reflected in the model.

Entrepreneurship enters in the TP block of the GMR framework (see 
Sect. 3.2), through the REDI (see Sect. 2.2). The REDI describes the 
quality of the entrepreneurial ecosystem in a given location (region), and 
it is assumed to contribute to overall productivity through enhancing the 
efficiency of human capital there. As a result, an intervention that 
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positively contributes to the entrepreneurial ecosystem in a region 
(reflected by an increase in the REDI) positively affects regional produc-
tivity and sets in motion all the other parts of the GMR model. Changes 
in the different variables that the model supplies at different levels 
(regional, aggregate output, employment, price levels) then trace the 
effect of these interventions on the local and broader economic 
environment.

The real strength of using the REDI in our setup is that although the 
REDI uses one number to describe regional entrepreneurship, its detailed 
structure with the 14 pillars allows us to analyze different policy mixes at 
this level of detail. In other terms, the structure of the REDI with its PFB 
principle can be regarded as a further model block that is integrated into 
the GMR framework. The REDI accounts for the complex interactions 
of various factors affecting the entrepreneurship ecosystem of a location, 
the TFP block integrates this into the mechanisms of the wider regional 
innovation system providing an effect on local productivity which then 
affect the local and broader economic systems that is traced by the SCGE 
and MACRO blocks of the framework.

As reflected by the REDI, entrepreneurship is a complex phenome-
non, which emerges in the context of system-wide interactions among its 
different components (Acs et al., 2014). As a result, mutually intercon-
nected policies could potentially strengthen or weaken each other, so the 
design of a suitable policy mix to target the intensification of regional 
entrepreneurial discoveries is an extremely complicated process. The 
GMR framework, through the integration of the REDI into its setup, is 
particularly suitable to support policymakers in designing these policies.

Relying on the PFB analysis embedded in the REDI methodology, 
optimal entrepreneurship policies can be designed on a region-specific 
basis, taking into account the weaknesses of the local entrepreneurial 
context. In sum, the optimal allocation of inputs to entrepreneurship 
policies is attained when all the bottlenecks are alleviated in a given 
region. As a result, the search for an optimal policy means decreasing the 
retraction influence of the bottleneck pillar(s).
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4  Growth or Convergence? The Economic 
Impact of Alternative Regional 
Entrepreneurship Policies

Understanding the possible economic impacts of different entrepreneur-
ship development strategies is crucial for policymakers. Changes in the 
REDI indicate the effects of these strategies or policies on the regional 
entrepreneurship ecosystem, but understanding the economic develop-
ment paths that these changes can bring requires a broader, more general 
analysis of economic circumstances and processes. As exposed in the pre-
vious section, the GMR framework incorporates several interrelated 
mechanisms through which changes in the REDI evolve into regional, 
national, and in the case of the GMR-Europe model also EU-level eco-
nomic effects. This section is devoted to the analysis of policy simulations 
that illustrate the ability of the GMR framework in estimating the likely 
impacts of policies targeting entrepreneurship.

The economic impacts of entrepreneurship development policies are 
determined by a number of important factors in the GMR framework. 
First, the initial level of REDI is crucial in terms of economic growth 
since a relative increase in REDI implies a higher absolute change in 
entrepreneurially more developed regions. This translates into a more 
intensive change in productivity in these more advanced regions. Second, 
the level of human capital in a region also plays a crucial role in the deter-
mination of how effectively entrepreneurship can influence productivity: 
a higher level of human capital leverages investments into the entrepre-
neurial ecosystem. Third, trends of human capital development enhance 
the efficiency of entrepreneurship in the long run as well by increasing 
productivity even when entrepreneurship supports are exhausted. Fourth, 
the interaction between changing employment and capital stocks also 
play a crucial role in generating economic impacts. These impacts result 
from, and feedback into regional productivity and spillover to the local 
and wider economy through changing prices and the spatial reallocation 
of resources. Fifth, diverse regional paths for economic growth induce 
migration which can be a further source of growth in some places while 
resulting in a leakage of resources at others. Sixth, changes in 
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interregional trade play further significant role in the development of 
regional economies. The relative size and direction of all those forces will 
eventually determine economic growth of regions and nations.

In this section, we track the economic impact mechanisms of different 
interventions targeting entrepreneurship development through the lens 
of a well-known policy problem. What are the costs of an entrepreneur-
ship policy that targets national growth in terms of regional divergence? 
Alternatively, what are the costs of an entrepreneurship policy targeting 
regional convergence in terms of loss in aggregate economic growth? In 
addition, do policymakers have to face country-specific differences in this 
trade-off?

We explore the growth and convergence effects of entrepreneurship 
policies using the REDI and the GMR-Europe economic impact assess-
ment model (a specific instance of the GMR model family). Following 
the Penalty for Bottleneck method (described in Sect. 2), we set up three 
scenarios for three selected countries in the EU: Germany (representing 
Western Europe), Hungary (a country from Central Europe), and Italy (a 
Southern European country). The first scenario reflects a situation where 
additional resources (efforts) are optimally allocated in a way that this 
allocation brings uniformly a 10% increase in REDI in all regions. In 
other terms, we have the PFB logic behind this optimal allocation, which 
requires the allocation of additional resources to that pillar of the entre-
preneurial ecosystem in a region that creates a bottleneck. When this 
bottleneck is eliminated, resources are put to the next pillar which steps 
in as a new bottleneck, and others. This method is followed until the 
REDI in the given region increases by 10%. This is called the uniform 
solution or scenario. In the second case, called policy optimization each 
country starts with the amount of additional resources that was calcu-
lated and allocated in the uniform solution. This pool of resources are 
then reallocated among the country’s regions and REDI pillars in order 
to maximize the country average of the REDI. The third scenario starts 
again from the uniform solution, but the pool of national resources are 
reallocated to the poorest regions of the given country, until the resources 
are exhausted. This is labeled as poor regions solution. Poorest regions are 
those, where the REDI scores are the lowest in the country. Once these 
different scenarios are implemented, the GMR-Europe model is applied 
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to trace their economic impacts at the regional, national, and EU levels. 
With regard to the trade-off mentioned before, we contrast the results of 
the scenarios in terms of the gross value added (GVA) as a measure of 
economic output at the three levels with the GINI coefficient accounting 
for the level of cohesion. The GINI coefficient was calculated on the basis 
of regional gross value added impacts of the different scenarios.

4.1  Uniform Solution: Even Improvement 
of Entrepreneurship

In this basic scenario, we uniformly increased the value of the REDI in 
each region by 10%. The additional efforts required to reach this goal 
were distributed according to the PFB method at the regional level. 
Optimization results show significantly different patterns for each coun-
try (Fig. 7.3). In general, the uniform solution for Germany concentrates 
resources extremely on three pillars: risk perception, human capital, 
product innovation, and partially to two other—process innovation and 
technology absorption. However, we must note that in some cases lower 
value pillars were highly important for some regions (e.g., globalization 
in Bremen and financing in Mecklenburg-Vorpommern). Furthermore, 
the allocation of additional efforts in Germany is the most evenly distrib-
uted compared to the other three countries. It means that REDI can be 
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Fig. 7.3 The distribution of additional efforts in REDI among the 14 pillars at the 
country level in case of uniform solution
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increased by the simultaneous development of numerous pillars, and 
practically there are no extremely weakly performing pillars in Germany.

In less developed countries, such as Hungary, the distribution of addi-
tional efforts shows a more concentrated structure. On average, 83% of 
additional efforts were allocated to cultural support, which was respon-
sible for the majority of REDI growth. Apart from that, financing and 
risk perception played a modest role in the optimization. In a regional 
perspective, the concentration can be even stronger: the REDI in 
Budapest increased exclusively as a result of the cultural support pillar.

Italy is found between Hungary and Germany in terms of the resource 
allocation structure: less concentrated than Hungary, but also less bal-
anced than Germany. Additional resources were mainly concentrated 
here in opportunity startup, high growth, and human capital. In addi-
tion, financing gained relatively large improvement of REDI in Northeast 
and Central Italy. The amount of resources required to increase REDI by 
10% is different in each country (and region): 4.354 units in Germany, 
1.798 in Italy, 0.764 in Hungary.

As it was discussed previously, the REDI scores are imputed into the 
TFP block of the GMR-Europe model, resulting in changes to the local 
productivity levels, then spilling over to economic activity locally, nation-
ally and EU-wide. The results of the allocation process described above 
manifest in regional REDI changes. These changes were distributed over 
five years between 2014 and 2018 in every scenario. This policy shock 
period represents the first five years of the previous EU Cohesion Policy. 
Estimated impacts of policy interventions then span from 2015 to 2031. 
Impacts are measured in terms of percentage deviation from the no- 
intervention (baseline) scenario.

Figure 7.4 shows the spatial distribution of the REDI changes (left 
hand panel) and that of the short-run (first year) economic impact of the 
uniform solution. These impacts depend on several regional factors, most 
importantly the initial level of entrepreneurship and human capital. 
Based on that, in Germany, Berlin and southern German regions both 
with high initial REDI and human capital stocks are expected to increase 
the most in terms of value added. However, in other areas where the dis-
tribution of human capital and REDI does not show the same pattern the 
potential change of value added is not self-evident. Following a similar 
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Fig. 7.4 Spatial distribution of REDI shocks (left-hand panel) and their impacts on 
gross value added (right-hand panel) in the case of the uniform solution sce-
nario in 2019
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Fig. 7.5 The national impact on national average REDI (left-hand panel) and 
value added (right-hand panel) in case of uniform solution

logic in Hungary, the highest growth is expected in Budapest. Similarly, 
in Italy human capital and entrepreneurship is concentrated in the north-
ern part of the country; thus the shock will have a more significant value 
added effect in those areas.
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Figure 7.5 depicts the country-level dynamic effects of regional REDI 
shocks. Temporal paths of regional human capital significantly influence 
the dynamic impacts of entrepreneurship on regional GVA. Furthermore, 
this effect is augmented by migration and interregional trade in the long 
run. The effect of REDI on TFP is lagged in time by one period; thus 
initial REDI shocks in 2014 will have productivity and economic impacts 
one year later. This also means that the five-year period of REDI inter-
ventions expires in 2018 while direct economic impacts continue after 
this year.

The level of human capital influences the immediate economic impacts 
of the uniform solution; this is why Germany gains the most economic 
growth in 2015 and Hungary benefits the least. After 2018, in spite of 
the regional REDI scores remaining the same, there are further changes 
in the long-run paths of national value added. In addition to the differ-
ences influenced by temporal paths of human capital, migration, and 
interregional trade, we have to highlight the role of investment here. In 
2020, we observe a further increase of value added, explained by increas-
ing productivity affecting incomes and investment decisions, which will 
have positive impacts on regional investment volumes. Thus, through 
investment, REDI has another effect that remains in the impact mecha-
nisms even when the REDI improvement is released. In the long run, the 
German growth path converges to the European average from above, 
while Italy and Hungary converge to the European average from below. 
Again, Italy converges faster since it has higher human capital stock and 
it increases at a higher rate during the simulation, affecting the REDI 
impact directly and the long-term productivity growth as well.

4.2  Policy Optimization Solution: Targeting 
National Growth

The second scenario reflects the economic impacts of country level opti-
mization of the REDI. This means that the same amount of additional 
resources are used, but allocated in a way that generates the highest 
country- level (average) growth in REDI.  By doing so, we expect that 
country-level economic growth can be further promoted.
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As a result, in Germany the country-level average REDI score was 
increased by 10.63%. The inner structure of pillars changed slightly, but 
the five most important pillars almost kept their share of efforts. In 
Germany, growth was achieved by concentrating more efforts in product 
innovation and technology absorption and partially in high growth pil-
lars in general. On the other hand, this means that less effort was allo-
cated to human capital, risk perception, and opportunity startup pillars 
(in order of significance). Regionally, efforts have been reallocated in 
favor of relatively efficient regions (Brandenburg, Rheinland-Pfalz, and 
Sachsen-Anhalt) in terms of human capital and/or entrepreneurship at 
the expense of lower amount of allocated resources in Niedersachsen and 
Thüringen.

The second largest increase in country-level average REDI (10.40%) 
can be achieved in Hungary by allocating even more efforts to cultural 
support, risk perception, and slightly to networking, at the expense of 
financing and product innovation pillars. Interestingly Budapest seems to 
be an exception, since in this region efforts have been reallocated from 
cultural support in favor of risk perception. The regional distribution of 
efforts was mainly reallocated to the most developed parts of the country: 
the capital and slightly to Western Hungary. Finally, in Italy the increase 
of country-level average REDI (10.19%) resulted in higher concentra-
tion of efforts in Opportunity startup and Human capital pillars, while 
reducing efforts mainly in the Cultural Support pillar (Fig. 7.6). In this 

ITA

HUN

GER

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Opportunity Perception
Startup Skills
Risk Perception
Networking
Cultural Support
Opportunity Startup

Technology Absorption
Human Capital
Competition
Product Innovation

Process Innovation

Fig. 7.6 The distribution of additional efforts in REDI among the 14 pillars at the 
country level in case of policy optimization
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case, however efforts were mainly reallocated in favor of the southern 
underdeveloped regions.

In this scenario, the relative change of REDI will be different in every 
region as a consequence of country optimization which makes the analy-
sis even more difficult. Now we have to account for the initial size of 
REDI, its change and the level of human capital stock in the region 
because the combination of these three factors will determine the regional 
TFP changes. Finally, the change of gross value added is mainly driven by 
the changes of TFP, and in the long run other factors may play a role 
(e.g., migration, trade, investment).

The regional impacts on gross value added are depicted in Fig. 7.7. 
There are strong country-specific characteristics in the spatial pattern of 
value added growth. In Germany and Hungary policy optimization 

Fig. 7.7 The spatial distribution of REDI shocks (left-hand panel) and their 
impacts on gross value added (right-hand panel) in case of the policy optimization 
scenario
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coincides with developed regions with high level of human capital, which 
amplified the total change of value added in the short run. In Italy, how-
ever, the largest national REDI growth occurred by allocating resources 
to poor southern regions with low levels of human capital. Compared to 
the uniform solution in 2019, both Germany (+0.02%) and Hungary 
(+0.50%) reached higher value added over the simulation period by 
focusing resources on highly efficient regions. Italy on the other hand 
reaches lower value added (−0.10%) since resources were concentrated in 
lagging regions, which serves as another proof of the tensions between 
economic growth and regional convergence.

There is a slow convergence to EU average in the long run even in the 
case of Italy (Fig. 7.8). We must note that in Germany the growth path 
slightly goes below that of the uniform solution from 2025. The reason 
for that can be found in the interrelation of employment and investment 
effects described above, which slightly drives down EU average growth 
after the interventions are released and then turns it around. This cyclic 
behavior is overcompensated by the high growth rate of Hungarian and 
Italian human capital, but in Germany the slow growth of human capital 
was not enough to compensate this impact. This also highlights the fact 
that changing entrepreneurship is not a sufficient predictor of economic 
growth, but the broader regional economic environment has to be taken 
into account.
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Fig. 7.8 The national impact on national average REDI (left-hand panel) and 
value added (right-hand panel) in case of the policy optimization scenario
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4.3  Poor Regions Solution: Targeting 
Underdeveloped Regions

In this scenario, we turn our attention towards poor regions in each 
country and we assess the extent of possible economic growth that can be 
achieved by concentrating more efforts in those regions. The additional 
effort required by the uniform solution is allocated to regions that are 
considered the poorest in each country. Practically, it results in decreasing 
regional differences in terms of REDI scores since higher REDI score 
regions receive no additional efforts, while poorer regions can utilize all 
the resources. Figure 7.9 indicates the result of optimization in terms of 
the 14 pillars.

Broad diversification characterizes the results of this solution in 
Germany: originally large pillars (e.g. risk perception, human capital) 
were decreased in favor of many smaller pillars. Strengthening cultural 
support in Hungarian poor regions does not result in the highest REDI 
growth. On the contrary, efforts in cultural support were decreased by the 
PFB method mainly in favor of risk perception and networking pillars. 
Apart from Southern Transdanubia, all regions diversified in Hungary in 
favor of the above-mentioned pillars, while in Southern Transdanubia 
cultural support was further supported by the optimization. Some of the 
largest pillars were weakened in Italy (high growth, human capital), but 
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Fig. 7.9 The distribution of additional efforts in REDI among the 14 pillars at the 
country level in case of poor regions scenario
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Fig. 7.10 The national impact of national average REDI (left-hand panel) and 
value added (right-hand panel) in case of poor regions scenario

another important pillar (opportunity startup) was significantly improved. 
Still the largest improvement occurred in Cultural support, which was 
not significant nationally in the previous scenarios. These results under-
line again the important connection between human capital, cultural 
support, entrepreneurship, and economic growth in underdevel-
oped areas.

Figure 7.10 indicates the change of REDI averages in the three coun-
tries, which is now clearly lower than in the other two scenarios. It can 
also be observed that Italy and Hungary benefited the most of this inter-
vention in terms of REDI change and Germany is lagging behind. Thus, 
it seems that entrepreneurship development in poorer regions may be 
more successful in less developed countries.

In this scenario, national average values do not show us a clear picture 
of the economic impact mechanism. Since intervention takes place in 
poor regions (Fig. 7.11), local human capital promotes economic growth 
dominantly, which is much lower than the national average; thus eco-
nomic impacts are expected to be modest. In addition, the relative size of 
relevant human capital in poor regions between countries can differ sig-
nificantly. In case of Italy, for example, it can be seen that the general level 
of human capital is much larger than in Hungary although when only 
less developed regions are considered, this relation is reversed. In terms of 
human capital, the southern regions of Italy are less developed than 
Hungarian poor regions, while the national value is much higher thanks 
to the highly developed northern dynamic regions. German poor regions 
seem to be significantly more developed than regions in the other two 
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Fig. 7.11 The spatial distribution of REDI shocks (left-hand panel) and their 
impacts on gross value added (right-hand panel) in case of the poor regions 
scenario

countries. Thus, the immediate economic effects are resulting from a 
combination of REDI change and the level of local human capital. Based 
on that, short-run immediate economic growth appears to be the largest 
in Germany and Italy, and then in Hungary. With time, however eco-
nomic impacts are dominantly influenced by the change of human capi-
tal stock in poor regions. As a consequence, the initial low Hungarian 
economic impact soon overtakes all the other countries and, with the 
high growth rate of human capital, Italy follows Hungary.

4.4  The Cost of Growth: Convergence Effects

A key question in our analysis is how the regional distribution of growth 
is impacted in these scenarios, that is, what is the trade-off between aggre-
gate growth and convergence. This was already reflected by the results 
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Fig. 7.12 The impact on convergence: policy optimization (left-hand panel) and 
poor regions (right-hand panel)

discussed so far, but a more direct insight can be given using GINI coef-
ficients calculated on the basis of regional gross value added. Figure 7.12 
shows the impact (as compared to the baseline, no-intervention scenario) 
of the growth-targeting policy optimization solution (left-hand panel) 
and that of the convergence-targeting poor regions solution (right- 
hand panel).

The results suggest that in the case when policy optimization targets 
regions where economic activities are highly concentrated (such as in 
Hungary), convergence costs of growth can be significant, whereas in 
Germany and Italy, the GINI coefficient even decreases a little bit (indi-
cating slight convergence), in spite of the resources targeting the most 
developed regions. This result draws attention to spillover mechanisms 
through which entrepreneurship development in developed regions can 
affect less developed regions through various economic feedback mecha-
nisms that the GMR framework is able to account for. Considering the 
other option when entrepreneurship policy targets less-developed regions, 
we observe a similar pattern. Naturally, the policy leads to convergence 
(decreasing GINI coefficients) in this case, but there are differences 
among countries. Hungary observes the strongest convergence effect, 
which is the consequence of the high concentration of economic activi-
ties in Budapest, the capital region. In this scenario, significant amounts 
of resources are reallocated from the core to the periphery, which posi-
tively affects the patterns of inequality. The convergence effects in case of 
Germany and Italy are modest relative to Hungary, but still significant.
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4.5  Lessons Learned from the Simulations

The results of our simulations extend our knowledge on the efficiency of 
entrepreneurship policies in the growth-convergence axis in two 
dimensions.

First, with respect to the growth focused, policy optimization scenario, 
we learned that country optimization of entrepreneurship policy becomes 
successful to promote growth if high REDI change occurs in regions 
where large human capital stock is paired with high entrepreneurship 
levels. Considering the factors that influence the dynamic impacts 
(human capital growth, interregional trade, migration, the interplay 
between employment and capital accumulation), the combination of all 
those components results in further boost in economic performance. 
Otherwise, the lack of one or more of those components can overcom-
pensate the total effect of policy interventions, as it happens in the case of 
Italy. However, promoting growth by country optimization does not nec-
essarily imply the emergence of costs in terms of convergence. While the 
Hungarian experience supports the generally expected growth- 
convergence trade-off (with a 1.25% cost in terms of increasing inequal-
ity) in Germany and Italy, a slight convergence is materialized.

Second, regarding the convergence-oriented policy, we experienced 
that a focus on entrepreneurship support in underdeveloped regions 
more efficiently promotes growth in generally less developed countries 
(Hungary and Italy). This happens partially because the same rate of 
growth of REDI costs less “efforts” in those countries and partially 
because in the long run, these regions are characterized by higher growth 
rates of human capital, which enables them to capitalize more on the 
same change of REDI than lagging regions of a more developed country. 
We observed increasing convergence in the three countries, which is in 
accordance with expectations. However, there are country-specific differ-
ences in this respect as well: the effect is the highest in Hungary followed 
by Germany and Italy. The growth cost of the convergence policy is 
around 2.5% with some variation across the countries.
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5  Summary

Economic impact assessment of entrepreneurship policies has been hin-
dered by two major challenges: the measurement of the impacts on entre-
preneurship and the estimation of economic effects in the context of a 
policy impact model. With REDI and the novel developments of the 
GMR-Europe model, the possibility of estimating the economic effects 
of entrepreneurship policy emerged recently. In this chapter, we outlined 
the structure of the GMR-Europe model and discussed simulations to 
illustrate the capability of the GMR-Europe model to tackle entrepre-
neurship policies in a detailed way. The simulations were carried out in 
the context of the growth vs. convergence trade-off, by pointing out the 
strength of the regional-level impact modeling framework in targeting 
the issue to such a detailed level.

Differences in regional and national economic impacts are related to a 
multitude of factors, most importantly to the initial level of the REDI, 
the level and the dynamic change of human capital in the region, migra-
tion patterns of factors of production and changes in interregional trade 
initiated with the policy. The relative size and direction of all those forces 
will eventually determine economic growth of regions and nations.

Three impact scenarios were discussed, one with an even allocation of 
entrepreneurship-development across regions, one targeting national 
growth rates, and one targeting less developed regions. From these exer-
cises, a few important conclusions can be drawn. First, successful high- 
growth entrepreneurship development requires the allocation of 
additional support to regions characterized by both high initial level of 
entrepreneurship (REDI) and skilled workforce. Second, promoting 
entrepreneurship in underdeveloped regions can successfully decrease 
regional inequalities, and increase convergence, but this surely comes at 
the cost of lower levels of national economic growth. However, there are 
significant differences between countries with respect to the relative loss 
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of growth that is associated with the same increase in convergence. The 
paper also points out the capability of the GMR-Europe model in quan-
tifying these effects. Third, there is no clear “best practice” recipe for 
entrepreneurship development. Countries/regions with different levels of 
economic and entrepreneurial performance can be developed by focusing 
additional support on different sources (pillars) of entrepreneurship, as 
indicated by the REDI. Fourth, it needs to be clearly determined whether 
regional convergence or economic growth is the main objective function 
of policy interventions. Areas with high potential for entrepreneurship 
development do not necessarily coincide with areas with high potential 
for economic growth. Policymakers should treat economic and entrepre-
neurial development together to find an optimal balance between the two 
targets to come up with the best solution. As our study highlights, eco-
nomic impact assessment models as the GMR-Europe model can suc-
cessfully support such complex decision problems.

Notes

1. The attitude sub-index aims to identify the attitude of the people towards 
entrepreneurship (like the level of opportunity recognition or start-up 
skills within the population). Abilities are principally concerned with 
measuring certain important characteristics of both entrepreneurs and 
start-ups with high growth potential (e.g., the extent to which new oppor-
tunities motivate business startups, the share of technology intensive and 
creative sectors in the region). The entrepreneurial aspiration sub-index 
refers to the distinctive, qualitative, strategy-related nature of entrepre-
neurial start-up activity (i.e., the degree of innovativeness and the extent 
to which high growth, internationalization, and good access to finance 
characterize entrepreneurial businesses).

2. These models either follow the tradition of macroeconometric modeling 
(like the HERMIN model—ESRI, 2002), the tradition of macro CGE 
modeling (like the ECOMOD model, Bayar, 2007) or the most recently 
developed DSGE approach (QUEST III—Ratto et al., 2009).
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1  Introduction

Digital inequality cannot be overlooked. The world has become a more 
digitally dependent place, mostly as a result of the rapid penetration of 
Internet and information and communications technologies (ICTs) in 
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the day-to-day routines of governments, organizations, and the people 
(United Nations, 2020; Acs, et al., 2021). But, digital integration is not 
occurring evenly. The increased digitization of societies has given rise to a 
new form of inequality—namely, digital inequality—that is spreading 
across the globe. Digital inequality is currently affecting millions of peo-
ple, being the poorest the most negatively affected as reflected by United 
Nations (2020): 20% of people have access to the Internet in developing 
countries (87% in developed countries). Various factors are at play in 
digital inequalities. Besides the obvious economic differences within and 
between countries, geopolitics also spurs the digital divide. The rivalry 
between China—whose recently developed tech industry is propelling 
the country’s digital prosperity—and the United States is fueling a digital 
polarization that has materialized in restrictions on access to ‘hard tech’ 
components and the mutual banning of digital platforms (US Department 
of Commerce, 2020; The Economist, 2021a).

Also, by altering societies’ functioning, the Covid-19 pandemic is leav-
ing a legacy of increased digital inequality (e.g., Nguyen et  al., 2021; 
O’Sullivan et al., 2021). For people living on the wrong side of the digital 
divide, the damages of being unable to connect to the Internet are pro-
found, in terms of access to information, e-commerce, remote education, 
remote work, remote healthcare, and digital banking services. As the data 
flow, they reveal that with the pandemic both developed and developing 
countries have fallen short in equipping citizens and businesses with the 
means to carry out their daily activities (e.g., United Nations, 2020; 
Tranos & Ioannides, 2020; Nguyen et al., 2021).

All these problems threaten digital integration. Digital infrastructures 
are not the only medicine to combat inequality. Recently, various voices 
invoke the digital ecosystem supporting the networks of ecosystem actors 
as an essential ingredient to trigger the societal benefits of ICTs and, con-
sequently, help reduce digital inequality (Acs, et  al., 2021; O’Sullivan 
et al., 2021).

In articulating this discussion, we carry out a simple empirical exercise 
to support our arguments. We briefly anticipate that, unlike other studies 
on power laws in social phenomena including WWW and Internet con-
nections (e.g., Albert et al., 1999; Faloutsos et al., 1999; Gabaix, 2009; 
Arshad et al., 2018), we adopt a lens of power law (y(x) ∝ Cx−k) in which 
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deviations in the rank-size rule of the Internet access data for 107 coun-
tries are at the center of the analysis. We report estimates of the effects of 
digital technologies on rank deviations in Internet access. In the second 
stage, we describe countries’ digital ecosystem using the digital platform 
economy index proposed by Acs, et al. (2021).

The logic of the study approach is straightforward. As in Cristelli et al. 
(2012) and Bettencourt and Zünd (2020), we interpret the rank devia-
tion in Internet access as a quantitative proxy-indicator of the degree of 
digital integration (estimations in Appendix 1 illustrate this intuition). In 
other words, as in any human-made system, empirical discrepancies in 
the Internet access distribution can be understood as the result of com-
plex processes mediated by different stakeholders. Instead of proposing a 
canonical power law study we argue that, in contexts characterized by 
incomplete data and substantial socio-economic differences, rank devia-
tions in Internet access acquire the meaning of valuable information that 
can be connected to the digital prioritization strategy and economic real-
ity of the studied countries.

Despite the utter simplicity of our analysis, the implication of our 
study is clear: by correlating rank deviations in Internet access data with 
digital technologies and the digital ecosystem, we are in a better position 
to describe the degree of global digital integration and identify potential 
actions that countries might adopt if the objective to reduce digital 
inequality is the desired goal.

2  Methods

We follow a two-step approach to analyze the links between digital 
inequality, digital technologies, and the digital ecosystem on a sample of 
107 countries during 2015–2019. First, we rely on a standard power law 
function of the form ln(rank)i =  ln α − β ln Internet usersi, where α is a 
constant and β is the power exponent, to represent the rank-size rule for 
the Internet access data. Parameters (α, β) are estimated by OLS using 
STATA© software. Appendix 2 gives full details on the construction of 
the study variables (Table 8.4), offers the data used in the empirical exer-
cise (Tables 8.5 and 8.6), and presents descriptive statistics for the vari-
ables (Table 8.7).
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Figure 8.1 shows the log-log plot of the rank-size relationship for the 
Internet access data for 2015 and 2019. The comparison between the 
observed ranks in 2015 (r2015) and 2019 (r2019) allows us to calculate, for 
each country (i), the rank deviation[7]: DiffRank = r2015 − r2019. By defini-
tion the DiffRank variable does not vary continuously; therefore, for 
enhanced estimation accuracy we use a normalized form of this variable: 
normDiffRanki = (DiffRanki + N)/(2 × N). The relatively good fit of esti-
mations in Fig.  8.1 suggests that the proposed rank-size relationship 
characterizes the heterogeneity in the distribution of the Internet access 
data. Thus, the rank deviation variable can be considered a convenient 
proxy measure of digital dispersion.

We employ OLS models to examine how digital inequality (normDif-
fRank) is affected by digital technologies (i.e., broadband subscriptions 

–1 0

OLS results:

Power exponent = –0.5684 (0.0777)
Adj. R2 = 0.8954

1 2 3
In number of internet users 2015

4 5 6 7

0
1

2
3

In
 ra

nk

–1 0

OLS results:

Power exponent = –0.5678 (0.0776)
Adj. R2 = 0.9001

1 2 3
In number of internet users 2019

4 5

0
1

2
3

In
 ra

nk

4
5

6 7

4
5

Fig. 8.1 Log-log plot of the number of internet users for 2015 and 2019 (N−107 
countries). We followed Gabaix and Ibragimov (2011) to compute the standard 
error (SE) of the power law exponent SE � �� �2 / N � . For the two power law 
exponents the p-value < 0.001 (two-tailed)
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and bandwidth capacity). We interpret rank deviations as signals of the 
degree of digital dispersion or inequality (Cristelli et al., 2012; Tranos & 
Ioannides, 2020). That is, a positive coefficient would indicate an impact 
on normDiffRank towards the decrease of digital dispersion, that is, 
towards a greater degree of integration in the number of Internet users. 
In the second stage, we offer a descriptive comparison between the 
Internet access data and countries’ digital ecosystem. Acs, et al. (2021) 
offer a detailed description of the digital platform economy index.

3  Results

3.1  Digital Technologies and Digital Integration

We begin by analyzing the relationship between digital technologies and 
rank deviations. The estimated effects on digital inequality (normDif-
fRank) are reported in Panels A (variables in levels) and B (variables as 
variation between 2015 and 2019) in Table 8.1.

We observe that, instead of merely having more digital technologies 
(Model 1 in Table 8.1), investing in digital infrastructures that facilitate 
the access to the Internet for citizens and local businesses—which mate-
rializes in, among other things, a greater number of broadband subscrip-
tions (Tranos & Ioannides, 2020; Nguyen et  al., 2021)—is positively 
correlated with rank deviations of Internet users (Model 2 in Table 8.1). 
That is, the increased usage of broadband Internet results in national digi-
tal systems which are more uniform and integrated, and are characterized 
by a greater number of Internet users.

Therefore, an increase (decrease) in the adoption of broadband tech-
nologies is associated with high (low) levels of “digital catch-up” or digital 
integration (inequality). Additional analyses using as dependent variable 
the change in Internet users during 2015–2019 are presented in Models 
3 and 4 in Table 8.1. The findings corroborate that variations in broad-
band subscriptions are positively correlated with changes in the number 
of Internet users.
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Table 8.1 Regression results (OLS)

Dependent variable: 
normalized difference in 
ranks (normDiffRank)

Dependent variable: 
variation (%) in the 
number of Internet users 
(VarIntUsers)

Model 1 Model 2 Model 3 Model 4

Broadband subscriptions 
per Internet user (BS) 
in 2015 (%)

–0.0002
(1.23)

–0.0034
(1.44)

Bandwidth (bits/s) per 
Internet user (BW) in 
2015 (ln)

–0.0020
(0.70)

–0.0543
(1.35)

Variation in BS 
(2015–2019)

0.0052***
(4.51)

0.0532*
(1.99)

Variation in BW 
(2015–2019)

–0.0005
(1.22)

–0.0034
(0.53)

Total population in 2015 
(ln)

0.0010
(0.92)

0.0015
(1.42)

0.0304
(1.18)

0.0379
(1.43)

GDP per capita in 2015 
(ln)

–0.0129***
(3.68)

–0.0125**
(2.83)

–0.1433**
(3.14)

–0.1771**
(3.27)

Trade in 2015 (%) 0.0051
(1.28)

0.0031
(0.94)

0.0876
(1.79)

0.0450
(1.18)

OECD dummy –0.0018
(0.38)

–0.0062
(1.52)

–0.1074
(1.70)

–0.1641**
(2.92)

Constant 0.6468***
(13.46)

0.6191***
(14.27)

2.3081***
(3.69)***

2.0136***
(3.75)

F test 7.18*** 19.21*** 13.07*** 14.78***
Adjusted R2 0.3388 0.4305 0.4168 0.4369
RMSE 0.0213 0.0198 0.2985 0.2933
VIF (min-max) 2.21

(1.41–3.10)
1.50
(1.08–2.19)

2.21
(1.41–3.10)

1.50
(1.08–2.19)

Observations 107 107 107 107

Full details on the construction of the dependent variable (normDiffRank) as well 
as the set of independent variables are presented in Appendix 2 (Table  8.4). 
Notice that the digital platform economy index (DPE) and its sub-indicators are 
not included in the OLS models due to collinearity issues (i.e., the digital 
technology variables are included in the construction of the DPE) (see Acs, et al. 
(2021) for a detailed description of the DPE). Absolute t-statistics based on 
robust (heteroskedastic) standard errors clustered by country are presented in 
parentheses

* = p-value < 0.05, ** = p-value < 0.01, and *** = p-value < 0.001 (two-tailed)
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3.2  The Role of the Digital Ecosystem

As with any human-made system, to synthesize and map all the relations 
that exist between the different actors of the digital ecosystem is a chal-
lenging task. This obviously implies that, despite its methodological 
validity and analytical usefulness, quantitative work based on correlations 
might mask other relevant factors explaining digital inequalities. We thus 
include in the analysis the digital platform economy index (DPE) for 
2019, developed by Acs, et al. (2021) using multiple data from 2015 to 
2018, to describe the main properties of countries’ digital ecosystem.

This way, we take the digital inequality discussion to a more qualitative 
level, and add to this brief debate potentially valuable clues on how the 
digital ecosystem can help reduce digital inequalities. Results are pre-
sented in Fig. 8.2. We complement the analysis by using Epanechnikov 
kernel density estimates to evaluate differences in the DPE sub-indicators 
between outperforming countries that improved their rank between 
2015 and 2019 (DiffRank > 0) and underperforming countries that wors-
ened their rank during the same period (DiffRank < 0) (full results are 
shown in Table 8.8 of Appendix 3).

Overall, two main results emerge from the inspection of the data sum-
marized in Fig. 8.2. First, the good news, at the global scale poor coun-
tries are catching up, and the reported ‘digital catch-up’ between 2015 
and 2019 is especially evident among less developed countries in Africa, 
Asia, and Latin America, in terms of GDP per capita (Fig.  8.2). This 
result is consistent with our OLS estimations (Table 8.1), and is further 
corroborated by the analysis presented in Appendix 3: outperforming 
countries (DiffRank > 0) show a significantly weaker digital ecosystem 
(DPE) than underperforming countries (DiffRank  <  0) (Fig.  8.2 and 
Table 8.8).

For example, African nations report the greatest growth in both 
Internet usage (44.57%) and broadband subscriptions (144.65%), and 
only three countries—that is, Mauritius, Uganda, and Zimbabwe—
report a negative rank deviation (DiffRank < 0). Similarly, 17 out of the 
29 Asian countries report positive rank deviations (DiffRank > 0), and 
Internet usage rates grew more intensively in less developed countries 
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Internet users
in 2019
(% of
population)

2019 Rank (min-max)
2015 Rank (min-max)

59.53 (10-102)

2019          40.30%
2015          27.87%
Variation   44.57%

64.89 (14-102)

Africa (N = 19)
Mean DPE: 16.03

Internet users (% of
population)

2019          69.90%
2015          55.19%
Variation   26.67%

Asia (N = 29)
Mean DPE: 28.53

Internet users (% of
population)

2019          68.52%
2015          54.17%
Variation   26.50%

America (N = 18)

Digital ecosystem (DPE index)

Mean DPE: 31.29

Internet users (% of
population)

2019          84.02%
2015          76.34%
Variation   10.07%

Europe (N = 39)
Mean DPE: 50.03

Internet users (% of
population) 2019          88.45%

2015          86.42%
Variation     2.59%

Oceania (N = 2)
Mean DPE: 67.22

Internet users (% of
population)

41.24 (1-97)
42.55 (1-100)

48.56 (3-91)
49.06 (2-95)

63.44 (9-107)
60.79 (7-107)

51.00 (32-70)
48.50 (30-67)

Avg. change in BS
Avg. change in BW

144.65%
266.61%

0.85%
143.69%

4.12%
128.22%

7.69%
48.45%

9.53%
222.35%

Fig. 8.2 Digital integration, digital technologies, and the digital ecosystem 
(DPE). Note: DPE = digital platform economy index (Acs, et al., 2021), BS = broad-
band subscriptions (% of total population), BW = international bandwidth capac-
ity (bits/s) per Internet user. For each continent, N refers to the sample size

(39.40%) (e.g., Bangladesh, India, Mongolia, Pakistan, and Sri Lanka) 
than in developed nations with DiffRank < 0 (8.32%) (e.g., Japan, Korea, 
and Singapore). In China, a popular case with DiffRank > 0, 64.57% of 
the population has Internet access in 2019 (50.30% in 2015) and broad-
band subscriptions grew 23.94%. In Latin America, 10 out of the 16 
nations show DiffRank > 0 and their rate of Internet users grew 48.71% 
during 2015–2019 (23.55% for underperforming countries with 
DiffRank < 0). These results are higher than those reported for Canada 
(growth in Internet users = 12.92%) and the United States (growth in 
Internet users = 22.80%).

Second, the bad news, severe digital inequalities still prevail and this is 
especially visible when comparing Africa viz-à-viz other geographies. 
Although African countries show the highest improvement in rank values 
(5 points) and Internet usage rates (44.57%), only 40.30% of Africans 
have access to the Internet in 2019, a result that is sensitively lower than 
that found for the rest of continents (Fig. 8.2). Also, a comparison of the 
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OLS estimations in Appendix 1 suggests that the pace of global digital 
integration is slowing down over the last decade.

The wealthy world is also, to a certain extent, exposed to digital 
inequalities. Rank deviations are mostly small and negative among global 
economic locomotives, which can be attributed to their development 
level and associated large investments in digital technologies (e.g., 
DiffRankUSA = −1, DiffRankGermany = −2, DiffRankJapan= −2, and DiffRankUK 
= −4). The greater growth in Internet users of China and India further 
contribute to explain these results. The case of Europe is also worth men-
tioning: 29 out of the 39 European states show a negative rank deviation 
(DiffRankEurope  = −2.64, ranging from −7 to 1) (for details, see Table 8.5 
in Appendix 2). Despite the evident “digital catch-up” process, for ten 
European countries, mostly Eastern European (including four EU mem-
ber states), it was found a relatively low rate of Internet users that is com-
parable to Europe’s result for 2015: 64.03% in 2015 and 76.18% in 2019.

4  Discussion and Concluding Remarks

We started this study with the motivation of analyzing digital inequali-
ties, in terms of access to the Internet. In the context of complex human- 
made systems—such as the case analyzed in this work—where rank-size 
rules hold approximately due to substantial differences in the socio- 
economic dynamics of the studied system, our approach based on rank 
deviations in the distribution of Internet access data offers a way to pro-
duce valuable information that helps identify temporal trends and unveil 
policies with the potential to trigger structural changes in the digi-
tal system.

Digital integration is a complex process characterized by investments 
in digital technologies and the structure of the digital ecosystem. The 
proliferation of digital technologies is promoting a “digital catch-up” that 
supports digital inclusion (O’Sullivan et  al., 2021), and this “digital 
catch-up” process is stronger in underdeveloped countries (see Appendix 
3). But, descriptive evidence signals that the pace of digital integration is 
slowing down (see Appendix 1), and that poor countries have a fragile 
digital ecosystem. Additional tests show that governance (e.g., regulation, 
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cyber protection, and data privacy) and platforms’ activity (e.g., social 
media and online payments) are decisive pillars of digital integration (see 
Appendix 4). Echoing recent work in the economic field (e.g., Brynjolfsson 
et  al., 2019; Goldfarb & Tucker, 2019), we speculate that this result 
emphasizes the role of platforms as “matchmakers.” By providing struc-
tures that reduce search costs of products and services, platforms trigger 
economic- and information-based exchanges between people and busi-
nesses (Goldfarb & Tucker, 2019; Acs, et al., 2021).

In closing, digital inequalities still prevail around the globe, and 
much has to be done for fully realizing the positive externalities of the 
digitalization of societies (e.g., decrease in the rural-urban divide, and 
increases in business productivity and consumer surplus) (e.g., Kolko, 
2012; Brynjolfsson et al., 2019; Goldfarb & Tucker, 2019). In parallel, 
various tensions between governments and between digital platforms 
and governments increase the risk of inequality. Notable examples of 
such tensions include the digital polarization caused by geopolitical 
rivalries, and the enactment of regulations guided by the increased 
interest of policymakers for controlling the key input of the digital pro-
duction function, namely the data (The Economist, 2021b; The 
Guardian, 2021).

Digital ecosystems are not checklists that can be altered in the short 
run. Furthermore, the inherent differences across countries support the 
notion that policy isomorphism is a suboptimal strategy. In this sense, the 
just digital framework (e.g., O’Sullivan et al., 2021) and the digital plat-
form economy index (Acs, et al., 2021) are examples of tools that can 
equip policymakers with reliable information for promoting more 
informed, tailor-made reforms. Policies targeting the governance umbrella 
and the activity of platforms are especially relevant if the set goals are to 
prevent digital exclusion and its manifestations in the post-Covid pan-
demic period, and eradicate digital inequality in the long term.
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 Appendix

 Appendix 1: Power law exponent for the number 
of Internet users (selected years: 2000, 2005, 2010, 
and 2015)

This material presents the results of the power law estimations for the 
distribution of the number of internet users for the years 2000, 2005, 
2010, and 2015. Figure 8.3 shows the log-log plots for the analyzed data, 
while full OLS regression results are presented in Table 8.2. Finally, the 
data used in this analysis, available at the World Bank databases (URL: 
https://data.worldbank.org/indicator), is presented in Table 8.3.
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Fig. 8.3 Log-log plots of the number of internet users for the years 2000, 2005, 
2010, and 2015. We followed Gabaix and Ibragimov (2011) to compute the stan-
dard error (SE) of the power law exponent SE � �� �2 / N � . For all power expo-
nents the p-value < 0.001 (two-tailed)
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Table 8.2 OLS models: results for the power law analysis of the number of 
Internet users

Year Power exponent Constant Adj. R2 F-test RMSE Obs.

2000 –0.3943 
(0.0539)***

3.3251 
(0.0483)***

0.8695 213.02*** 0.3360 105

2005 –0.4664 
(0.0638)***

3.9544 
(0.0288)***

0.8781 239.61*** 0.3250 107

2010 –0.5163 
(0.0706)***

4.4265 
(0.0479)***

0.8795 241.46*** 0.3232 107

2015 –0.5684 
(0.0777)***

4.8045 
(0.0663)***

0.8954 267.56*** 0.3011 107

For the year 2000 data for Serbia and Montenegro is not available because these 
countries formed the State of Serbia and Montenegro. The standard error (SE) 
of the power law exponent is computed based on the method proposed by 
Gabaix and Ibragimov (2011) SE � �� �2 / N �

*** = p-value < 0.001 (two-tailed)

(continued)

Table 8.3 Data for the number of internet users (millions of people) for selected 
years (2000, 2005, 2010, and 2015)

Country Year 2000 Year 2005 Year 2010 Year 2015

1 Albania 0.0035 0.1820 1.3109 1.6391
2 Algeria 0.1526 1.9373 4.4972 15.1761
3 Argentina 2.5952 6.8921 18.3548 29.3483
4 Armenia 0.0399 0.1566 0.7193 1.7290
5 Australia 8.9552 12.8487 16.7441 20.1389
6 Austria 2.7023 4.7721 6.2868 7.2547
7 Azerbaijan 0.0119 0.6739 4.1650 7.4300
8 Bahrain 0.0409 0.1894 0.6825 1.2824
9 Bangladesh 0.0907 0.3360 5.4603 12.9693
10 Belgium 3.0171 5.8492 8.1717 9.5890
11 Benin 0.0155 0.1015 0.2879 1.1903
12 Bosnia and Herzegovina 0.0406 0.8030 1.5841 1.8038
13 Botswana 0.0477 0.0587 0.1192 0.7913
14 Brazil 5.0177 39.1290 79.5576 119.2642
15 Bulgaria 0.4388 1.5295 3.4190 4.0668
16 Cambodia 0.0057 0.0421 0.1803 2.7939
17 Cameroon 0.0391 0.2487 0.8747 4.2636
18 Canada 15.7418 23.1059 27.3059 32.1326
19 Chile 2.5468 5.0450 7.6781 13.7698
20 China 22.4235 111.1194 458.8328 689.7237
21 Colombia 0.8748 4.6943 16.5063 26.5664
22 Costa Rica 0.2298 0.9458 1.6707 2.8972
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(continued)

Country Year 2000 Year 2005 Year 2010 Year 2015

23 Croatia 0.2969 1.4284 2.4291 2.9360
24 Cyprus 0.1439 0.3372 0.5896 0.8326
25 Czech Republic 1.0030 3.6015 7.2085 7.9801
26 Denmark 2.0917 4.4840 4.9219 5.4749
27 Dominican Republic 0.3138 1.0447 3.0443 5.5743
28 Ecuador 0.1854 0.8288 4.3577 7.9342
29 Egypt 0.1854 0.8288 4.3577 7.9342
30 El Salvador 0.0693 0.2542 0.9832 1.6953
31 Estonia 0.3992 0.8325 0.9866 1.1629
32 Finland 1.9281 3.9073 4.6602 4.7355
33 France 8.7153 27.0850 50.2533 51.9117
34 Georgia 0.0198 0.2372 1.0186 1.7721
35 Germany 24.8413 56.6647 67.0571 71.5491
36 Greece 0.9875 2.6370 4.9379 7.2321
37 Guatemala 0.0826 0.7381 1.4973 4.4843
38 Honduras 0.0791 0.4848 0.9224 2.4696
39 Hungary 0.7147 3.9309 6.5000 7.1691
40 Iceland 0.1251 0.2582 0.2970 0.3249
41 India 5.5738 27.4058 92.5711 195.2127
42 Indonesia 1.9577 8.1510 26.4083 57.0064
43 Iran 0.6130 5.6507 11.7282 35.5844
44 Ireland 0.6792 1.7309 3.1853 3.9259
45 Israel 1.3128 1.7460 5.1459 6.4822
46 Italy 13.1598 20.2893 31.8201 35.3098
47 Jamaica 0.0827 0.3507 0.7777 1.2206
48 Japan 38.0412 85.5071 100.1635 115.7721
49 Jordan 0.1344 0.7457 1.9751 5.5705
50 Kazakhstan 0.0995 0.4486 5.1577 12.4256
51 Kenya 0.1017 1.1361 3.0262 7.9420
52 Korea, Rep. 21.0126 35.4157 41.4768 45.8605
53 Kuwait 0.1377 0.5886 1.8370 2.9918
54 Latvia 0.1496 1.0298 1.4351 1.5662
55 Lithuania 0.2249 1.2034 1.9240 2.0735
56 Luxembourg 0.0999 0.3256 0.4594 0.5490
57 Macedonia 0.0582 0.1683 0.2971 0.4672
58 Malaysia 4.9600 12.4931 15.8811 21.5118
59 Mali 0.0156 0.0648 0.3010 1.8014
60 Malta 0.0512 0.1665 0.2611 0.3381
61 Mauritius 0.0864 0.1864 0.3542 0.6331
62 Mexico 5.0255 18.2435 35.4259 69.9845
63 Moldova 0.0375 0.4225 0.9243 1.9558
64 Mongolia 0.0301 0.2021 0.2774 0.6746

Table 8.3 (continued)
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Country Year 2000 Year 2005 Year 2010 Year 2015

65 Montenegro 0.0000 0.1665 0.2323 0.4238
66 Morocco 0.1998 4.5941 16.8186 19.7860
67 Namibia 0.0295 0.0777 0.2458 0.5946
68 Netherlands 7.0047 13.2191 15.0735 15.5380
69 New Zealand 1.8278 2.5928 3.5006 4.0665
70 Nigeria 0.0784 4.9285 18.2279 44.3787
71 Norway 2.3353 3.7906 4.5661 5.0231
72 Oman 0.0798 0.1678 1.0897 3.1378
73 Pakistan 0.9778 10.1510 14.3540 21.9370
74 Panama 0.1986 0.3824 1.4607 2.0321
75 Paraguay 0.0398 0.4605 1.2371 3.3254
76 Peru 0.8140 4.7651 10.0929 12.4481
77 Philippines 1.5460 4.6596 23.4917 45.9509
78 Poland 2.7873 14.8120 23.7083 25.8296
79 Portugal 1.6907 3.6751 5.6355 7.1090
80 Qatar 0.0288 0.2140 1.2809 2.3832
81 Romania 0.8110 4.5837 8.0846 11.0498
82 Russia 2.8986 21.8531 61.4253 101.0108
83 Rwanda 0.0050 0.0492 0.8031 2.0464
84 Saudi Arabia 0.4568 3.0259 11.2428 22.0807
85 Senegal 0.0396 0.5308 1.0143 3.1635
86 Serbia 0.0000 1.9569 2.9822 4.6345
87 Singapore 1.4500 2.6021 3.6045 4.3734
88 Slovakia 0.5080 2.9653 4.0819 4.2108
89 Slovenia 0.3005 0.9364 1.4340 1.5084
90 South Africa 2.4051 3.5856 12.2921 28.7561
91 Spain 5.5274 20.9011 30.6476 36.5473
92 Sri Lanka 0.1216 0.3503 1.0131 2.5374
93 Sweden 4.0535 7.6598 8.4403 8.8791
94 Switzerland 3.3838 5.2134 6.5651 7.2454
95 Tanzania 0.0393 0.4230 1.2860 5.1483
96 Thailand 2.3223 9.8294 15.0517 27.0159
97 Tunisia 0.2671 0.9758 3.9138 5.1987
98 Turkey 2.3789 10.4979 28.8006 42.2056
99 Uganda 0.0387 0.4823 3.6320 15.0952
100 Ukraine 0.3522 1.7663 10.6879 22.0734
101 United Arab Emirates 0.7404 1.8353 5.8140 8.3829
102 United Kingdom 15.7960 42.2808 53.3514 59.9071
103 United States 121.5532 200.8569 221.7566 239.1244
104 Uruguay 0.3499 0.6673 1.5587 2.2032
105 Vietnam 0.2032 10.6802 26.9621 41.7047
106 Zambia 0.0199 0.3381 1.3606 2.1120
107 Zimbabwe 0.0477 0.2898 0.8127 3.1418

Table 8.3 (continued)
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 Appendix 2: Data for the empirical analysis

This material describes the variables employed in the empirical exercise of 
the study (Table  8.4). We also include the data used in our analyses 
(Tables 8.5 and 8.6) and the descriptive statistics for the selected variables 
(Table 8.7).

 Appendix 3: Kernel density plots for the digital 
platform economy (DPE) index and its sub-indicators

Table 8.8 in this material presents the results of the statistic tests (t-test, 
Mann-Whitney U test, and Kolmogorov-Smirnov test of equality of dis-
tributions) evaluating differences in the DPE indicator and its four sub- 
indicators, namely: digital multisided platforms, digital technology 
entrepreneurs, digital governance, and digital citizenship. In the table, 
the comparison of the values for the digital ecosystem proxy variables 
distinguish between outperforming countries that improved their rank 
between 2015 and 2019 (DiffRank > 0) and underperforming countries 
whose rank value worsened between 2015 and 2019 (DiffRank < 0).

 Appendix 4: OLS regression results

This material presents the results of the OLS models relating the digital 
platform economy (DPE) index to the digital integration variable (nor-
malized difference in ranks: normDiffRank) and the variation (%) in the 
number of Internet users.
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Table 8.7 Descriptive statistics for the study variables (N = 107 countries)

Variable (description in Table 8.2) Mean
Standard 
deviation

Number of Internet users (million people) in 2019 36.03 106.79
Rank difference 0.38 5.60
Normalized rank difference 0.50 0.03
Bandwidth (bits/s) per Internet user in 2015 (ln) 10.56 1.34
Broadband subscriptions per Internet user in 2015 

(%)
24.28 14.53

Total population (ln) 2.61 1.63
GDP per capita (ln) 9.79 0.96
Trade divided by GDP (%) 89.92 59.46
OECD (dummy) 0.35 0.48
Digital Platform Economy (DPE) index 35.33 20.13
Digital multisided platforms 35.36 20.62
Digital technology entrepreneurs 35.44 19.26
Digital infrastructures 35.50 22.17
Digital user citizenship 35.08 20.05

Table 8.8 Mean comparisons

DPE
Multisided 
platforms

Technology 
entrepreneurs Infra structures

User 
citizenship

Panel A: 
Descriptive 
statistics

DiffRank < 0 
(N = 54)

45.99 45.65 44.83 47.74 45.75

DiffRank > 0 
(N = 53)

24.47 24.87 25.87 23.02 24.21

Overall (N = 107) 35.33 35.36 35.44 35.50 35.08
Panel B: 

Comparison 
tests

t-test 6.522*** 6.014*** 5.829*** 6.927*** 6.568***
Mann- Whitney  

U test
5.717*** 5.296*** 5.268*** 5.957*** 5.439***

Kolmogorov- 
Smirnov test

0.572*** 0.553*** 0.493*** 0.572*** 0.571***

All results reported in the table are statistically significant at 0.001 (two-tailed 
p-value < 0.001)
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Table 8.9 Regression results (OLS)

Dependent variable: 
normalized difference in 
ranks (normDiffRank)

Dependent variable: 
variation (%) in the 
number of Internet users 
(VarIntUsers)

Model 1 Model 2 Model 3 Model 4

Digital platform 
economy (DPE) 
index

–0.0001
(0.79)

–0.0028
(1.25)

Multisided 
platforms

0.0007*
(2.10)

0.0079
(1.58)

Technology 
entrepreneurs

–0.00001
(0.03)

0.0036
(0.67)

Infrastructures –0.0007
(1.76)

–0.0170**
(3.00)

User citizenship –0.00004
(0.13)

0.0026
(0.72)

Total population in 
2015 (ln)

0.0013
(1.24)

0.0005
(0.40)

0.0382
(1.52)

0.0177
(0.65)

GDP per capita in 
2015 (ln)

–0.0143*
(2.49)

–0.0142*
(2.49)

–0.1808*
(2.35)

–0.1640*
(2.17)

Trade in 2015 (%) 0.0040
(1.21)

0.0033
(0.83)

0.0572
(1.55)

0.0467
(1.04)

OECD dummy –0.0008
(0.19)

0.0024
(0.54)

–0.0824
(1.53)

–0.0326
(0.58)

Constant 0.6397***
(11.92)

0.6411***
(11.93)

2.1176**
(3.00)

2.0022**
(2.88)

F test 9.89*** 6.73*** 16.64*** 12.23***
Adjusted R2 0.3368 0.3453 0.4005 0.4308
RMSE 0.0213 0.0212 0.3026 0.2949
VIF (min-max) 2.98

(1.42–5.54)
10.83
(1.64–21.79)

2.98
(1.42–5.54)

10.83
(1.64–21.79)

Observations 107 107 107 107

Full details on the construction of the dependent variable (normDiffRank) as well 
as the set of independent variables are presented in Appendix 2 (Table  8.4). 
Notice that the digital platform economy index (DPE) and its sub-indicators are 
not included in the OLS models due to collinearity issues (i.e., the digital 
technology variables are included in the construction of the DPE) (see Acs et al. 
(2021) for a detailed description of the DPE). Absolute t-statistics based on 
robust (heteroskedastic) standard errors clustered by country are presented in 
parentheses

* = p-value < 0.05, ** = p-value < 0.01, and *** = p-value < 0.001 (two-tailed)
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9
A Tale of Two Cities: How Arlington 

Won and Baltimore Lost in Battle 
for Amazon’s HQ2

Abraham Song and Keith Waters

1  Amazon HQ2 Race

The 2017 Amazon announced its plans to build a second headquarters in 
North America by investing $5 billion and creating 50,000 high-paying 
jobs. The announcement was met with great enthusiasm by 238 city and 
state government officials, who submitted competitive bids. Amazon’s 
public search drew a lot of attention and was politically controversial. 
Some economic developers saw it as a once-in-a-generation opportunity, 
while others criticized the trillion-dollar company for pitting resource- 
strapped states against each other for subsidies. When Top 20 finalists 
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were announced, the search process drew even more criticism for select-
ing on major metropolitan cities and leaving out mid-tier cities, espe-
cially in the heartland of America and many industrial cities like 
Cleveland, Detroit, and St. Louis. Eventually, Amazon split the HQ 
between Arlington, Virginia, and Long Island, New York. But because of 
a backlash by civil activists in Long Island, Amazon had to settle on just 
Arlington.

Amazon HQ2 search process offers a valuable case study to better 
understanding what economic development should and should not look 
like in the twenty first century. Because of its highly publicized nature, a 
lot of data and information is documented; numerous studies and analy-
ses are useful for understanding the evolution in firm strategy (from the 
firm’s perspective) and place-based policy (from the policymakers’ 
perspective).

The old model of economic development that emphasized branding, 
marketing, and business attraction needs to be drastically reimagined to 
better reflect the changing economic landscape and the market needs. 
The old model of economic development was based on the industrial age 
and optimizes on cost minimization. In today’s knowledge economy, 
however, business attraction is becoming increasingly costly and tax 
incentives difficult to justify. At one point in time, place-based policies 
were synonymous to “smokestack chasing.” Generous tax subsidies tar-
geted manufacturing plants because they generated many jobs (also 
middle- class jobs under unions) at once like no other business. However, 
over the years, the manufacturing sector has become leaner and does not 
create as many jobs or the high-paying jobs. Tax incentives chasing distri-
bution centers and data centers are becoming increasingly difficult to 
justify on cost basis (Greenstein & Fang, 2020).

Amazon HQ2 race, however, demonstrated that many city and local 
governments still base their economic development strategies on the old 
model. Maryland, for example, offered as much as $8 billion in tax and 
other incentives. The winning state, Virginia, offered just a fraction of 
that, about $1 billion, but more importantly the package differed quali-
tatively. Virginia’s winning bid put talent pipeline at its front and center. 
This bid offers to economic developers a new model of economic 
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development that moves away from the industrial age thinking and 
adapts to digital age.

The US economy is principally a network of some 400 metropolitan 
economies. Each metropolitan economy is organized around unique set 
of industry specializations and regional comparative advantages. While 
national policies and regulatory frameworks set conditions for economic 
growth and access to opportunity, it is ultimately up to the state and local 
actors and institutions to address the unique market failures and eco-
nomic opportunities.

One lesson that ought to be learned from the Amazon HQ2 competi-
tion is that the innovation sectors prize the ability to produce talent 
workforce. Highly educated workforce is today’s most valuable resource. 
Enrico Moretti, Economics professor at UC Berkeley, argues that “In the 
twentieth century, competition was about accumulating physical capital. 
Today it is about attracting the best human capital.”

The goal of economic development should be to put a region on a path 
to a higher growth by improving the productivity of firms and people in 
a manner that increases the region’s prosperity (Liu, 2016). This approach 
prioritizes the innovation, skills, infrastructure of existing industries over 
business attraction from other localities and departs from inefficient tax 
giveaways (Bartik, 2019).

The structural changes to the economy are reflected in the list of most 
valuable US companies.1 In 1917 and for the majority of the twentieth 
century, the most valuable companies were large industrial firms like US 
Steel, American Telephone & Telegraph, Standard Oil of N.J., Bethlehem 
Steel., and Armour & Co. In 2017, the most valuable companies were 
technology firms like Apple, Alphabet, Microsoft, Amazon, and Facebook. 
These are digital platform businesses whose primary asset is the knowl-
edge workers (Acs et al., 2021).

Today, the best and the brightest college and graduate school degree 
holders are not evenly distributed across the country. Rather, they are 
clustered in a few major metropolitan areas like San Francisco, San Diego, 
New York City, and Boston. Over the past decade or two, the clustering 
of this knowledge workers has only accelerated. Today, there’s just a hand-
ful of cities boast high-tech industries and an agglomeration of talent. 
The reason for this phenomenon is widely documented in empirical 
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evidence; there are significant advantages and benefits to agglomeration 
effects. Knowledge is the density of people and talent. Innovative ideas 
and technological breakthroughs occur through knowledge recombina-
tions and spreads through knowledge spillovers. Locating in these “Brain 
hubs” dramatically increases the human capacity for innovation and, 
hence, wealth creation. For this reason, both employers and employees, 
small and large firms, concentrate to “Brain hubs.” Even though the cost 
of doing business in these metros is higher than in other locations, 
employers are willing to pay premium to access talented workforce.

In the United States, there is a persistent labor shortage; every state 
suffers from an under supply of talent. A large part of the problem is that 
technological advancements are occurring at a faster pace than the educa-
tion system is able to adapt. Today, 90% of occupations in the United 
States have rapidly digitalized and over two-thirds of the jobs require 
some kind of interaction with computers. There is a need for retooling 
and reskilling of existing workforces because technology is evolving so 
quickly. Many employers, like Google, are offering employee apprentice-
ship programs to address labor shortages. Many non-traditional educa-
tional systems, such as coding academies, are making their way into the 
marketplace, but these programs are not scalable. Traditional providers 
need make sure that their curriculums and programs provide the training 
and education that fill the skills gaps of the market.

It is time for economic development policies to adapt to the dynamics 
of the knowledge economy. The policy emphasis should be put on talent 
pipeline and devise long-term strategies on for developing human capital 
as a homegrown asset. This emphasis on talent workforce extends beyond 
merely STEM workforce with bachelor’s degrees. It is about revamping 
the K-14 education system and building a robust industry-university 
partnership that generates knowledge spillovers. It is about building a 
sustainable transit hub with emphasis on walkability and diversity—the 
type of places where talent workforces want to live and work.
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2  A Tale of Two Cities: The Story

The New York Times identified top 25 candidate cities that met Amazon’s 
selection criteria, and picked Denver over Boston and Washington, 
D.C. for its lifestyle and affordability, supply of tech talent, and a startup 
scene.2 In fact, the article emphasized the already growing presence of big 
tech companies, including I.B.M, Google, Twitter, and that Amazon 
would benefit as well.

Moody’s Analytics applied data analytics to the criteria and determined 
that Austin, Texas, was the best candidate for the HQ2, closely followed 
by Atlanta and Philadelphia (See Table 9.1).3 Around the same time, but 
more privately, Apple’s corporate expansion plans were also under way. 
Incidentally, Apple picked Austin, Texas to build their new $1 bil-
lion campus.

When the top 20 finalists were announced, three of them were located 
in the Washington metropolitan area, namely, the District of Columbia; 
Montgomery County, Maryland; and, Northern Virginia. Maryland’s 
initial bid was centered on Baltimore, Maryland, a logistical and trans-
portation hub of the mid-Atlantic coast. The decision to front Baltimore 
was telling about its policymakers’ stubborn attachment to the old model 
of economic development. If Amazon was to choose the HQ2 based on 
tax incentives, Maryland outbid everyone else. However, Amazon showed 
little interest in the Baltimore site (Port Covington and Old Goucher), 
but showed interest in Montgomery County (White Flint).4 So was the 
state’s bid quickly pivoted to White Flint in Montgomery County, but 
the strategy remained unchanged. Compete on the cost basis. Maryland’s 
nearly $8.5 billion in tax incentives, the largest of its kind in the nation, 
was an audacious attempt to outcompete others.

Northern Virginia charted a different course in pursuing Amazon 
HQ2. Virginia’s state-and-local team architected a novel, talent pipeline- 
based proposal.5 Stephen Moret, President and CEO of the Virginia 
Economic Development Partnership, recognized this early on in regard 
to Amazon’s HQ2 location: “If they make this decision on costs or on 
incentives, we’re dead.”6 Despite the many advantages of a dense 
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public- transit or a business-friendly government, Virginia has disadvan-
tages of high living or labor costs (see Table 9.1).

To craft the incentive package, Moret drew on the ideas of that Enrico 
Moretti, the economics professor at University of California at Berkeley, 
laid out in his book, The New Geography of Jobs. Innovation in the high-
tech sector depends not only on the skilled workforce but an entire eco-
system (Li et al., 2022). For example, a biotech laboratory does not exist 
in isolation but takes advantage of agglomerative advantages in research 
centers, universities, and other complementary entities. For this reason, a 
select few cities have grown into high-tech hubs, attracting both compa-
nies and workforce. This realization helped Moret to put a tech talent 
pipeline as the centerpiece of Virginia’s pitch to Amazon HQ2. Moret 
claimed that Virginia was the only place in the nation to put education 
centerpiece of the bid.

Moret’s conviction about talent turned out to be exactly what Amazon 
was looking for. What matters most to regions seeking to build a high- 
tech economy is talent. HQ2 location decision was about talent, talent, 
talent.7 Even Amazon’s decision to split the HQ2 location between 
New York City and Washington metro area was telling of its motives. 
They chose nation’s largest two labor markets with the deepest pool of 
tech workers (Table  9.2). In part, these rankings mirror city size, as 
New  York City and Los Angeles metros are two of the largest in the 
United States. It is also unsurprising to find that San Francisco ranks 
high. The San Francisco Bay Area and the Silicon Valley is best captured 
by two metro areas (San Francisco and San Jose), who together account 
for about 287,000 tech workers. Remarkable is the abundance of tech 
talent in the Washington metro area. Washington metro’s emergence as a 
tech talent hub was long in the works. Part of the credit goes to the 
expansion of the federal government and the series of policy choices made 
by its regional leaders, but also to the economic development community 
driven by the market forces.

In 1960, Baltimore’s population hovered around 940,000, the sixth 
largest in the country. By 1980, after two decades later, with the indus-
trial sector waning, the city’s population was still 150,000 people larger 
than Washington. But since then, the fortunes have turned. Washington 
transformed into a major metropolitan center propelled by the growth of 
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Table 9.2 Tech Talent across major US metropolitan areas

Metro area Tech workers Ranking

New York, NY 320,694 1
Washington, D.C. 263,258 2
Los Angeles, CA 173,007 3
San Francisco, CA 169,232 4
Chicago, IL 160,051 5
Dallas-Fort Worth, TX 152,382 6
Seattle, WA 141,003 7
Boston, MA 126,706 8
Atlanta, GA 120,418 9
San Jose, CA 117,587 10
Philadelphia, PA 112,016 11
Houston, TX 91,899 12
Minneapolis-St. Paul, MN 88,400 13
Denver, CO 76,968 14
Baltimore, MD 74,247 15
Austin, TX 66,678 16
Phoenix, AZ 65,214 17
San Diego, CA 61,938 18
Detroit, MI 60,811 19
Miami, FL 59,220 20

Source: American Community Survey (2017)
Note: Tech workers are workers employed in computer and mathematical 

occupations. Shaded in yellow are two locations that ultimately won the race

the federal government, government contracting, lobbying, and home-
land security spending. Washington’s population grew precipitously from 
570,000 in 2000 to over 700,000; Baltimore’s population decline contin-
ued to below 600,000.

While Washington became home to a dozen Fortune 500 companies, 
Baltimore was left with zero following a series of mergers and departures. 
Baltimore’s economic development policies still reflect the industrial era; 
its tax incentives target the manufacturing, trade, and transport sectors 
(see Table 9.3). In 2015, Baltimore offered $45 million to Amazon to 
build a distribution center. It offered another $7.1 million in Cecil 
County/North East in 2017 and $16.2 million in Dunalk in 2018. In 
2017, Baltimore participated in the Amazon HQ2 race but did not even 
make to the Top 20 finalist. The city had lost its competitiveness on talent 
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Table 9.3 Tax subsidies granted to Amazon in Virginia and Maryland

Subsidy 
year

City and/or 
county State Subsidy amount Activity

2020 Chesapeake Virginia $250,000 state grant and 
undisclosed subsidies 
from the Port of Virginia

Distribution 
center

2020 Suffolk Virginia $500,000 state grant and 
undisclosed subsidies 
from the Port of Virginia

Distribution 
center

2019 Arlington 
County

Virginia $51,000,000 (local subsidy 
only; TOT grant and TIF 
estimates)

Offices (HQ2)

2018 Dundalk Maryland $16,200,000 Distribution 
center

2019 Arlington 
County

Virginia $750,000,000 (state subsidy 
only)

Offices (HQ2)

2017 Cecil County/
North East

Maryland $7,100,000 Distribution 
center

2017 Clear Brook Virginia Secret Distribution 
center

2015 Baltimore Maryland $45,125,000 Distribution 
center

2015 Warrenton Virginia $2,700,000 Distribution 
center

2014 Not available Virginia $2,331,839 Distribution 
center

2014 Not available Virginia $863,460 Distribution 
center

2014 Not available Virginia $500,000 Distribution 
center

2012 Chesterfield 
County

Virginia $1,000,000 Distribution 
center

2012 Dinwiddie 
County

Virginia $2,500,000 Distribution 
center

2012 Not available Virginia $850,000 Distribution 
center

Source: Good Jobs First, Subsidy Tracker

to other metro areas. As if to make a final blow, Amazon decided to locate 
to a nearby Arlington, Virginia, pledging to invest $2.5 billion and creat-
ing more than 250,000 high-salaried jobs in computer science and 
related fields.
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Virginia also has offered Amazon subsides for distribution centers, but 
they are substantially smaller in amount because the Commonwealth’s 
tax subsidies are not targeted to the industrial sector. Virginia’s $550 mil-
lion in tax breaks and $195 million transportation improvements also are 
several magnitudes smaller compared to other bids. Virginia’s bulk of tax 
subsidies were geared for revamping the tech pipeline. Specifically, it allo-
cated $1.1-billion into the Tech Talent Investment Program, pledging to 
double the number of bachelor’s and master’s degrees in computer sci-
ence and related fields conferred each year in Virginia, as well as create a 
new Virginia Tech Innovation Campus. The proposal promised to 
increase tech education from kindergarten through 12th grade, expand 
university offerings to produce 17,500 new bachelor’s degrees in com-
puter science and related fields and a tech campus that would produce as 
many master’s degrees.

There are several lessons to be learned from the Amazon HQ2 
experience:

First, incentives are only a part of the story. In the knowledge econ-
omy, the use of tax subsidies should no longer focus on minimizing cost 
for firm relocations but rather on maximizing value for the region through 
public investments in infrastructure and human capital.

Tax subsidies, along with tax rates, are often viewed as state and local 
government’s only policy lever of lowering costs for businesses. But cor-
porate location decisions are rarely made solely on cost factors. If incen-
tives were the sole driving factor, Amazon would have accepted the largest 
bid from Maryland ($8.5 billion). Low cost is certainly a factor, but in 
the knowledge economy, high priority is given to the qualitative environ-
ment. A select urban centers have become a magnet to skilled workforce 
and knowledge hubs. And, companies are willing to take price-premiums 
for access to talent and technology. Another important factor is risk mini-
mization (e.g., budget, delivery schedule, ability to operate in short- and 
long-term horizon) from a location standpoint. Ideally, a company would 
pick a location of lowest cost, best quality, and lowest risk.

Second, incentives should be well targeted. If taxation is broad-based 
(applies uniformly to all firms), incentives are a narrow-base (applies only 
to eligible firms) fiscal policy for recipient firms. In theory, firm-specific 
incentives can attract marginal firms at lower cost than a corporate tax 
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cut for all firms. Well-targeted incentives (e.g., pick the “right winners”) 
may achieve the desired economic objectives of taxes at a fraction of the 
cost. However, poorly targeted incentives pose serious risks of creating 
unintended “disincentives” that can potentially distort the market com-
petition and firm behavior. For example, incentives can complicate the 
tax system by narrowing the tax base or driving up tax rates for ineligible 
firms, and thereby distorting the market and failing to generate economic 
growth. But effective targeting of incentives has proven to be an elusive 
task. There are uncertainty problems (e.g., which firms are and which are 
not productive firms is difficult to predict) and information asymmetry 
problems (e.g., firms that opt into tax subsidies could always find ways to 
circumvent the legal provisions). Moreover, it may not be sound policy 
for every state and local government to chase after the tech sector; a 
region’s economic development should leverage its comparative advan-
tages. Because of these challenges, tax subsidies that prove to be most 
effective are those that are not necessarily firm-specific but a public invest-
ment in the talent pipeline and the infrastructure, such as customized job 
training subsidies and other forms of subsidies that directly invest in a 
regions’ human capital.

3  A Tale of Two Cities: The Analysis

In this section, we use the Quarterly Census of Employment and Wages 
(QCEW) produced by the Bureau of Labor Statistics (BLS) to visualize 
and analyze how the tale of two cities diverged overtime. Over the last 
two decades, in part due to strategic planning and in part due to market 
forces, the regional comparative advantages of two metropolitan statisti-
cal areas (MSA), Washington metro and Baltimore metro areas, have 
changed dramatically. In general, there has been a nation-wide structural 
transformation within cities from predominantly manufacturing to pre-
dominantly services sector-based economies. Both Washington metro 
and Baltimore have been on this migration path, but one has outpaced 
the other. In the knowledge economy, winners take all. Whoever that is 
able to attract talent will attract technology firms; whoever is able to 
attract technology firms will attract talent. As with many issues viewed 
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from a complexity perspective, the lead of winning regions often becomes 
entrenched. Here, the Washington metro emerged as a magnet for talent, 
which has created a virtuous cycle of innovation and economic growth 
entrenched over more than 20 years, while Baltimore has been unable to 
claim its competitive ground in the knowledge economy.

To measure the industrial structures of DC and Baltimore, we take a 
complexity perspective that envisions the economy as an ecology that is 
constantly changing and adapting through the network of interactions of 
parts of the economy (Arthur, 2021). Within regional economics, two 
main strands of complexity economics have developed, relatedness mea-
sures examine the correspondence between economic activity and loca-
tion while complexity metrics use information on the geographic of 
economic activity to measure the sophistication of the activities (Hidalgo, 
2021). Relatedness measures use the correspondence of economic activ-
ity, gained by location information, to build abstract “spaces” that describe 
the linkages between the activities. Spaces of economic activity that have 
been examined include technology and research space (Kogler et  al., 
2013; Boschma et  al., 2015; Guevara et  al., 2016), occupation space 
(Muneepeerakul et al., 2013; Shutters et al., 2015, 2016), and skills space 
(Alabdulkareem et al., 2018; Shutters & Waters, 2020).

Here we map the industry space by examining the colocation of spe-
cialized industries. We begin by calculating MSA level location quotient 
(LQ) for each industry.8 Following Shutters and Waters (2020), the loca-
tion quotient is defined as:

 

LQ
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where e is employment, i indexes the industry, and m indexes MSAs. LQs 
are the industry’s share of regional employment over the industry’s share 
of employment in all MSAs. Following Muneepeerakul et al. (2013), we 
then create a presence-absence matrix.
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Industries are deemed present if LQi, m ≥ 1 and absent if LQi, m < 1. We 
refer to present industries as specialized industries, as employment accounts 
for a higher proportion of total employment in the region of interest than 
in all regions collectively. The higher share of local employment, there-
fore, indicates a revealed comparative advantage. Having created the pres-
ence absence matrix, we again follow Muneepeerakul et al. (2013) and 
calculate a co-occurrence measure, x, between two industries i and j. 
Formally:

 

x
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(9.2)

where m, m′ and m″ are randomly selected MSAs. The numerator is the 
probability that two industries, i and j, both appear as specialized in ran-
domly selected MSAs. The denominator is the probability that i and j 
would appear in the same MSA at random. Co-occurrence, xi, j, measures 
how often industries are observed to appear specialized in the same cities 
compared to what would be expected at random given their independent 
occurrences. One is subtracted off to balance the measure around zero. 
Values of xi, j greater than zero indicate the two industries are specialized 
in the same MSAs more often than would be anticipated at random while 
values less than zero indicate that the two industries appear together less 
frequently than would be anticipated at random.

To make this more concrete, the top industry pairs are shown in 
Table 9.4. The two industries that co-occur in MSAs more frequently 
than any others are “Rail Transportation” (NAICS 4821) and “Tobacco 

Table 9.4 Top three Industry Pairs by xi, j

xi, j 
Rank Industry 1 Industry 2 xi, j
1 Rail Transportation (4821) Tobacco Manufacturing 

(3122)
76.6

2 Leather and Hide Tanning and 
Finishing (3161)

Apparel Knitting Mills (3151) 63.7

3 Rail Transportation (4821) Motor Vehicle 
Manufacturing (3361)

54.4

9 A Tale of Two Cities: How Arlington Won and Baltimore Lost… 
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Fig. 9.1 Industry Louvain Communities, 2020. (Note: Nodes in the network are 
comprised of industries, while the edges connecting nodes are the co-occurrence 
values, x. The larger community (Blue) is comprised of a much larger share of 
industry in NAICS 31–33, 44, and 45, which we term the Manufacturing Trade, and 
Transport (MTT) community. The Service community is shown in gold. The Network 
is visualized in Pajek using the Kamada-Kawai layout)

Manufacturing” (NAICS 3122). Also appearing far more frequently 
together than would be expected at random are “Leather and Hide 
Tanning and Finishing” and “Apparel Knitting Mills” as well as “Rail 
Transportation” and “Motor Vehicle Manufacturing.”

Finally, we create a network from the resulting xi, j values. In the net-
work, nodes represent industries, and the edges represent the co- 
occurrence values, xi, j. Edges in the network are non-directed and the 
nodes have no weights. The network is created and analyzed using the 
Python library NetworkX and visualized using the network software Pajek.

The national co-occurrence network (created using LQi, m ≥ 1) is shown 
in Fig. 9.1.9,10 Within this national network, the Louvain Community 
(LVC) detection algorithm is used to find communities.11 The LVC algo-
rithm works iteratively to optimize the density of connections within 
communities and minimize connections between communities. Using 
data between 1990 and 2020, we identify two communities.

• We call the first community the “Manufacturing, Trade, and 
Transportation” (MTT) with 2-Digit NAICS code of 31–33 
(Manufacturing), 42 (Wholesale Trade), 44–45 (Retail Trade), and 
48–49 (Transportation and Warehousing).12 This is broadly a commu-
nity of industrial sectors.13
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• We call the second community the “Services” community, which is 
comprised primarily of the remainder of 2-digit NAICS codes.14 In 
2020, there were 126 4-digit industries in the Services community, of 
which 80 (63%) were in these 2-digit industrial codes. Example indus-
tries include Aquaculture (1125), Postal Service (4911), Satellite 
Telecommunications (5174), Securities and Commodity Exchanges 
(5232), Investigation and Security Services (5616), and Business 
Schools and Computer and Management Training (6114).

Finally, we locate Baltimore and DC withing the LVCs found in the 
national co-occurrence network by identifying which 2020 LVCs the 
respective MSAs specialty industries (LQ’s > 1) fall in. That is, the special-
ized industries for DC and Baltimore for 2010 and 2020 are highlighted 
in the 2020 national co-occurrence network (Fig.  9.2).15 We hold the 
co-occurrence network constant for 2020 to more clearly highlight shifts 
within the network.

Fig. 9.2 DC and Baltimore Locations in the National Industry Co-Location 
Network: 2010 and 2020
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Table 9.5 Share of Specialty Industries by Louvain Communities: 2000 to 2020

Louvain Community

DC Specialty Industries
Baltimore Specialty 
Industries

2000 2010 2020 2000 2010 2020

Services 65%
(53)

68%
(54)

64%
(58)

46%
(52)

52%
(54)

54%
(55)

MTT 35%
(29)

33%
(26)

36%
(33)

54%
(61)

48%
(49)

46%
(47)

Total 100%
(82)

100%
(80)

100%
(91)

100%
(113)

100%
(103)

100%
(102)

Notes: Percentages may not equal 100% due to rounding. Number of specialty 
industries noted in italicized parentheses. Specialty industries for DC and 
Baltimore for each year are identified within the 2020 national co-occurrence 
network. NAICS changes are not cross-walked, with results in some industries 
from 2000 and 2010 being excluded. Holding the national co-occurrence 
network and subsequent LVCs constant is preferred over including all industries

Locating the specialty industries in the national co-occurrence net-
work reveals that DC had a much stronger presence in the Services com-
munity from 2000 to 2020, while Baltimore only had a majority of 
specialty industries in the Services community beginning in 2010 
(Table 9.5). DC had 64% of specialty industries in the Services commu-
nity in 2020. While down only slightly from 2000 and 2010, DC 
increased the number of specialty industries in the Services community 
from 2000 to 2010 and again from 2010 to 2020. The decline in the 
share was driven by a large increase in the number of specialty industries 
in the MTT community. In comparison, while Baltimore increased its 
share of specialty industries in the services industry from 46% in 2000 to 
52% in 2010 and 54% in 2020, the increased shares were primarily 
driven by declines in the number of specialty industries in the MTT 
community.

Overall, the DC MSA had a stronger presence in the Services com-
munity which only increased. Furthermore, the DC MSA increased the 
number of specialty industries in the MTT community from 2010. 
Meanwhile, Baltimore had a relatively flat number of specialty industries 
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in the Service community and a declining number of specialty industries 
in the MTT community. The overall presence of DC in the service com-
munity and decline of Baltimore in the MTT highlight the strength of 
the DC MSA from 2000 to 2020, particularly with regard to white-collar 
activities sought after in the new service-focused economy.

4  Conclusion

Economic development strategies of the old, industrial era have become 
outdated and ineffective in today’s knowledge economy dominated by 
technology firms. The key shift is from manufacturing to service, from 
cost minimization to value maximization paradigms. Amazon HQ2 race 
served as a great lesson for what technology firms value: talent. Virginia 
demonstrated a good understanding of this market need and its eco-
nomic development strategy, reflected in its bid that prioritized the talent 
pipeline. Washington metro area is well-poised for continued innovative-
ness and economic prosperity because of its investments in homegrown 
assets, whether public infrastructure or the investments in human capital. 
Once, the federal government served as the anchor, creating a seedbed of 
knowledge and knowledge transfer that had rippling effect on the entre-
preneurial and innovation ecosystem. With Amazon’s arrival as well as 
the new Virginia Tech campus, the anchor shifts from government to the 
private sector. Amazon’s presence will also serve to attract even more tal-
ent from outside as well as other corporations and workers. We have 
demonstrated using network analysis how the tale of two cities has 
played out.
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 Appendix

As an alternate examination of Table 9.4, Table 9.6 shows all pairs of 
industries that are both specialized in each MSA. For example, in 2020 
the DC MSA specialized in NAICS 5413, Architectural, Engineering, 
and Related Services, (LQ  =  1.93) and NAICS 5417, Scientific 
Research and Development Services, (LQ = 3.77), both industries are 
in the Service community. DC also specializes in NAICS 3271, Clay 
Product and Refractory Manufacturing, which is in the MTT com-
munity. Thus, there is one link within the Service community and two 
links between the Service and MTT community for these three 
NAICS. If one industry is specialized and the other is not, the pair is 
not included. In 2020, Baltimore and DC had 5151 and 4095 spe-
cialty pairs, respectively.16

Table 9.6 shows the portion of within and between community pairs. 
DC increased the share of within Service community pairs from 38% in 
1990 to 46% in 2001, before slipping somewhat in 2020. Baltimore also 
increased the share of within Service community pairs, from 20% in 
1990 to 29% in 2020. In 2000, DC had a 21 percentage point advantage 
over Baltimore. However, DC’s advantage narrowed to 19 percentage 
points in 2010 and 12 percentage points in 2020.

Table 9.6 Share of Specialty Industry-Pair Connections by Louvain Communities: 
1990 to 2020

Year

DC Baltimore

Within 
Service

Within 
MTT MTT × Service

Within 
Service

Within 
MTT MTT × Service

1990 38% 14% 48% 20% 30% 50%
2000 42% 12% 46% 21% 29% 50%
2010 46% 10% 44% 27% 22% 50%
2020 40% 13% 47% 29% 21% 50%
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Notes

1. https://www.visualcapitalist.com/most- valuable- companies- 100- years/
2. https://www.nytimes.com/interactive/2017/09/09/upshot/where- 

should- amazon- new- headquarters- be.html
3. https://www.economy.com/economicview/analysis/298321/

Where- Amazons- Next- Headquarters- Should- Go
4. http://www.natemjensen.com/wp- content/uploads/2018/02/baltimore- 

amazon- hq2- proposal.pdf
5. https://issuu.com/teamsubjectmatter/docs/nova_r1_proposal_full_ 

doc_single_pa
6. https://www.washingtonian.com/2019/06/16/the- real- story-  

of- how- virginia- won- amazon- hq2/
7. ht tps : / /www.brookings .edu/blog/the-  avenue/2018/11/13/

for- amazon- hq2- location- decision- was- about- talent- talent- talent/
8. We use employment data from the Bureau of Labor Statistics’ Quarterly 

Census of Employment and Wages. We use 4-digit NAICS codes. 
NAICS data are used unaltered. While NAICS updates the classifica-
tions on occasion, we do not control for changes. We use Metropolitan 
Statistical Areas as the geography of analysis, with no alterations to  
control for changes among years. Thus, each year is calculated 
independently.

9. Negative values are dropped as they indicate a repulsion between two 
industries.

10. Networks are visualized with the Kamada–Kawai algorithm that works 
to both minimize edge crossings and output evenly spaced nodes 
(Cheong & Si, 2016; De Nooy et al., 2018).

11. LVC communities have higher co-occurrence values between industries 
within the community than with industries outside the community. For 
the entire period analyzed (1990 to 2020), the same resolution parame-
ter of 0.8 is used to find communities. This parameter was chosen to 
reveal 2 communities for the entire period.

12. Exceptions were the years 1995, 2001, 2004, 2005, and 2018. These 
years, the community with the highest share of MTT industries was 
identified as the MTT community.
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13. In 2020, the larger community, which we refer to as MTT community, 
had 178 industries. Of the 178 total industries in the MTT community, 
111 (62.4%) were accounted for by MTT industries

14. In the Service community, only 46 of the 126 industries (36.5%) were 
MTT. Despite the identification of two communities, community mod-
ularity, which ranges from 0 to 1, was just 0.12 in 2020. This indicates 
that the internal cohesion of the communities is relatively weak.

15. While the specialized industries of the two MSAs are located in different 
portions of the network, given the low modularity, the differing loca-
tions are subtle. While the two communities are found in all years, the 
definitions and xi, j values vary annually. It may be the case that if occupa-
tion or skills networks were used, the variation would be smaller, as such 
communities have been found to be more distinct (Alabdulkareem et al., 
2018; Shutters & Waters, 2020).

16. This is the combination of all industry specialties.
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10
Measuring the Modern Entrepreneur: 

An Evaluation of Elon Musk

Camilla Bosanquet

1  Introduction

In his 400-page book on multibillionaire Elon Musk, biographer Ashlee 
Vance uses the word “entrepreneur” just 15 times. On only four of these 
occasions does Vance describe Musk as one. In Time Magazine’s article 
covering Elon Musk as their 2021 Person of the Year, the then-CEO of 
Tesla, SpaceX, and Neuralink is not once referred to as an entrepreneur.1 
Elon Musk’s official Tesla mini bio does not claim that he is an entrepre-
neur, favoring instead terms like “founder” and “leader.”2 Yet typing the 
Boolean search phrase “Elon Musk AND entrepreneur” into any search 
engine yields millions of results. Case in point, Google assures us that 
there are nearly, by its estimation, 21.6 million such results available 
across the World Wide Web.3
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What is to be made of this? Ask the person on the street if Elon Musk 
is an entrepreneur and the response will most likely be in the affirmative. 
The editors and contributing authors over at entrepreneur.com routinely 
celebrate Musk as an entrepreneur.4 But is this descriptor accurate? Does 
Elon Musk technically qualify to be characterized as an entrepre-
neur, per se?

This chapter qualitatively considers whether Elon Musk should be 
characterized as an entrepreneur. It does so by contemplating the quali-
ties of an entrepreneur; the aggregation of such standards subsequently 
enables our evaluation of Musk. Further analysis compares Elon Musk 
with two of his predecessors, Henry Ford and Kiichiro Toyoda, while tak-
ing into account the histories of Tesla Motors, Ford Motor Company, 
and Toyota Motor Corporation. Several accusations against Elon Musk 
are also weighed, especially those which theoretically challenge the char-
acterization of Musk as an innovator, founder, and entrepreneur.

The exercise of profiling entrepreneurs and determining whether Musk 
is one among them is neither a philosophical nor an esoteric one. Creative, 
productive, innovative entrepreneurs are important to society. They mat-
ter because their contributions have the potential to benefit individuals, 
communities, societies, and the world. Entrepreneurial successes can 
improve the economy and boost the health and well-being of those resid-
ing within the localities, countries, and regions in which such activity 
occurs, whether directly (via employment) or indirectly (via philan-
thropy). Lessons learned from evaluating entrepreneurs and entrepreneu-
rism can facilitate the thoughtful design of public policies aimed at 
influencing innovative entrepreneurship.

Identifying those who are entrepreneurs versus those who are not, as 
well as what counts as innovation versus what does not, has a practical 
purpose in policymaking. Taking stock of who, in particular, contempo-
raneously qualifies as an entrepreneur can facilitate dialogue with such 
persons and enable the study of their ventures. By understanding the goals 
of modern entrepreneurs, as well as the objectives of their businesses, pub-
lic officials will be better informed when weighing issues of public and 
private interests. Therefore, identifying and engaging with entrepreneurs 
can empower legislators and bureaucrats in their work to optimize the 
positive economic outcomes that can result from entrepreneurial action.

 C. Bosanquet
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2  The Entrepreneur

What are the fundamental qualities of an entrepreneur? Interestingly, 
many tend to equate the entrepreneur with the small business owner or 
those who are self-employed. Economists who study entrepreneurism, 
however, tend to be more conservative in their assessments regarding 
who, exactly, actually qualifies as an entrepreneur. In Good Capitalism, 
Bad Capitalism, and the Economics of Growth and Prosperity, William 
Baumol, Robert Litan, and Carl Schramm survey the findings of several 
prominent economists concerning what the entrepreneur does,5 for 
example,

• “the entrepreneur upsets and disorganizes,” per Jean-Baptiste Say;
• the entrepreneur engages in “creative destruction,” per Joseph 

Schumpeter; and
• “entrepreneurs innovate,” thereby creating “dynamic disequilibrium,” 

per Peter Drucker.

Baumol, Litan, and Schramm also provide their own interpretation of 
the entrepreneur as “any entity, new or existing, that provides a new prod-
uct or service or that develops and uses new methods to produce or deliver 
existing goods and services at lower cost.”6

Other scholars have elaborated upon and expanded such ideas. Ronald 
Coase and Ning Wang, for example, assert that “Entrepreneurship 
involves undertaking new business initiatives, such as setting up a new 
firm, creating a new market, inventing a new product, experimenting a 
new way of marketing, retailing, or organizing the production line, and 
bearing the related risks.”7 Zoltan Acs, Saul Estrin, Tomasz Mickiewicz, 
and László Szerb argue that entrepreneurs “act as the agents who, by com-
mercializing innovations, provide the transmission mechanism transferring 
advances in knowledge into economic growth.”8 Ross Levine and Yona 
Rubinstein emphasize that “productivity-enhancing” entrepreneurs “per-
form activities demanding comparatively strong nonroutine cognitive skills, 
such as (i) creativity, analytical flexibility, and generalized problem solv-
ing and (ii) complex interpersonal communications associated with per-
suading and managing.”9
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Scholarship on entrepreneurism today frequently references Joseph 
Schumpeter, celebrated for his work on economic development and capi-
talism (see Schumpeter, 2021). Importantly, Schumpeter is credited as 
having introduced the concepts of the “entrepreneur” as an economic 
actor and “creative destruction” as the means by which entrepreneurs 
pursue their ends. Coase and Wang, in fact, describe entrepreneurship 
itself as “a critical Schumpeterian force” that, in keeping with Schumpeter’s 
views, serves “as a vital source of endogenous change within the econ-
omy.”10 William Baumol has cautioned, however, against simply conflat-
ing entrepreneurship with creativity and/or ingenuity irrespective of 
outcomes. Instead, Baumol differentiates “unproductive” and “produc-
tive” forms of entrepreneurship, explaining that the latter actually leads 
to positive economic growth.11

By combining the aforementioned, we get the sense that the entrepre-
neur is, fundamentally, creative, innovative, and risk-accepting. He or she 
also demonstrates intelligence, analytical thinking, problem-solving abil-
ity, and skill in “complex interpersonal communications.”12 Ideally, the 
entrepreneur successfully commercializes innovations, while also capably 
leading, managing, and persuading others. Crucially, entrepreneurial 
activity tends to upset equilibria, disorganize systems, and replace the old 
with the new; entrepreneurs understand this and often (but not always) 
purposefully seek to accomplish these outcomes.

In their empirical review of the literature, Joern Block, Christian Fisch, 
and Mirjam van Praag list a number of entrepreneurial characteristics 
that scholars have identified as being common. Entrepreneurs, they 
explain, typically are self-confident, educated, networked, and techni-
cally proficient.13 Moreover, they are capable of identifying innovative 
opportunities.14 Esteban Lafuente, Zoltan J.  Acs, Mark Sanders, and 
László Szerb discuss how such capability contributes positively to an 
economy by improving the efficiency of markets.15 They attribute to the 
economist Israel M. Kirzner the development of the idea that some entre-
preneurs “discover and exploit failures in the market pricing mechanisms 
by reacting to others’ competitive actions.”16 Lafuente et al. elaborate that 
Kirznerian entrepreneurs do not necessarily create “new opportunities 
that may shift the country’s production function,” but rather “primarily 
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[focus] on the identification and exploitation of existing business oppor-
tunities under given technology restrictions.”17

While Esteban et al. describe the “two dominant approaches dealing 
with the role of entrepreneurship on national performance,”18 Block et al. 
assert that the “fundamental question within entrepreneurial research 
[involves] the distinction between imitative and innovative entrepre-
neurs.”19 Aforementioned, Baumol et  al. adhere to the Shumpeterian 
model, describing “imitative” entrepreneurship as “replicative,” while 
urging us to consider entrepreneurism through the lens of innovation. 
The authors argue that “if economic growth is the object of interest, then 
it is the innovative entrepreneur who matters.”20 Moreover, Baumol’s 
own perspective is that the descriptor of “entrepreneur” ought only to 
apply when such individual engages in productive work, that is, that 
which leads to positive economic benefit, rather than that which is unpro-
ductive, for example, rent-seeking activities, multiple and frivolous law-
suits, and illicit activity.21 We will consider the innovative and productive 
entrepreneur herein. Our preliminary understanding of common charac-
teristics of the entrepreneur appears in Table 10.1.

Innovative entrepreneurship benefits from both creativity and knowl-
edge spillover, the latter concept neatly articulated by Audretsch and 
Feldman in 1996.22 This is to say, both creativity and knowledge spillover 
enable the entrepreneur to innovate. As they relate to entrepreneurship, 
each of these concepts is important in its own right: innovation, 

Table 10.1 Common characteristics of an entrepreneur

Possesses the following qualities:
• analytical
• communicative
• creative
• educateda

• innovative
• intelligent
• productive
• risk-accepting
• self-confident

Demonstrates capability to:
• commercialize innovation(s)
• identify opportunities
• lead others (e.g., founder/co-founder)
• manage (e.g., firms, materials, finances)
• network
• problem-solve
• understand technical information

Common  characteristics, yet not comprehensive. Additional qualities may well 
exist, for example, initiative, focus, and determination

aFormally, autodidactically and/or via apprenticeship
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creativity, and knowledge spillover. By innovation, we simply mean the 
creation of something new; as Schumpeter explained, “something new” 
can include a notable improvement over an existing good, an altogether 
new good, a new method, the creation of a new market, the securing of a 
new source of supply or input, and a novel organization of an industry.23 
Paraphrasing Keith Simonton, Richard Florida explains that creativity is 
“the act of bringing something useful, that works, and is non-obvious 
into the world.”24 Florida further describes creativity as being “pervasive 
and ongoing: it drives the incremental improvements in products and 
processes that keep them viable…[m]oreover, technological and eco-
nomic creativity are nurtured by and interact with artistic and cultural 
creativity.”25 Frustratingly, such descriptions of the terms “innovative” 
and “creative” appear to reference each other. Perhaps a helpful way of 
differentiating the two might be to define creativity in terms of one’s abil-
ity to generate new ideas, full stop. Innovation, on the other hand, refers 
to one’s ability to translate or transform such creative ideas into some-
thing observable, for example, an innovative new product, process, orga-
nization, or method of management. Creativity does not necessarily lead 
to innovation, but innovation is almost always creative.

3  Elon Musk—An Entrepreneur?

By the end of 2002, Elon Musk had already sold two companies—Zip2 
(for $307 million, reportedly netting Musk $22 million26) and PayPal 
(for $1.5 billion)—and had started a third, the Space Exploration 
Technologies Company (i.e., SpaceX)  (Musk, 2009).27 He was, at the 
time, just 31 years old. The now multi-billionaire once described his early 
successes with a degree of nonchalance, sharing that when “the internet 
came along…I wanted a piece of the action. It’s a common story [as other 
firms had already been] started by people [like me] who dropped out of 
their graduate programs”  (Musk, 2007).28 The graduate program to 
which he referred was not one into which he had yet matriculated but 
was instead simply an alleged offer to join the Stanford University Physics 
Department as a doctoral student. At least he did not downplay his early 
upbringing and education, sharing that he “grew up in a technical 
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household,” having had an engineer for a father, taken high school course-
work in physics, and drawn inspiration from reading “Richard Feynman’s 
lectures and books.”29 Musk went on to study both physics and business 
at the University of Pennsylvania, crediting his study of physics as having 
developed his internal “mental framework for problem solving.”30 By any 
standard measure, Elon Musk met the objective criteria of having been an 
educated, intelligent, and analytical person as early as his days as a stu-
dent at Penn.

Broadly considering Musk’s contributions and accomplishments in 
making successes of Zip2, PayPal, Tesla, Solar City,31 and SpaceX, one 
might hastily infer that Musk possesses all of the characteristics and capa-
bilities of an entrepreneur, per Table 10.1. For the sake of this case study, 
however, we will reserve such judgments pending an analysis of Musk in 
his role as the founder and CEO of Tesla, exclusive of his prior business 
ventures and his recent takeover of Twitter. In what ways was Musk cre-
ative and innovative with his electric vehicle company? In what other 
ways did Musk behave like an entrepreneur in building Tesla? If our anal-
ysis demonstrates that Musk’s work with Tesla was not entirely—or per-
haps not at all—entrepreneurial, what might such findings mean, for 
example, would they undermine our generally accepted perceptions of 
Musk as an entrepreneur and beliefs in his accomplishments as 
entrepreneurial?

The way that Ashlee Vance tells the story in Elon Musk: Tesla, SpaceX, 
and the Quest for a Fantastic Future, Musk invented neither the electric 
automobile nor the Tesla electric vehicle. It seems absurd to have to say 
this, but the success of Tesla vehicles in the past decade seems to have 
obscured these facts. Moreover, Musk did not conceive of, invent, create, 
or incorporate Tesla Motors. The original co-founders of Tesla Motors 
were Martin Eberhard and Marc Tarpenning.32 Within a few months, 
they were joined by Ian Wright; together, they went out and sought ven-
ture capital but were repeatedly rejected.33 After many more months of 
searching for investors, Eberhard received a tip that Musk was potentially 
interested in investing in electric vehicles.34 Once Musk carefully studied 
the financial model of Tesla Motors and met with the company’s found-
ers, he bought into the firm for $6.5 million, thereby gaining its largest 
ownership share.35 Musk then brought in another inventor with whom 
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he was already familiar, J.B. Straubel. Having met Straubel only a few 
months earlier, Musk was aware that Straubel had already made strides in 
adapting lithium ion battery technologies to electric vehicle use.36 
Eberhard and Tarpenning had envisioned that lithium ion batteries 
would power Tesla Motors vehicles; Musk simply made the match 
between the firm’s founders and Straubel, who subsequently joined 
Tesla.37

At this point it is worth pausing to consider who truly qualifies as the 
company’s founders. According to the firm’s website, “Tesla was founded 
in [July] 2003 by a group of engineers….”38 Technically speaking, these 
persons would have been Eberhard and Tarpenning, who were subse-
quently joined by Wright after three months’ time. Per Fred Lambert of 
Electrek, Musk would not provide his $6.5 million to Tesla Motors until 
February 2004, during a $7.5 million “series A” investment round, and 
Straubel would not join the firm until May 2004.39 Tesla’s website, how-
ever, paints a different picture, asserting twice in the first two sentences of 
Musk’s online bio that “Elon Musk co-founded and leads Tesla” and that 
he is “the co-founder and CEO of Tesla.”40 This is not a trivial discrep-
ancy. Either Musk founded the firm, or he did not. He technically did 
not. Musk’s attorneys and public relations team, however, might well 
argue that he was “in on the ground floor,” that is, well within an initial 
“founding” period. From this perspective, Musk would have had an early 
and instrumental role in the development of Tesla Motors as a company. 
This supposed distinction, then, begs the question: was Musk creative and 
innovative in his role as CEO of Tesla Motors? Or was he simply a par-
ticularly good CEO and businessman?

We must, of course, reflect upon the fact that, in the beginning, Musk 
was an angel investor. His exceptionally large, early investment resulted 
in his garnering the title of “chairman”—but chairman of what? He was 
chairman of the board of a company that was just starting out and did 
not yet have its prototype built. The team building the prototype did not 
include Musk. Within a year, in January 2005, Musk would invest 
another $9 million in Tesla Motors during a $13 million “series B” invest-
ment round.41 By his biographer’s account, Musk “would visit [Tesla 
Motors] now and again from Los Angeles,” but he was not physically 
present when the founders and their early employees stood up their first 
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workshop, assembled their office furniture, purchased their machine 
tools, worked through the night on research and development, tested the 
early battery pack prototypes, or dealt with flammability issues that 
urgently required re-engineering the batteries.42 One must remember 
that, by this point in his life, Musk was already a billionaire. He was not 
hands-on during the early days of Tesla, nor was that his role. He was also 
completely preoccupied with SpaceX.43 What Musk did for Tesla Motors 
during those early years, besides providing a large share of the initial 
funding, was to offer suggestions concerning Tesla’s design, that is, the 
look of the first model’s exterior and interior, as feedback to a dedicated 
team of designers.44

Musk continued to invest, adding another $12 million during a $40 
million investment round in May 2006.45 At this point, Musk had 
invested $27.5 million of the $60.5 million that had facilitated Tesla 
Motors building their prototype—the EP1 Roadster. Once the vehicle 
was revealed to the public, The New York Times interviewed Eberhard and 
profiled Tesla Motors. Musk had not been mentioned in the article and 
was reportedly furious about the omission.46 Yet, even in mid-May 2006, 
Musk was “merely” the majority shareholder and board chairman. He 
would not become the Tesla Motors CEO until late in 2008, after report-
edly forcing out Eberhard (Tesla’s co-founder and the first CEO) and 
sinking even more of his own personal fortune into the firm.47

4  A Tale of Two Predecessors

It might be instructive, at this seeming impasse in evaluating Musk’s fit-
ness to be characterized as an entrepreneur, to consider two of his prede-
cessors in the automobile industry. Discussions of important automobile 
company founders sometimes, if not often, become conversations about 
Ford and Toyota. Perhaps, by paying close attention to the accomplish-
ments and characteristics of Henry Ford and Kiichiro Toyoda, we might 
discover instructive parallels between their lives and that of Elon Musk. 
We also might wish to determine whether—and to what degree—criti-
cism of Musk as innovator, founder, and leader might also apply to Ford 
and/or Toyoda.
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We might well start with Henry Ford, a high school dropout and a 
farmer by birth—were we to convey only a cursory account of his early 
life.48 In actuality, Ford was mechanically minded, a tinkerer who left his 
country classroom to work consecutive jobs in a machine shop, at a dry-
dock, with Westinghouse, and in an electric utility.49 He was an engineer 
by all accounts. Ford first built a “quadricycle” automotive vehicle in 
1896,50 no doubt having been inspired by the successes of Germany’s 
Gottlieb Daimler and Karl Benz in 1885, then France’s Armand Peugeot, 
followed by many other American creators from 1893 forward.51 In other 
words, Henry Ford did not invent the automobile, just as Elon Musk did 
not invent the electric vehicle. Henry Ford did, however, found his own 
automobile company in 1903—eponymously naming it the Ford Motor 
Company.52

Ford is credited with the implementation of something incredibly 
innovative and productive—unlike anything that had been employed in 
automobile manufacturing to date—the standardized production line.53 
Mass production, Ford argued, would facilitate the manufacture of an 
affordable car. A large and ready market would buy such affordable cars, 
ensuring the mass proliferation and profitability of the Ford automobile. 
As Ford himself once put it, “Standardization, instead of making for 
sameness, has introduced unheard-of variety into our life. It is surprising 
that this has not been generally perceived.”54 Ford was right, and by “the 
early 1920s, the Ford Motor Company was producing more than 60 
percent of all motor vehicles made in the United States, and about half 
made in the entire world.”55 Also notable? Henry Ford won universal 
acclaim in his having “introduced the five-dollar [work]day… [reduced] 
the workday from nine and ten hours to eight… [and] pioneered [a 
reduction of ] the workweek from six days to five.”56 By 1919, 16 years 
after the company’s inception, Ford had become a billionaire, purchased 
all of the public shares of the company, and gained full (private) control 
over his firm.57

The Toyota Motor Company story starts a bit differently than that of 
the Ford Motor Company. The Toyota Motor Company was conceived 
within a corner of the Toyoda Automatic Loom Works factory, the 
Toyoda Group then already a considerable Japanese powerhouse built by 
the “King of Inventors” and Imperial Order of Merit awardee Sakichi 
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Toyoda.58 After Sakichi’s son, Kiichiro Toyoda, expressed a sincere desire 
to pursue automaking, Sakichi offered his blessing and the requisite fund-
ing for Kiichiro to commence the venture.59 Kiichiro was no dilettante, 
having both earned a formal degree from Tokyo Imperial University in 
mechanical engineering and already worked for the Toyoda Group.60 
After a 1929 visit to automobile parts makers and assembly factories in 
both Great Britain and the United States, Kiichiro started his own 
research and development in the aforementioned factory corner.61

Acknowledging Kiichiro’s privileged start and his assumption of far 
less personal risk in launching the Toyota Motor Corporation (TMC) 
than his father, Sakichi Toyoda, had once assumed in launching the 
Toyoda Automatic Loom Works, was Kiichiro entrepreneurial? After all, 
he did not invent a new product. His trip to Britain and America in 1929 
enabled his study of contemporary automobile production. He had ben-
efited from closely reading Henry Ford’s My Life and Work.62 In fact, his 
early vehicles “borrow[ed] liberally from foreign models.”63 Likewise, he 
imported (versus created) necessary machining tools—as well as a “high- 
grade castings…molding machine.”64 He built a production line, pro-
duced a car, switched to the manufacture of trucks (in accordance with 
the needs of the Japanese government at that time), and then built facto-
ries in Kariya and Koromo.65 From commencing research in 1930 until 
his automobile department was officially transformed in 1937 into an 
independent firm, Kiichiro had remained under protection of the Toyoda 
Automatic Loom Works.66 Even upon the creation of TMC, Kiichiro was 
only named the firm’s Vice President—a position that he would hold for 
four years before promoting to President.

This critique might be heavy-handed. Kiichiro, after all, doggedly pur-
sued his goal of manufacturing Japanese automobiles—not unlike his 
own father had once doggedly pursued perfecting and then manufactur-
ing Japanese commercial/industrial looms. Kiichiro did so in the face of 
the reluctance of Japanese zaibatsu to tackle auto production and despite 
the fact that three other Japanese manufacturers were already attempting 
the project.67 Kiichiro fought for funding despite the misgivings of his 
brother in law, Risaburo Toyoda, who had assumed leadership of the 
Loom Works in accordance with Japan’s hereditary customs.68 
Furthermore, Kiichiro exhibited particularly entrepreneurial 
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competencies in getting an early jump on Nissan, the only other major 
domestic automobile manufacturer, in the engineering and production 
of military trucks. Immediately after Kiichiro exhibited his new trucks, 
Japan’s “Ministry of Commerce and Industry announced that it had 
selected Toyoda Automatic Loom Works as one of the licensed automak-
ers” to receive production authorization.69 In other words, Kiichiro had 
identified an emerging opportunity and exploited it. Kiichiro was, in 
sum, indefatigably and productively entrepreneurial, if not for new 
inventions, then in his sheer determination to succeed in the automobile 
industry.

5  Ford, Toyoda, and Musk—
Comparatively Considered

Henry Ford, Kiichiro Toyoda, and Elon Musk all demonstrated their 
resolve to commercialize a particular kind of innovation of their times, 
the automobile. None of the men invented the vehicle, yet the product at 
the heart of their work generated “creatively destructive” Schumpeterian 
effects all the same. Ford’s standardized, mass-produced, assembly-line 
automobiles enabled, for the first time, small business owners and com-
mon households to purchase a vehicle for their own economic ends. 
Toyoda’s domestic production of cars, trucks, and buses facilitated a 
major market disruption whereby Japanese-manufactured vehicles wholly 
replaced imported foreign autos in less than a five-year span. Musk’s ini-
tial and substantial contribution of capital to Tesla Motors for the inde-
pendent manufacture of electric vehicles proved the sine qua non of a 
major, industry-wide disruption that forced the well-established corpo-
rate automakers to play catch up for many years.

All three men identified the opportunities at hand: Ford, to capture 
the market for automobiles through mass manufacture; Toyoda, to cap-
ture a domestic market; and Musk, to capture a niche market in sustain-
ably powered electric vehicles with a goal of growing the sector over time. 
Pursuing their projects necessarily required that Ford, Toyoda, and Musk 
understand the technical details that would bring their vision to life. In 
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the cases of Ford and Toyoda, both men were engineers by informal or 
formal education. Musk, having been formally educated in physics and 
business, was scientifically minded. Moreover, by virtue of his past work 
with Zip2 and PayPal, along with his contemporaneous work with 
SpaceX, had the added advantage of prior experience in leading and man-
aging teams in the production of highly marketable products.

Also a requirement of their pursuits was a capacity for problem solv-
ing, which each was made to exercise in spades. Beyond their individual 
contributions to the engineering and design of their vehicles, that is, solv-
ing engineering problems, each man had to address problematic externali-
ties efficiently and creatively. Ford’s introductions of the five-dollar day, 
the eight-hour workday, and the five-day workweek,70 for example, may 
well have represented practicality, rather than altruism. From Ford’s per-
spective, he was quite concerned “with reducing the unacceptable turn-
over in his plants than with any other impulse.”71 Toyoda was made to 
navigate the precarious events of “the war years” and their aftermath, 
problem-solving his way through the restrictive demands of the Japanese 
government for wartime production; the essential in-house development 
of steel works, machine works, and aircraft companies; and the rebuild-
ing of the Toyoda group both during and after the Allied Occupation.72

Elon Musk’s involvement with and role in Tesla Motors appears to 
have expanded over time. In a relatively recent interview, Musk admitted 
to not initially wanting to assume the role of Tesla CEO, or CEO of any 
electric-car start-up, for that matter. According to Musk’s recollections of 
that period in time, he was already incredibly busy with the demands of 
SpaceX and hoped that Tesla Motors would provide him with an oppor-
tunity to “have [his] cake and eat it too,” sharing that “I thought that 
maybe I could allocate 20 to 30 hours a week and just work on product 
engineering.”73 After a reported leadership crisis during the timeframe 
when Tesla Motors launched its first vehicle, Musk took over as CEO. He 
has since explained that, in his opinion, “it was too hard to find a quali-
fied CEO since Tesla was not a typical gas vehicle company and had the 
culture of a start-up.”74 Musk therefore decided to make an even greater 
investment in Tesla and step in to lead the firm. From that point forward, 
Musk is credited with having brought vehicle production costs down, 
taken the company public, expanded production to six different models 
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of electric vehicles, started production in a newly built Tesla factory in 
Shanghai, and more—all of which, arguably, required substantial hands-
 on and problem-solving.

Throughout their automaking adventures, Ford, Toyoda, and Musk 
were all beneficiaries of knowledge spillovers related to the products 
themselves, as well as each of their firms’ organization and management. 
In their discussion of “The knowledge spillover theory of entrepreneur-
ship,” Zolan Acs et al. (2009, p. 16) argue that “start-ups with access to 
entrepreneurial talent and intra-temporal spillovers from the stock of 
knowledge are more likely to engage in radical innovation leading to new 
industries or replacing existing products.” This is an important point that 
becomes evident in all three cases. It is not impossible to think of Ford, 
Toyota, and Tesla as having benefited from the earlier examples of, for 
example, Josiah Wedgwood (mass production), Sakichi Toyoda (building 
a better product for domestic use and consumption), and August Thyssen 
(demanding departmental results, rather than merely activity, and also 
reinvesting profits in diversification for growth). Understandably, the 
concept of “knowledge spillover” can be employed to strengthen argu-
ments having to do with investing in entrepreneurism to the end that 
doing so will facilitate economic growth. While it may be the case that 
third-party businesses clustered around the principal firm do benefit 
from such spillover,75 it has also been found that “the start-up serves as 
the mechanism through which knowledge spills over from sources that 
produced it (such as a university or research laboratory in an incumbent 
firm) to a new organizational form where it is actually commercialized.”76 
All of this is to say that the Ford, Toyota, and Tesla automobile compa-
nies all benefited from others’ knowledge spillovers inasmuch as they, 
themselves, contributed to knowledge spillover.

In further considering each firm’s entrepreneurial qualities, it is worth 
evaluating how the marketing strategies of each company conformed to 
(or strayed from) from what McCraw and Tedlow have called “The Three 
Phases of Marketing.” The authors introduce this “characteristic sequence 
of mass marketing of products to consumers” in an analysis of the Ford 
Motor Company, but one or more of the elements arguably have bearing 
upon our analyses of the Toyota Motor Company and Tesla Motors, too 
(McCraw & Tedlow, 1997, p. 268). These three phases encompass: (1) 
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market fragmentation, (2) the definition and unification of the market 
“by a superior brand or product,” and (3) market segmentation (McCraw 
& Tedlow, 1997, pp. 268–269). Key for entrepreneurship, generally, and 
for Ford, Toyota, and Tesla, specifically, is the second phase. Ford, Toyoda, 
and Musk were able to disrupt and capture markets by virtue of their 
innovative practices designed to deliver relatively “high-volume produc-
tion, low margins, low prices, and national (and perhaps international) 
mass distribution” (McCraw & Tedlow, 1997, p.  269). Ford did this 
remarkably well. Toyoda followed suit. Musk capitalized upon relatively 
high-volume production and relatively low prices by being a first mover 
in the all-electric vehicle space.

6  The Importance of Entrepreneurship

What might get lost in discussions of the definition of entrepreneurship, 
as well as the qualities and capabilities of entrepreneurs, is an explanation 
as to why entrepreneurism matters. To this end, Thomas McCraw provides 
a compelling case for what technological innovation can do for societ-
ies.77 He frames his explanation in the context of the human condition 
prior to the eighteenth century so that we might understand how techno-
logical advances, creativity, and entrepreneurship facilitate the better-
ment of conditions for all of humankind. Once individuals were able to 
break from past traditions (i.e., agrarian existence in which most of the 
population was beholden to entitled landlords) and see that they could 
forge new paths as merchants, traders, manufacturers, builders, and so 
on, life for entire populations underwent substantial change. McCraw 
further explains that this transformation changed mindsets. People were 
no longer trapped, as he describes it, in the economics of competing for 
part of “a pie of fixed size,” but were instead able to build wealth in a way 
that facilitates growth across the society.78

Zoltan Acs, Abraham Song, László Szerb, David Audretsch, and Éva 
Komlósi, in their article “The Evolution of the Global Digital Platform 
Economy: 1971–2021,” subsequently provide us with a more compre-
hensive overview, while deepening our understanding of just how impor-
tant entrepreneurism has been over three centuries. Acs et al. (2021, p. 4) 
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therein trace the “evolution of markets, hierarchies, and networks” from 
local and national markets to a globalized world, from the factory and the 
corporation to the digital platform, and from coal and oil to wind and 
solar. They assert the Schumpeterian perspective, that is, that innovation 
drives economic growth (facilitating returns to the society, writ large), 
and explain how new firms, or entrepreneurial “start-ups,” are the entities 
to drive such innovation.79

Interestingly, the entrepreneur innovates to meet consumer demands 
for what does not yet exist.80 This is important insofar as it advances our 
lives—entrepreneurial innovations can ease our suffering, prolong our 
lives, make our mental efforts (e.g., in the workplace) more efficient, 
make our physical efforts (e.g., manual labor) safer and less stressful, 
enhance our leisure activities, facilitate more productive learning, reduce/
eliminate environmental and climatological damage wrought by past 
technologies, and much more. In sum, constructive and productive entre-
preneurial innovation can make our lives better. Moreover, the economic 
gains from the development of new technologies can enrich us as both 
individuals and societies.

The value of the contributions made by Henry Ford, Kiichiro Toyoda, 
and Elon Musk to the automaking industry transcended their particular 
field. Ford famously testified that he simply wanted to “do as much 
[good] as possible for everybody concerned” (McCraw & Tedlow, 1997, 
p. 277). Toyoda doggedly pressed for his vision of domestic mass produc-
tion of passenger cars for the Japanese people.81 Musk has famously 
pushed for the development of clean energy solutions and advancement 
of technologies to facilitate human space exploration and the coloniza-
tion of Mars. Musk’s motivations have been shared publicly and, in his 
view, constitute nothing more than the preservation of humankind.

Interestingly, some of the most successful entrepreneurs have contrib-
uted to their communities, countries, and the world via philanthropic 
endeavors. Philanthropic giving could be viewed as a second-order ben-
efit of entrepreneurism insofar as founders and firms generously distrib-
ute part or all of their accumulated of wealth following the 
commercialization of their innovative ideas. Philip Auerswald and Zoltan 
Acs (2009, p. 9) emphatically argue that only “through giving—in par-
ticular, through the organized large-scale action of philanthropic 
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foundations—is the imbalance inherent in capitalist growth corrected to 
create a self-sustaining process of wealth creation, social innovation and 
opportunity.” This assertion is considered in greater detail within the 
Zoltan Acs and Ronnie Phillips reflection on “Entrepreneurship and 
Philanthropy in American Capitalism” (Acs & Phillips, 2002), and 
within Why Philanthropy Matters, by Zoltan Acs (2017). These authors 
argue that we restore our obligations to each other through philanthropy. 
“Philanthropy,” Acs and Phillips explain, “remains part of an implicit 
social contract stipulating that wealth, beyond a certain point, should 
revert to society” (Acs & Phillips, 2002, p. 189). While philanthropy is 
not an obligation, per se, it does seem to be embraced by many 
Americans—particularly the ultra- wealthy who establish foundations 
and/or sign on to the Giving Pledge, an effort established by Warren 
Buffett, Melinda French Gates, and Bill Gates (Acs, 2017, pp. 205–225).

McCraw and Tedlow list a handful of philanthropic initiatives carried 
out by Henry Ford within his own lifetime, for example, Ford built a 
museum, preserved American frontier buildings, restored an historic 
American inn dating to the colonial era, and sponsored the preservation 
of folk music and folk dancing (McCraw & Tedlow, 1997, pp. 266–297). 
For his part, Elon Musk has been credited with creating a nonprofit (i.e., 
the XPrize Foundation) to oversee the management of a “$100 million 
carbon renewal prize,” donating $20 million for public education in “a 
Texas county” and $10 million for the rehabilitation of a downtown area 
in “a Texas town,” as well as a issuing a promise to make “major disburse-
ments” in the next two decades (Onwuka, 2022).82 This signal of intent 
to give away wealth at some point in the future echoes Musk having 
signed the Giving Pledge a decade ago, announced via press release from 
The Giving Pledge Foundation on April 19, 2012.83 Notably, neither 
Musk’s giving intent letter nor an excerpt from the same were made avail-
able to the public.

Musk is, however, on record for having donated $55 million to St. 
Jude’s Children’s Research Hospital.84 Musk has also, according to Eliza 
Haverstock of Forbes.com, donated to “the Mercatus Center, a libertar-
ian think tank at George Mason University in northern Virginia that 
aims to advance free-market ideas, [which received] $1 million from 
Musk.”85 The Forbes piece additionally reported on a February 2022 
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Securities and Exchange Commission filing that Musk disclosed having 
donated $5.7 billion of Tesla shares to charity in November 2021.86 Yet 
where exactly that charitable funding went reportedly remains a mystery, 
with Heverstock  speculating that it might have been transferred to “a 
donor-advised fund…which behaves like a philanthropic bank account 
[where] the money can sit…for years without ever going to an operating 
non-profit group.”87

7  Entrepreneurs, Comparatively Assessed

Throughout, we have contemplated whether Elon Musk “qualifies” to be 
characterized as an entrepreneur. We have explored certain standards by 
which some scholars would have us measure the entrepreneur and have 
considered the case studies of two asynchronous would-be automotive 
companies and their founders. What work remains is to compare Elon 
Musk, on the basis of his involvement with Tesla Motors, against Henry 
Ford and Kiichiro Toyoda.

Table 10.2 captures the totality of what has been discussed herein. 
Should we equate creativity with invention, none of the men “invented” 
the automobile in any of their respective iterations. This category is, 
therefore, left blank in the table. However, it is apparent that each man 
was innovative in their identification and exploitation of opportunities, 
the commercialization of their firm’s innovations, and the management 
of each company. Moreover, their accomplishments were constructively 
disruptive, that is, Schumpeterian, within the automotive industry. While 
Musk was not technically the founder of Tesla Motors, he did give it life 
as the original angel investor, guide the early team as the company’s chair-
man, and then officially lead the firm through and beyond several crises 
as Tesla’s eventual CEO.

Elon Musk has been philanthropic according to his own ends and pref-
erences, but this is not globally embraced as an essential quality of the 
entrepreneur. By the comparative analysis of these three businessmen, 
albeit according to qualitative and anecdotal evidence, a clear picture of 
Elon Musk as an entrepreneur does appear to emerge from historical, bio-
graphical, and media accounts of the multi-billionaire.
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While not an analysis of Elon Musk’s involvement in Tesla Motors, per 
se, Steven Muegge and Ewan Reid (2019) evaluate Musk by employing 
“the emancipation perspective on entrepreneurship (Rindova et al., 2009) as 
a theoretical lens to identify, describe, and interpret examples of seeking 
autonomy, authoring, and making declarations—the three core elements 
of entrepreneuring emancipation.” While Rindova’s views (cited by 
Muegge and Reid) on “authoring” and “making declarations” appear 
consistent with what leadership and management qualities might already 
be expected of inspired founders, the notion of entrepreneurs intuiting a 
need “to break free of or break up perceived constraints”88 is somewhat 
compelling, and perhaps ought to be added to a future revision of 
Table 10.2. This quality of intuition or perception, or simply the desire of 
entrepreneurs to emancipate themselves from the de rigueur of societal 

Table 10.2 Cross-comparison of Ford, Toyoda, and Musk

Quality or capability Henry Ford Kiichiro Toyoda Elon Musk

Analytical ✓ ✓ ✓
Communicative ✓ a ✓
Creative
Dedicated/driven ✓ ✓ ✓
Educated/knowledgeable ✓ ✓ ✓
Focused ✓ ✓ ✓
Innovative ✓ ✓ ✓
Intelligent ✓ ✓ ✓
Philanthropic ✓ a ✓
Productive ✓ ✓ ✓
Risk-accepting ✓ ✓
Self-confident ✓ ✓ ✓
Self-starter/takes initiative ✓ ✓ ✓
Commercializes innovations ✓ ✓ ✓
Identifies opportunities ✓ ✓ ✓
Leads others ✓ ✓ ✓
Manages the firm ✓ ✓ ✓
Networks ✓ ✓
Problem-solves ✓ ✓ ✓
Understands technical details ✓ ✓ ✓

aIn the case of Toyoda, it is unclear as to whether he possessed the “complex 
interpersonal communications [skills] associated with persuading and 
managing,” per Levine and Rubenstein’s qualification. Philanthropic giving  
unknown
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and/or governmental expectations and requirements, equally applies to 
Ford, Toyoda, and Musk.

Moreover, this quality appears consistent with the aforementioned 
Kirznerian perspective on entrepreneurship (Lafuente et al., 2020). Each 
man, considered herein, in turn and in their own time, appears to have 
struck out in the direction of not merely improving the automobile but, 
in the Shumpeterian fashion, upending the market entirely. An emanci-
patory motivation looks a lot like a desire for independence and control; 
Ford and Musk both exemplify this, while Kiichiro Toyoda seems to have 
also demonstrated this quality—albeit in a muted, more culturally con-
sistent, way.

8  Concluding Thoughts

One “pulse test” for ascertaining the public’s perception of Elon Musk as an 
entrepreneur, beyond merely noting quantities of particular search engine 
results, is to establish “Ngram” counts of Google Books mentions. 
Oftentimes used to estimate the historical appearance (or expiration) of 
some particular word or concept, for example, knickerbocker or gingerbread, 
Ngram counts are sometimes useful in identifying instances of dependen-
cies between people, things, concepts, adjectives, and the like. For our pur-
poses, looking at counts of the appearances of the names of our three 
entrepreneurs and their three firms89 gives us a sense of the global con-
sciousness of Henry Ford, Kiichiro Toyoda, and Elon Musk, as well as the 
Ford, Toyota, and Tesla automobile companies, during particular points in 
the twentieth and twenty-first centuries. Moreover, linking adjectives like 
“founder” or “entrepreneur” with Ford, Toyoda, and Musk—or the word 
“vehicle” with Ford, Toyota, and Tesla, for that matter—provides us with a 
non-scientific snapshot of the incidences of such concepts showing up in 
published books, rather than across the wild and worldwide web.

The results of such an effort are somewhat informative, if not simply 
amusing. Henry Ford and his Ford Motor company appear prominently 
over time. Kiichiro Toyoda is hardly known by comparison, although 
mentions of Toyota skyrocket in the mid-1990s. Elon Musk and Tesla 
Motors are understandably latecomers to the party, with mentions for 
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each not taking off until 2014 or so. Despite such recency, however, 
Musk has overtaken Ford in fame as a “founder” and “entrepreneur,” for 
what this observation may be worth. To be fair, however, Ford was not 
referenced by the term “entrepreneur” in his heyday.

As stated at the start, from a policy perspective, identifying who quali-
fies as an entrepreneur enables us to consider what qualifies as entrepre-
neurship (and vice versa). Comprehending innovation has a practical 
purpose in policymaking, particularly given the ramifications of policy-
making on the economy. Engaging with contemporary entrepreneurs can 
facilitate the development of an understanding of their professional goals 
and the objectives of their businesses, important when weighing matters 
of public and private interest. In sum, the pursuit of positive economic 
outcomes requires conversations between private entrepreneurs and pub-
lic representatives, both legislators and bureaucrats.

Identifying Elon Musk as a contemporary entrepreneur—despite con-
troversies surrounding his personality, behaviors, choices, actions, proj-
ects, investments, and tweets90—is of enormous importance to 
policymakers, particularly in the United States. Elon Musk is the wealthi-
est man on Earth today. How his many businesses are regulated and 
taxed, how he as a citizen is taxed, and how the US government engages 
in public-private partnerships with his companies—are all of great con-
cern to political elites and ordinary citizens alike. In an era of “too big to 
fail,” political polarization, disinformation and free speech concerns, 
privatized space exploration, income and wealth inequalities, and mount-
ing tensions between the United States and China—Elon Musk exists at 
center stage, for better or worse, and must be understood by presidents, 
policymakers and bureaucrats, each in the context of their own unique 
public responsibilities.
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How to Tame the Beast? Toward 

a ‘Regulation Revolution’ in the Digital 
Platform Economy

Márton Sulyok

1  Introduction

The literal ‘IT-debate’ of the century revolves around answering the ques-
tion: how to tame the beast. This refers to tackling the manifold regulatory 
pressures brought about by innovation in information and communica-
tion technology and all the ‘creative destruction’ that comes with it as an 
essential fact of capitalism.1 In spite of this, the ‘who,’ ‘why,’ ‘when,’ and 
‘how’ of regulation regarding digital platforms at the foundations of the 
‘digital platform economy’ are questions gaining more and more empha-
sis in public discourse.

This contribution to the book is intentionally the odd one out, as it does 
not deal with economic issues and indicators regarding the digital economy. 
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The author was asked to rely on these as a broad frame of reference and 
address certain legal and regulatory issues that arise in a platform context.

The chapter therefore obviously does not intend to provide an in- 
depth legal analysis of these questions, but only serves to cautiously coun-
terpoint some of those ‘natural drives’ that nourish a digital platform 
ecosystem and incentivize technological and digital evolution, pushing 
the proverbial ‘final frontier’ of law (understood as the means to create 
order) further and further, and testing the limits of states and their role as 
primary regulators as well as their essential state functions.

Coming to speak of these essential state functions, it is in and of itself 
a question among legal scholars, regulators, and economists, when and to 
what extent can and should states (or international organizations) inter-
vene and regulate the market to try and set limits to a variety of possible 
rights violations that affect the right to life, the right to privacy, the rights 
of the child, the rights of consumers, or the freedom of expression—just 
to mention a few. These different rights issues separate the legal debates 
into different domains of consumer protection, competition and anti-
trust law, privacy and data protection, content regulation and participa-
tory democracy, which all require the careful consideration of many 
underlying issues of economic policy choices in different legal systems.

As states and their ‘subjects’ operating ‘in sovereign territory’ breach 
the digital barrier through technological evolution, reimagined concepts 
of said sovereignty start to emerge in the digital sphere. More and more 
actors with a huge economic footprint appear in the life of states with 
many ways and means to affect the ‘analog context’ of traditional sover-
eignty, that is, the life of the population and decision-making relevant to 
their social relations and the exercise of their fundamental rights.

As formulated in the subtitle of the chapter, this seems to bring about 
a ‘Regulation Revolution,’ that is, a tendency of increasing regulatory 
intervention and policymaking on big data, on ‘the big five,’ automated 
or algorithmic decision-making, and so on to the dismay of many of 
these private economic actors.

It has always been a long-standing question within the legal commu-
nity whether law has primacy over politics and policy or vice versa. In this 
current context, the question should rather be whether the (digital plat-
form) economy has primacy over law, policy choices, and ensuing regula-
tion, or it should be the other way around.
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Section 2 analyzes and explains concepts of digitization, digitalization, 
and automation in the context of platform economy and points to issues 
that give rise to regulatory choices across the board. Fusing this into the 
introduction of the effect of automation on individual autonomy and the 
potential dangers that it represents from the point of view of the opera-
tion of platforms, under 1.1 I will point out a variety of regulatory and 
rights issues for consideration. Section 3 takes a longer look at the status 
quo of pertinent regulation from a European perspective mentioning the 
different challenges and the ways in which they are currently addressed 
on a broad spectrum from the household use of AI to justifications for the 
use of autonomous weapons systems. Section 4 will take a broader look 
on the changing role of states in regulating disruptive technologies, the 
fault-lines on traditional concepts of sovereignty and subsidiarity that 
appear through technological development, and the different regulatory 
approaches states may prefer in tackling some of these issues. In the con-
text of ‘regulation revolutions’ trying to ‘tame the beast’ of ‘creative 
destruction’ caused by digital innovation, the chapter will briefly reflect 
on some essential state functions and their scope in terms of regulating 
the effects of disruptive technologies.

2  Digit(al)ization and Automation: 
From Disambiguation to Regulation?

The digital or fourth industrial revolution (a term supposedly coined in a 
2011 German government document2) made services created by, based 
on, and using automation become part of our everyday lives. For nearly 
15 years now, we have been living in a world of ubiquitous computing,3 
where the Internet of Things (IoT) is our everyday reality, bringing with it 
many atypical and archetypal threats.

Through merging several preexisting concepts, Hungarian economist 
Ferenc Gyüre defines the era of digitalization as “an IT, economic, social 
phenomenon with new technological innovations, with the help and as a 
consequence of which the complete digitalization and automation of basic 
production, service processes and social relations can be observed, [and] the 
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result is a fast, all-reacting, global, automatic system.”4 The pandemic of 
2020 has accelerated the digitalization process in almost all countries,5 
with clear benefits for companies as a key to their survival and long-term 
sustainable, profitable operations.6 In general, more and more digital ser-
vices are entering the market.7

On the negative side, there are currently only 55 professions that can 
be automated at any level, which would replace 12% of jobs in Hungary, 
that is, 513,000 employees.8 This of course implies the loss of jobs for 
many people with lower skills.9 For the labor market in the legal profes-
sion, this phenomenon particularly affects the less experienced as well, as 
law firms and corporate legal departments can use AI in legal administra-
tion, basic legal research and drafting assignments and legal compliance 
projects to work more accurately and quickly. (The emergence of Chat- 
GPT, already graduating law school in the US and passing the bar 
exam has further added to these concerns.)10 McKinsey’s relevant 2018 
analysis cited no more than 1 million jobs that could be affected by auto-
mation in Hungary (where the author is from).11

In late 2021, Bloomberg analyst and publicist Andreas Kluth pointed 
to a sociologically significant danger in an article on industrial automa-
tion in the present context. He alluded to this dystopic perspective as “the 
crisis of masculinity.”12 Increasing robotization (i.e., automation) in many 
‘blue collar’ sectors—he argued—will make it unnecessary to employ the 
‘breadwinners’ (mainly men) of the past, which could lead to tensions 
and a crisis of their own masculinity. The most far-reaching legal conse-
quences of this ‘identity crisis’ could be, for example, a turn to crime or 
even an increase in domestic violence.

Of course, there have been similar crises in the past and threats to the 
labor market and the economy may be interpreted in many different 
ways, as I tried to illustrate with referencing some survey data. However, 
perhaps nothing of such a scale had happened so far in our modern world 
than what is suggested by the possibilities to substitute human resources 
in the labor market and in many sectors of the economy. If Kluth is right, 
and this ‘identity crisis’ takes on social proportions, it will ultimately be 
humans who become the ‘weaker sex’ in relation to robots. This paints a 
strange picture of our brave new world of digital economy. Obviously, 
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however, digitalization (encompassing all sorts of automation) can now 
be said to be an essential part of the future of humankind.

In the following, I aim to present different legal and ensuing regulatory 
issues in the context of the digital or platform economy. Aware that the 
law cannot always keep pace with and thus is challenged by technological 
development, I would like to review some effective solutions to these 
challenges to ponder the possibilities for regulating seemingly uncontrol-
lable (but certainly unstoppable) technical and technological development.

In the EU, there are a number of national efforts to promote digitaliza-
tion through investment, innovation, but also regulation.13 In Belgium, 
for example, several digitization strategies were published in 2018 and 
the Digital Belgium program was launched in 2015.14 In Hungary, the 
National Digitalization Strategy 2021–2030 is currently being imple-
mented, with the objective of increasing the efficiency of back-office pro-
cesses in public administration through automation.15

This above term ‘automation’ automatically carries a lot of negative 
connotations. Mick Chisnall links the emergence of automated informa-
tion gathering systems directly to the idea of digital slavery16 to which indi-
viduals fall victim through their data, while others, for example, LSE’s 
Leslie Willcocks in his book titled Robotic Process and Cognitive 
Automation: The Next Phase, write that the role of automation in job cre-
ation is largely neglected as a positive factor.17

As these examples show, many people define digitization and automa-
tion as separate concepts, so the need for disambiguation presents itself. 
In addition, the term automation is often used in English terminology in 
a way that is fundamentally and often separate from the term digitaliza-
tion - digitization.

 (i) Digitization means the conversion of analogue to digital; while
 (ii) Digitalization refers to the use of digital technologies and digitized 

data in the development of various processes. According to SAP 
Insights, a search frequency study conducted between 2004 and 
2020 found that the two terms now appear at almost the same 
 density in Google Trends reports, but have different meanings (as 
noted above).18
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 (iii) Although the author’s native language (Hungarian) does not distin-
guish between automation and automatization (it uses the term 
automatizáció for both), the meaning of the two original English 
words is slightly different—if one recognizes that such a linguistic 
difference between them even exists.

 a. By automation, we mean the activity of replacing human power 
with machines or artificial intelligence (AI).

 b. Automatization is a much less used variant of this term, used only 
in connection with activities with which we are familiar.19 The 
second term is therefore the automation of a higher order activity, 
although some linguistic sources argue that automatization is a 
term that does not exist in the most relevant linguistic corpus, 
and that it is automation that should be used correctly (and 
exclusively).

Ad (iii), the archetypal concept of automation can be defined from an 
industrial perspective as “the replacement with computers and machines to 
that of human thinking” or “as the use of set technologies and automatic con-
trol devices that results the automatic operation and control of industrial 
processes without significant human intervention and achieving superior per-
formance than manual control.”20 Since the concept also includes the 
reduction of the need for human labor as an objective, it is questionable 
in what context the reduction of jobs, previously invoked as a negative, 
should be interpreted in the light of the objectives that push for automa-
tion. (I forego any further discussion of this issue herein, given its not explic-
itly legal or regulatory nature.)

Automation undoubtedly increases productivity; it is cost-effective 
and widely used in many sectors. One of the main applications is robot-
ics. Industrial robots are defined by ISO 8373 (and accepted by the IFR, 
the International Federation of Robotics as well) as “automatically con-
trolled, reprogrammable, multi-purpose manipulators that can be pro-
grammed in 3 or more axes.”21

Automation, however, is not only present in the above-mentioned 
area. ‘Siri’ (developed by Apple), the voice of ‘whom’ almost all of us are 
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familiar with, can also be used to automate our homes, but such an 
investment into our comfort can also pose atypical dangers, not just 
archetypal ones. In the Home app on iOS, Siri can automatically turn off 
lights when the app user leaves the home, turn them on when motion is 
detected, or run a scenario when opening the front door.22 Amazon’s own 
virtual assistant, ‘Alexa,’ is also capable of automated decision-making 
around the house.23

Of course, these are just two apps that make our everyday lives easier 
through automation. We should not forget, however, that despite ‘all the 
blessings of liberty’—to borrow a phrase from the preamble of the US 
constitution—there are also many downsides we and our posterity needs 
to face due to the fact that these omni-present and almost omni-potent 
systems have become so integral in our lives.

One such archetypal danger by now is that we started humanizing 
these tools and technologies by giving them actual human (usually 
female) names and often rely on them as our ‘digital slaves’ and helpers in 
many chores. Some robotic vacuum cleaners (RVCs) are sold with a 
deliberately chosen human name by the manufacturer (e.g., Trifo’s RVC 
machine Lucy24). In one specific case, the DR4GHE project aimed to 
turn an RVC device into a digital cleaner to companion for certain house-
hold functions, building on acceptance of the device by the users and 
enhancing its AI capabilities.25

In the context of more atypical dangers, it made the global news not so 
long ago that the ‘home assistant’ Alexa unreservedly suggested a minor 
asking about a pastime that she should complete an internet challenge 
(penny challenge) involving the use of electricity and thus a significant risk 
to human life.26 Amazon has of course averted the problem, but it is still 
an excellent illustration of the as yet un-archetypal dangers inherent in 
similar automated data collection, management, and processing systems.

To be fair, however, every coin has two sides and there are some, like 
Orly Lobel, who do not voice concerns about technological development 
and see it as a force that brings equality and bridges the digital divide. In 
her book, The Equality Machine—Harnessing Digital Technology for a 
Brighter, More Inclusive Future (Public Affairs, 2022),27 Lobel, a renowned 
tech policy and IT law scholar, proposes many defenses for technology in 
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legal terms as well, focusing on anti-discrimination, education, free 
speech, and even climate change.

According to Kaminski, it was actually Lobel that coined the term 
“platform economy” and that she believes that it represents the “third 
generation of the Internet.” Despite Kaminski describing Lobel’s stance 
on platforms as “largely optimistic,” she also voiced an important regula-
tory issue already in 2017, as follows: “What makes the platform economy 
legally disruptive is that these companies tend not to fit neatly into existing 
legal categories in regulated areas.”28

Indeed, one of the largest global compilations of contemporary ideas 
and patterns of platform regulation in terms of social media governance 
(published last year by Nomos) introduces the term ‘platform’ as a power-
ful metaphor with which legal problems may arise because they “can be 
seized, hijacked and controlled or they can be virtual common carriers. Often 
it appears as a locus that is neutral and necessary for commerce in the com-
modity for which the platform accommodates trade. ‘Platform’ has become a 
weighted term, an opportunity for a wide variety of distinct approaches to 
regulation to be articulated, legislated and implemented”29—writes Monroe 
E. Price, the namesake of the world renowned media law moot court 
competition in the foreword to Perspectives on Platform Regulation.

Price then adds that the appeal of the platform-concept is the categori-
cal distinction it establishes between production and distribution of con-
tent, which opens up the playing field for a variety of regulatory choices 
necessary “to allow zones of immunity from liability, said to be critical in the 
development of social media and the Internet. Distinguishing the platform 
from its users has had complex implications for regulation of ownership in 
successive iterations of media and society.”30 Regulatory choices are indeed 
wide open, as many legal problems persist amid negotiations on the cor-
rect paths forward.

2.1  Automation, Autonomy, and Resulting Rights 
and Regulatory Issues

Beyond such problems and salves, going back to the basics, it is also in 
our own self-interest to be aware of the extent to which our privacy and 
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personal data is exposed to digitalization and automation. Mick Chisnall, 
quoted above, refers to this with his dystopian image of ‘digital slavery,’ 
when he talks about the many concerns that these systems raise about the 
diminishing of individual and community autonomy.31 “As a primary tool 
to improve their performance, they collect, aggregate and utilise data, for 
example in order to optimise their ranking, target-ing and recommending 
systems.”32 Autonomy, in relation to data protection and privacy,33 is seen 
as the legal category of informational self-determination—the right to 
determine to whom our data is disclosed and who can access it.34

In general, at least in European legal and regulatory thinking, any data 
is subject to protection that attaches to the person, whose data is at the 
heart of a legal issue; therefore we refer to it as ‘personal data’ when we 
talk about fundamental rights. Privacy is a corollary to this fundamental 
right, while originally mostly tied to physical space surrounding the per-
son. The online environment changed both concepts to a point where 
now both need to be protected not only through legal but more and more 
technological means as well. Chisnall, cited above, takes issue with the 
link between privacy and data protection, arguing that the vast majority 
of online breaches are not privacy issues, but a chain of offenses and 
crimes committed with personal data.35

There are national constitutions, like the Hungarian Fundamental 
Law,36 that reflect on this link and provide for their protections under the 
same heading (including certain other layers of privacy—like the family 
home, correspondence into this grouping), while other national constitu-
tions, like that of the United States, don’t even contain the word privacy, 
but judicial practice has provided extensive protections for the private 
sphere in many different contexts, over the years. Internationally, the 
same patterns exist with the difference that regional international law  
in Europe (ECHR) subsumes protections for personal data under  
Article 8,37 protecting private and family life, while the fundamental 
rights instrument of the EU (the Charter of Fundamental Rights) pro-
tects privacy and personal data under separate provisions.38 In accordance 
with the unitary regulatory concept of the EU's GDPR (General Data 
Protection Regulation),39 ‘personal data’ became an umbrella term as 
“any information relating to the data subject” (i.e., an identified or iden-
tifiable person).
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As a special category of personal data, legal regulation encompasses 
sensitive data as well, meaning all data falling within the sensitive (pro-
tected) categories of personal data, such as revealing racial or ethnic ori-
gin, political opinions, religious or philosophical beliefs, trade-union 
membership, genetic data, biometric data for the purpose of uniquely 
identifying natural persons, health data, and personal data concerning 
the sex life or sexual orientation of natural persons (which are normally 
protected characteristics in any country that provides for the statutory 
protection of these, at least in the wider European legal thinking). Further 
problems arise in terms of the broad approach to the concept, if we con-
sider that our geographic location may be considered personal data in 
terms of automated decision-making on blocking access to certain 
services.40

Nowadays, various forms of automation operate with, and can be 
based on, extensive use of personal data. Initially, in the early 1980s, the 
focus was on protecting data against automated processing. The so-called 
Convention 108, adopted in 1981, was dedicated by the Council of 
Europe to the rules on the protection of individuals with regard to auto-
matic processing of personal data. Now that automated processing is the 
new norm, data protection must be surrounded by other means, not only 
legal ones. But the set of legal problems is not changing, it is just evolving.

For example, profiling41 is not only a problem in the work of law 
enforcement agencies on an ethnic basis, but it also happens with intel-
ligent robots. Robots need to be able to understand the different behav-
iors and needs of people, and profiling is a basic tool for this. Using this, 
a robot can also generate information about people’s personality, charac-
teristics, behavior, interests, or identity.42 Such an algorithm cannot only 
make life easier, but in some cases it can also save our lives, for example, 
by transmitting our medical history to the hospital, easily revealing our 
vulnerabilities.43 What we can conclude is that automation (here specifi-
cally as automated data processing and decision-making) leads to profil-
ing in many cases. With regard to the data protection risks of profiling 
and how they are addressed, the EU GDPR sets further limits, namely, 
that it gives the data subject (to whom the data relates) the right not to 
be subject to a decision based solely on automated processing (including 

 M. Sulyok



339

profiling) “which produces legal effects concerning him or her or simi-
larly significantly affects him or her.”44

AI is in and of itself an ADM (Automated Decision-Making) process in 
the sense that it processes data in a fully automated way, without any 
human intervention affecting the final result.45 Examples of such auto-
mated AI-based systems are Google’s search engine optimization tools or 
Instagram’s content recommendation tools. All of these create a ‘taste 
profile’ of the user and recommend content based on that profile. 
(Businesses have the option to ask Facebook to set up automatic ad place-
ments, as “the system learns over time what is likely to perform best, and 
makes improvements and suggestions”46 This way social media and com-
munication platforms also use profiling.)

“With the help of algorithms […] finding the right person for the right 
content can be perfected, and thereby the attention of users can be exploited 
in a much more effective way than by traditional commercial media. The 
format of some platforms leads to shorter communications, which may also be 
less sophisticated in analysis.”47 As a result of such instances of (taste or 
other) profiling, our emotional drives and state become wide open to 
tailoring to a certain preference that is not necessarily dictated by the 
individual’s well-being.48 In summary: all our data channels into automa-
tion, as our Facebook page also uses our personal data collected from our 
search history, private conversations, and other activities (often extrapo-
lated from this additional data) to decide what ads to send us, how to 
shape our further searches, further perfecting (but in reality narrowing) 
said ‘taste profile.’ As Lilla Kiss puts it, “Machines are able to draw conclu-
sions based on users’ shared or hidden information. Knowing the users helps 
the algorithms find what triggers their further consumption of the contents of 
the platform.”49 Unfortunately, profiling is part of this process, but the 
relevant provisions of the GDPR seek to prioritize data protection con-
cerns, at least in the European Union.

Already in 2014, the European Commission estimated that the value 
of the personal data of half a billion EU citizens is expected to reach 
€1000 billion per year by 2020.50 It is not without reason that we hear 
more and more often that data is “the oil of the 21st century.”51 As the 
most valuable social resource, our personal data has monetary value, and 
we have entered the phase of “commodification.” If we consider personal 
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data as a commodity then we regard it as the object of commerce, which 
entails a regulatory mindset or approach completely different from the 
one described herein, but I will return to this issue in more detail in the 
conclusions of the chapter.

3  The State of AffAIrs and RemAIning 
Challenges—A European Point of View

A constantly expanding legal framework provides some of the answers to 
the societal issues raised by AI. Unfortunately, legal regulation is lagging 
behind technological advances, but legal frameworks that protect our 
personal data and address societal issues are constantly expanding to help 
us exploit the potential of AI in a more secure way.52 In the following, we 
will look at existing and planned regulation at both national and interna-
tional level. In the latter category, the focus is on relevant EU 
legislation.

The legal framework for AI in the European Union is currently in its 
very early stages. As mentioned above, the GDPR also contains provi-
sions that play an important role in bringing this issue within the legal 
framework. The draft EU Regulation on Artificial Intelligence was pub-
lished in April 2021,53 and is currently under review. The draft includes 
three categories of AI: (i) prohibited practices, and (ii) high- and (iii) 
low-risk AI systems.

The European Data Protection Board (EDPB) and the European Data 
Protection Supervisor (EDPS) have adopted a joint opinion on the pro-
posed Regulation, stressing the need to align the concept of ‘risk to fun-
damental rights’ with the EU data protection framework. Andrea Jelinek, 
President of the EDPB, and Wojciech Wiewiórowski, European Data 
Protection Supervisor, agreed that the introduction of remote biometric 
identification in publicly accessible places means the end of anonymity in 
these places. Applications such as live facial recognition enable intrusions 
into fundamental rights and freedoms to such an extent that they could 
call into question the very essence of these rights and freedoms.54 The 
new plan,55 coordinated with Member States, aims to promote security 
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and fundamental rights. The new rules on machinery products56 also aim 
to improve safety rules.57 Under the new regime, there is an unacceptable 
risk from AI systems that clearly compromise people’s safety, livelihood, 
and rights. These include AI systems or applications that enable social 
credit58 or manipulate human behavior to circumvent the free will of 
users.59 High risk AI systems will be subject to specific regulations.  
These are systems used in critical infrastructures,60 justice and law  
enforcement,61 essential private and public services (utilities), migration 
management,62 education or training,63 security devices for products,64 or 
employment, management of workers, and access to self-employment.65 
The EU also introduced ethical guidelines on trustworthy AI in 2019.66

Within the existing regulatory framework, we should also separately 
mention the 2018 strategy,67 the coordinated plan for AI of the same 
year,68 and the 2019 guidelines of the Expert Group on Artificial 
Intelligence.69 In 2020, the Commission published a White Paper on the 
subject,70 which was accompanied by the “Report on safety and liability 
aspects of AI, IoT and robotics.”71

Looking at the interface between automation and privacy (regarding 
data collection and protection), there are many challenges for future leg-
islators and executives as well as judiciaries. Cooper and Yun, for instance, 
approach from the point of view of competition law and look at how data 
collection transforms privacy into a key dimension of competition and 
antitrust regulation in the United States. However, they argue that—con-
trary to popular belief in the US and elsewhere as well—“there appears to 
be little systematic relationship between [giant/dominant platforms’] mar-
ket power and low levels of privacy [protection].”72

Based on the data collected, automation also brings with it the possi-
bility of ADM, and in this context increased scrutiny is necessary moni-
toring compliance with relevant rules.73 Profiling and ADM are also used 
in the banking, financial, tax, and healthcare sectors. Here again, tailored 
to the European context, decision-making based solely on automated 
processing is only allowed if the data subject has given his or her explicit 
consent or if the decision is necessary in the context of a contract or the 
intention to enter into a contract.74

In addition to these areas, there is also a growing need for ADM in 
courts.75 Whether AI mechanisms can potentially replace judicial 
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discretion76 in the future is going to be the burning question for the next 
10–15 years, and judiciary regulators already have data available to them 
on the use AI tools, for example, in the context of examining patterns of 
international judicial decisions.77

András Osztovits, a judge of the Civil Chamber of the Hungarian 
Kúria (Supreme Court) argued that if we let smart technology in the 
courtroom, it will take over some of the human decision-making. The 
most important area of adjudication is the decision itself, which must be 
kept in human hands, even accounting for human fallibility. However, he 
also mentioned that research has already been carried out in Argentina to 
make an app available to judges that suggested a decision based on previ-
ous case law. This proposal was accepted by all the judges who took part 
in the testing.78

The app Prometea79 could become an applicable tool in the Argentine 
legal system, setting a good example for judicial systems around the 
world. Its biggest advantage is time efficiency: while in the days of paper 
and digital bureaucracy, it took 174 working days to make 1000 deci-
sions on housing rights, with Prometea it takes 45 days. The initiative is 
also proving to be effective in terms of accuracy, with prediction rates for 
cases of 96% accuracy in less than 20 seconds. Other results include 
reducing the time taken for the selection of urgent cases by the 
Constitutional Court of Colombia, which receives thousands of petitions 
a day, to 2 minutes from 96 days, and correcting 6000 administrative 
entries in the Buenos Aires City Registry Office in 2 months instead of 8 
months.80

Naturally, judicial applications of ADM raise a number of ethical 
questions. Perhaps the most important is whether there is a threshold 
beyond which the judiciary cannot allow decisions to be taken through 
automated means. This also brings about the following question: What 
will be the fate of fairness and the essential human element (the ‘internal 
conviction’ of the judge) in adjudication overshadowed by the need to 
increase efficiency?

Since our current global context is unfortunately shaped by the pro-
longing Russian-Ukrainian war, another important area needs to be very 
briefly addressed, in which ADM will pose problems for regulators. 
Technology enables a number of unprecedented forms of warfare, for 
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example, payload attacks by hacker groups—as non-state actors—against 
so-called critical infrastructures.81 Some of these have already been 
addressed by public international law, as it will be seen below.

However, the cornerstones of the theory of ‘mechanized warfare,’ as it 
is known in international military law, have undergone many changes 
since the emergence of the inter-war literature that gave rise to the theory. 
The excellent summary by Hungarian scholar, Ödön Harka reflects on 
Fuller’s idea that the essence of warfare is to put an army in a position to 
conduct combat operations with the most economical use of their 
forces.82 Rapid advances in technology and military and defense innova-
tion obviously serve this purpose (e.g., with the advent of UAV capabili-
ties). Moving away from the original notion of ‘mechanization’ to the 
next stage of ‘mechanized (even automated) war,’ the current debate 
revolves around the justification for the use of and the limitations of 
autonomous weapon systems (AWS).83

Although governments, politicians, experts, and even some arms man-
ufacturers are raising their voices against the creation of fully automated 
robots, the only legal obstacle to the development of this process cur-
rently is the need to comply with the principles of the Law of War, in 
particular the principles of discrimination and proportionality.84 
According to this provision, civilians and combatants shall, even in cases 
not covered by the relevant international rules, be protected and subject 
to the general principles of international law deriving from established 
custom, the laws of humanity, and the requirements of the conscience of 
mankind.85 The use of robotic weapons is also prohibited because they 
cannot weigh the value of human life or make decisions accounting for 
the fundamental value of human dignity.86

Diplomatic dialogue on this issue has been taking place since 2014 at 
the United Nations in Geneva, within the institutional framework of the 
Convention on Certain Conventional Weapons (CCW).87 In 2018, an 
international forum of experts representing around 80 states met to draft 
legislation on the phenomenon.88 The CCW has established the Group of 
Governmental Experts (GGE) on Lethal Autonomous Weapons Systems 
(LAWS), which will be the main institutional forum for the annual inter-
national discussion on the issue of autonomy of weapons systems 
from 2020.89
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While non-profit groups and advocacy organizations have for some 
time been calling for a ban on the development of these weapons,90 their 
main aim is to push for national legislation to guarantee meaningful 
human control of AWS capabilities using ‘military AI.’91 However, as 
these technologies are certainly part of our future, the primary task of law 
and regulators is to ensure that their development and use are safe92 and 
comply with protections for the right to life and human dignity. Further 
questions that remain include:

 (i) Defining the role of human-machine interaction and meaningful 
human control in relation to the use of force as essential elements of 
any future regulation, and

 (ii) Examining whether AWSs can meet the requirements of humanitar-
ian law. 93

4  Justifications for a ‘Regulation 
Revolution’ to ‘Tame the Beast’: 
Conclusion?

After the introduction of the manifold challenges that international and 
supranational organizations, states and public and private regulators need 
to face and tackle in light of the ‘creative destruction’ of the digital econ-
omy, we need to briefly reflect on the possible justifications for ‘Taming 
the Beast’ and a ‘Regulation Revolution’ (in the face of many archetypal 
and atypical dangers) as suggested by two references to the title of this 
Section.

In the areas presented, regulation is not only urgent, but also essential. 
Regardless of the level, at which these regulatory problems arise, the issue 
central to current debates is who shall be the primary (or exclusive) regu-
lator over technology. In addition to the erosion of the concepts of state 
and sovereignty in the multilevel international framework, a twofold 
problem presents itself.

 M. Sulyok



345

 (i) Firstly, technology also creates fault-lines on the traditional concept 
of sovereignty, and the inquiry into who is or can be sovereign sur-
passes the conventional contexts of public law, expanding into tech-
nology and economy. Digital states may as well appear, to which the 
online existence and metaverse presence of Liberland94 can be the 
best example. Can such a ‘state’ act as a regulator that only has an 
online footprint, but according to that it has ministries, conducts 
international relations, and has citizens as well?95

 (ii) Secondly, nation states are no longer the sole subjects of sovereignty 
inquiries. Therefore, their initial role as the primary regulator is 
brought into question. In addition to international organizations 
(IOs), private regulators such as TMNCs enter the arena and carve 
out important terrain for themselves to introduce private regulation 
for all of those processes that arise in the context of their internal 
operations.

Both of these two problems revolve around the same question: who 
shall have digital sovereignty, who is the digital sovereign? Primarily talk-
ing about TMNCs and IOs, Hungarian state and legal theory scholar Péter 
Szigeti argued already in 2014 that these are composed of institutional 
and ideological elements that erode national economies, challenging sov-
ereignty and thus redefining points of contact between citizens.96

We may add that this also leads to changing notions of subsidiarity, 
which is a key issue in defining the point of origin of any regulation. 
What I understand under this is that certain actors of the digital econ-
omy, such as social media or online commercial platforms (and the  
companies behind them) might feel themselves—in the spirit of  
subsidiarity—closest to the community in their daily operations. 
Consequently, creating their own solutions and rules to solve problems 
that arise in this online community becomes their natural drive. This 
obviously may clash with traditional notions of subsidiarity in local and 
state contexts and this is how public and private regulation may end up 
challenging each other, creating some of the most basic debates in our 
new world order.

Already in 1991, David Held mentioned the following factors as key 
to this new world order:97
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• Governments have less and less possibilities to enforce efficient 
regulation,

• Their influence over citizens decreases (Cf. references to changing notions 
of subsidiarity),

• Traditional state tasks are more and more realized through interna-
tional cooperation (NB especially in the context of third generation 
human rights and their digital contexts),

• Quicker integration and the growing number of IOs make interna-
tional law more relevant in regulating the conduct of national actors 
and internal social and legal relations.

In this context, I suggest that academic and public discourse should 
turn to the issue of “essential state functions,” a notion that is explicitly 
mentioned in TEU Article 4(2) in the context of European integration 
and is usually tied to debates on constitutional identity.

The EU Treaty remains silent on the range of these functions tied to 
inherent political and constitutional structures of the Member States, but 
mentions national security and maintaining law and order. What has 
been said above regarding the war and critical infrastructures clearly evi-
dences that states have a primordial responsibility to regulate disruptive 
technologies as they pose risks to the above, for example, in terms of 
cybersecurity.98

Every integration (federal or otherwise) has its own special debates 
about the division of regulatory competences based in national sover-
eignty. It is not my purpose to paint an in-depth picture of current 
European debates, but one key issue is the terrain where these state regu-
latory functions interact with such competences of international organi-
zations. There are domains where these functions and rules need to 
coexist and blend into each other.

In the context of the digital economy, this has been referred by 
Columbia Law’s Anu Bradford to as the “Brussels Effect” (on how the EU 
rules the world),99 clearly alluding to the regulatory approach of the EU 
regarding the Digital Services Act (DSA) and the Digital Markets Act 
(DMA), in terms of which the European regulator engaged in condition-
ing operators to accept regulation from a very early stage, through pro-
longed key negotiations such as the ones arising regarding the acceptance 
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of the GDPR by Facebook or the broader EU-US Privacy Shield debate. 
With every integration comes regulatory competition as well, and digita-
lization only exacerbates this dynamic.

The role of the state obviously does transform in these processes. 
Vagelis Papakonstantinou goes as far as to suggest that states themselves 
could be regarded as platforms with applying all relevant platform regula-
tion exigencies to their daily operations as well. In his view a ‘platform- 
state’ is an “intermediary in an information flow from its citizens […] to 
everybody else. Its role would be twofold: First, it would store information 
and, second, it would make them available to anyone interested. […] Both 
roles are critical to our lives.”100 In this context, Papakonstantinou also 
talks about a necessity to transfer the results of ‘platformization’ from the 
market to the political philosophy, and that the current logics of the 
European regulators are market-based. In his words, the “platform econ-
omy […] imposed a protective regulatory approach whereby the market needs 
to remain contestable. Equating the state to a market would carry grave con-
sequences to this understanding.”101

One also may argue that state roles and functions should turn toward 
oversight and control/cooperation in rules enforcement from endless 
top-down production of rules. In this view, this is just as natural as the 
transformation of the human function in the workplace from engage-
ment solely in production to the oversight and control of the results of 
automated processes. This paves the way for the appearance of coopera-
tive models of co-regulation between public and private regulators. It is 
important to underline, however, that private regulators should not dom-
inate public regulators and to avoid this, states should be awake to the 
basic truth of “you snooze, you lose.” Through dialogue, they should find 
ways to reconcile ‘technology-sensitive regulation’ with ‘regulation- 
sensitive technology.’

The role of the state needs to change also because the preexisting logics 
of the economy change as well. While in the past regulating property and 
ownership were key factors to leading a successful business venture and to 
access the market, at present regulation is necessary to facilitate access to 
shared resources on regulated markets (e.g., Airbnb, Uber/Lyft).

The role of the state and the focus of regulation also changes because 
new rights issues emerge as pre-existing rights paradigms shift. For 
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instance, 10 years ago the biggest issue of workplace privacy was how 
much private life can employees establish at their workplace or with the 
equipment provided by the employer. Since the pandemic, the main 
questions of regulation revolve around the permissible extent of penetra-
tion of the employer into the private life of the employee in the context 
of distance work and home office.

The question then arises: How should governments as national regula-
tors respond to these challenges? One possible and plausible answer to 
this might be that creating policy cycles and regulatory mechanisms 
adaptive to change in technology and circumstances (crises, war, etc.) is a 
key factor for any effective response. This also requires the transformation 
of regulatory thinking about technology, which was undoubtedly made 
easier due to the public interest tied to the mitigation of lasting damage 
brought about by the pandemic.

Regulatory frameworks should contain adequate technological safe-
guards for near-essential utilities and critical infrastructures connecting 
us to others, to the market, to the government, but regulators should not 
be blind to potentially egregious rights violations despite the obvious eco-
nomic benefits (time, cost, and resource efficiency).

The dynamics of the social contract changed in the information society 
and the citizens are inclined to claim more and more rights instead of 
relinquishing them in order to get some of them back. These ‘new rights 
claims’ simultaneously permeate both public and private ‘regulatory uni-
verses’ and impulses to respond to these might be stronger in the private 
sphere, which traditionally reacts quicker and better to such stimuli or 
incentives. This is due to the above-mentioned issue of the changing 
notion of subsidiarity, which leads back to the debate about sovereignty 
in the digital context.

Digital economy platforms feel themselves closest to the online com-
munity with many points of constant interaction between them and their 
perceived role in serving the public interest is carried out by creating 
previously state-issued rules in the form of soft law to mitigate security or 
public health concerns in the ‘public forum’ they occupy online. In these 
new public spaces ‘organized technology’ also may represent problems 
beyond the ‘private surveillance’ of users and creating opportunities for 
increased breaches of confidence online. All of these instances essentially 
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affect state actors in view of their traditional functions of regulation and 
the hard law that originates with them (guided by the state’s primary 
prerogative to regulate social relations). Therefore, cooperation between 
these two sides is essential because excluding the state as a regulator would 
clearly violate established principles of rule of law and due process.

On the other hand, public regulators, led by the motivation to protect 
their citizens from the harms of the online environment establish rules 
that amount to the creation of ‘surveillance states’ or ‘surveillance econo-
mies,’ which bring about regulatory issues with separation or fusion of 
powers, checks and balances, and transparency that again tie back to rule 
of law and due process.

Perhaps the biggest difference in justifications for regulation (or lack 
thereof )  in the context of digital economy is the regulatory approach 
taken to address rights issues that arise in the context of privacy and data 
protection and the protection of the individuals’ rights in general.

 (i) European regulation is governed by an approach I now call ‘dignity- 
oriented,’ focusing on shielding the individuals and their human dig-
nity from harm to the broadest possible extent. In this effort, 
regulators create many additional layers of protection for the differ-
ent layers of the persons and their personality (privacy, personal data, 
correspondence, self-determination).102 To those who believe in alter-
native approaches, this might seem as unnecessary overregulation (or 
labeled as regulatory overreach) complicating and hindering eco-
nomic development. To be fair, based on some lessons learned from 
the GDPR,103 we can even give credit to some of these critiques. 
However, at the outset, these solutions really only serve to limit the 
abuse of these core rights, driven by economic instinct, relying on the 
trade-off that people make enabling them to use the benefits of tech-
nology on a societal level, seemingly free of charge.

 (ii) The alternative approach that I call upon here is the ‘liberty-oriented’ 
one, mostly characteristic to the United States, in which digital 
 economy platforms are shielded to the greatest possible extent from 
regulation (perceived as harm), thereby facilitating the exercise of 
democratic freedoms. Under this logic it is said that it is harmful to 
the society at large if we allow boundless surveillance. Consequently, 
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the platforms (from regulation) required to exercise democratic rights 
like freedom of speech need to be protected. Outside of this context, 
however, this approach tends to regard personal data as goods in the 
spirit of commodification and focuses on a much more transaction- 
centered regulation governed by a free-market logic also protecting 
the free flow of information.

Regardless of the different regulatory reflexes that might be induced in 
different legal systems based on a mixture of the above considerations, 
transatlantic debates revolve around the same key words: sovereignty, 
subsidiarity, essential state functions and regulation—all these shape 
public discourse to help reinforce the global positions of the respective 
actors. This became first clear to me when I studied the 2020 Report of 
the so-called Berkowitz Commission on Unalienable Rights.104 In essence, 
the basic debates on constitutionalism, sovereignty, and fundamental 
rights that occupy the minds of constitutional scholars on both sides of 
the Atlantic are basically the same. These include exploring:

 (i) the vital role of national sovereignty in ensuring human rights;
 (ii) the issue of subsidiarity;
 (iii) ways to preserve and reinforce global positions and role as a 

regulator.105

The competition for regulatory dominance involves concurrence in 
legal competitiveness as well, which is certainly of key importance in try-
ing to meet the exigencies of the digital economy. Legal competitiveness 
also translates into competition between states and as the 2022 DESI 
Index by the OECD suggests, Hungary is 22nd in the EU27 region in 
terms of the development of digital economy, before Slovakia, Poland, 
Greece, Bulgaria, and Romania. Faced with these numbers I have asked 
myself the question whether this was the reason why two of the herein 
enumerated countries (Hungary and Poland) have initially been the most 
vocal in trying to dominate the private regulators behind social media 
platforms in terms of regulatory scruples regarding online freedom 
of speech.
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Legal as well as technological innovation is key in bridging the digital 
divide and to successfully fulfill regulatory tasks in this realm, states have 
to adopt a paternalistic approach to technology respecting the applicable 
legal constraints and addressing justified fears of rights violations. The 
overarching context of ‘digitalization’ provides a valid excuse for out-
breaks of ‘regulation revolutions,’ irrespective of the level we focus on in 
the structures of multilevel governance. The reason for this is because 
every actor with ‘skin in the game’ knows that digitalization and the con-
tinued evolution of the digital economy through innovation is 
unavoidable.

To sum up, let me paraphrase President Ronald Reagan, who is said to 
have said that the “[g]overnment’s view of the economy could be summed up 
in a few short phrases: ‘If it moves, tax it. If it keeps moving, regulate it. If it 
stops moving, subsidize it.’” The famous phrase attributed to him describes 
how the government should approach economic regulation, but how 
does it apply to the digital economy and its current ‘ecosystem’?

We are obviously aware that the digital economy moves, and issues of 
taxation are already resolved (even if sometimes are debated).106 It will 
presumably not stop moving any time soon, so we do not need to address 
the issue of subsidies. However, we should see that it keeps moving at a 
pace faster than ever before; therefore we do need to regulate it with as 
many tools as possible to ensure the future fate of all of the above- 
mentioned legal issues that have been described in this chapter. The 
debate over the best possible regulatory choices in many different domains 
however is far from over.
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The Ecology of Innovation: 

The Evolution of a Research Paradigm

Hilton L. Root

1  Introduction

Policymakers all over the world have embraced the Entrepreneurial 
Ecosystem (EE) concept in their policy documents (Brown & Mason, 
2017; Brown & Mawson, 2019). They are drawing from a rich literature 
in applied economics.1 The study of entrepreneurship began with a focus 
on the entrepreneur; it advanced to consider the ecosystem of which the 
individual actor is a part; Lundvall (1992) took it to the level of national 
systems of innovation, Porter (1998) to regional clusters, and Cooke 
et al. (1997) to regional innovation systems.2 So far essential local condi-
tions have been identified at the city, regional, and national level. 
Ecological metaphors were proposed by Moore (1993) and were popular-
ized by Isenberg (2010). Entrepreneurship at the national level is about 
the ecosystem. The emergence of entrepreneurial ecosystems as a research 
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field of its own has been surveyed by (Acs et al., 2017), whereas Lafuente 
et al. (2020), Cao and Shi (2021), and Wurth et al. (2022) have studied 
the connections between ecosystems and territorial outcomes. The entre-
preneurial ecosystem has been used to understand the rise of technology- 
led entrepreneurship in the digital economy (Acs et al., 2021; Lafuente 
et al., 2022). Yet, the study of the entrepreneurial ecosystem is still young. 
The journey has only just begun and has much further to go. The ecosys-
tem approach needs to be grounded in a broader theoretical framework, 
or meta-theory, that can embody culture more broadly.

The purpose of this chapter is to demonstrate how complex system 
analytics can enhance entrepreneurship scholarship and policy. It will 
suggest ways to think about the relationship between the decisions and 
strategies of agents and the structure of the environment in which choices 
are made. The chapter will aim to understand the relationship of system 
variables at their macroscopic scale, in the hope of defining global prop-
erties that are independent of the details at the microscopic scale. The end 
result will be a literature that is richer in insights about the informal 
constraints, such as social norms, beliefs and ideologies, and the cognitive 
processes and cultural elements that underpin them, leading to a meta- 
theory that integrates a community’s culture, and its historical specificity 
with its system of innovation.

The plan of the chapter follows. Section 2 briefly describes the devel-
opment of entrepreneurial ecosystems as a research field from an evolu-
tionary perspective. Section 3 discusses the role of complex systems for 
building models that explain entrepreneurship as well as the links among 
agents and cultural elements that emanate from the system’s internal 
dynamics. Section 4 presents complex adaptive systems (CAS) as a pur-
poseful theoretical framework with the potential to enhance our under-
standing of the evolutionary algorithms that underpin EE models. 
Section 5 concludes.

2  Evolution and Entrepreneurial Ecosystems

The study of entrepreneurship and innovation more generally has two 
distinctive strands. I want to find common ground between them. One 
body of literature offers narratives that present innumerable sociological, 
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historical variables as they affect individual innovators, but the lack of 
clear boundaries between the variables makes it difficult to establish 
causal relationships (Isaacson, 2014). The neoclassical perspective seeks 
to overcome these obstacles to the creation of cumulative knowledge. In 
this approach operability is obtained by extreme reductionisms. Aggregate 
outcomes are obtained by making strongly unrealistic assumptions: 
Atomized individuals that operate without a social or historical context, 
follow narrowly, rational scripts, and respond to exogenous variables 
according to detailed axioms. This enables deductive accounts of relation-
ships in which precise hypothesis can be subject to rigorous statistical 
tests. Many advances are made possible with this approach. There are also 
many reasons why this approach has limited validity as a problem- 
solving tool.

Whereas the original focus was individuals or firms, the ecosystem 
approach brought researchers into contact with structures that defined 
the local economic and social context. To increase the scope of entrepre-
neurship scholarship beyond the initial concern with the characteristics 
and behaviors of individuals or firms, researchers were encouraged to take 
the perspective of economic development policymakers and ask entrepre-
neurs directly what they need and then meet these needs with available 
public resources (Feld, 2012). Acs et al. (2014) provide criterion to mea-
sure structures of entrepreneurship at the national level. Stam and van de 
Ven (2021) offer an alternative approach that conceptualizes EEs through 
two sets of elements: resource endowments (including physical infra-
structure, demand, intermediaries, talent, knowledge, leadership, and 
finance) and institutional arrangements, including formal institutions, 
culture, and networks. Both authors concentrate upon discovering the 
microscopic rules or instructions that may lead to simple policy interven-
tions. But superficial categorization of the entrepreneurial environment 
results and the policy proposition underlying this work is that changing 
the instructions—the codes embodied in technology or financial pro-
cesses—are sufficient to bring about change in the system. What they 
ignore is that for instructions to modify behaviors cultural intermediaries 
that can drive cultural evolution are required.

Ecosystems are evolutionary constructs, yet this expansion of EE was 
conducted without there being an underlying notion of what is 
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evolutionary about these systems. In biology only populations evolve. 
Early economists like Alfred Marshall viewed the economy as an evolu-
tionary process in which agents adapted to environmental changes that 
are generated by their own interactions. Since there was no way to mea-
sure frequency dependent selection or mutation nor were there structural 
populations from which to study population genetics among actors in 
the economy, the Darwinian modeling of the replication of natural sys-
tems was eschewed by economists. The original work by Richard Nelson 
and Sidney Winters (1982, 2002) and Nelson (2005) introduced evolu-
tionary considerations into economic analysis without an analogue to 
genes in biological replication. They adapted Darwinian logic to the 
problem of innovation in the production of manufactured objects. Their 
work on technology describes the co-evolution of technologies and insti-
tutions that lead to innovations, as companies respond to environmental 
changes. In their conception when the business environment changes 
and profitability diminishes, innovative companies respond by updating 
their knowledge to amend their routines and launch new technologies. 
The fitness of any one firm is not constant but depends upon the fitness 
of others in its population set. Selection emerges whenever two or more 
firms reproduce at different rates. This enables one firm to enhance its 
fitness strategy by reproducing new products faster than its rival. This 
effort at evolutionary theorizing in economics generalizes from Darwinian 
assumptions at the both the individual and multilevel. But Nelson and 
Winter address variation, replication, selection, and propagation superfi-
cially and often only capture one stage of the feedback process. They did 
not address the question of why much of the radical innovation that we 
observe, such as the development of digital platforms, arises via new firms 
that enter the market and challenge the technology and business models 
of incumbents. How disruptive innovation arises is essentially a political 
economy question, an area that EE has been averse to tackle. In addition, 
the evolutionary algorithms Nelson and Winter describe do not take into 
account changes in the socio-economic context that transform values and 
behavioral norms.

The EE literature has met the challenge of definition and measurement 
by developing indices of entrepreneurship that trace the evolution of the 
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variables through the simple and local interactions between a designated 
and confined list of constitutive elements. The list of variables represents 
regional knowledge production and how place-based innovation can 
spread and catalyze innovation. But there is more to account for. 
Entrepreneurs derive autonomy on the basis of relationships outside of 
their community. They also transmit new ideas from their community of 
origin to those outside by relying on linkages to hub-based connectivity 
within the system. Within the larger ecology sub-systems must be allowed 
to proliferate as incubators for new ideas and products. No one can know 
a-priori which sub-systems will be critical to new ventures. What we do 
know is that sub-systems must have connectivity to system level hubs to 
disseminate local innovations widely (Root, 2023). To trace such linkages 
will require more integration of network models into the analytical 
tool kit.

The literature has identified the sources of the entrepreneurial ecosys-
tems to local conditions at the local, regional, and national level, but 
what we need are network analyses of how these different levels and sub-
systems are linked, and how those linkages allow innovations that occur 
locally to have transformative effects at the system level. This will also 
raise the question concerning the resilience and stability properties of the 
system (Root, 2020, pp. 79–111).

3  The Coevolution of Agency and Structure 
in Entrepreneurial Ecosystems

The ecosystem approach to innovation makes it possible to construct 
models in which structure plays a leading role. This represents a signifi-
cant departure from pure neoclassical approaches in which agency is con-
strained by equilibrium.3

To encompass the full range of evolutionary forces at play in entrepre-
neurial ecosystems, we need an evolutionary theory of agency that reflects 
sociocultural factors in decision making. We are not there yet. The 
agency/structure relationship in typical EE models are grounded in 
notions of individual behavior that reflect fully rational, deductive 
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decision making aimed at maximizing utility. These unrealistic notions of 
agent behavior are used to build political economy arguments based on 
path dependency that give rise to exogenous coordination problems.

Innovation is the end result of a process of cumulative causation that 
depends upon social feedback. The entrepreneur is a product of the sys-
tem of innovation. To understand the entrepreneur’s role, which may 
vary from society to society, researchers must develop an evolutionary 
theory of agency that traces decision-making to its sociocultural roots. 
This means going beyond neoclassical economics to identify the factors 
that make it more difficult to solve those dilemmas of collective action 
that prevent or enable entrepreneurial sprits to flourish in a community. 
EE scholars have effectively applied the approach of institutionalists but 
are less successful at identifying the co-evolution between norms and for-
mal institutions.

The definition of entrepreneurship must not include its consequences, 
we must be able to distinguish consequences from the factors that con-
tribute to it. Isenberg, for example, defines the characteristics of EE in 
terms of their consequences—appropriate finance, quality human capi-
tal, venture-friendly markets, and institutional supports (Isenberg, 2011, 
p. 1). Social capital is a useful idea once distinguished from its conse-
quences. However, an economy’s competitiveness cannot be explained by 
arguments such as “a society being rich in social capital that is committed 
to public goods performs well.” The statement is a tautology; social trust 
cannot be both a cause and a consequence. What we ideally want to 
know are the evolutionary dynamics that produced these properties in 
the first place.

By adopting a complex systems perspective, we can conceive of the 
relationship of agency and structure systemically, in terms of the emerg-
ing properties of the collective networked behavior of the whole, which 
encompasses hierarchical relationships of authority, as well as the norms, 
beliefs, and ideologies, that legitimate those hierarchies. This will enable 
an explanation of entrepreneurship that identifies the links, among agents 
and cultural elements as emergent properties emanating from a system’s 
internal dynamics.

What the current EE models do not achieve is an understanding of 
how cultural evolution exerts an influence on the moral precepts, beliefs, 
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and norms that induce and limit agent behaviors. To understand differ-
ences in the dynamism of entrepreneurial incentives, we need models in 
which strategic behavior and the formation of expectations can be identi-
fied with some process of learning. The diffusion of precepts or conven-
tions that enable cooperation often depend upon a shared cosmology or 
collectively adhered to paradigms about how the world operates. This 
further entrenches normative restrictions on agent preferences, and is 
essential information for understanding why entrepreneurial motivations 
are more prevalent in one environment than another.

To understand the conditions, impulses, incentives, and behaviors that 
give rise to creative entropy, we will need models in which the mechanics 
of interaction between micro and macroscopic layers of the entrepreneur-
ial ecosystem can be understood. To date synergy exists between the com-
putational modelers and economists working on global value chains 
(Balland et al., 2022; Hausmann et al., 2014). But their concept of eco-
nomic complexity does not directly address the incentives for innovation 
either at the community or the individual level and provide little insight 
into the social context in which behavior is embedded. This will be aided 
by computationally enabled models that are in the experimental stage, 
but in which there has been considerable progress during the last twenty 
years (Axtell & Farmer, 2022). The next step is to capture the complexity 
that arises not from variables themselves but from the mutual interac-
tions of the variables over time. We want to know the patterns that form 
from their interactions, and to observe the complexity that arises from 
the higher-level patterns that arise globally.

An analogy of complexity is the game of pool. Armed with a good 
understanding of Newton’s laws of motion, one can reasonably calculate 
how a cue ball should be hit if there were two other pool balls on the table. 
Especially if we can assume a perfectly flat table. But now consider that 
the number of balls on the table increases and the table is on a ship during 
a storm. Now knowing the exact distances between the balls is no longer 
sufficient, and the rules of physics governing any pair of colliding balls no 
longer suffices. The ocean upon which the entrepreneurial pool table is 
sitting comprises the psychological and ultimately neurological process 
that shape human cognition. The dimensions to consider are cognitive, 
affective, and social; individuals learn and modify their behavior in 
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relationship to other individuals. The available set of communication 
mechanisms are all socially constructed and reflect deep variations in  
original conditions among population groups. These variations exist at 
national and regional levels but also within subsets of national 
populations.

4  The Entrepreneurial Ecosystem 
as a Complex Adaptive System (CAS)

The EE approach arose as a hybrid blend of disciplines, a similarity that 
it shares with the study of ecology in natural systems.4 As relatively new 
fields of inquiry, both enjoyed freedom to explore a wide range of disci-
plinary domains. Most research in ecology is strongly grounded in the 
study of complex adaptive systems. In the scientific sense complexity is a 
property of systems comprising many interdependent parts, arising when 
the behavior of the whole emerges from the interactions of its compo-
nents. A change in one part of the system affects other parts until the 
system acquires new properties that its individual components did not 
possess.

Shifts in trade and in geopolitical influence have created new networks 
and brought about an interconnectedness of the world’s many social and 
economic systems that exist at different stages of development. These net-
works are not only interconnected, they are constantly reacting to the 
behaviors, or anticipated behaviors, of other networks that are also repo-
sitioning themselves as the landscape they share is altered. Together they 
shape the larger system, creating rules and identities at the macro level 
that differ from those at the micro levels.

Interdependence among connected but diverse parts is a characteristic 
that distinguishes complex from merely complicated systems. In a com-
plex system, the removal of a single part will change the behaviors of 
remaining components; in a merely complicated system, such as a clock, 
an internal combustion engine or a nuclear reactor, the removal of one 
part will not cause a change in the remaining parts, although the system 
itself may cease to function. Complex systems may be organized 
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hierarchically, but they can also self-organize without design, making it 
impossible to predict the behaviors of numerous components in con-
stantly shifting environments and organization formations. What hap-
pens in one component may affect seemingly unrelated components, so 
distinguishing cause and effect is not easy (Root, 2013).

Here is how the complex system approach can enhance the evolution-
ary algorithms that underpin EE models:

 1. The replicator dynamics of EE usually refer to domain specific routines 
and habits, such as business plans, product designs, corporate cul-
tures, and formal institutions. The rules of social replication include 
punishment, language, copying, written registers, judicial laws, and 
institutionalization. A vision that is communicated hierarchically and 
inculcated by top-down instructions is how organizations such as 
firms or political parties transfer domain-specific knowledge, culture, 
and operational designs to ensure their acceptance among the rank 
and file. The replicator dynamics of CAS refer to modes of collective 
cooperation made possible by prototypical norms, beliefs, ideologies, 
expressed via social paradigms, ethical constructs, symbolic group 
attachments, or collective norms such as forbearance of cousin mar-
riages by the community, something common in some cultures but 
not in others. Since no individual can unilaterally modify the topol-
ogy that they are in, the social and hierarchical relationships, norms, 
beliefs, and ideologies of a collective or social network are essential 
inputs to entrepreneurial incentives.

 2. The variation that EE concerns itself with are essentially alternative 
ideas or product or procedural innovations that are domain specific. 
CAS, as noted, concerns itself with social paradigms such as ethical 
codes or ideology. The selection mechanism in the EE approach is 
either social approval, peer pressure, market competition, or the pref-
erences of leadership cliques. CAS views selection as cultural adapta-
tion or inertia, expressed in system-level templates of stability or 
resilience. It seeks to understand evolutionary mechanisms that are 
not strictly Darwinian, encompassing topics such as group selection, 
where replication occurs at multiple levels and in which agents are 
creatively constructing the environment they inhabit. Embracing 
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CAS scholars of entrepreneurship can further integrate their efforts 
with scholarship seeking to elaborate evolutionary theories about why 
humans cooperate. As science progresses future research will probe 
into neurophysiological domains to better grasp the functioning of 
the brain. Step-ups will occur according to the extent that progress is 
made in studies of experimental economics and cognitive psychology.

 3. EE typically focuses on tangible physical products, work behaviors in 
firms, and political or civic activities more generally and the codifica-
tion of organizational designs, technologies, goods and services, con-
stitutions, rules and bylaws. CAS seeks to encompass social governance, 
probing religious and symbolic representation, including cultural 
devolution and practices, ritualistic behavior, and shared meta-visions 
that elaborate a vision of the core drivers of societal evolution within 
a given historical community. An example is how local communities 
are supplanted by imagined communities that allow strangers to share 
a common identity beyond kinship, or that allow products designed 
for one set of consumers to find broader markets.

 4. Although EE emphasizes the interaction of elements and networks 
that produce cultural values, the system components and the environ-
ment of adaptation tends to be narrow. EE places most of its emphasis 
on micro behaviors in markets and social networks of leadership, 
finance, talent, knowledge, and support services. The structural and 
ideational supports that enables those behaviors to be carried out 
receives fleeting notice. A fully developed CAS would deal with social 
governance, and would confront the cumulative causation that makes 
social feedback complex, and the broader historical legacies of societ-
ies that link behavior, norms, and beliefs to prior events. In this regard, 
cultural evolution and history are highly relevant to the question of 
what supports the emergence of entrepreneurship in one society and 
not in another.

Cultural anthropologist Joseph Henrich (2020) and evolutionary 
economist Jonathan Schulz (2022) have emphasized Christianity’s 
role in forging cultural commonalities across western European popu-
lations by promulgating rights outside of kinship and banning cousin 
marriages. In the urban communes of pre-modern Europe, Christianity 
allowed deeper forms of cooperation and provided a basis for social 
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cohesion. The forces unleashed via literacy, or religious conversion 
attained evolutionary influence over individual psychology, and this 
helped to foster a sense of identity, a shared cosmology, and a shared 
criteria for social status. Following a similar logic, during the nine-
teenth century the bolstered apparatus of Western European states 
enabled national identities to emerge. These were constructed identi-
ties. Today markets create consumer tribes that transcend national 
boundaries.

 5. The menu of behavioral mechanisms at the disposal of entrepreneurs 
will vary according to social context. However, the topic of diffusion, 
propagation and policy advocacy is treated by EE in terms of best 
practices, articulated in off-the-shelf, developmental advisory services. 
Such approaches are weak at identifying what will motivate individu-
als to modify their underlying behaviors as the result of the same envi-
ronmental change. One of the reasons this approach performs poorly 
in different cultural milieus is that actors deliberate on the basis of 
conditional reasoning, their motivations are multidimensional; opti-
mization according to an egocentric utility function is just one. By 
contrast, in CAS diffusion occurs through symbolism that resonates at 
the community level. Ultimately, CAS has potential to be a meta- 
theory for gauging how the environment shapes agents’ behavior and 
how collective behavior of the agents affects the configuration of 
structure. In the end it is the system that acts as a breeder of innova-
tions and entrepreneurs, of which only a fraction will survive.

5  Conclusion

An entrepreneurial ecosystem is largely understood to include local, 
social, institutional, and cultural processes that support firm formation 
and growth (Acs et al., 2014; Lafuente et al., 2020; Wurth et al., 2022). 
Yet there is still much to learn about the evolutionary dynamics of entre-
preneurial ecosystem, if we are to provide a better answer to enduring 
policy dilemma of animating local innovation systems to contribute to 
the innovation engine that drives global growth. Innovation systems are 
heterogeneous across economies and within sectors and regions of 
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national economies, their structure, their timing and cultural mecha-
nisms vary in terms of their ability to support entrepreneurial ventures, 
especially those that will alter the status quo. Success in overcoming local 
constraints is rarely continuous, but episodic. Entrepreneurship arise 
unexpectedly and fortuitously in one sector of an economy or region of 
the world, with no prior indication of their timing, and without notice to 
then suddenly dry up and move on. Once having adapted CAS into the 
analysis, we will be able to embark on a journey that promises further 
advances into unraveling this mystery of why some ecosystems are more 
likely to encourage discovery, creativity, and resilience.

Notes

1. Between 1970 and 2017 215 papers on entrepreneurial ecosystems were 
reported by Scopus and 116 by the Web of Science (Malecki, 2018).

2. The original focus was the “Schumpeterian” entrepreneur.
3. Conventional neoclassical approaches analyze social phenomena in terms 

of the actions of atomized actors. Individual incentives are seen to be what 
guides behavior. In theories that are purely structural, behavior is deter-
mined according to social norms. Introducing a time element introduces 
an intermediate position between methodological individualism and 
methodological collectivism.

4. Simon Levin comments on the synergies between ecology and the theory 
of complex adaptive systems (Levin et al., 2009, p. vii).
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